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If a man will begin with certainties, he will
end in doubts;
but if he will be content to begin with doubts,
he shall end in certainties.

Francis Bacon






Preface

This book presents an account of the NATO Advanced Study Institute on “Nano-
Optics for Enhancing Light-Matter Interactions on a Molecular Scale: Plasmonics,
Photonic Crystals, Metamaterials and Sub-Wavelength Resolution,” held in Erice,
Sicily, Italy, from 3 to 18 July 2011. This meeting was organized by the International
School of Atomic and Molecular Spectroscopy of the “Ettore Majorana” Center for
Scientific Culture.

Quoting one of our lecturers (L. Novotny): “Nano-optics is the study of optical
phenomena and techniques on the nanometer scale, that is, near or beyond the
diffraction limit of light. It is an emerging field of study, motivated by the rapid
advance of nanoscience and nanotechnology which require adequate tools and
strategies for fabrication, manipulation and characterization at this scale.”

The Institute provided a comprehensive overview of the rapidly expanding field
of nano-optics, and outlined the current state of the art both in terms of the theory
and applications to various technologies. The topics presented covered a broad
range of subjects within the field of nano-optics, and included both the fundamental
and advanced treatments of the following topics: plasmonics, photonic crystals,
metamaterials, imaging with sub-wavelength resolution, ultrafast spectroscopy for
coherent control of biomolecules, fluorescence resonant energy transfer, photo-
voltaics, photonic structures for information delivery and processing, non-linear
phenomena, luminescence of nanostructures, waveguide arrays of nanostructrures,
and terahertz spectroscopy for imaging at the nanoscale. The applications of nano-
optics presented included: bio-imaging with subwavelength resolution, plasmonics
for cell manipulation and materials processing at the nanoscale, transfection and
nano-surgical techniques using ultrafast lasers, the enhancement of fluorescence
for bioimaging, sensors based on plasmonics and various nano-structured materials,
photovoltaics using nano-materials, photonic crystals for fiber communication, and
ultrasensitive techniques (optical microcavities and waveguide arrays) for detection
of chemical and biological molecules and explosives in the field.

Each lecturer started at a fundamental level, ultimately reaching the frontier of
knowledge in a systematic and didactic fashion. The participants were encouraged
to ask questions both during and after the lectures, which often led to lively
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viii Preface

interactions. The formal lectures were complemented by additional seminars and
discussions. The Institute gave the participants an opportunity to present their
research work in the form of short seminars or poster presentations. In all, 10 short
seminars and 42 posters were presented.

The participants came from 21 different countries: United States, England,
Germany, Italy, Canada, France, Spain, The Netherlands, Finland, Denmark,
Norway, Poland, Switzerland, Russia, Ukraine, Czech Republic, Uzbekistan,
Belarus, Estonia, Croatia, and Egypt. Over the 2 weeks of the course, participants
were given numerous opportunities to interact with one another, at both formal
(poster sessions, seminars) and informal (e.g. dinners, excursions) events. The goal
was to allow the participants to learn from one another about their scientific work
and to expose them to others researchers from various cultures.

Two roundtable discussions were conducted during the course. The first discus-
sion, conducted early in the course, allowed for the organizers and lectures to get
immediate feedback from the participants regarding the organizational aspects of
the course. The second roundtable meeting, held on the last day of the course,
assessed the overall effectiveness of the course from the view of the participants.
All participants filled out an evaluation form for the course and were given the
opportunity to express their views at the meeting. The discussion and the evaluation
forms indicated that the participants overwhelmingly felt that the course was a
success. They appreciated the didactic nature of the course and found some of the
lecturers very inspiring. They felt that the scientific level of the course was very
high, and that both the breadth and balance of the subjects covered were appropriate.
They believed the atmosphere of the course helped to promote interaction between
all participants, especially between students and lecturers, and that these interactions
often led to creative discussions. They also appreciated that the lectures were made
available to all the participants online.

The evaluations provided many helpful suggestions that we will implement
in the next course. Several participants suggested that additional information
be made available online regarding some practical aspects of coming to Erice
(accommodations, food, climate, etc.). They indicated a desire to have an online
form on the web site to submit abstracts for posters and short seminars. Generally,
they believed that a greater online presence would help in disseminating information
about the course. Many participants also expressed a desire for additional events
with a non-scientific focus, such as the special session given by one lecturer on his
recent climb of Mt. Kilimanjaro.

Overall, it seemed that all the students enjoyed meeting and discussing their
work not only with the lecturers, but also with one another. They appreciated the
opportunity to meet with fellow graduate students and post-doctoral researchers
from other countries who are working in the same field, or in related fields that
could enhance their own work. They generated friendships and contacts that will
very likely lead to new collaborations and opportunities for the enhancement of
their research work.

The evaluations allowed us to gather new ideas on how to further improve the
course, and revealed a consensus that the course will benefit their research work.
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The following quotes from the evaluation forms give insights into how the students
viewed their experience at the Institute.

“Very useful and interesting. The atmosphere is very special and very creative.
The lineup of the speakers is fantastic . ... A great service to the community.”

“The most valuable thing I got out of the conference was meeting the other people
who are involved in my field.... This was especially true for those of us from a
small group, who maybe don’t have as many people to bounce ideas off of.”

“Very nice atmosphere among participants. Professors available for questions and
willing to answer was highly important.”

Summaries of the lectures, seminars, and posters are presented in this report.

I wish to acknowledge the sponsorship of the meeting by the NATO Organi-
zation, the Karlsruhe School of Optics, Boston College, the Italian Ministry of
Scientific Research and Technology, and the Sicilian Regional Government.

I am looking forward to our activities at the Ettore Majorana Center in years to
come, including the next 2013 meeting of the International School of Atomic and
Molecular Spectroscopy.

Baldassare (Rino) Di Bartolo

Director of the International School

Of Atomic and Molecular Spectroscopy
Of the “Ettore Majorana Center”
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1

Real-Time Optical Detection of Single
Nanoparticles and Viruses Using Heterodyne
Interferometry

Anirban Mitra and Lukas Novotny

1.1 Introduction

Nanoparticles play a significant role in various fields such as biomedical imaging
and diagnostics [1-4], process control in semiconductor manufacturing [5],
explosives [6], environmental monitoring and climate change [7, 8], and various
other fields. Inhalation of ultrafine particulates in air has been shown to have
adverse effects, such as inflammation of lungs or pulmonary and cardiovascular
diseases [9, 10]. Nano-sized biological agents and pathogens such as viruses are
known to be responsible for a wide variety of human diseases such as flu, AIDS and
herpes, and have been used as biowarfare agents [11, 12].

Rapid and accurate detection and characterization of viruses has become increas-
ingly important over the years. Accurate quantification of the presence of human
viruses such as HIV, herpes or influenza in blood samples is essential for clinical
diagnosis and also for vaccine development. The ability to distinguish between
different kinds of viruses present in a sample is also highly desirable. For example,
a single patient may be coinfected with multiple viral pathogens such as HIV and
HCYV, and being able to identify and quantify both viruses is crucial for the patient
to be treated appropriately.

Most of the existing virus particle quantification techniques either suffer from
significant technical glitches or are extremely time and cost consuming. Techniques
such as quantitative-PCR [13] only indirectly determine the number of viral
particles in a sample, while the plaque titer method [14] quantifies only those which
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4 A. Mitra and L. Novotny

cause visible cell-damage. Quantitative Electron Microscopy (QEM) [15] is limited
by its low resolution for small particles such as viruses, whereas quantification by
Image Enhanced Microscopy (IEM) [16] is unreliable due to experimentally uncon-
firmed efficiency of labeling with fluorescent dyes. At present there does not exist
any virus quantification method available to biologists which can quickly and reli-
ably detect, quantify and characterize virus particles with single particle sensitivity.

In recent years several studies have focused on developing new and improved
optical techniques for nanoparticle detection [17-23]. Optical methods have proved
particularly attractive because of their noninvasive nature and high sensitivity [24].
A lot of these methods have specifically concentrated on label-free viral biosensing.
Optical techniques based on sensing discrete resonance shifts in whispering gallery
mode (WGM) microcavities due to binding of single virus particles have proved
really promising [25-29], but they cannot be used to distinguish between viruses of
different sizes present in a heterogeneous mixture. Other optical sensing platforms
such as those based on nanoplasmonics [30] or interferometry [31,32] have proved
to be sensitive to single viruses; but while some of them need to be run for a long
time and hence are unsuitable for real-time sample characterization, others rely on
extensive surface preparation steps or availability of specific antibodies for the target
viruses in a sample. Electrical sensors have been demonstrated to be able to detect
single viruses in solution [33,34], but they suffer from the drawback that they are
extremely sensitive to changes in ionic strengths of the media [35]. A single label-
free method which can quickly and accurately quantify levels of different viruses
present in clinically relevant samples without additional sample preparation steps,
has remained elusive for practical implementation.

Several optical methods for detection and characterization of nanoparticles that
have been developed in the past have relied on light scattering [36], since light
scattering measurements are usually highly sensitive to small variations in particle
sizes or optical properties. Various optical particle counters (OPCs) have been
developed, some of which such as the Flow Cytometer [37] are capable of detection
single nanoparticles, while some others such as those based on Dynamic Light
Scattering (DLS) [38] detect ensembles of particles. However, the methods capable
of single particle detection are usually sensitive only for particles down to ~200 nm
in diameter. Methods such as DLS can be used to detect very small particles down
to less than ~10 nm diameter, but they cannot attain single particle sensitivity.

Optical detection of nanoscale biological agents (such as viruses) using light
scattering is difficult due to their low scattering cross-section and low index contrast
to the surrounding medium. Light scattering from a homogeneous sphere has a
rigorous solution, as derived by Mie [39]. In the limiting case, particles much
smaller than the wavelength of the excitation light can be described by a dipolar
polarizability « given by Bohren and Huffmann [36]

Ep — &
=d4gg,R3L " 1.1
¢ o 8,,+2£m -

where R is the particle radius, and ¢, and ¢,, are the dielectric permittivities of the
particle and the surrounding medium, respectively. An incident oscillating electric
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field E¢y. induces a dipole p in the particle parallel to the incident field, given by p =
aEcx.. The induced dipole radiates (i.e. scatters) a secondary electric field E;
o E¢xc. Evidently, o defines the scattering and absorption efficiencies and bears
information on both particle size (R) and composition (¢,), and hence is highly
significant in nanoparticle characterization. Nanoparticle detection techniques such
as DLS probe the intensity of the scattered light / o |Es|?, and hence the detector
signal scales with |a|?> o R®. The strong size dependence makes it extremely
difficult to detect small particles based on standard light scattering.

It would therefore be expected that a detection principle that hinges on an
optical interaction mechanism that has a weaker size dependence than standard light
scattering-based techniques would provide a better Signal to Noise Ratio (SNR) and
hence would be sensitive to single particles of smaller sizes. This is where interfer-
ometric detection [40-42] comes in. Unlike other light-scattering based detection
techniques, interferometric detection exhibits a weaker size dependence and there-
fore provides significantly better signal-to-noise for small particles. For interfero-
metric detection, the detector signal is proportional to the amplitude of the scattered
light |E|, and hence scales with @ o< R?. Interferometric detection can provide
single particle sensitivity and has the potential for real-time detection [43—46].

In real-time interferometric nanoparticle monitoring, particles typically are made
to traverse a stationary laser focus, and the scattered field from a single particle
is combined with a reference field and recorded interferometrically with a pho-
todetector. Using this standard (also called homodyne) scheme for interferometric
detection, it has been shown that nanoparticles can be detected in real-time with
high sensitivity [43,47]. However, the phase sensitivity of homodyne interferometric
measurements makes it difficult to accurately assess « of a target particle traversing
a stationary laser focus. Slight variations in the particle’s position have a significant
influence on the phase of the scattered field, thereby affecting the detector signal and
hence the resolution of the measurement. This in turn makes it difficult to clearly
distinguish between particles of slightly different sizes present in a heterogeneous
mixture. In the following sections, we present a nanoparticle detection scheme
based on heterodyne interferometry, using which amplitude and phase of the
interferometric signal from a nanoparticle can be effectively decoupled, hence
improving the size resolution of particle characterization. Furthermore, combining
heterodyning with differential detection greatly reduces background and laser power
noise, and helps achieve high detection sensitivity.

1.2 Differential Optical Heterodyne Detection

Let us consider a detection scheme as illustrated in Fig. 1.1. A collimated excitation
laser beam E. with frequency w is incident on a high-NA inverted microscope
objective, and is brought to a diffraction-limited tightly focused spot at the interface
of a nanofluidic channel [48] through which a nanoparticle solution is made to
flow. Let the particle be located at r = (x, y, z), and the flow direction be in the
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Fig. 1.1 (a) Heterodyne interferometric detection of the light scattered by a nanoparticle or a virus
(vellow) as it traverses a laser focus. The scheme employs an excitation laser (Eq.) with frequency
w that is reflected off a beamsplitter and focused via an objective into a nanofluidic channel. The
scattered light (Ey) is superimposed to a reference beam (E;) with frequency o + Aw and directed
onto a split photodetector. (b) SEM micrograph of a series of nanofluidic channels in the flow-cells
used in the experiments. Scale Bar =2 pum (Color figure online)

x-direction, transverse to the optical axis z. The focused electric field induces a
dipole moment p in the particle, given by

p(r) = aEexc(r)v (1.2)

with o being the polarizability of the particle. The particle (the oscillating dipole)
scatters a field Eg, which is given by

E(r) = o’ jt o G (r) p(r) (1.3)

where o is the frequency of the incident field, i and ¢ are the relative permittivity
of the medium surrounding the particle and the permittivity of free space respec-

tively. (5) is the far-field dyadic Green’s function [49],

exp(ikR — iwt)

<>
G = 47R

[I-RR/R?] (1.4)
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where k = nw/c with n being the index of refraction, and R = ry, —r is the vector
from dipole to the field point r. The field radiated by the dipole is collected by the
same objective lens characterized by a focal length f and numerical aperture NA =
7 Sin Oyax, With O, being the maximum collection angle measured from the optical
axis (cf. Fig. 1.1). The dipole’s farfield can be written from Eqgs. (1.3) and (1.4) as

k?> exp(ikR —iwt)
e,n? 47 R

E((roo) = [I—RR/R*]p. (1.5)

where we have used the fact that © ~ 1 for most mediums and that py =
I located on the reference sphere of the lens and for small deviations of the d1pole
from the focus r = 0, R can be expanded as

R=f—%[xxoo+yyoo+zzoo]+.. (1.6)

Retaining only terms up to first-order in the phase and terms up to zeroth-order in
the amplitude yields

k? exp(ikf —iwt)
dme,n? f
x exp(—ik[xsinf sin¢g + ysin6 cos¢p + zcos0]) (1.7)

E (0. ¢) = [1-rooroo/f2]p

where we expressed (Xoo, Voo, Zoo) 1N spherical coordinates (f, 60, ¢). For our
purposes k|r| < 1 and hence we expand the last exponential term to first order, i.e.
exp(x) ~ 1 + x. This substitution makes a later integration over 6 and ¢ possible.
Also, using the paraxial approximation, [I — Tooloo/ f 2] ~ 1. The lens collimates
the field of the dipole and projects it on the plane of the detector. In the detector
plane the field can be represented as

k? exp(ik[f + Az] — ia)t)p

E(6.9) = dre,n? f

x (1 — ik[xsin@ sin¢g + ysinf cos¢ + zcos 0]) (1.8)

where Az is the distance from the lens to the detector plane.

Let us now consider the reference field E; that is incident on the photodetector,
along with E(6, ¢). In heterodyne interferometry, a frequency-shift Aw is intro-
duced into the reference field (with respect to the excitation field), usually with the
help of a pair of acousto-optic modulators [44]. The magnitude of Aw is usually
chosen to be relatively high (80kHz for the experiments described below), so that
the signal processing can be done beyond the range till which 1/f noise [50] can
affect the signal-to-noise (SNR) of the system. The reference field can be written as

Er — Er ei(kAz—[a)+Aa)]t—A¢) np, (19)

where n,, is the unit vector in direction of p, A¢ is a constant phase shift, and
Aw is the frequency shift introduced in the reference field. For nanoparticles or
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viruses suspended in an aqueous medium, there is a refractive index difference at
the interface between the glass nanofluidic channel and the medium inside. Since
the excitation laser beam is tightly focused at this interface (Fig. 1.1), a part of if it
is reflected back along the same path as the scattered light and interferes with the
reference and the scattered fields. We will call this field as the background field E,
in the rest of the article.

1.2.1 Differential Detection with a Split Photodetector

We have seen above that even without any particle traversing the laser focus, the
fields E; and E, are incident of the surface of the photodetector, which would
inevitably produce a background in the detector, unless the effect of this background
is somehow negated. This is usually done by performing differential detection using
a split photodetector or a pair of balanced photodiodes. In the experiments we will
describe below, a split photodetector is used for differential detection. A particle
traversing the laser focus in the x-direction (cf. Fig.1.1) produces a position-
sensitive signal in the y-direction on the detector surface, and two independent
power readings Py, and Pg,w, can be obtained out of the detector. Let us first
consider the total intensity / of the light that is incident on the detector

1(0.¢) o |Es + E, + Ey|’
o |Eg* + |Ei*> + [Ep|” + 2Re {E* - E;} + 2Re {E - E;} + 2Re {E; -E,}.
(1.10)
The differential output of the detector is the difference of the intensities integrated
over the areas of the two halves of the detector

S = [Pup_Pdown]- (1.1D)

By centering the reference and the background beams on the surface of the detector
in the absence of a particle at the laser focus, the contribution of the terms in
Eq. (1.10) that do not contain E can be eliminated. This is how a perfectly aligned
split detector helps in background-free detection. So, the differential signal S from
a perfectly centered detector is given by

S = |ES|2+2Re{/ E;"-Esda} +2Re{/ E;-Esda}
up down

—2Re%/ E;‘-Esda}—zRe{/ E;‘-Esda} (1.12)
down down

where f stands for integration over the top half of the detector, and f over the
up down

bottom half. Now, since |E |2 is much weaker than the rest of the terms in the above
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Fig. 1.2 Differential detector signal S(r) for a particle moving along x with speed v = 1 mm/s
through the focal plane of a laser beam (A = 532nm, w, = 0.5 m), obtained via numerical
calculations. The reference beam is frequency shifted by 80 kHz. The red curve is the demodulated
amplitude (Color figure online)

equation, we can neglect it. Let us also not consider the terms containing E;, for now
(we will see later that their contribution will be eliminated after processing with a
lock-in amplifier). Equation (1.12) reduces to

S=2Re{/ E*-E,da —/ E;"-Esda}. (1.13)
up down

Introducing the expressions for E¢ and E, from Eqgs. (1.8) and (1.9) and carrying out
the integrations in Eq. (1.13) yields

1672 NA?
T / X E.Re{nyp expli Awt + i Ad]} (1.14)

() = 3¢, n°> A3

where we made use of the small angle approximation sin 6 ~ 6. We find that the
signal depends linearly on the dipole’s deviation in the flow direction (x) measured
from the geometric focus r = 0. Note that we consider that the particle moves in
the x direction exactly through the center of the focus (hence y = 0 and z = 0).

For simplicity, we assume that the exciting field E. is a Gaussian beam of
the form

E() eikz _(xztyz) 1 .
Eoo(X, ,2) = ——25 &7 @ atzged, (1.15)

(1 + 2iz/kw?
where w, is the beam waist radius. For high NA, Eq.(1.15) is only a rough
approximation and more accurate models for the focal fields are necessary [49].
The black curve in Fig. 1.2 shows the calculated signal S(r) for the parameters used
in the experimental validation described in the later sections.
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If the terms containing E;, are retained in Eq. (1.13) and the next few steps of the
analysis, the split detector signal would be given by

S(r) o« EgE, cos(Awt + A¢p) + EgEy, cos(A¢y) (1.16)

which is a simplified form of Eq. (1.14) where E; is the amplitude of the scattered
field; with an additional term for the interference between the scattered and the
background fields, where Agy is the phase difference between the two fields.
Processing of the split detector signal with a lock-in amplifier gets rid of the second
term, as we will see below.

1.2.2 Signal Demodulation

At the output of the split detector, the heterodyne signature of a single nanoparticle
rides over carrier frequency Aw, and needs to be demodulated. A lock-in amplifier
of suitable operating range and bandwidth is used to demodulate the signal. The
lock-in amplifier is given a reference TTL signal which has a frequency equal to
Aw, the modulation frequency of the detector output signal. The phase-locked loop
(PLL) in the lock-in amplifier locks an internal reference oscillator to this external
reference frequency, which results in a reference sinusoidal wave at Aw and a fixed
phase shift of ¢s. The lock-in reference can be written as

Vlockin = VL COS(AC()I =+ A¢ref). (117)

Now the lock-in amplifies the detector output signal and multiplies it by the lock-in
reference using a Phase-Sensitive Detector (PSD) whose output is given by

Sy o« EqE.VE cos(Awt + A¢) cos(Awt + Agprer)

+ EsEnVL cos(Agp) cos(Awt + Adrer), (1.18)

where we have written the detector signal including the terms containing Ey, as in
Eq. (1.16). Equation (1.18) can be simplified to

1
Sy EEsErVL [COS(Ad) - Aqﬁref) + COS(ZACUI +A¢ + A(pref)]

1
+§ESEbVL [cos(Awt + At — Ady) + cos(Aw t + A + Adp)].
(1.19)

The lock-in passes this output through a narrow-bandwidth low-pass filter, where
the AC parts of the output are removed. This reduces Eq. (1.19) to

1
Se 0 JEEVL (cos(Ap — Adr). (1.20)
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Note that all contribution of the terms containing E}, is removed, justifying
the simplification used to obtain Eq.(1.13) in the previous section. The phase
dependency in Eq. (1.20) is removed by the lock-in with the help of a second PSD,
which essentially shifts the reference oscillator by 90° and then multiplies with
the detector signal. The output of this second PSD also passes through a narrow-
bandwidth low-pass filter, where the AC parts of the output are removed. Performing
similar derivation steps as for S, we get

1 .
S, EESErVL (sin(A¢p — Adrer). (1.21)

Sy and S, are the two output signals from the lock-in amplifier. The phase-
sensitivity of these signals can be eliminated by calculating

A=[S]+ 8" o [Era Eexe]’ (1.22)

where we have used the fact that £ o oEcx., Where « is the particle’s polarizability
and E. is the excitation electric field. It can be seen that the signal amplitude 4
reflects o (which gives a measure of the particles’s size), and is phase-independent.
The red curve in Fig. 1.2 corresponds to this signal amplitude A, which we get
after demodulation of the raw detector signal (the black curve) using the lock-in
amplifier. Here lies the big advantage of heterodyne interferometry when it comes
to particle detection, which is that the phase sensitivity of the detector signal can be
eliminated and hence detection accuracy can be improved over standard homodyne
detection. In homodyne detection, only one of the phase-sensitive signals (S or Sy)
would be recorded, and hence particle detection accuracy is affected by phase. The
red curve in Fig. 1.3b shows the theoretically expected variation of the homodyne
signal (considered to be S,) for the parameters of the experiments described in the
following sections.

1.2.3 Experimental Validation of Predicted Signal

With the theoretical understanding of heterodyne interferometric detection devel-
oped in the preceding sections, we will now experimentally validate our predictions
using an experimental scheme similar to that illustrated in Fig.1.1. Instead of
particles in solution flowing through nanofluidic channels, we use an immobilized
100nm polystyrene sphere as a test particle. A drop of water is used to cover the
immobilized particle to mimic the surrounding medium for a particle in solution.
By means of a piezo scan stage, the particle is first positioned in the focus r =
(x,y,2) = (0,0,0) of the stationary excitation beam and then periodically scanned
in the transverse x direction. The black curve in Fig. 1.3a shows the raw detector
signal according to Eq. (1.16) and the blue curve is the corresponding demodulated
signal amplitude A. The inset shows the oscillations at the carrier frequency Aw.
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Fig. 1.3 Experimental signals recorded with a test particle scanned through the laser focus. (a) The
black curve shows the raw detector signal according to Eq. (1.16) and the blue curve is the demod-
ulated modulus A. The amplitude of A is a measure for the particle polarizability «. Inset shows the
oscillations at the carrier frequency Aw. (b) Demonstration of the phase sensitivity of homodyne
detection. The figure shows the maximum value of S, recorded by scanning a test particle through
the laser focus in different transverse planes z = const. The shaded region corresponds to
the width of the nanofluidic channels used in our experiments with particles in solution. Phase
variations across the nanochannel dimensions have a strong influence on the signal strength of S,
(homodyne detection). Dots: experimental data; red curve: theoretical curve (Color figure online)

Because of the presence of the background field Ey, the raw detector signal exhibits
a time-dependent baseline (hence different from the black curve in Fig. 1.2, where
we don’t consider Ey). The blue curve, however, can be directly compared to that of
the theoretically predicted red curve in Fig. 1.2. While the width of the blue curve is
associated with the size of the laser focus and the particle velocity, its height reflects
the particle polarizability c.
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To characterize the influence of the phase on the signal strength for homodyne
detection S,, the experiment is repeated for different offsets (z=const.) along
the optical axis, representing the typical range of particle trajectories. For each z
position, the maximum value of S, is evaluated. The result, shown in Fig. 1.3b, rep-
resents the signal variations in a standard homodyne detection scheme. Evidently the
phase variations cause the signal to vary rapidly with z. Therefore, different particle
trajectories affect the homodyne signal strongly, which diminishes the measurement
accuracy and makes it difficult to assess the particle size and polarizability. In
heterodyne detection, on the other hand, the phase can be eliminated. The resulting
signal A = [S} 4 S7]'/2, which corresponds to the envelope of the oscillating curve
shown in Fig. 1.3b, no longer varies across the typical range of particle trajectories
(highlighted stripe, which denotes the lateral extent of nanofluidic channels). As will
be discussed in the following, the elimination of phase variations leads to improved
measurement accuracy.

1.3 Characterization of the Performance of a Heterodyne
Detection Scheme

A given set of particle measurements will have a characteristic size distribution,
whose width represents the actual particle size distribution as well as the measure-
ment uncertainty. The width can be estimated as the standard deviation

— 2 2 2
Ototal = \/Gsys[em + aLrajeCtory + Ogize (123)

which has several contributing terms. Here, 0gysem is due to the system response,
which is the distribution that would be obtained for a single particle crossing the
laser focus several times on the same trajectory, and Oyyjectory represents the signal
variation due to the various trajectories a particle may take. A heterodyne system
eliminates the phase dependence of this variation, but the modulus A4 is also affected
to a small degree. Finally, o,e represents the actual distribution of particle sizes,
which is the quantity we generally wish to determine.

In the following sections, we present experimental results obtained with the
above-introduced heterodyne detection scheme, that characterize the system re-
Sponse, Ogysiem, and the trajectory uncertainty, Oyajectory- Once these quantities are
known for a given experimental configuration, it is straightforward to isolate the
particle size distribution, oy, of a given sample of nanoparticles.

1.3.1 System Response

To investigate the effect of the system’s response function in the performance of
the detection scheme, we use a single immobilized nanoparticle that is repeatedly



14 A. Mitra and L. Novotny

a Immobilized particle b Trapped particle C Ensemble of particles
400 400
400
2 800 2 800 £ 300
S onk 6=07nm | S 6=89mm | 5 5=81nm
g200¢ ' g 200 8 200
100+ 100 100
0 0 0
20 40 60 80 100 120 20 40 60 80 100 120 20 40 60 80 100 120
particle radius (nm) particle radius (nm) particle radius (nm)

Fig. 1.4 Experimental particle size distributions measured with the heterodyne approach for (a)
a single immobilized 75nm polystyrene particle that is repeatedly scanned through the laser
focus, (b) a single 75nm polystyrene particle electroosmotically trapped in a nanochannel,
and (c) an ensemble of 75nm polystyrene particles freely flowing through a nanochannel. The
standard deviations for the respective size measurements (reflecting the size resolutions in the
measurements) are indicated by the o values

scanned through the laser focus. This configuration eliminates the problems associ-
ated with particle heterogeneity and different particle trajectories.

Polystyrene spheres 75 nm in radius are immobilized on a microscope cover-slip,
covered with a drop of water, and a single particle is scanned several times back-
and-forth through the laser focus. Each detection event, corresponding to the particle
passing through the laser focus, renders the signals Sx(#) and S, (¢) as described by
Egs. (1.20) and (1.21), from which we calculate the modulus A(7) = [S2 + 53]1/2.
As seen in Fig. 1.3a (blue curve), the amplitude A(¢) of an individual detection event
has a characteristic double-peak structure. This information is used to distinguish
detection events from system noise. For each detection event we evaluate the
maximum peak amplitude of A(¢) and use the resulting value as a data point in a
histogram. A sufficiently large number of detection events generates a characteristic
signal distribution. The signal can be calibrated to the particle’s size because the
signal magnitude scales linearly with the polarizability o (cf. Eq.1.1) and hence
with the third power of particle size R. Figure 1.4a shows a size histogram obtained
for an immobilized 75nm polystyrene particle. In essence, this size distribution
represents the system response function, and the width of the distribution, 0.7 nm,
defines the resolving power of the measurement approach.

Homodyne detection yields a size distribution that is significantly wider, which
can be demonstrated by plotting a histogram of sizes obtained from the signal S, (¢)
[or S, (2)] by itself. This increase in width originates from the fact that the homodyne
signal is affected by phase variations due to interferometer instabilities and by small
deviations in particle trajectories.

1.3.2 Particle Trajectories

Having quantified the system’s response, we next characterize the influence of
different particle trajectories and Brownian motion. As shown in Fig. 1.1, we use
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a flow-through scheme that employs a nanofluidic channel to direct single nanopar-
ticles through a stationary laser beam. The characterization of particle trajectories
requires that the particle size does not vary between measurements. However,
commercial nanoparticle solutions come with a finite size distribution. In order
to eliminate this ambiguity we implemented an electroosmotic recycling scheme,
which allows the interrogation of the same single particle over and over again.

The nanofluidic channels used in our experiments are fabricated in fused
silica wafers using UV lithography. The nanochannels are 15 pum long, have a
500 x 500 nm square cross-section, and are connected to two reservoirs [48]. A
single nanochannel is positioned in the laser focus by means of the scan stage. A
nanoparticle solution is introduced into one of the reservoirs and a particle flow is
established using the electroosmotic effect [47].

To repeatedly interrogate the same nanoparticle, the electroosmotic voltage is
controlled by a feedback loop. The signal from a single particle traversing the
laser focus is used to flip the electroosmotic voltage immediately after the passage,
causing the nanoparticle to reverse its direction of motion and pass through the laser
focus again. In order for the trap to be stable, the particle’s passage time t through
the laser focus (size Ax & 500 nm) needs to be shorter than the timescale associated
with Brownian motion, i.e. T < Ax?2 /2D, where D is the diffusion coefficient. In
water D ~ 107" m?/s and hence T < 8 ms. In our experiments T < 1 ms, which
typically allows us to detect a single nanoparticle more than 10* times before it
escapes due to Brownian motion.

A characteristic time trace for a single electroosmotically trapped nanoparticle
is depicted in Fig. 1.5a. The top curve (red) shows the periodic switching of the
electroosmotic potential, the center curve (blue) is the homodyne signal Sy (¢), and
the bottom curve (black) is the heterodyne signal A(7). As discussed earlier, the
phase variations due to different particle trajectories are fully contained in S, (?)
but are eliminated in A(¢). Therefore, as shown in Fig. 1.5a, the variations between
individual detection events are considerably larger in the homodyne signal than in
the heterodyne signal, supporting the hypothesis that the phase should be eliminated
for accurate particle characterization.

The maximum value of A(¢) for each particle passage is then evaluated and
a distribution of the values is established. The resulting histogram is shown in
Fig. 1.4b. Since the same particle is detected repeatedly, the factors contributing
to signal variations are system noise and variations in particle trajectories. The
latter gives rise to a broadened size distribution as compared to the immobilized
particle case shown in Fig. 1.4a. The width of the distribution is evaluated to be
o = 3.9nm. A comparison of the heterodyne distribution with that obtained with
homodyne detection (S, or Sy) is shown in Fig. 1.5b, c. The homodyne distribution
in Fig.1.5¢ is much wider (60 = 7.9nm) than the heterodyne distribution in
Fig. 1.5b, because of phase variations due to different particle trajectories. This
difference in width clearly illustrates the importance of eliminating the effect of
phase variations with heterodyne interferometry, hence improving the accuracy of
particle characterization.
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Fig. 1.5 Characterization of the influence of particle trajectories. (a) Time trace for a single
75nm polystyrene particle repeatedly passing through the laser focus. The figure shows the
periodic switching of the electroosmotic potential (fop), the homodyne signal S,(z) (center),
and the heterodyne signal A(¢) bottom. It is evident that the signal variations between detection
events are lower for A(t) than for S,(¢), proving that the elimination of phase variations due to
different particle trajectories improves the detection accuracy. (b and ¢) Comparison of the size
distributions obtained using the heterodyne (red) and the homodyne (green) signals. The effect of
phase variations is clearly evident from the significantly greater width of the distribution in the
homodyne case (Color figure online)

1.3.3 Ensembles of Single Nanoparticles

The particle distributions further broaden if different nanoparticles from particle
solutions are used. Having characterized the detector response and the influence of
varying particle trajectories we now concentrate on the size distribution of particles
in a solution.

To detect different particles from solutions we open the feedback loop control-
ling the electroosmotic trapping. Under this condition, a constant electroosmotic
potential propels single nanoparticles through the nanochannel. Figure 1.4c shows
the recorded size distribution for ~5,000 different 75 nm polystyrene spheres. The
distribution is slightly asymmetric with a standard deviation of oy = 8.1nm,
from which we determine the particle size uncertainty oy, according to Eq. (1.23).
Now, Ogseem = 0.7nm is the contribution of the system response to the width

(Fig. 1.4a), and Oygjeciory = V3.9 — 0.7 nm= 3.8 nm is the width associated with
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the variations in particle trajectories (Fig. 1.4a, b). The size uncertainty is found to
be 0gze = 7.1 nm.

The optical detection scheme introduced here can be employed for measuring the
homogeneity of particle samples and for testing the specifications of commercially
available particle solutions. Most particle sizing methods make use of surface
immobilization, which is generally less effective for small particles as compared
to larger ones. The variation in binding strength affects the measured particle
size distributions and hence the specified standard deviations. On the other hand,
the present heterodyne detection scheme does not rely on immobilization, which
makes the measured distributions more reliable. For example, the asymmetry of the
measured distribution in Fig. 1.4c is likely the result of the manufacturer’s filtering
process, which is effective for the removal of large particles but less effective for the
smaller ones.

1.4 Characterization of Nanoparticle Mixtures

Using the above method, it is possible to distinguish between nanoparticles of
different sizes or materials in the same solution. In this section we present some
results obtained with mixtures of gold and polystyrene particles of different sizes.

Figure 1.6a, b show the particle size distributions recorded for a mixture of
polystyrene particles with mean radii of 50 and 75nm, using the heterodyne
(red) and homodyne (green) signals. Using heterodyne detection, one can clearly
resolve the two particle sizes, with very little overlap. On the other hand, the
individual particle distributions are wider in the homodyne case, and hence the
distributions partly overlap. This illustrates the superior size resolution obtainable
with heterodyne detection for a heterogeneous mixture of particles.

In order to test the capability of the detection scheme in resolving the distribu-
tions of similar particles with slightly different sizes, we used a mixture of gold
nanoparticles with mean radii of 30, 40, and 50 nm. The size distributions obtained
using the heterodyne (red) and homodyne (green) signals are shown in Fig. 1.6¢c, d
respectively. The heterodyne detection scheme resolves the particles although the
individual distributions are largely overlapping, whereas in the homodyne case joint
particle distribution is too broad to identify individual particle peaks.

1.5 Detection and Classification of Viruses

We have demonstrated above that heterodyne interferometry can be used very
effectively to detect single nanoparticles in solution with high sensitivity and
selectivity. Now we explore the possibilities of detecting and distinguishing between
viruses in solution using heterodyne interferometry.
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Fig. 1.6 Particle size distributions for mixtures of particles flowing through a nanochannel,
obtained using the heterodyne and homodyne detection schemes. (a and b) Size distributions for a
mixture of 50 and 75 nm polystyrene nanoparticles. (¢ and d) Size distributions for a mixture of 30,
40, and 50 nm gold nanoparticles. Heterodyne: red histograms, and Homodyne: green histograms
(Color figure online)

The size of most human viruses is in the range of 20-200 nm [51], which is well
suited to the capabilities of the heterodyne detection scheme. In general it is difficult
to detect nanoscale biological particles such as single viruses in solution using
scattering based techniques due to their weak refractive index contrast (refractive
index of a virus particle n ~ 1.5 [52]) with the suspending medium, which is
predominantly water-based (n = 1.33 for water). We show below that heterodyne
detection helps overcome this difficulty.

Using the heterodyne detection technique, we could successfully detect HIV,
Influenza, Sindbis, Vaccinia, Parainfluenza (Sendai), and Baculovirus in separate
samples on the single virus level. For virus detection using nanofluidic channels,
a pressure-driven flow scheme [44] was used instead of electroosmotic flow.
The velocity profile and flow-speed control of the two methods are similar, but
electroosmotic flow tends to heat the buffer solution of the viruses [53]. When added
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to heating due to the light focus, this can cause the formation of vapor bubbles [54]
and decomposition of the sample, which clogs the nanofluidic channels and disrupts
the measurement process. Pressure-driven flow does not heat the buffer solution.

In Fig. 1.7 shows some representative results for virus detection using the
heterodyne detection scheme. Figure 1.7a shows the size distribution recorded for
a sample of HIV virus (ADA strain). To calibrate the HIV size distributions, the
mean radius of HIV particles is taken to be 50 nm, as determined from TEM
measurements [55]. In Fig. 1.7b we show the size distribution for a sample of
Sindbis virus. For calibration purposes, the mean radius of Sindbis virus particles is
assumed to be 35 nm according to TEM measurements [56].

To demonstrate the ability to distinguish between HIV and Sindbis viruses in so-
lution, the size distribution for a mixture of the two viruses is recorded. Figure 1.7c
shows that the two virus types can be resolved. The size distribution is calibrated
with respect to the mean size of a HIV virus particle (50 nm). Note, that according



20 A. Mitra and L. Novotny

to this calibration, the mean size of Sindbis viruses turns out to be ~35 nm, which
is in good agreement with the TEM measurements, and indicates that the optical
properties (g,) of the two virus types are similar. The results indicate that it is
possible to distinguish by size individual viruses in a mixture of different virus types,
provided we know, for calibration purposes, the mean size of at least one virus type.

1.6 Conclusions

In this article we have presented heterodyne interferometry as an effective method
for accurate characterization of nanoparticles, including those of biological impor-
tance such as viruses. It has been established from both theoretical and experimental
standpoints that heterodyne interferometric detection is more viable than other
presently available label-free techniques, when it comes to accurate real-time
characterization of nanoparticles in solution. It has been shown that such a system
can detect single viruses in a sample and also distinguish between different kinds
of virus types in a heterogeneous mixture. Such a real-time single particle detection
scheme can also be used to accurately determine the concentration of nanoparticles
present in a sample, which can be of great importance for virological research
where the infection levels due to a viral pathogen need to be determined. It can
be anticipated that these abilities will find application in label-free biosensing,
environmental contamination and quality control, and also for clinical research.
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2
Photonic Metamaterials and Transformation
Optics: A Very Brief Introduction and Review

Martin Wegener

2.1 Introduction

The major aim of optics & photonics is to obtain complete control on light
propagation and light-matter interaction. In this context, materials play a crucial
role. In materials, the propagation of light is influenced by the local refractive index
n. The refractive index tells us by what factor thfe phase velocity of light inside
the material is slower than the vacuum speed of light. Thus, one should actually
rather call the refractive index the slowness factor of light. Microscopically, in
usual materials at optical frequencies, the phase velocity is modified by electric
dipoles (formed by the negatively charged electrons and the positive nuclei) that are
excited by the electric component of the electromagnetic light wave. These electric
dipoles re-radiate waves just like an antenna in radio engineering. The re-emitted
wave excites further electric dipoles in the material that again re-radiate, etc. Thus,
it is intuitively clear that, inside the material, light will propagate with a velocity
different from that in free space. Usually, it is slower than in free space. Equivalently,
the refractive index is larger than unity, i.e., n> 1. Under these conditions, the
refractive index is the square root of the electric permittivity &. n>1 clearly
implies that n > 0, which means that the phase-velocity vector and the vector of
the electromagnetic energy flow, the Poynting vector, point into the same direction.
Waves with this property are called forward waves.

At optical frequencies, magnetic dipoles play no role at all. Mathematically, this
can be expressed by stating that the magnetic permeability, u, is equal to one.
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This obviously limits the opportunities in optics: One can only directly influence
the electric component of the electromagnetic light wave but not its magnetic
component. In other words, one half of optics has been missing. Just one example
is that backward waves (equivalent to n <0) were unheard of in optics for many
years. Artificial materials called metamaterials have changed that in the last decade
(Sect. 2.2).

In more general, one can also consider intentionally spatially inhomogeneous
magneto-dielectric metamaterial structures — a generalization of graded-index
optics. This field called transformation optics (Sect. 2.3) is strongly inspired by the
concepts and the mathematics of Albert Einstein’s theory of general relativity.

The present brief paper gives a first flavor for these ideas and is based on the much
more thorough and fairly recent reviews [1-4], in which numerous references to the
literature have been given (especially see [4] regarding photonic metamaterials).

2.2 Photonic Metamaterials

Effective magnetic properties can be obtained in artificial man-made structures
called metamaterials. In these structures, the usual atoms of materials are replaced
by sub-wavelength-scale functional building blocks that are sometimes called meta-
atoms. These meta-atoms can be packed densely into an effective material. In usual
materials at optical frequencies, the lattice constant, a, is about thousand times
smaller than the wavelength of light A (A/a = 1,000). Thus, the light wave effectively
averages over the fine lattice periodicity. The same holds true in metamaterials,
however, the lattice constant is typically only about ten times smaller than the
wavelength of light here (A/a = 10). As a result, the averaging is less perfect. It is
not possible to unambiguously define a sharp borderline, where a description in
terms of effective materials completely breaks down. However, the well-known
fundamental Bragg condition corresponds to a wavelength of light that is only twice
as large as the lattice constant (A/a = 2). Under these conditions, pronounced Bragg
reflection/scattering is likely to occur. If the wavelength of light equals the lattice
constant itself (A/a=1), an incident plane wave of light generally even leads to
diffracted orders emerging from the structure (giving rise to the Wood or Rayleigh
anomaly). At this point, one can certainly no longer treat the periodic structure as
an effective homogeneous material.

The paradigm building block of metamaterials is the metallic split-ring resonator
(SRR), which is depicted in Fig. 2.1. This metallic ring with a slit can be viewed
in different ways. First, one can think of it as a rolled-up half-wavelength antenna.
In this picture, the SRR eigen-wavelength is given by 2 times the diameter of the
ring. If densely packed, the lattice constant is only slightly larger than the ring’s
diameter and the operation wavelength is more than six times larger than the lattice
constant (A/a = 2v). Secondly, one can think of the SRR as a tiny LC-circuit. Here,
the ring forms (almost) one winding of an inductor with inductance L. The ends
of the wire form the plates of a capacitor with capacitance C. The resulting LC
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Fig. 2.1 Illustration of the split-ring resonator (SRR), a paradigm building block of metamaterials
(Figure provided by Stefan Linden)

eigen-wavelength is about ten times larger than the ring’s diameter for the structure
shown in Fig. 2.1. However, one can influence the eigen-wavelength by the width of
the slit. If the slit becomes very narrow, the capacitance eventually goes to infinity,
and so does the eigen-wavelength.

The magnetic component of the electromagnetic light wave can induce a
circulating and oscillating electric current / in the ring (see Fig. 2.1). This current
gives rise to a magnetic-dipole moment, m, which is oriented normal to the plane of
the ring. When excited with light at a frequency above the LC eigen-frequency, the
current develops a 180-degree phase shift with respect to the excitation — just like
any harmonic oscillator. For many densely packed SRR, this means that the local
magnetic field can be opposite to the external magnetic field of the incident light
wave. Mathematically, the magnetic permeability becomes negative, i.e., i <0.

In optics, the LC-circuit has to be so small that its eigen-frequency lies in the
optical frequency range. Thus, it is interesting to ask how the eigen-frequency scales
with the size of the LC-circuit. In the macroscopic world, both the inductance and
the capacitance are simply proportional to SRR size. Thus, the eigen-wavelength is
proportional to the SRR size as well. This finding is an immediate consequence
of the scalability of the Maxwell equations. However, scalability implies that
the constituent material properties (i.e., those of the metal) must not change
significantly. In the electric-circuit language, this means that the resistance must
be negligible. Interestingly, the resistance of the SRR wire is inversely proportional
to the SRR size. This means that the resistive contribution increases upon decreasing
the SRR size to approach optical frequencies, whereas L and C decrease. Ohm’s law
for the resistance R(w) = R + iw Ly, has two contributions. The first one is the usual
resistance R, which is frequency-independent. The second contribution is frequency
dependent and stems from the fact that the metal electrons acquire a phase lag for
frequencies above the collision frequency. This 90-degrees phase lag is cast into
the imaginary unit, i, and means that a usual metal wire also acquires an inductive
response — regardless of its shape. The corresponding inductance Ly, is connected
to the kinetic energy of the electron system and scales inversely with SRR size.
Thus, it eventually overwhelms the usual (Faraday) inductance L at small SRR sizes,
hence at high operation frequencies. As a result, the LC eigen-frequency saturates
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and becomes size independent below a certain SRR size range. For SRRs shaped
like the one shown in Fig. 2.1, the saturation occurs at around 1-pum SRR resonance
wavelength [1]. For variants of the SRR, e.g., with two slits to reduce capacitance
and, hence, increase the eigen-frequency, visible operation frequencies have been
achieved [1, 2].

Furthermore, by combining p < 0 with ¢ <0, negative refractive indices (more
precisely, backward waves) at visible frequencies have been accomplished [1].
In addition, fabrication advances have meanwhile made truly three-dimensional
structures experimental reality as well [2—4]. For example, this allows for realizing
compact circular polarizers based on arrays of three-dimensional gold helices
exhibiting a bandwidth around one octave — an early real-world application of the
far-reaching ideas of photonic metamaterials [2, 5]. Three-dimensional helices can
be viewed as a transformed version of planar SRR [2, 5].

Reduction or even complete elimination of the very large photonic metamaterial
losses remains to be an important and demanding future challenge [3].

2.3 Transformation Optics

Further interesting opportunities arise for intentionally inhomogeneous magneto-
dielectric metamaterial structures. Transformation optics is a corresponding design
tool: Suppose you take the rubber sheet shown in Fig. 2.2 with a Cartesian grid
drawn onto it [2]. An observer looking normal onto the rubber sheet will see an

Fig. 2.2 Transformation optics connects the geometry of curved space with propagation of light
in inhomogeneous magneto-dielectric materials (Taken from Ref. [3])
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Fig. 2.3 Illustration of the carpet-invisibility-cloak transformation (Figure provided by
Michael S. Rill)

undistorted rectangular grid. Upon stretching the rubber sheet within the plane or by
even pulling and distorting the rubber sheet in the third dimension (mathematically,
by performing a coordinate transformation), the observer will see a distorted
set of lines. Any of these lines represents the potential path of a light ray [2].
By appropriate pulling on the rubber sheet, essentially any light path can be tailored.
For example, if we take a screw driver and punch a hole into the rubber sheet and
then open up this hole to macroscopic size in Fig. 2.2, no grid line will pass this
hole. Hence light does not enter the hole, we have created an invisibility cloak [2].
Any person within the hole cannot be seen and cannot look outside his/her hole
either. Amazingly, by a purely mathematical manipulation on Maxwell’s equations,
the effect of any such transformation on electromagnetic light waves can be shown
to be exactly the same as in usual Cartesian space with a certain spatial distribution
of the (real) tensor quantities ¢ = p. Transformation optics tells us explicitly and
constructively how to derive the distribution ¢ = p from the metric tensor for the
complete Maxwell equations [2]. The condition & = & ensures that the material
impedance Z is equal to the vacuum impedance everywhere, avoiding any undesired
reflections of light.

Experimental realization of such complex anisotropic three-dimensional low-loss
magneto-dielectric structures is presently not quite possibly yet. Often, singularities
occur at the edges of the structures. However, the simple and special case of the
carpet cloak illustrated in Fig. 2.3 avoids singularities, requires only locally isotropic
refractive indices, and approximately gets away without a magnetic response
(ie, u=1).

Basically, the carpet cloak in Fig. 2.3 does not start from a single point (compare
Fig. 2.2), but rather from the edge of a fictitious two-dimensional space. In practice,
the edge corresponds to a mirror. Thus, an object can be hidden underneath
a metallic carpet. To make the resulting bump in the carpet disappear (which
can be viewed as a particularly demanding example of aberration correction), a
graded-index structure needs to be put on top of it. Transformation optics allows
for designing this graded-index profile, metamaterials for realizing any refractive
index. Corresponding experiments in three-dimensional space have recently been
published at telecom [2, 6] and at visible [7] frequencies.
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However, invisibility cloaking is just a demanding benchmark example for the
strength of the design tool called transformation optics. After all, invisibility cloak-
ing was believed to be impossible by many just a few years ago. Presently, several
researchers are searching for real-world applications designed by transformation
optics.
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3
Plasmonic Enhancement of Light Emission
and Scattering in Nanostructures

Sergei V. Gaponenko

3.1 Introduction

In this paper, a general consideration of nanoplasmonic enhancement of light—matter
interaction is proposed in terms of incident field concentration and photon density of
states concentration providing a rationale for huge enhancement factors for Raman
scattering and noticeable enhancement factors for luminescence. Experimental
performance of enhanced secondary emission for atomic, molecular systems,
semiconductor quantum dots and inorganic microcrystals using multilayer and
spatially organized metal-dielectric nanostructures is discussed in detail.

Metal-dielectric nanostructures with characteristic surface relief of the order of
10...100 nm are known to modify spatial distribution of incident electromagnetic
field. Local field enhancement results in enhanced absorption of photons by atoms,
molecules or nanocrystals adsorbed at the surface. The effect is promoted by surface
plasmon resonance. A systematic application of the field enhancement in Raman
scattering enhancement and in photoluminescence enhancement with respect to
molecular probes is followed nowadays by application of the effect with respect to
nanocrystals (quantum dots) adsorbed at metal-dielectric nanotextured surfaces. It is
the purpose of this paper to outline mechanisms of photoluminescence enhancement
and Raman scattering enhancement beyond incident field raise-up and discuss their
application in novel luminophores and high sensitive spectral analysis.

Starting from a rather general and straightforward consideration which is
valid for resonant (Rayleigh-like) scattering, off-resonant (Raman) scattering and
spontaneous emission (luminescence) of incident photons, one readily arrives at
the conclusion that not only the local field enhancement in terms of excitation
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process but also photon density of states enhancement effect on photon scat-
tering/emission processes should occur. In this consideration, scattering of light
experiences enhancement as spontaneous emission does. Differences in scattering
and luminescence enhancement are due to quenching processes which are crucial
for luminescence and less pronounced for scattering.

The proposed model sheds light on the so-called “hot spots™ as such places on
a nanotextured metal surface or near metal nanobodies where simultaneous spatial
redistribution of electromagnetic field occurs both at the frequency of the incident
radiation w and at the frequency of scattered radiation w’. Recalling the original
Purcell’s idea [1] on Q-fold enhancement of spontaneous emission rate in a cavity,
local density of states enhancement can be treated as high Q-factor development in
certain portion of space near a metal nanobody. Therefore, a “hot spot” in surface
enhanced Raman scattering can be treated as a place where high Q-factor develops
simultaneously at the incident light frequency and emitted light frequency.

We consider ultimate experiments on single molecule detection by means
of enhanced Raman scattering and photoluminescence enhancement of atoms,
molecules and quantum dots and the approaches to efficient substrates fabrication
for the purposes of ultrasensitive spectroscopy. Feasibility of 10- to 10>-fold
enhancement is highlighted for luminescence. Rationale is provided for 10'*
enhancement factor for Raman scattering which has been claimed for the first time
in 1997 based on experimental observations [2, 3] but has never been reported in the
theory prior to our works [4].

Experimental performance and relevant techniques are discussed for (i)superior
Raman enhancement for molecules; (ii) superior Raman enhancement for inorganic
crystals; (iii)) luminescence enhancement for rare-earth based luminophors;
(iv) luminescence enhancement for molecular fluorophors; (v) luminescence
enhancement for semiconductor quantum dots. The basic theory and representative
experimental examples can be found, e.g. in the recent book [5].

999

3.2 Mechanisms for Secondary Emission Enhancement

3.2.1 Basic Principles

For each of the three known types of secondary radiation, namely resonance
(Rayleigh) scattering, non-resonant (Raman) scattering, and spontaneous emission,
a straightforward single formula can be written as shown in Fig. 3.1.

Such consideration basically dates back to the pioneering paper by Dirac at the
very dawn of quantum electrodynamics [6]. The consideration immediately points
at the two possible ways of photon scattering and photon spontaneous emission
enhancement.
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Fig. 3.1 A general formula for all types of secondary radiation

The first way is to enhance the incident photon density at the position of the
emitter in question. A straightforward pump-up by means of an incident light
source power supply is not meant here. Instead, incident light concentration and
accumulation at certain hot points within the metal—dielectric nanostructures, inside
a microcavity or within a photonic crystal defect should be exploited purposefully.
The proper enhancement factor is referred to as the local field enhancement factor.
It is this factor which is widely examined, discussed and analyzed with respect to
Surface Enhanced Raman Scattering (SERS) since the very first SERS detection [7]
to nowadays [8]. The factors up to 103-10'° orders of intensity enhancement have
been demonstrated in model metal-dielectric nanostructures for frequencies near
surface plasmon resonance. Though these numbers look quite impressive, these are
still well far from the ultimate enhancement of 10'* documented in the experimental
observations for single molecule Raman scattering [2, 3].

The second way is to make use of the possible density of photon states concen-
tration for the frequency w . This can be performed by development of local areas in
space with high Q-values for @’ as has been proposed with respect to spontaneous
emission by Purcell [1] and has been extended towards spontaneous scattering later
on in Ref. [9]. In other words, local density of states for photons should be enhanced.
Notably, local density of states (LDOS) can only be redistributed over a frequency
range with concentration in certain intervals at the expense of depletion otherwise.
This universal sum rule was derived by Barnett and Loudon in 1996 [10]. Huge
enhancement of radiative decay rate up to 10* has been predicted for plasmonic
nanosctructures at certain points (areas) in a close vicinity of metal nanobodies
indicating of the proper enhancement (concentration) of the local photon density
of states [11].
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3.2.2 Light Intensity in Plasmonic Structures

Surface plasmon oscillations give rise to local increase in light intensity after some
time the light enters the vicinity of a metal nanoparticle. The local areas of high
intensity do coexist with other areas where light intensity may even be depleted as
compared to a continuous dielectric medium.

Even for a single isolated particle the thorough electrodynamical calculations
are very cumbersome. It is the general opinion that the ideal case would be a small
particle (preferably a prolate ellipsoid or spheroid as well as cone-like or other
sharp tip) or, better, a couple of particles of material with low damping rate and
minor interband transitions. Damping rate defines directly the sharpness of resonant
response in terms of spectral width of the resulting real part of dielectric function of
the metal-dielectric structure under consideration. Interband transitions give rise to
finite imaginary contribution to the complex dielectric function and bring dissipative
losses.

Because of the complexity of calculations we refer to the books [5, 9, 12—14]
where computational techniques are reviewed in detail. In what follows only final
numerical results will be discussed.

In the list of metals promising superior local field enhancement, the first place is
given to silver, the second to gold and the third to copper in accordance with damp-
ing rates and interband transitions that diminish surface plasmon resonances. The
crucial parameter is also the crossover point in the dielectric function where it passes
through the zero value. For the above metals this point falls in the optical range.
Alkali metals even in spite of the minor contribution from interband transitions
are not suitable for local light intensity enhancement because their zero-crossover
points in dielectric permittivity get deep in the ultraviolet region. Additionally, alkali
metals (and most common metals) are actually not suitable for surface enhanced
spectroscopy experiments in air because of the rapid oxidation. Because of the above
arguments, silver is a typical material for all model calculations.

For a single isolated silver particle local electric field enhancement factors
|E| / |Eo| of the order of 10 are reported [9] for 30 nm particle which corresponds to
the intensity enhancement 7 /Iy o< [E|*/|Eg|*> &~ 10%. The enhancement dominates
in the spectral range of 370—400 nm i.e. close to the extinction peak typically
observed for dispersed silver nanoparticles.

The enhancement depends on a particle shape and gets higher for prolate
particles. For example, for the bottom plane of a truncated tetrahedron with in
plane size 167 x 167 x 50 nm the intensity enhancement about 5-10* was calculated
[9]. Unlike smaller particles, in this case enhancement occurs at a wavelength of
646 nm. The red shift comes from the scattering contribution to the extinction. For
a prolate silver spheroid (length 120 nm, diameter 30 nm) intensity enhancement
about 10* was obtained in calculations at a wavelength of 770 nm. Notably the
extreme above enhancement numbers are inherent in very restricted space portions,
typically measuring 1-5 nm in one dimension.

Coupled particles show higher enhancement in the area between particles, the
enhancement factors being strongly dependent on electric field orientation with
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respect to a dimer axis. 10* intensity enhancement was predicted between two silver
spherical particles of 30 nm diameter and 2 nm spacing at wavelength of 520 nm [9].

A transition from a single particle to coupled nanoparticles provides a hint
towards engineering of plasmonic nanostructures with superior enhancement of
incident electromagnetic field. Further steps can be made based on more complex
geometries. Sarychev and Shalaev [15] computed surface field distribution for
electromagnetic wave impinging the nanotextured surface formed by irregular
particles with dense enough concentration to develop percolation clusters. They
found in certain “hot spots” intensity may rise up by more than 10* times.

Stockman with co-workers [16] proposed an ingenious self-similar plasmonic
“lens”. It resembles three aligned nanospheres with scalable size and spacing. The
external field with frequency close to the nanosphere surface-plasmon resonance
excites the local field around the largest nanosphere enhanced by a factor of approx.
10. This local field is nearly uniform on the scale of the next, smaller nanosphere
and plays the role of an external excitation field for it. This in turn creates the local
field enhanced by an order of the magnitude. Similarly, the local fields around the
smallest nanosphere are enhanced by a factor of 10° for the field amplitude. The
“hottest” spot in the smallest gap at the surface of the smallest nanosphere was
found to exhibit the field enhancement by a factor of |E|/|Eg| ~ 1,200.

3.2.3 Photon Density of States Enhancement

The local photon density of states modification in plasmonic structures can be traced
by means of analysis of radiative decay rate for a probe emitter. An extensive
overview of various spatial configurations, sizes and shapes of plasmonic structures
can be found in the works by Klimov and Guzatov [11, 14, 17]. For a silver spherical
nanoparticle they calculated radiative rate increase by the factor of 100...500
depending on specific configuration. For the position of an emitter between two
identical silver spheres the enhancement is about 10* times.

Superior increase in radiative decay rate was predicted for an emitter near a
prolate silver spheroid. In this case the optimal displacement can result in 10*-fold
enhancement of the radiative decay rate.

One can conclude the photon local density of states (LDOS) in all above
structures modifies accordingly since the radiative rate is proportional to LDOS.

3.2.4 Application to Raman Scattering

Combining the incident field enhancement and photon density of states enhance-
ment, the rationale has been proposed for the ultimate enhancement factor in
single molecule Raman spectroscopy [4]. As is seen in Fig. 3.2, a metal spheroid
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Fig. 3.2 Calculated Raman scattering cross-section enhancement factors for a molecule with
polarizability & = 10° A attached to a spheroidal and spherical silver nanoparticle as a function
of spectral shift Av=(w —’)/2y [4]. Molecule position, its dipole moment orientation and
incident field orientation are indicated near every curve. Panels (a) and (b) show enhancement
based on incident field enhancement only. Panels (¢) and (d) show enhancement including both
incident field and local DOS factors

can offer the desirable enhancement. Though the SERS theory is far of being
complete, the consideration based on the two factors looks plausible and should
be further extended toward more complex plasmonic structures and more specific
experimental configurations (angles, wavelengths, binary and ternary nanoparticle
ensembles, sharp tips etc.).

The proposed model sheds light on the so-called ‘hot spots’ in SERS theory.
These appears to be such places in plasmonic structures where simultaneous spatial
redistribution of electromagnetic field occurs both at the frequency of the incident
radiation @ and at the frequency of scattered radiation ’. Enhancement of photon
LDOS starting from the pioneering paper by Purcell [1] can be interpreted as
development of the certain Q-factor in the space region where a probe emitter (atom
or other quantum system) is placed. The Q-factor implies a system is capable to
accumulate energy. Then the Q value equals the ratio of energy accumulated in the
system to the portion of energy the system looses in a single oscillation period.
Therefore, one can treat the formation of high LDOS areas as development of
multiple microcavities at @’ frequency over a nanotextured metal surface.
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From the other side, such microcavities promote electromagnetic wave tunneling
including light leakage towards the surface in the scanning near-field optical
microscopy (SNOM). Therefore mapping of surface distribution of high LDOS
areas can be performed by means of SNOM-ography for SERS-active structures.

Let us discuss in more detail incident field enhancement. Noteworthy, local
field enhancement for incident light cannot be interpreted as surface redistribution
of incident light, i.e. as a kind of local light ‘microfocusing’ as anticipated by
many authors. Remembering that SERS is considered within the framework of
linear light—matter interaction contrary to e.g. surface enhanced second harmonic
generation, the totally scattered signal harvested from a portion of surface with large
number of molecules will be the same independently of surface redistribution of
light intensity because total incident light intensity integrated over a piece of area
remains the same. Therefore within the framework of linear light—matter interaction,
Raman signal enhancement by means of incident field enhancement can only be
understood in terms of high local Q-factors for incident light, i.e. in terms of
light accumulation near the surface rather than light redistribution over the surface.
To summarize, Q-fold rise up of light intensity occurs near hot spots as it happens
in optical microcavities and interferometers.

However, accumulation of light energy needs certain time. Therefore huge
Raman signals can develop only with certain delay which is necessary for transient
processes to finish. Transient SERS experiments will therefore be important to
clarify Q-factor effects in hot spots formation.

3.2.5 Raman Scattering Enhancement Factor

We arrived to a consistent consideration of so-called “hot spots” in surface enhanced
spectroscopy and can make the statement that hot spots are local areas in plasmonic
nanostructures where high Q-factors develop both for the incident light frequency
and for the emitted (or scattered) light frequency.

Many authors ignore the role of density of states effect on Raman scattering. Try-
ing to explain huge experimental enhancement exceeding 10'° times, enhancements
of incident and emitted fields are typically discussed to arrive at the hypothetical
SERS enhancement factor

4

_E@o)lEro))? ‘E(r, ) )
B (@)*|Eo (@) | Eo (@) '
instead of the correct one
E(r,0)]* D (r,o’
o E@ol Do) o)

|Eo (w)]* Do(e’)



36 S.V. Gaponenko

In these formulas E means electric field amplitude and D stands for photon
density of states. The subscript “0” means original values for vacuum.
The calculations presented in Fig. 3.2 clearly show that:

(i) LDOS contribution can give up to several orders of the magnitude to the overall
SERS enhancement factor;
(ii) Contribution from LDOS is lower than primary contribution from incident field
enhancement;
(iii) At the very edge of a metal spheroid the 10'* factor becomes affordable as
has been searched for since experimental single molecule detection in Raman
spectroscopy [2, 3].

Note, the relative contribution from each of the two enhancement factor will
definitely depend on the specific excitation and scattered wavelength, configuration
of the experimental set-up and the precise position of a molecule in a plasmonic
structure. One principal difference between the LDOS factor and the incident field
factor is the independence of the former on incident light polarization. One can
further suppose that LDOS factor will be independent on incident wavelength but
will be strongly dependent on scattered wavelength. These arguments additionally
prove that simple |E (r,w)|*factor assumed by Eq. (3.1) and adopted by many
authors is by no means justified.

The approach based on LDOS factor involved needs to be extended toward
various metal bodies shape/configurations as well as towards various metals,
wavelengths etc. The important parameter is local position of an emitter in the
problem in question. In Fig. 3.3 an example is given of the distance dependence
of total SERS enhancement factor calculated for a silver nanosphere [18].

In the context of the LDOS factor proposed in the SERS theory it is important
to discuss possible merging or contradiction of the LDOS factor with respect to the
typical consideration expressed by the relation

_E@o)f E@o))
Eo (0)]* [Eo (@)

(3.3)

The second term accounts for the possible plasmonic enhancement of electric
field emitted in the course of the scattering event. Can it be compared/reduced
with/to the LDOS contribution? In fact, local DOS enhancement in a sense accounts
for concentration of electromagnetic field at @’. This statement unambiguously
implies probe, non-existing field. Nevertheless, concentration of real emitted field
by many authors was anticipated to offer the second term in Eq. (3.3). That antici-
pation is by no means justified if real experimental conditions for SERS observation
are accounted for. Notably, enhancement of |E (r, o’ )|Zoccurs only in the close
subwavelength-scale vicinity of a nanobody like incident field enhancement does
and cannot directly contribute to light harvesting in typical far-field experiments.
LDOS enhancement means immeasurable concentration of electromagnetic vacuum
field rather than emitted light concentration.

However, LDOS term and |E (r, o’ )|2-based approach do merge if the latter is
correctly calculated for the specific experimental conditions, i.e. enhancement of
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emitted field |E (ro, @") |2 reaching a detector (located at ry) is precisely calculated.
Then enhancement of the emitted field can be interpreted in classical notions as
nanoantenna effect [19]. Such a compromise looks reasonable with one comment.
It is entirely calculation-related coincidence since within classical electrodynamice
the event of a photon creation with the energy differing from that of an incident
photon remains unexplained.

3.2.6 Photoluminescence Enhancement

Plasmonic environment in metal-dielectric nanostructures modifies spontaneous
emission, i.e. photoluminescence, as well. However huge enhancement factors
predicted by the relation (3.3) should be modified since metal proximity gives rise
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to only to incident intensity concentration and radiative decay rate enhancement.
Metal proximity promotes efficient non-radiative channel for an excited atom,
molecule or nanocrystal (quantum dot). The finite lifetime of every real excited state
in a quantum system makes its efficient “by-passing” by a non-radiative channel
possible. Nonradiative rate enhancement measures 107 . .. 10° well dominating over
radiative rate enhancement at distances less than 5 nm [11, 14, 17]. Therefore the
maximal field enhancement factors occurring within a few nanometers from the
metal surface cannot entirely contribute to luminescence enhancement.

For the correct calculation of the luminescence enhancement the relation (3.3)
should be modified as follows:

E(r,w)|?
_ [Ewo) (3.4)
[Eo ()]
where Q is quantum yield. The latter in turn can be written as
o D) |D(r. o)/’
_ Ve _ D@ Do) 35)
Yrad + Vnon |D(r, w)| |D(r, w)|
?ad 2 +Fyr(1)an 2 +FQ0
| Do ()] | Do(w)]
with F being the enhancement factor for non-radiative decay rate, and
0
0o = Ynon (3.6)

0
yrad

being the original quantum yield. This consideration shows that (i) photolumines-
cence enhancement and inhibition are equally possible in plasmonic structures and
(i1) photoluminescence enhancement can be more likely foreseen for systems with
originally low quantum yield. In the latter case the FQ, productin Eq. (3.5) becomes
less pronounced and high local density of states term can dominate. By and large,
the fine balance in the product of manifold filed enhancement and manifold quantum
yield decrease is to be attained to give photoluminescence enhancement in the real
experiments and devices.

3.2.7 New Tasks for the Theory

A huge incident field may in certain experimental situations result in a non-linear
response of an atom or a molecule. A few milliwatts per mm? in the incident
light beam results in many megawatts per cm? in a hot point which is enough to
observe nonlinearities. Additionally, a huge concentration of emitted field can result
in stimulated emission and scattering. Neither stimulated secondary emission nor
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nonlinear responsivity of an atom or a molecule in plasmonic nanostructures has
been introduced in the theoretical considerations when speaking about luminescence
and scattering enhancement in nanoplasmonics.

These issues remain as further factors in the theory and in experimental
performance to be perceived for superior optical response of plasmonic structures.

3.3 Experimental Performance

3.3.1 Plasmonic Structures for Surface Enhanced
Spectroscopy

The very first nanotextured structures for surface enhanced spectroscopy were made
by electrochemical etching of silver, gold or platinum surface in 1970-ies. These
pioneering observations were thoroughly reviewed in Ref. [7]. A non-exhaustive
list of approaches used in modern experiments includes [5]:

(i) Single-tip techniques,
(i) Electron-beam lithography design of shaped metal islands with desirable
arrangement,
(iii)) Vacuum deposition of metals with subsequent annealing to give island-like
structure,
(iv) Chemical deposition of metal nanoparticles on dielectric substrates,
(v) Metal deposition on a template made of colloidal crystal (so called “photonic
crystal”),
(vi) Metal deposition on a template offered by spontaneously grown semiconduc-
tor quantum dots on a semiconductor surface [18],
(vii) Implementation of multiple metal-dielectric layers [19] (Fig. 3.4).

3.3.2 Surface Enhanced Raman Scattering
Jor Organic Species

There is extensive list of reports on SERS for various molecular systems with
potential applications in biomedical research [8, 20], medical diagnostics [21, 22],
in forensic analyses [23] Not only in research but in practical medical diagnostics
can SERS be useful. E.g. oral cancer has been found to give rise in three additional
lines in patients’ saliva Raman spectrum as compared to the reference healthy group
[22]. Plasmonic enhancement of Raman signal can be highly enhanced to offer both
earlier diagnostics and cheaper cost of analyses because of simpler detecting system.
The less explored area of SERS applications includes studies of cultural heritage

where identification of components by fine non-destructive analysis is necessary
[24-28].
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Fig. 3.4 The representative examples of plasmonic nanostructures for surface enhanced spec-
troscopy: (a) regular arrangement of silica nanospheres covered with gold, (b) Ge dots on Si
substrates covered with gold; (c) silver nanoparticles on a glass substrates

3.3.3 Surface Enhanced Raman Scattering for Inorganic
Crystallites

The whole wealth of experimental findings for SERS essentially reduces to mole-
cular spectroscopy. Interestingly enough, there just a few publications on SERS
application to inorganic crystallites and semiconductor quantum dots.

We found recently that up to 10° local SERS enhancement factor is feasible in
experiments with micrometer size ultramarine crystallites on top of a mica substrate
covered with nanometer sized silver spherical particles [29]. This huge enhancement
factor gives overall 10>-10° enhancement in ensemble averaged detection. The
data are presented in Fig. 3.5. Note that because of the striking difference in size
between metal and ultramarine particles only very small portion of ultramarine
actually contributes to the harvested Raman signal. Similar enhancement has also
been observed for Au-coated Ge-Si quantum dots on a Si substrate [18]. These
results indicate that SERS can be purposefully applied for detection of negligible
inorganic analytes, e.g. in forensic or in cultural heritage research.
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Fig. 3.5 Raman spectra of ultramarine microcrystallites: (/) mica reference without ultramarine,
(2) ultramarine on a mica surface without silver, (3) ultramarine on a mica surface with silver
nanoparticles. Vertical lines indicates the identified ultramarine bands with number measuring the
spectral shift in cm™!

3.3.4 Plasmonically Enhanced Luminescence

There are numerous reports on experimental observations of photoluminescence
enhancement for various plasmonic nanostructures. The brief list of active
experimental groups in the field is presented by Refs. [18, 30-39]. Unlike
Raman scattering, luminescence experiences not only promotional effects but also
quenching near a metal surface. Therefore keeping the optimal spacing between
emitters and metal surface becomes of crucial importance. This is done either by
Langmuir-Blodgett films or by fine polyelectrolyte layers. Typical enhancement
does not exceed the factor of 10. The bigger values were reported either for specially
engineered regular nanostructures with lithographic templating or for originally
poor luminophores with low quantum yield.

One may state that, unlike SERS studies, there is the reasonable agreement
between experiments and theory with respect to plasmonically enhanced lumi-
nescence. In model structures the coincidence between theory and experiments
becomes perfect. The good example is tip-enhanced luminescence reported by
Novotny with coworkers [37]. With a single gold nanosphere on top of a tip with
precise scanning over the surface with organic molecules eight-fold enhancement
was observed, the optimal distance being in the range from 5 to 7 nm. Luminescence
intensity becomes insensitive to the tip at distance approx. 50 nm.
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Fig. 3.6 Photoluminescence intensity as a function of the number of polyelectrolyte layers form-
ing a dielectric spacer over a metal surface. (a) Core-shell CdSe/ZnS semiconductor nanocrystals
with the mean diameter 4 nm on a nanotextured gold surface (Kulakovich et al. [38]); (b) Albumin-
fluorescein isothiocyanate conjugate of bovine serum on a nanotextured silver surface (Kulakovich
etal. [39])

The representative examples are given in Fig. 3.6 of photoluminescence
enhancement of semiconductor nanocrystals and organic fluorophores. Semi-
conductor nanocrystals (so-called quantum dots) are novel luminescent species
whose absorption and emission spectra as well as transition probabilities are
essentially controlled by quantum confinement of electrons and holes. These
factors offer tunability of emission spectra simply by size variation. Simultaneously,
superior stability of luminescent properties has been found which is more than 100
times higher than that of traditional organic luminophores like rhodamines or
fluorescein. Quantum dots are therefore promising candidates for novel commercial
luminophores as well as for novel bioluminescent labels at the single molecule
level. Their optical properties in more detail are discussed, e.g. in Ref. [5].

For fluorescein-labeled protein (Fig. 3.6b) approx. ten-fold enhancement has
been observed. The odd number of polyelectrolyte layer in every case is predefined
by the desire to keep on fluorophore on the same surface every time. It is clearly
seen that luminescence intensity is sensitive to the distance between the silver island
film and the fluorophore and exhibits a maximum at around three polyelectrolyte
layers, which corresponds to a spacer thickness of about 4.2 nm. This value is
perfectly agrees with the report on tip-enhanced single molecule spectroscopy
using a spherical gold ball [37]. For semiconductor core-shell quantum dots the
optimal distance has been found to be about 10 nm for CdSe/ZnS dots adsorbed
on a gold colloidal film. This discrepancy could be due to the different metal—
fluorophore system, in particular due to a different length scale of surface roughness
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and also due to the relatively large size of labeled protein molecules (which are
oblate ellipsoids with dimensions of 140 x 4 nm) in comparison with the 4 nm size
of nanocrystals. Progress in synthesis of semiconductor nanoparticles in various
ambient environments, understanding of their optical properties combined with
an idea of using quantum dots as efficient luminophores in light emitting devices
and as fluorescent labels in high sensitive biospectroscopy do stimulate extensive
experiments on purposeful application of field enhancement and DOS effects for
quantum dot based nanostructures.

3.4 Conclusion and Outlook

Surface enhanced spectroscopy as a field of science has 40 years long history.
Surprisingly enough, it has not entered the routine analytical laboratory practice.
The poor reproducibility of results and tricky techniques for fabrication of active
metal nanostructures seem to be the principal obstacles. Most probably it is the
right time to consider extension of the field from research labs to practical analytics
and diagnostics.

From one side, cheap techniques are promising of metal nanoparticles deposition
on dielectrics in ambient atmosphere which can become a commercial issue in the
nearest future or even can be performed in situ as a part of routine measurement
procedure.

From the other side, using silicon based nanostructures as templates for surface
enhanced techniques can offer mass production of substrates by means of microelec-
tronics facilities. Moreover, silicon basis could potentially provide a route towards
lab-on-chip solutions since a light source, a light detector, a filter and a plasmonic
signal enhancing texture can be all implemented in a single construction measuring
size of a few micrometers.

In all potential application of plasmonically enhanced luminescence it is
important to keep in mind that emission gets brighter mainly because of heavier
excitation of emitters. This necessarily brings the enhancement of the whole variety
of photoinduced phenomena and photochemical processes into play. Therefore
molecules will be exhausted in shorter time, and the light emitting devices will
become less durable
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4
Sub-Wavelength Optical Fluorescence
Microscopy for Biological Applications

P.N. Hedde and Gerd Ulrich Nienhaus

Abstract Visualization of sub-cellular structures and their temporal evolution
contributes substantially to our understanding of biological processes. Far-field
optical microscopy is arguably the most powerful imaging technique for cells
and tissues because it allows live specimens to be studied over extended periods
of time with only minimal perturbation due to the measurement. In fluorescence
microscopy, biomolecules or supramolecular structures of interest are specifically
labeled by light-emitting moieties and thus can be imaged with excellent contrast.
A disadvantage of standard optical microscopy is its moderate spatial resolution,
which is restricted to about half the wavelength of visible light (~200 nm)
by fundamental physical laws governing wave optics. Consequently, molecular
interactions occurring on spatial scales of 1-100 nm cannot be resolved. However, a
variety of super-resolution fluorescence microscopy techniques have recently been
developed that overcome the resolution limitation. Here we present a brief overview
of these techniques and their application to cellular biophysics.

4.1 Introduction

For more than 400 years, optical microscopy has been utilized to study the
microcosm. Hans and Zacharias Janssen in Middelburg in the Netherlands were
probably the inventors of the compound microscope in the late sixteenth century.
After gradual improvements during the following centuries, the resolution of
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conventional light microscopes was pushed to its physical limits in the second half
of the nineteenth century, especially due to the work of Ernst Abbe, Otto Schott and
Carl Zeiss in Jena, Germany. Abbe, among others, realized that in order to resolve a
structure, e.g., a regular grating, at least the first-order diffraction has to be captured
by the objective lens, resulting in a fundamental limitation to the resolution, known
as the famous Abbe resolution law [1],

d = # 4.1
2n sin o

Consequently, two objects can only be resolved in an image if their lateral
separation is larger than a minimal distance, d, which depends on the wavelength, A,
and the numerical aperture, n sin «, with refractive index, n, of the medium between
the object and the objective lens, and half-angle « of the objective lens aperture. For
visible light, this popular relation yields a minimal distance of 200 nm. For a long
time, it was widely believed that smaller structures cannot be resolved by using
far-field optical microscopy with visible light. Various other techniques have been
developed to resolve biological structures even down to atomic resolution. Kendrew
[2] and Perutz [3] were the first to determine the molecular structures of proteins
by x-ray crystallography [4] after solving the phase problem. For high-resolution
protein structure determination of two-dimensional protein crystals [5], electron
microscopy [6] is an excellent method. More recently, structures of large biomole-
cular aggregates have been unraveled by electron tomography [7]. Atomic force
microscopy [8], although limited to surface measurements, has nevertheless proven
useful for structural studies especially of membrane proteins [9]. Nuclear magnetic
resonance (NMR) spectroscopy is a spectroscopic method that only indirectly
probes spatial scales via their effects on magnetic transitions of nuclear spins, but
has become an important tool for protein structure determination [10], providing —
in addition to structural data — a wealth of information on the dynamics [11].

However, X-ray diffraction, electron microscopy and NMR all require special
sample preparations and are mainly restricted to in-vitro studies. Light microscopy,
by contrast, is easy to use, fast and non-invasive, and thus ideally suited for
visualization of biological structures and processes inside living organisms. These
advantages have already been appreciated in the seventeenth century by famous
scientists including Hooke, Malpighi and van Leeuwenhoek. Later, in the nineteenth
century, Schleiden, Schwann, Flemming and others laid the foundations of cell
biology using optical microscopy.

Optical microscopy with fluorescence detection is particularly powerful for
cellular imaging [12]. By specific attachment of fluorophores, structures of interest
can selectively be made visible due to their reemission of the absorbed light. Fluo-
rescence light can be well separated from the incident and elastically scattered light
since it is delayed in time and red-shifted in wavelength (Stokes’s shift), leading
to excellent image contrast. Most often, organic dyes and fluorescent proteins are
used as fluorescence markers. Organic dyes are molecules of comparatively small
(1-2 nm) size that can be attached to cellular structures in various ways, most
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commonly by using antibody staining. A great variety of fluorescent dyes with
excellent brightness, resistance to photobleaching and widely varying absorption
and emission wavelengths have been developed. Fluorescent proteins are a family
of small proteins (~3 nm) that contain a fluorescent chromophore in their interior
[13]. These marker proteins can be genetically encoded and, therefore, produced by
the cell itself; no further staining steps are necessary prior to the experiment [14].
They can be attached to the protein under study by fusing the DNA encoding the
fluorescent protein to the gene of the protein. Consequently, the cell expresses a
so-called fusion protein, which has an additional fluorescent protein domain that
often does not interfere with the biological function of the original protein. The
photophysical and photochemical properties of fluorescent proteins are, however,
still inferior to those of the best synthetic dyes.

In recent years, novel fluorescent biomarkers of ~5-10 nm diameter have been
introduced that are based on nanocrystals, including metal [15], semiconductor
[16] and nanodiamond [17] quantum dots. They show great promise as fluorescent
markers due to their excellent brightness and photostability. Yet, their specific
attachment to biological structures is more difficult and, therefore, these markers
have not yet found as wide-spread application as organic dyes in the life sciences.

Approximately 20 years ago, exciting new developments took off in the field
of light microscopy, driven by both progress in fluorescence labeling technology
and tremendous advances in key microscope components, e.g. detectors performing
close to their physical limits (CCD cameras, avalanche photodiodes), powerful laser
light sources (pulsed and cw lasers), optoelectronics and nanomechanical devices
for beam steering and sample positioning. Furthermore, the field has also benefited
greatly from the availability of affordable, high-performance computers capable
of storing vast amounts of data and processing of images in reasonable amounts
of time.

Evidently, diffraction is a fundamental physical property of the wave nature
of light, and so the resolution of an optical image in a light microscope will
always be limited. Nevertheless, in recent years, researchers have been able to
find clever strategies that exploit the non-linear response of fluorescent dyes to
light irradiation to retrieve spatial information beyond the Abbe barrier. In these
ingenious microscope implementations, the image resolution is no longer limited
by diffraction. A survey of those methods will be presented in this contribution.

4.2 Microscope Designs, Linear Widefield and Confocal
Techniques

There are two basic far-field fluorescence imaging modes, widefield and confocal,
which both use a set of lenses, namely the objective lens, to image an object onto
a detector. The process of image formation can mathematically be described by
two Fourier transforms in succession. The Fourier transform is limited to a range
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of spatial frequencies given by a filter function termed the optical transfer function
(OTF) because the objective lens cannot capture all the information, as shown by
Abbe [1]. By applying the convolution theorem, we find that the image is blurred by
the point spread function (PSF),

P (X,Y) =Dy (x,y)® PSF (x,y), 4.2)

where ®( describes the object with spatial coordinates x and y, and ®; describes
the image with spatial coordinates X and Y, respectively. Thus, image formation
can be described by repainting the image using a broad brush, with its line width
determined by the extension of the PSF.

4.2.1 Widefield Epifluorescence Microscopy

In standard widefield epifluorescence microscopy, the excitation light reaches the
sample via the objective lens. All planes along the optical axis are illuminated
equally (for optically thin samples) and thus contribute to the fluorescence image.
The objective collects the reemitted fluorescence, and the entire field of view is
imaged with an area-sensitive detector (frequently a CCD camera). A sharp image
is only formed from the signals emanating close to the focal plane. Because there
is no rejection of light from planes beneath and above the focal plane, a blurred
background is always present that obfuscates the sharply imaged features in the
focal plane. To avoid the strong background in widefield microscopy, researchers
often resort to very thin sample slices (z <2 pm).

4.2.2 Total Internal Reflection Fluorescence

Alternatively, total internal reflection fluorescence (TIRF) can be used for selective
excitation [18]. In this microscopy mode, the excitation light is reflected off the
interface between a medium of high refractive index, n, (e.g. glass, n~1.5) and
a medium of lower n (e.g. water, n ~ 1.3), resulting in an evanescent wave in this
medium that decays exponentially in axial direction with a decay parameter, z,

() = Io-e %/ 4.3)

Here, Iy and d represent the intensity of the incident light and the penetration
depth, respectively. The decay parameter depends on the wavelength of the incident
light, the angle of incidence, and the refractive indices of the media forming the
interface. Typically, only fluorophores within 100 nm from the surface are efficiently
excited. Thus, TIRF microscopy features an excellent axial selectivity but lacks 3D
capability.
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a b
Confocal PSF 4Pi PSF

Fig. 4.1 4Pi microscopy. (a) By using a single objective lens, only fluorescence photons from
less than one half the total solid angle (2¢/) can be collected. Therefore, the PSF of a standard
confocal microscope is elongated in the axial direction. With two objectives in an interferometric
arrangement, coverage of the full solid angle (4v) is approximated more closely, leading to an
interference pattern with a sharp maximum in the axial direction. (b) Side lobes appear due to
the limited aperture angles of the objectives but can be removed by mathematical deconvolution.
(c) Confocal image of membrane-stained (Dil) E. coli bacteria; scale bar, 500 nm. (d) Raw 4Pi
image of the same specimen; the effects of the side lobes are visible as ghost images. (e) 4Pi image
after deconvolution

4.2.3 Confocal Microscopy

Confocal microscopy is a raster-scanning technique. A point source is imaged to a
point in the focal plane of the sample by means of the microscope objective lens.
A pinhole that is geometrically confocal to the point source is used to collect the
fluorescence emanating from this point. A dichroic mirror separates excitation and
emission light paths. The pinhole blocks light emanating from out-of-focus planes,
only light from the focal plane is efficiently transmitted, resulting in an axial resolu-
tion of ~500-800 nm with this method. By scanning either the sample or the laser
laterally (x-, y-directions) as well as in the z-direction, 3D images can be acquired.
The point spread function (PSF, Fig. 4.1a), i.e., the image of a point-like object, is
the product of the PSFs for excitation and emission in confocal microscopy,

D (X,Y) =Dy (x,y) ® [PSFexc (x,y) X PS Fyger (x, y)], 4.4)

so the method features a slightly improved lateral resolution over standard
microscopy.
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In spinning disk confocal microscopy, an array of pinholes is used for multiplex
imaging of ~1,000 confocal spots. Because the transmission of light through
the pinhole disk is low, the pinhole disk is rotated in tandem with another disk
carrying an identical array of microlenses to enhance the light throughput. The
spots are moved by rotation of the disks, and light from all pinholes is collected
simultaneously by using a large area detector (CCD camera), resulting in much
faster image acquisition than with single-spot confocal scanning.

4.2.4 Two-Photon Excitation

Two-photon excitation is an alternative way to achieve depth discrimination. Instead
of exciting fluorescence with a single photon transition, two photons of half the
energy, or twice the wavelength, are used in a non-linear process. To achieve
a sufficiently high yield, two-photon excitation requires both a high spatial and
temporal density of photons. The temporal density can be provided by using
powerful pulsed laser sources, often titanium-sapphire (Ti:Sa) lasers with pulse
durations in the picosecond region. Even then, the spatial density is only sufficient
close to the focus of the high numerical-aperture objective but not in neighboring
axial planes due to the quadratic dependence of the fluorescence emission on the
excitation intensity. Therefore, out-of-focus excitation is suppressed, leading to
optical sectioning in the axial direction [19]. An additional benefit of two-photon
excitation is the improved imaging depth in scattering media due to the weaker
Rayleigh scattering of the long-wavelength infrared excitation light, allowing for
deep tissue imaging [20].

4.2.5 Interferometric Microscopy

An interferometric arrangement of two opposing objectives is implemented in 4Pi
confocal microscopy [21]. This design further improves the axial resolution and
the collection efficiency of the incoherent photons emanating from the sample
in all directions, i.e., into the entire solid angle, 4y. The observation volume is
sharpened in the axial direction by a two-source interference pattern caused by two
counterpropagating wavefronts that are coherently superimposed at the excitation
spot, at the detector, or at both (Fig. 4.1b). The side lobes of the interference pattern
lead to ghosting in the 4Pi image but can be suppressed by two-photon excitation
and confocal detection. Finally, side lobes are removed by applying a mathematical
deconvolution algorithm to the raw data. As an example, confocal, 4Pi raw and 4Pi
deconvolved images of Escherichia coli bacteria are compared in Fig. 4.1.

An axial resolution of ~100 nm is typically achieved with 4Pi confocal
microscopy [22, 23]. Even though the lateral resolution is not affected, structures
are imaged more sharply because of the excellent sectioning in axial direction.
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Fig. 4.2 Structured illumination microscopy (SIM). (a) Structures of a specimen that are too
close to be resolvable by conventional widefield microscopy. (b) The sample is illuminated with
a periodic pattern having a lattice constant close to the resolution limit. (¢) In the overlay of the
two patterns, the unresolvable sample structures become visible as a Moiré pattern with lower
spatial frequency, which can be resolved by the objective lens. (d) Conventional TIRF image and
(e) TIRF-SIM image of the microtubule cytoskeleton in a single S2 cell, scale bars, 2 jum. The
intensity profile along the yellow lines reveals two microtubules at a distance of 150 nm in the SIM
image, whereas this feature cannot be resolved in the conventional image. The images in panelsd
and e were reprinted from [34] with kind permission

A related interferometric approach has also been implemented in a widefield design
called I5SM [24]. The 4Pi and I5SM techniques have been employed in studies of
subcellular organelles in 3D [24-28]. Both concepts are still diffraction-limited, but
they have been combined with super-resolution techniques including 4Pi-STED [29]
and I5S [30], as will be discussed below.

4.2.6 Structured Illumination Microscopy

Structured-illumination microscopy (SIM) takes advantage of the fact that local
information can be transformed into global information by using a Fourier transform
[31]. The absence of high spatial frequencies in Fourier space, i.e., the OTF cutoff of
the objective lens, results in a lack of detail and, thus, the resolution limitation in real
space. By illuminating the sample (Fig. 4.2a) with a regular pattern, e.g., a line grid
that still can be optically resolved (Fig. 4.2b), a beat pattern (Moiré fringes) with
lower spatial frequency than the original structures emerges in the resulting image
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(Fig. 4.2¢). The image in Fourier space, {1(k), is given by the Fourier transform of
the convolution of the object, ®((r), with the illumination pattern, ®y;(r), finally
convolved with the OTF,

W (k) = FT [0 (F) x & (7)] x OTF (k). 4.5)

The beat pattern contains information about higher spatial frequencies, which
can be extracted from the acquired image since the structure of the illumination
pattern is known. Patterned illumination is used in combination with widefield or
TIRF imaging. To be able to reconstruct a full image, the pattern has to be translated
at least three times. Moreover, to enhance the resolution in all lateral directions, the
pattern has to be rotated, and images have to be taken in 120° separations. Altogether
nine images are, therefore, required using two-beam interference illumination.
Because the spatial frequency of the illumination pattern is limited by diffraction,
the resolution enhancement of SIM in the linear mode is restricted to a factor of
two. Similarly, the resolution can be improved in confocal microscopy, but there,
the pinhole size becomes so small in practice that the light throughput is no longer
sufficient. SIM also offers axial resolution by using three coherent beams (3D-SIM)
[32]. By combining SIM with the interferometric approach I5M, an axial resolution
of ~100 nm has been achieved. This design has been termed I5S [30]. A key
advantage of SIM is that the technique works with all types of fluorophores, uses
only a single excitation wavelength and can thus easily be extended to multicolor
applications [33]. As an example, Fig. 4.2d shows a conventional TIRF image in
comparison with a TIRF-SIM image (Fig. 4.2) of the microtubule cytoskeleton of
a S2 cell [34]. Another advantage of the SIM principle is its relatively fast image
acquisition. A frame rate of up to 11 Hz has been reported [34], making SIM an
excellent tool for live cell imaging experiments [35].

4.3 Non-Linear Techniques, Super-Resolution Microscopy

All microscopy techniques discussed in Chap. 2 are — despite their finesse — still
diffraction-limited and provide an enhancement in resolution by at most a factor
of two over the conventional Abbe limit. True super-resolution techniques have
been introduced that provide theoretically unlimited image resolution. The common
theme in all these techniques is to utilize the intrinsically non-linear response of the
fluorescence markers to light irradiation to circumvent the Abbe barrier.

4.3.1 Photoactivatable Fluorescence Markers

For many fluorescence-based microscopy techniques (except for STED and SSIM,
for which regular dyes can be used), photoactivatable fluorophores are key to super-
resolution imaging.
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4.3.1.1 Photoactivatable Fluorescent Proteins

Fluorescent proteins are ideally suited as markers for optical imaging of living cells
and organisms. For super-resolution imaging, photoactivatable fluorescent proteins,
which contain a fluorophore with emission properties that can be controlled by light,
have become very popular. Two different modes of photoactivation are presently
known. Irreversible photoactivation, also known as photoconversion, involves a per-
manent photochemical modification of the fluorescent protein, whereas reversible
photoactivation, also known as photoswitching, involves an isomerization between
a bright cis and a dark trans state [36].

The first photoconvertible fluorescent protein, photoactivatable green fluorescent
protein (PA-GFP), was generated by mutagenesis of the original GFP [37]. It is
initially non-fluorescent but acquires a green fluorescence after intense irradiation
with 400-nm light. The diffusion coefficient of hemagglutinin in live fibroblasts was
determined using PA-GFP and fluorescence photoactivation localization microscopy
(FPALM, see Sect. 4.3.2.2) imaging [38]. Later, a monomeric red fluorescent
protein PA-mRFPI1-1 has also been introduced [39]. However, both of these
photoactivatable proteins are not ideal for super-resolution imaging because of
their low contrast ratio between the active and inactive states. Another class of
photoconverting fluorescent proteins features a photoactivation mode in which the
emission color is irreversibly altered from green to red upon irradiation with 400-nm
light, such as in Kaede [40], KikGR [41] and EosFP [42]. Photoconverters feature
a high dynamic range and are excellent tools for most localization based super-
resolution microscopy approaches.

For reversible saturable optical fluorescence transitions (RESOLFT, see
Sect. 4.3.3) imaging, however, reversible photoswitchers are required that can
be turned on and off repeatedly [43]. The first application of RESOLFT utilized
asFP595 [44] followed by Dronpa [45] and rsEGFP [46]. Dual-color super-
resolution imaging was shown with the Dronpa/EosFP and PS-CFP2/EosFP pairs
[47], and the first monomeric photoswitchable red fluorescent protein was rsCherry
[48]. IrisFP is a fluorescent protein that combines two photoactivation modes
[49, 50]. It is reversibly switchable in the green and, after photoconversion with
400 nm light, turns into a reversibly switchable red fluorescent protein. With the
combination of two photoactivation modes, entirely new experiments have become
available, such as pulse-chase imaging with superresolution.

4.3.1.2 Photoactivation of Organic Dyes

In addition to fluorescent proteins, organic dyes can also be reversibly photo-
switched and used for super-resolution imaging, including photochromic rhodamine
[51] and cyanine dyes, which were employed in the first stochastic optical recon-
struction microscopy (STORM, see Sect. 4.3.2.2) experiment [52]. Photoswitchable
dyes are usually a lot brighter than fluorescent proteins. Unfortunately, their
application in living cells is compromised by their rather limited ability to permeate
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the plasma membrane. Moreover, thiol reagents at millimolar concentrations are
typically required in the sample to induce photoswitching, which may not be
compatible with the live cell environment. Irreversibly photoactivatable dyes for
super-resolution imaging have also become available, e.g. Q-rhodamine [53, 54].

4.3.1.3 Nanocrystalline Quantum Dots

In comparison with synthetic dyes and fluorescent proteins, semiconductor
nanocrystalline quantum dots exhibit superior photostability and brightness, and
are therefore commonly used in single-molecule imaging including single-particle
tracking. Recently, by using direct light driven modulation of Mn-doped ZnSe
quantum dot fluorescence, RESOLFT imaging has been reported [55]. Often
regarded as a nuisance in single-particle tracking, the intermittency of quantum
dots has been taken advantage of in a further super-resolution technique termed
super-resolution optical fluctuation imaging, SOFI (see Sect. 4.3.5) [56]. Small
noble metal nanoparticles also appear promising as fluorescence labels [57]. Their
quantum yields are still comparatively low, but they can be excited at a high rate to
emit bright fluorescence.

4.3.2 Localization-Based Super-Resolution Microscopy

From single-particle tracking experiments, researchers have long been aware that
the position of a single fluorescence emitter can be determined with a precision
significantly exceeding the width of the PSEF, which governs the resolution
in standard imaging. Actually, using single-molecule optical imaging assays,
individual steps of motor proteins along filaments were analyzed with an accuracy
of 1 nm [58, 59]. Single-molecule, localization-based super-resolution microscopy
exploits this fact and uses photoactivatable fluorochromes to disperse spatial
information in the time domain.

4.3.2.1 Principle of Localization-Based Super-Resolution Imaging

A high density of fluorescence markers is required to faithfully image fine struc-
tures in conventional fluorescence microscopy. Because all fluorophores contribute
simultaneously to the image, their PSFs overlap and their positions thus cannot be
determined individually. However, using photoactivatable fluorophores as mark-
ers, the emission properties can be controlled externally by light, thus allowing
localization of individual fluorophores with high precision. At the beginning of
localization-based super-resolution image acquisition, all markers are maintained
in their inactive (off) state. Subsequently, they are sparsely activated, so only a
few appear in each image frame taken with a dwell time of typically 1-100 ms.
Since the PSFs do not overlap, each marker can be localized individually. A large
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Fig. 4.3 Photoactivation localization microscopy (PALM). (a) Schematic depiction of the prin-
ciple. By weak illumination with light of a specific wavelength, a small subset of spatially well
separated fluorophores is photoactivated to a fluorescent state. The activated molecules are imaged
by using a laser that excites their fluorescence until photobleaching occurs. Because the individual
PSFs do not show significant overlap, each marker can be localized with a precision in the range
of a few 10 nm. Typically, up to several thousand image frames are recorded sequentially so that a
sufficient number of fluorophores can be localized. The final high resolution image is reconstructed
from all fluorophore locations, depicting the density of fluorophores within the specimen. (b)
Conventional widefield image and (c) PALM image of a live SW13 cell expressing a desmin-
mEosFPthermo fusion construct, scale bar, 1 pm

number of frames (102—104) are taken by repeated acquisition and are all analyzed
individually. Green-to-red photoconvertible fluorescent proteins such as EosFP
have been shown to be very useful for localization-based imaging [36, 42, 60].
By an appropriate adjustment of the 400-nm activating laser intensity, only a
small number of molecules are converted to red emitters and registered in the red
color channel during acquisition of a CCD camera frame of 1-100 ms integration
time. Consequently, photoconversion and photobleaching are kept in balance until
the supply of fluorescent markers is depleted. Sophisticated software has been
developed to determine the positions of the fluorophores in each individual image.
Finally, a density map depicting the distribution of emitters is produced with a
resolution in the range of a few tens of nanometers. Figure 4.3a illustrates the entire
process. The two-dimensional localization precision, i.e., the standard error of the
mean,
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2 2 4 12
2 Opsg , a”/12 8rmopgpb
=N + N + ANT (4.6)

is governed by the number of photons, N, detected from each fluorophore; opsr is
the standard deviation of the PSF, a is the camera pixel size and b the background
noise [18]. The localization precision consists of three contributions: the first term
represents photon statistics, the second term results from the finite size of the
detector pixels, and the last term arises from background noise. As is evident from
this equation, the resolution in localization-based super-resolution microscopy is
theoretically unlimited because the uncertainty in the determination of the mean of
the distribution approaches zero with increasing number of collected photons. The
only limitation is the finite size and labeling accuracy, and the number of photons
collected from individual fluorescent markers.

4.3.2.2 Concepts of Localization-Based Super-Resolution Imaging

In 2006, three variants of localization-based super-resolution imaging were intro-
duced independently, photoactivated localization microscopy (PALM) [61], FPALM
[62] and STORM [52]. In general, synthetic dyes provide a higher localization
precision because they are more photostable than fluorescent proteins. As an
example, ~6,000 detected photons were reported per molecule per switching cycle
using the photoswitchable fluorophore pair Cy3-Cy5 [63, 64], whereas tdEosFP,
arguably the brightest photoactivatable fluorescent protein for PALM imaging
[47], emits ~2,600 photons per molecule. Monomeric FPs often yield only a
few hundred photons [50], which, however, still leads to a ten-fold increase in
resolution. FPs are expressed by the cell itself and are, therefore, easy to use and
ideally suited for in vivo experiments [38, 65]. Synthetic dyes require specific
buffer conditions involving high concentrations of reductants for photoswitching
and additional labeling procedures, and so they are predominantly used for studies
of fixed specimens [63, 66]. Direct STORM (dSTORM) is a simplified version of
STORM that works without a second dye molecule for activation [67], and PALM
with independently running acquisition (PALMIRA) [68] is a simplified version of
PALM that uses only a single laser line for readout as well as photoactivation. In
blink microscopy (BM), the off- and on-times of single oxazine dyes are controlled
using oxidizing and reducing agents for continuous switching, respectively [69].
The speed of PALM imaging was increased by introducing a simultaneous two-
color stroboscopic illumination (S-PALM) for fast switching of variants of the
fluorescent protein Dronpa [70]. The triplet state of dye molecules can also be
employed as a dark state: In a method called ground state depletion followed by
individual molecule return (GSDIM), dye molecules are shelved in the triplet state
from which they return spontaneously [71]. In point accumulation for imaging in
nanoscale topography (PAINT), fluorescent molecules switch to the on-state only
upon binding to the structure to be imaged and are in their non-fluorescent off-state
while diffusing freely [72].
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Due to the popularity of localization-based super-resolution microscopy, various
new developments have emerged in fluorescence marker design, especially in
the field of photoactivatable fluorophores. Dual color PALM experiments using
different emission spectra were performed [47, 64, 73-76]. Cellular dynamics
has been studied on the nanoscale [65]; high resolution pulse-chase experiments
have also been implemented [50]. A key advantage of localization-based super-
resolution methods is that they do not require any specialized microscopy hardware.
Equipped with suitable lasers for excitation and photoactivation of the fluorophores
and a fast, sensitive CCD camera, any existing widefield microscope can be used
with these techniques. Additionally, special image analysis software is required to
localize individual fluorophores and to reconstruct the final, high-resolution images.
Frequently, a TIRF microscope is preferred for its improved contrast in comparison
to standard widefield microscopy as a result of its axial sectioning capability.

Localization microscopy has also been extended to the third dimension in
various ways. In the astigmatism-based method, a cylindrical lens is placed into
the detection path to distort the PSF, and the distance to the focal plane can be
extracted from the shape of the distorted PSF [77]. Another way is to introduce
a spatial light modulator (SLM) in the Fourier plane of the imaging system [78].
The light is modulated such that every object point is convolved with two double-
helical lobes, with the angular orientation of the lobes depending on the axial
location of the object above or below the focal plane. In biplane PALM (BP-PALM)
two image planes of slightly different focus are captured simultaneously, and the
z-position of a fluorophore between the two focal planes is computed by fitting
a three-dimensional model of the PSF to the two images of the fluorophore [79].
Axial sectioning can also be achieved by using two-photon photoactivation [51]
or interferometric designs iIPALM) [80]. In iPALM, as in 4Pi microscopy, two
opposing, interferometrically coupled objectives collect photons emitted by the
fluorophores. The distance of the emitter from the focal plane can be determined
with a very high precision of 10-20 nm, because of photon self-interference for
equal path lengths. As an additional benefit, the number of photons collected is
twice as large, improving the lateral localization precision as well. The vertical
composition of focal adhesions was studied with this technique in great detail
[81]. Finally, yet another method involves positioning of a tilted mirror close to
the sample, so that a side view is captured in addition to the front view, thereby
yielding isotropic 3D resolution termed virtual volume super-resolution microscopy
(VVSRM) [82].

Recent years have also witnessed enormous improvements in PALM image anal-
ysis. Reconstruction of excellent high resolution images by localization of single
molecules requires sophisticated image analysis algorithms. Until very recently,
image reconstruction took much longer than data acquisition because image analysis
is computationally demanding and, therefore, researchers were only able to assess
the quality of their data long after the actual measurement. By using a single
step triangulation algorithm instead of an iterative fitting procedure, localization
can be performed during data acquisition [83], yielding an instant high-resolution
preview and making the data acquisition procedure more intuitive and interactive
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[84]. Modern graphics processing units (GPUs) have also been employed instead
of conventional central processing units (CPUs) to parallelize single-molecule
localization so that image reconstruction can be accelerated by orders of magnitude
while maintaining a high localization precision [85, 86]. Further improvements will
be necessary to cope with the data flow from faster cameras that will soon become
available. Localization software has been made available as an ImagelJ plugin for
an out-of-the-box application [87], including even a 3D reconstruction algorithm.
Beyond increasing camera frame rates [88], faster imaging can also be achieved
by analyzing images with a higher density of fluorophores, which reduces the total
number of frames necessary to reconstruct an image fulfilling the Nyquist theorem.
However, the fraction of overlapping PSFs will be significant, and the analysis
software needs to be capable of reliably decomposing these signals [89, 90].

4.3.3 Reversible Saturable Optical Fluorescence
Transition-Based Super-Resolution Microscopy

The earliest super-resolution technique, stimulated emission depletion (STED)
microscopy [91] or, more generally, RESOLFT microscopy [43, 46, 92] is based
on a targeted, point-scanning approach in a raster-scanning confocal microscope.
STED microscopy is closely related to saturated structured illumination microscopy
(SSIM), in which regular illumination patterns are used instead of point-scanning
[93, 94]. All these techniques utilize non-linear responses of the fluorophores to
light irradiation, i.e., switching between dark and bright states.

In a STED microscope, stimulated emission is induced with a depletion beam that
has an annular shape in the focal plane, with zero intensity in the center. By spatially
overlaying the exciting focused spot of a confocal microscope with the depletion
beam, fluorophores that do not reside close to the center are efficiently deexcited
by stimulated emission of photons in the direction of the depletion beam and thus
do not reach the detector. Spontaneous fluorescence photons are only emitted by
fluorophores near the center. Consequently, application of the STED beam yields
a smaller effective size of the excitation PSF than the usual diffraction-limited PSF
(Fig. 4.4a). The higher the intensity of the depletion beam, the more the fluorescence
is confined to the central region [95]. The achievable resolution is given by

A
d =

B 2n sin o/1 + ISTED/IS’

where A is the wavelength, n the refractive index, o the half-angle under which
the fluorescence is collected, and Is and Istgp are the characteristic saturation
intensity of the fluorophore and the intensity of the STED beam, respectively.
No special switching capabilities of the fluorescence markers are needed since
STED exploits stimulated emission as a general physical principle of light-matter
interaction. However, the fluorophores are required to undergo a large number of

4.7



4 Sub-Wavelength Optical Fluorescence Microscopy for Biological Applications 61

a  dark K, bright b
~ . /’{STI-Z[)
— .. PY ;
Ko ..:‘.. scanning
excitation STED PSF
PSF '
. effective o
excitation

NS -

Fig. 4.4 Reversible saturable optical fluorescence transition (RESOLFT) microscopy. (a) A fluo-
rophore can be optically switched between a dark state and a bright state. An illumination pattern
featuring at least one intensity-zero can be applied to reduce the effective size of the point spread
function (PSF), for example, by stimulated emission depletion (STED). (b) Sketch of the scanning
procedure. A donut-shaped depletion beam with zero intensity in the center is overlayed with the
excitation beam. Thus, all markers further away from the center (red dots) are efficiently deexcited
by stimulated emission before they fluoresce; only markers close to the center emit fluorescence
(blue dots). (¢) Confocal image of B-tubulin in fixed HeLa cells labeled with primary and secondary
antibodies. (d) STED image of the same region. The cross section marked by blue arrows features
a width of 58 nm, scale bar, | pm

excitation-depletion cycles while both excitation and STED beams are scanned
across the sample. Thus, excellent photostability of the fluorophores is a prerequisite
(Fig. 4.4b). Confocal and STED images of B-tubulin in HeLa cells labeled with
primary and secondary antibodies are shown in Fig. 4.4c, d.

The use of continuous-wave lasers for stimulated depletion avoids the need for
temporal synchronization of the excitation and the depletion beam that is required
with pulsed laser sources [96, 97]. The rather complex design of a STED microscope
can be drastically simplified with a combination of wave plates as beam shaping
devices [98]. Thus the excitation and depletion beams are intrinsically overlayed
and do not require any additional alignment.
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To improve the axial as well as the lateral resolution, STED microscopy can
be further combined with 4Pi microscopy [29]. Another way to enhance the
resolution in axial direction is to shape the pattern imprinted on the wavefront
of the depletion beam in a way that depletion also confines the emission along
the z-axis, which avoids the considerable complexity introduced by using two
objectives [99]. A variety of STED applications to biological specimens have been
published. Live cell imaging was shown to be feasible using photostable variants
of fluorescent proteins [100, 101]. Fast beam-scanning was applied to study the
movement of synaptic vesicles in living neurons at video frame rates [102]. Two-
color STED at a resolution down to 30 nm has also been employed to study
synaptic proteins in neurons [103] as well as the distribution of proteins in the
mitochondrial membrane [104]. Moreover, because STED microscopy is a confocal
technique, fluorescence correlation spectroscopy (FCS) can also be performed with
a significantly reduced observation volume [105]. STED-FCS was applied in the
direct observation of the nanoscale dynamics of membrane lipids in the plasma
membrane of a living cell [106]. Fluorescent nitrogen-vacancy centers in diamond
were imaged with a resolution of 8 nm using STED microscopy, and these defect
centers were even localized with sub-nanometer precision [107]. Yet, effective
stimulated depletion requires high laser intensities at the focal spot (MW-GW/cm?)
that may damage biological samples. The key problem is the short excited-state
lifetime, during which the depletion has to occur. Mechanisms other than stimulated
emission can be used to deplete the active state of the fluorescent markers around the
center of the excitation beam more efficiently. Those include pumping of a triplet
state [108, 109], which permits a reduction of the laser intensity to ~1 kW/cm?
or exploiting a photoswitching mechanism, e.g., cis-trans isomerization of fluo-
rophores between bright and dark states [43, 110, 111], for which ~1 W/cm? is
sufficientf.

4.3.4 Saturated Structured Illumination Microscopy

Recently, the SIM method has also been extended to take advantage of a nonlinear
fluorophore response to push the image resolution beyond the Abbe limit. Indeed,
saturated structured illumination microscopy (SSIM), like STED and localization
microscopy, provides theoretically unlimited resolution. A nonlinear response of the
fluorescence signal to the excitation intensity is achieved by optically saturating the
fluorescence markers in the sample. Consequently, the periodic excitation pattern
created in the sample contains higher harmonics of its fundamental frequency,
which is key to resolution enhancement beyond the diffraction limit [112]. For
SSIM, a lateral resolution of ~50 nm was demonstrated using fluorescent beads
[113]. A problem of SSIM is the fast photobleaching that occurs under saturation
conditions. However, similar to RESOLFT, saturation may also be achieved using
a photoswitching mechanism, enabling application of this technique to live-cell
imaging.
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4.3.5 Super-Resolution Optical Fluctuation Imaging

SOFI relies on higher-order statistical analysis of temporal fluctuations, e.g.,
fluorescence blinking of quantum dots, to obtain subdiffraction optical resolution
in all three dimensions [55]. The fluorescence signal of a distribution of markers
can be described as

N

F(F.0) =) U(F—Fc)- e se0) (4.8)

k

where U (7 — ?k)is the PSF of marker &, ¢; the molecular brightness and si(7) the
temporal fluctuation of the marker signal. A second-order autocorrelation can be
applied to each pixel of a series of images resulting in

N

G, (F.7) = Z U? (F—Fe) -5 - (85 (t + 7) - 8s¢ (1)) (4.9)
k

The intensity value assigned to each pixel of the SOFI image is then given by the
integral over the correlation function, yielding a smaller effective PSF. Figure 4.5
shows a conventional widefield image (a,b) of QD625 labeled 3T3 cells versus the
second-order SOFI image (panels c, d). Using a camera pixel size well below the
diffraction limit, the effective PSF can be further reduced by a factor /n using
n-th order cumulants. However, we note that the signal in a SOFI image does
not represent the emission intensity but its temporal fluctuations. As an additional
benefit, background from non-fluctuating sources such as autofluorescence is
efficiently removed.

4.4 Considerations and Limitations

It is evident that the higher the desired image resolution in microscopy the higher
the demands on the fluorophores. Linear approaches such as 4Pi, ISM and SIM do
not rely on special dye properties and are, therefore, not more demanding on the
dyes than conventional fluorescence microscopy techniques. However, it should be
evident that, to achieve a higher resolution with concomitantly reduced pixel/voxel
size, more photons are required to reach a certain signal-to-noise level for mere
statistical reasons.

4.4.1 Limitations of Localization-Based Techniques

For localization-based techniques, the precision of fluorophore localization and,
consequently, the achievable resolution, depends on the number of photons emitted
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Fig. 4.5 Super-resolution optical fluctuation imaging (SOFI). The intensity value assigned to each
pixel of the SOFI image is given by the integral over the autocorrelation function of fluorescence
fluctuations from individual emitters. (a) Conventional widefield image of QD625 labeled 3 T3
cells generated by time averaging over all frames recorded, scale bar, 2 pm. (b) The image in
panela deconvolved. (¢) Second-order SOFI image. (d) The image in panelc deconvolved. (e-h)
Magnified views of the boxed regions, scale bars, 500 nm. The images were reprinted from [56]
with kind permission

by the individual emitter [18]. A more subtle issue is the lifetime of the dark and
bright states of the fluorescent markers employed. For best possible localization
accuracy, the PSFs of the single emitters should not overlap. Therefore, the
fluorophores must be kept in their inactive, dark state considerably longer than in
their active, bright state [114]. While this condition can easily be satisfied with
photoconverting fluorophores, care has to be taken when using photoswitchers.
Another important criterion is the dynamic range of the photoactivation mechanism,
i.e., the intensity ratio between bright and dark statesf. To achieve a reasonable
contrast for single molecule localization, the probability that a fluorophore emits
a photon while in its inactive state, which is ideally completely non-fluorescent,
must be sufficiently low.
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4.4.2 Limitations in Resolft Microscopy

In RESOLFT microscopy, contrary to localization microscopy, the brightness of
the individual molecule is less important. In principle, a single detected photon
per molecule is enough for image formation as long as the density of emitters is
sufficient to produce a strong signal above background. However, for localization-
based approaches, only a single switching cycle per molecule is required, whereas
in RESOLFT microscopy, the resolution is determined by the number of switching
cycles that a molecule can undergo. With decreasing pixel size, the fluorescence
markers have to undergo increasingly more transitions between the fluorescent
and non-fluorescent states before contributing appreciably to the image. Therefore,
they have to be exquisitely resistant to switching fatigue. Additionally, in STED
microscopy, the high intensity of the depletion beam (>1 GW/cm?) may cause
photodamage to living specimens [115].

4.4.3 General Limitations

A general requirement of all types of fluorescence microscopy, regardless of a
particular type, is that the labeling density has to be at least twice as large as
the desired resolution [116]. Therefore, the ultimate resolution limitation in super-
resolution optical microscopy is posed by the ability to precisely label the structure
of interest. Evidently, each fluorescent marker has a certain size and cannot reside
where the structure itself is located. Frequently, linkers of considerable lengths
connect the fluorophores specifically to a target, which further adds to uncertainties
in marking the structure. In live-cell imaging, too dense labeling may interfere with
the processes under study. Conditions are even more demanding when imaging
dynamic processes. In localization-based techniques, a single high-resolution image
is finally reconstructed from a large number of individual frames, each with a dwell
time of 1-100 ms using current CCD camera technology. Thus, acquisition of super-
resolved images presently takes a few seconds at the very minimum, and processes
on the sub-second timescale are too fast to be studied. STED microscopy of live
cells at video rate has been demonstrated, yet it is confined to micron-sized regions
of interest [102].

4.5 Conclusions

A multitude of super-resolution light microscopy techniques have emerged in recent
years that are likely to be extremely helpful for unraveling the molecular details
underlying biological processes in cells and tissues. These techniques have been
designed to address specific problems in specific ways. For example, they may
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provide multi-color, 3D, or video-rate imaging, but not all of these features will be
available simultaneously in one and the same microscope. There are strong efforts
toward simplified designs that hopefully will allow for a widespread application
of these sophisticated techniques even by non-specialists. Apart from stable and
easy-to-operate microscope designs, efficient and easy-to-handle labeling systems,
featuring brighter, more photostable and smaller fluorescence markers are of crucial
importance. The first commercial implementations of STED, SIM and PALM
microscopes have become available, and exciting further developments are likely
to soon appear on the horizon.
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Raman Spectroscopy and Optical Coherence
Tomography on a Micro-Chip:
Arrayed-Waveguide-Grating-Based Optical
Spectroscopy

Markus Pollnau, N. Ismail, B.I. Akca, K. Worhoff, and R.M. De Ridder

Abstract We review our recent results on integrating biomedical optical systems
onto a silicon chip.

5.1 Introduction

Miniaturization of optical instruments by integration onto an optical micro-chip will
lead to smaller size and weight, reduction of optical coupling losses, avoidance of
mechanical instabilities and the necessity for alignment, enormous cost reduction,
and the potential for mass fabrication. Currently, individual waveguide components
can be produced at the micrometer scale, such that total device footprints in the
range of a few cm? can be obtained, but in the future individual device dimensions
will scale down to the nanometer range by exploiting plasmonic waveguides,
thereby allowing for complex optical systems to reach dimensions comparable to
— and probably integrated with — electronic micro-chips.

In this chapter, we review our recent results on integrating optical systems for
biomedical applications onto a silicon chip. Firstly, we investigated light collection
from external samples by individual optical waveguides, showing that integrated
waveguide probes can be more efficient than fiber probes when investigating
thin samples. Then we extended this knowledge to confocal light delivery and
collection by use of arrayed-waveguide gratings, thereby improving the light collec-
tion efficiency by an order of magnitude. Finally, we employed arrayed-waveguide
gratings as integrated spectrometers in Raman spectroscopy and optical coherence
tomography and demonstrated performance parameters that are well comparable to
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those of bulky and costly standard equipment. This achievement represents the first
important step toward fully integrated biomedical optical instruments.

Our devices are fabricated in silicon oxynitride (SiON) technology. SiON is a
promising material for integrated optical applications. Its refractive index can be
chosen between the values of silicon dioxide (1.45) and silicon nitride (2.0), thus
allowing for a flexible channel waveguide design [1]. A small bending radius of the
channel waveguides down to several micrometers can be obtained by employing
the highest refractive index contrast with an appropriate waveguide geometry.
Furthermore, SiON is transparent in a broad wavelength range from 210 nm to
beyond 2,000 nm [2], so that devices can be fabricated for both, the visible and
infrared wavelength ranges by use of the same material system.

5.2 Efficiency of Integrated Waveguide Probes
for the Detection of Backscattered Light

Numerous medical diagnostic methods are based on optical techniques such as
Raman or fluorescence spectroscopy. One of the key challenges for their applicabil-
ity is the realization of an efficient interface between the sample under investigation
and the optical instrument, especially when a compact set-up is envisaged. Fiber-
optic probes represent an excellent solution for in-vivo and in-situ measurements, if
small dimensions and high flexibility of the probe are required [3], and fiber probes
with different geometries have been extensively studied and characterized.

We explored the use of integrated optical waveguide probes as an alternative
to fiber-optic probes. In particular, we compared their collection efficiency with
those of large-core multi-mode and small-core single- and multi-mode fiber probes.
For this purpose, we developed a semi-analytical model for integrated waveguide
probes, under the condition that the sample is a weakly scattering medium [4].
For the case of highly scattering media, we performed Monte-Carlo simulations
to understand quantitatively the collection of backscattered light by integrated
waveguide probes [5].

We designed and fabricated an integrated waveguide probe having the geometry
shown in Fig. 5.1. The probe has one excitation waveguide and eight collector
waveguides with a silicon oxynitride (SiON) core and silicon oxide cladding. The
propagation losses in SiON waveguides are approximately 0.4 dB/cm for the wave-
lengths of 532 and 693 nm used in our measurements [6]. The distance d between
the waveguides is fixed to 11 um, and each waveguide cross-section is 5 x 0.82 pm.
The refractive indices of core and cladding at a wavelength of 532 nm have been
estimated as 1.5321 (TE polarization) with a birefringence Anty—1g = 2.1 X 1073,
and 1.4631 (TE polarization) with a birefringence of 1 x 1073, respectively. The
channels are equally spaced and all the collector waveguides are positioned on the
same side with respect to the excitation waveguide. In this way it is possible to
measure the backscattered light intensity as a function of lateral distance from the
excitation point.
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Using the semi-analytical model, we compared our integrated waveguide probe
and a similar probe with d =6 pwm with three different fiber probes: a typical
Raman large-core multi-mode dual-fiber probe (core diameter of 200 pm) with
d =210 pm, a small-core multi-mode dual-fiber probe (core diameter of 5 pwm)
with d =11 wm, and a small-core single-mode dual-fiber probe (core diameter of
3 pwm) with d =11 wm. For all fiber probes a refractive index contrast of 0.01 was
assumed and the distance d between the excitation and collection channels was
chosen such to prevent coupling of the waveguides through the evanescent tails of
their modal fields. In all the simulations the excitation wavelength is 532 nm, while
the wavelength of the collected signal is 693 nm.

Within the semi-analytical model we defined a figure of merit S, which is a
measure of the collection efficiency of the different probes [4]. The results calculated
for the different probes are shown in Fig. 5.2, in which the efficiency of each
probe is displayed as a function of sample thickness. It becomes clear that, in
case of thin samples (thicknesses 7 smaller than typically 110-150 pwm), integrated
waveguide probes provide efficiencies exceeding those of the investigated fiber
probes. This result is relevant for various applications, e.g. Raman spectroscopy
of the skin for determination of water content in the stratum corneum [7], which
requires to detect the signal from regions within 100 wm underneath the sample
surface. Furthermore, integrated probes have higher efficiency with respect to the
investigated small-core fiber probes regardless of the sample thickness. Although it
is not problematic to fabricate micro-fiber arrays with cores of, e.g., 5 um diameter
and similar distance apart from each other providing higher refractive index contrast
than that investigated in our simulations, the advantages of integrated probes, such
as reproducibility, low cost, and on-chip integration with other components, make
them more suitable for applications that require probing of thin samples.

We carried out fluorescence measurements on a ruby rod [4]. The choice for
ruby was made because the fluorescent signal in the red spectral region is very
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Fig. 5.2 Figure of merit S as a function of sample thickness # for two integrated dual-waveguide
probes with cross-sections 5 X 0.82 pwm and distances d =11 pm and d =6 um (black lines),
compared to those (gray lines) of a large-core dual-fiber probe with core diameter of 100 wm and
d =210 pm, and two small-core dual-fiber probes with d =11 pum and core diameters of 5 and
3 wm, respectively (Figure taken from Ismail et al. [4])

strong and can easily be detected and distinguished from possible cross-talk of the
excitation light. The measurements were performed using the integrated waveguide
probe introduced in Fig. 5.1. Light from a Nd:YAG/SHG laser source at 532 nm
was coupled into the excitation waveguide. With the ruby rod positioned in contact
with the chip, fluorescence measurements were separately carried out on each of the
eight collector waveguides. A small fraction of the fluorescence generated inside
the ruby was captured by each of the eight collector waveguides. The comparison
between the experimental results and the calculation performed with the semi-
analytical model is shown in Fig. 5.3a. A second measurement was carried out
by fixing d to 11 pum and measuring the power collected by the first collector
waveguide of the probe at different distances of the ruby rod from the probe. The
measurements compared to the simulation results are shown in Fig. 5.12b. In both,
Fig. 5.12b, the comparison between measurements and simulations is achieved by
normalizing each curve to its maximum value. The reasonable agreement between
simulation and experiment validates our analytical model of integrated waveguide
probes [4].

We also investigated excitation and light collection from a scattering medium
by an integrated waveguide probe. Experiments were performed on light collection
from a highly scattering water suspension of latex nanospheres. By use of the
Monte-Carlo model, the propagation of light through the highly scattering medium
was simulated and good agreement with the experimental data was found [5].
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Fig. 5.3 (a) Fluorescence measured by a waveguide probe as a function of the distance d between
excitation and collector waveguides; (b) Fluorescence measured by a dual-waveguide probe with
d=11 pm as a function of the distance D between the probe and the ruby (Figure taken from
Ismail et al. [4])

5.3 Arrayed-Waveguide Gratings

The most important optical element for performing spectroscopy on a micro-chip is
the integrated spectrometer. We have chosen to employ the arrayed-waveguide grat-
ing (AWG) [8]. Until now AWGs have been used for wavelength (de)multiplexing in
telecommunication, offering high resolution over a small bandwidth [9]. Its working
principle is schematically shown in Fig. 5.4a. Light from an input waveguide
diverges in a first planar free propagation region (FPR) and illuminates the input
facets of an array of channel waveguides. The channel waveguide array has a
defined optical-path-length difference between adjacent channels. For a central
wavelength A., the phase difference at the output facets of adjacent array waveguides
is an integer multiple of 2. Since these facets are arranged on a circle, a
cylindrical wavefront is formed at the beginning of a second FPR, which generates
a focal spot at the central output channel. The phase shift caused by the length
differences between arrayed waveguides is linearly dependent on wavelength, hence
the resulting wavelength-dependent phase gradient implies a tilt of the cylindrical
wavefront at the beginning of the second FPR. This causes the focal spot to shift
with wavelength, i.e., different wavelengths are diffracted to different locations at
the end of the FPR, at which either output channels or the pixels of a detector array
can be positioned.
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Fig. 5.4 (a) Schematic layout of an arrayed waveguide grating (AWG). Channel waveguide
geometry for (b) an AWG with its central wavelength at 800 nm and (c) an AWG with its central
wavelength at 1,300 nm (Figure taken from Akca et al. [10])

Compared to conventional spectrometers, the AWG has a small size (~cm?)
and can be integrated in a handheld device. Typical parameters of the individual
waveguides for AWGs fabricated in SiON technology for the spectral ranges of
800 and 1,300 nm are displayed in Fig. 5.4c. A potential disadvantage of an AWG,
the limited free spectral range (FSR) achievable for a given device size, can be
overcome by a technology platform providing larger refractive index contrast, e.g.
silicon photonics, or by accepting spectrally folded, yet non-overlapping peaks, as
demonstrated in an example presented later in this chapter.

We described an improved AWG layout which applies identical bends across the
entire array. In this way systematic phase errors arising from different bends that are
inherent to conventional AWG designs are completely eliminated. In addition, for
high-order AWGs our design resulted in more than 50% reduction of the occupied
area on the wafer. A low-order device fabricated according to this geometry was
experimentally characterized [11].

5.4 Confocal Light Delivery and Collection
Using Arrayed-Waveguide Gratings

We invented a compact integrated optical device that combines the functions of light
focusing, collection, and wavelength selection [12]. It makes use of two AWGs in
a confocal arrangement. In its simplest design, displayed in Fig. 5.5, both AWGs



5 Raman Spectroscopy and Optical Coherence Tomography on a Micro-Chip. .. 79

Input Output

T
~ L

Focal spot

Sample

Fig. 5.5 Schematic of the confocal arrangement of two AWGs (with central wavelength A, and
order m) which allows efficient illumination of, and signal collection from, a small focal volume
below the sample surface (Figure taken from Ismail et al. [12])

have order m =0, such that they form two lenses, the first one focusing a single
excitation beam into the focal spot at a desired depth inside the sample and the
second one collecting the light backscattered from this focal spot into a central
output channel. In this arrangement the device behaves like a confocal microscope
in one lateral direction. Enhanced functionality can be achieved without increasing
device complexity by use of an AWG design exploiting the phase relation between
the individual channels, thereby adding wavelength selectivity. As a result, the
focusing AWG can have more than one input channel, allowing one to focus several
excitation wavelengths into the same focal spot. Likewise, the collecting AWG can
resolve different wavelengths emitted from the focal spot, thereby enabling spectral
analysis of the backscattered light, if designed with the required wavelength spacing
and FSR. In the particular case in which all excitation and signal wavelengths fall
into the FSR of a single AWG, the same AWG can be used for both excitation and
collection.

The focusing and collecting AWG are arranged in such a way that the output
grating line — the interconnection line between the arrayed waveguides and the
FPR - of the focusing AWG lies on the same circle and, hence, is concentric with
the input grating line of the collecting AWG (Fig. 5.1). In this way the output FPR
of the focusing AWG and the input FPR of the collecting AWG merge together,
forming a single sample-side FPR. Ideally, its length is chosen such that when
in contact with a sample the focal spot is located at the desired depth d below
the sample surface (for a given sample refractive index ng) in order to allow for
maximum collection efficiency in the direction perpendicular to the device plane.

In our investigations, we focused on demonstrating that our approach improves
the collection efficiency of signal light by more than an order of magnitude
compared to standard light collection using a single-mode waveguide. Two similar
AWGs were compared. The “reference” AWG is of a conventional design, having
a single monomodal input channel for light collection and an AWG for spectral
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Fig. 5.6 Input sections of (a)
a “reference” (standard)
AWG and (b) a “collector”
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analysis with an input FPR of length /rpr, see Fig. 5.6a. In contrast, the “collector”
AWG is of the proposed design; see Fig. 5.6b. Its input FPR is shortened to a length
Isppr = Ippr — d', where d’ depends on the distance d of the input facet to the source
(if ng is equal to the effective index of the sample-side FPR, then d’ = d).

As a source of signal light at point S we used light at a wavelength of 1284.6 nm
emitted from either a standard 9-pm fiber with an angular aperture of oo =9.2°
or an ultra-high-numerical-aperture fiber with o =29°, with air (refractive index
ng = 1) between source and device. Subsequently, index-matching liquid was placed
between each fiber and the chip to reduce the angular aperture to oo =15.7° and
19.6°, respectively. The fiber output end was positioned at variable distance d
from the chip. Firstly, we performed measurements with the reference AWG for
all four o at varying distance d. Secondly, measurements were performed on the
repeatedly diced collector AWG at four distances d =50, 100, 150, and 200 pm.
The collector AWG was measured only with index-matching liquid (o =5.7° and
19.6°) to average out the roughness of the diced facet. The measured output power
of reference and collector AWG is shown in Fig. 5.7b, respectively, as a function
of d. Furthermore, the collection efficiency of both devices was calculated as a
function of d. Experiments and calculations show that, as d increases, all curves
exhibit a monotonous decay which is steeper for the reference compared to the
collector AWG, because light collection by the former is limited in both, horizontal
and vertical directions by the cross-section of the input channel, while for the latter
this limitation occurs only in the vertical direction. This difference results in higher
collection efficiency of the collector AWG compared to the reference AWG. Finally,
also multi-wavelength imaging was demonstrated utilizing this device [12].
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Fig. 5.7 Comparison of measured (symbols) and calculated (lines) power collected by (a) the
reference AWG and (b) the collector AWG, normalized to the power collected by the reference
AWG at d =0 and o = 19.6°, versus source-to-input facet distance d for different values of the
source angular aperture o (Figure taken from Ismail et al. [12])

5.5 Integrated Raman Spectroscopy
with an Arrayed-Waveguide Grating

In numerous applications, Raman spectroscopy is utilized to monitor unique
(“fingerprint”’) Raman scattering in order to identify specific molecules or structures.
We aimed at developing a low-cost, compact, hand-held apparatus for polarized
Raman spectroscopy, specifically for the detection of dental caries at an early state
[13]. A critical function of such a system is spectral separation of the Raman-
scattered signals. In our case, the core element of such a device is an AWG.

We chose an excitation wavelength of Ao = 830 nm and designed the wavelength-
selective AWG to have a central wavelength of A. =901 nm and a FSR of ~22 nm
between 890 and 912 nm, with a resolution of 0.2 nm. The center-to-center spacing
between the 271 arrayed waveguides at the FPR interface was 6 pm, and so was
the spacing between the output channels of the AWG. From these parameters it
is possible to calculate the dispersion angle of the AWG from well established
equations [9], and determine the length R of the FPR (see inset to Fig. 5.8),
which results in approximately 4 mm. The AWG layout was drawn by imposing a
minimum bending radius of 1,700 pm to guarantee bending losses below 0.1 dB/cm
when taking into account fabrication tolerances.

The setup used in the Raman experiments is shown in Fig. 5.1. Light from a
linearly polarized, tunable Ti:Sapphire laser at 830 nm is sent through a polarization
beam splitter (PBS) oriented parallel to the laser polarization. A half-wave plate is
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Fig. 5.8 Setup used for the polarized Raman experiments. Inset: schematic of arrayed waveguide
grating (AWG) (Figure taken from Ismail et al. [14])

positioned after the PBS, initially with one of its optical axes parallel to the laser
polarization, so that the polarization is not rotated. The laser light exiting the \/2
plate, after passing through a laser-line filter, is reflected from a dichroic mirror
and focused onto the sample with a microscope objective. The light backscattered
from the sample is then collected by the same optics. The Rayleigh-scattered
component is again reflected (rejected) by the dichroic mirror, which transmits the
Raman-scattered wavelengths. An edge filter and an additional red-glass filter are
used to further suppress residual reflected and Rayleigh-scattered light at the laser
wavelength, that entering the AWG would be imaged at a higher order on the lateral
output channels. At this point the light passes through another PBS with the same
orientation as the first PBS, and is focused onto the input channel of the integrated
AWG spectrometer by a microscope objective. The output channels of the AWG
are imaged onto an electron-multiplying charge-coupled device (EMCCD) through
a camera lens. In order to perform the measurements for perpendicular polarization,
we rotate the M2 plate by ~45°, so that the polarization of the excitation laser is
rotated by 90°. In both, parallel and cross-polarization measurements light entering
the AWG is always horizontally polarized (TE polarization with respect to the input
waveguide).

We performed Raman measurements on cyclohexane [14]. The inset of Fig. 5.9
displays the unpolarized Raman spectrum of cyclohexane in the fingerprint region
(400-1,600 cm™"), as measured using a bulk Raman spectrometer (based on a
Model 2,500 High Performance Raman Module, River Diagnostics B.V.). With the
excitation wavelength of 830 nm, the Raman signals of cyclohexane occur in the
wavelength range between 859 and 957 nm. Since this wavelength range exceeds
almost fivefold the FSR of 22 nm (at the central wavelength A.) of our AWG,
the different parts of the Raman spectrum fall into five different diffraction orders
(m=39,40, 41, 42, and 43) of the AWG, as indicated in the inset.
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Fig. 5.9 Normalized Raman spectra of cyclohexane for parallel (triangles) and cross (dots)
polarization, measured with the AWG spectrometer; normalized sum of the two spectra (crosses).
Unpolarized Raman spectrum (solid line) measured with a conventional spectrometer, folded into
diffraction order m = 41 of the AWG. Inset: original unfolded spectrum, extending over diffraction
orders m = 39, 40, 41, 42, and 43 of the AWG. The individual Raman peaks in both, folded and
unfolded spectrum, are assigned by letters (a—g). An additional peak at 1,050 cm™! is attributed to
the laser line imaged at a higher order (m = 45) (Figure taken from Ismail et al. [14])

The same Raman spectrum, with the different diffraction orders folded into
the diffraction order mawg =41, for which the AWG was designed, is calculated
with the AWG grating equation [15] and shown as a red line in Fig. 5.9. The
individual peaks in the original and folded spectrum are assigned by letters (a—g).
Using our AWG spectrometer, polarized Raman signals were measured. Figure 5.9
shows the signals measured for parallel (triangles) and cross (dots) polarization,
normalized to the intensity of peak b for parallel polarization. Comparison of the
normalized sum of these two signals (green crosses) with the unpolarized spectrum
(red line) of cyclohexane, as measured using the bulk spectrometer and folded into
the diffraction order of the AWG, shows very good qualitative agreement: first of all,
we observe the presence of strongly polarized Raman bands at the locations of peaks
b and d, in agreement with the results found in the literature [16]. Furthermore,
all the peaks of cyclohexane in the fingerprint region can be clearly distinguished.
This test result demonstrates that a measurement with an AWG spectrometer can
unambiguously identify the Raman fingerprint of a measurand, even if its Raman
spectrum exceeds the FSR of the AWG, thus allowing us to design and apply an
AWG with high spectral resolution. Furthermore, polarized Raman spectra were
measured of extracted human teeth containing localized initial carious lesions [14].
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5.6 Integrated Optical Coherence Tomography
with an Arrayed-Waveguide Grating

Optical coherence tomography (OCT) [17] is a non-invasive optical technique for
high-resolution cross-sectional imaging of biological tissue, with many applications
in clinical medicine. The measurement principle of OCT is based on low-coherence
interferometry (LCI) in which interference patterns due to the superposition of a
multitude of waves with a large spread in wavelengths are studied. These distinctive
patterns enable one to determine the location at which light is reflected back and
to measure the depth profile of the scattering amplitude. By performing multiple
LCI measurements at different lateral coordinates on a sample, a three-dimensional
cross-sectional image of the scattering amplitude can be constructed.

Current state-of-the-art OCT systems operate in the Fourier-domain [18], using
either a broad-band light source and a spectrometer, known as spectral-domain
OCT (SD-OCT), or a rapidly tunable laser, known as swept-source OCT (SS-OCT),
because they offer a significant sensitivity advantage over time-domain OCT. SD-
OCT systems can utilize simple broadband sources, however they suffer from
severe signal roll-off in depth and require complicated detection optics, i.e., linescan
cameras and spectrometers. Current commercial SD-OCT systems typically achieve
~5 wm axial resolution with ~25-27 kHz axial scan rates over an imaging range
of ~2.0-2.6 mm. OCT systems contain a multitude of fiber and free-space optical
components which make these instruments costly and bulky. The size and cost of
an OCT system can be decreased significantly by the use of integrated optics. In
addition, integrated optics can enhance the performance of OCT by, for example,
parallelization [19, 20] of OCT devices on a chip.

A key component of an SD-OCT system is the high-resolution spectrometer. We
employ the same type of AWG that we successfully used in Raman spectroscopy
(Sect. 5.5). We investigated AWG spectrometers with high resolution and large FSR
for the spectral ranges near 800 and 1,300 nm in interferometric depth ranging and
OCT imaging, thereby demonstrating the first important step toward miniaturization
of an SD-OCT system.

The essential parameters that determine the imaging quality of FD-OCT systems
are center wavelength, axial resolution, maximum imaging depth, signal-to-noise
ratio (SNR), and sensitivity roll-off in depth. The shorter center wavelength of
800 nm is used for imaging ophthalmic structures to avoid the water absorption
losses dominant in this application, whereas for dermal imaging 1,300 nm is
used to avoid the dominant scattering losses. The axial resolution of an SD-OCT
system is determined by the effective bandwidth of the detected light, which
depends on the bandwidth of the light source and the FSR of the spectrometer.
Matching the FSR of the AWG with the bandwidth of the light source is the most
economical configuration. The maximum imaging depth in SD-OCT is determined
by the spectral sampling interval. The imaging range of SD-OCT is limited by
the signal roll-off, which is the attenuation of the OCT signal due to washout of
the interference fringe visibility with increasing depth. The roll-off in depth of
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Fig. 5.10 (a) Optical measurement set-up of the SD-OCT system with free-space Michelson
interferometer and integrated AWG spectrometer; (b) signal processing steps for SD-OCT (Figure
taken from Akca et al. [10])

the SD-OCT signal is determined by the spectral content of the spectrometer and
the camera pixel size. Finally, for maximum SNR, the spectrometer loss should be
minimized in the design stage. Typical SNR values for high-quality OCT imaging
are on the order of 100 dB. For more details, see [10].

A schematic of the SD-OCT system with integrated AWG spectrometer is shown
in Fig. 5.10a. The measurement technique for the 800 and 1,300 nm spectral
ranges is similar, except for the different specifications of the light source and the
linescan camera. The free-space Michelson interferometer (MI) is illuminated with
a superluminescent diode emitting a Gaussian-like spectrum. Light from the source
is directed to the reference and sample arms by a 50:50 beam splitter. The reference
mirror is kept stationary, while the sample mirror is moved during the experiments.
Light returning from the two arms is focused by an objective lens into a single-
mode fiber and directed to the AWG spectrometer. The output power of the MI
is measured to be 0.1 and 0.9 mW for the 800 and 1,300 nm spectral ranges,
respectively. In the AWG spectrometer, the optical spectrum is dispersed by the
arrayed waveguides and imaged by a camera lens with high numerical aperture onto
the camera. The acquired spectra are processed by subtracting the reference-arm
spectrum and resampling to k-space, as indicated in Fig. 5.10b. The reflectivity
depth profile is obtained by performing a Fourier transformation of the digitized
camera output. The measured spectra have an absolute wavelength scale defined by
the center wavelength and FSR value of the AWG.

The spectrum shown in Fig. 5.11a is the spectrum from the reference arm
at 1,300 nm. The optical bandwidth of the spectrum is measured as 39 nm.
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Fig. 5.11 Measured data for
an 1,300-nm AWG:

(a) Reference spectrum of the
AWG spectrometer on the
linescan camera. The inset
shows the interference
spectrum measured at

200 wm depth after
background subtraction.

(b) OCT signal as a function
of depth for a mirror reflector
and fit of the roll-off (dashed
line). The maximum depth
range is 1 mm. (¢) OCT axial
resolution (solid circles) in
comparison with the
theoretical axial resolution
(dashed line) (Figure taken
from Akca et al. [10])
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Fig. 5.12 OCT image of a three-layered scattering phantom measured with the AWG as spec-
trometer in SD-OCT. The dashed line indicates the maximum imaging depth (Figure taken from
Nguyen et al. [22])

This value corresponds to an axial resolution of 19 pm. The inset shows the
measured interference spectrum after background subtraction, measured at a depth
of 200 pwm. The modulation on the spectrum due to interference can be clearly
observed. The OCT signals measured for different depths, i.e. for different path
length differences between sample and reference arm of the MI, are shown in
Fig. 5.11b. The depth scale corresponded one-to-one with the physical distance
of the sample arm position change. We achieved imaging up to the maximum
depth range of 1 mm. The measured signal-to-noise ratio (SNR) was 75 dB at
100 pm depth, which includes 10 dB fiber-to-chip coupling loss, 7 dB free-space
interferometer loss, and 5 dB chip-to-camera coupling losses. By reducing losses
and increasing the output power of the light source, the sensitivity of the SD-OCT
system using an AWG spectrometer can be improved to the level of state-of-the-art
OCT systems. The FWHM values of the point spread functions at various depths are
plotted in Fig. 5.11c. An experimental axial resolution of 20 pm at 100 um depth
was obtained. A decrease in resolution was found at larger depths.

As a demonstration of OCT cross-sectional imaging using the AWG spectrom-
eter, an image of a three-layered scattering phantom was obtained when using part
of a fiber-based OCT set-up [21] with the AWG as spectrometer, see Fig. 5.12 [22].
As expected, all three scattering layers are observed up to the maximum single-
pass optical path length of 1 mm (725 pm depth for the average refractive index of
1.38 of the phantom). The current imaging resolution and depth are sufficient for
biological imaging but can be improved by increasing the FSR and the number of
output channels.

Finally, the effect of discrete output channels and polarization dependency of an
AWG spectrometer was investigated [23]. By removing the output waveguides of
the AWG, the depth range was enhanced from 1 to 3.3 mm. In addition, the effect of
polarization dependency of the AWG on sensitivity roll-off was investigated and, for
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partial polarization, a beat effect was observed in the depth ranging measurements,
which leads to signal fading at specific depths. By controlling the polarization
state of the light carefully, the signal fading could be eliminated. A polarization-
independent AWG was investigated, which eliminated without the use of extra
components for polarization control.

5.7 Conclusions

Exploiting the spectral properties of AWGs, we have demonstrated confocal
light delivery and collection as well as Raman spectroscopy and SD-OCT with
the spectrometer integrated on a silicon chip. Integration of additional optical
components onto the same micro-chip will enable low-cost mass fabrication of
integrated optical instruments for various applications. Considerable size reduction
of the optical structures, e.g. by exploiting plasmonic structures, could provide
sufficient compatibility in lithography and processing for the combination of optical
with electronic functions, e.g. signal processing, on the same chip.
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Introduction to Fluorescence Spectroscopy
with Applications to Biological Systems

Baldassare Di Bartolo

Abstract Optical technologies can provide novel opportunities and tools for the
life sciences. In turn, biological applications continue to stimulate novel optical
technologies. The purpose of this article is to present several applications to
biological systems of the techniques of fluorescence spectroscopy. This presentation
is divided into seven parts. In the first part we review the fundamental principles of
fluorescence spectroscopy, starting with the consideration of fluorophores and of the
characteristics of fluorescence spectroscopy. The techniques that produce absorption
spectra, excitation spectra, fluorescence under continuous excitation and response to
pulsed excitation are also examined. In the second part we present the technique of
Fluorescence Anisotropy together with the information it can provide. In the third
part we present the technique of Fluorescence Resonance Energy Transfer (FRET)
and its applications to distance-distribution analysis in biological systems. In the
fourth part we deal with the excitation of fluorescent systems by multiple photons
and present its advantage in some instances over the one-photon excitation. In the
fifth part we present the technique of fluorescence correlation spectroscopy and
we show how it may provide information regarding concentration and diffusion of
fluorescent molecules. The sixth part deals with single molecule detection whose
application may avoid ensemble averaging. The final part deals with the tools that
may increase the quantum efficiency and radiative emission rate by placing emitting
fluorophores close to metals. We offer some conclusions at the end.
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6.1 Introduction to Fluorescence

6.1.1 Fluorescence and Phosphorescence

Luminescence is the spontaneous emission of light from excited electronic states of
physical systems.

The emission is preceded by the process of excitation, which may be produced
by a variety of agents. If it is achieved by the absorption of light it is called
photoluminescence, if by the action of an electric field electroluminescence, if by
a chemical reaction chemiluminescence, and so on.

Following the excitation, if the system is left alone, without any additional
influence from the exciting agent, it will emit spontaneously.

Even in absolute vacuum an excited atom, devoid of any external influence,
will emit a photon and return to its ground state. The spontaneity of the emission
presents a conceptual problem. A tenet of physical science, expressed by the so-
called fluctuation-dissipation theorem sets forth the fact that any dissipation of
energy from a system is the effect of its interaction with some external entity that
provides the perturbation necessary for the onset of the process. Such an entity
seems to be missing in the case of an isolated atom. If we hold a classical view
of natural phenomena, we cannot explain the presence of spontaneous emission.

In the quantum world things are very different. The harmonic radiative oscillators
that populate the vacuum and that classically hold no energy when in their ground
state, have each in this state energy ¥2hv and may produce a fluctuating electric field
at the site of the atom, setting the perturbation necessary for the onset of spontaneous
emission.

Luminescence is divided into two categories: fluorescence and phosphorescence,
depending on the nature of the excited state. For most organic molecules in their
ground state, the highest occupied molecular orbital is a singlet and is the seat of
two electrons. The spins of these electrons are antiparallel resulting in a singlet for
the ground state.

The excitation of an electron from the ground state orbital to an upper orbital
results in the formation of two states,

— asinglet in which the electron in the excited orbital is paired by opposite sign to
the electron in the ground state orbital and

— a triplet, lower in energy than the singlet, in which the electron in the excited
orbital and the electron in the ground state orbital have parallel spin.

The decay of an excited state singlet to the ground state singlet is spin
allowed and occurs by the rapid emission of a photon. Such an emission is called
fluorescence; it has typical rates of 108 s~!. The average time between excitation
and return to the ground state is then 107% s = 10 ns (in 1 ns light travels 30 cm).

The systems that exhibit fluorescence are called fluorophores [1]. Several
fluorophores have lifetimes shorter than 10 ns.
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Fig. 6.1 The Jablonski Diagram

Two types of measurements are generally used, the steady-state fluorescence
and the time-resolved fluorescence. Due to the short lifetimes, time-resolved
measurements require sophisticated optics and electronics; they provide, however,
additional important information.

The emission of light from triplet excited states is called phosphorescence. It is
related to forbidden transitions, because of the difference in the spins of the electron
in the excited orbital and of the electron in the ground state orbital; its rates are
typically 10°~1 s~, so that phosphorescence lifetimes are typically milliseconds to
seconds. On account of this long radiative lifetime phosphorescence is not usually
seen in fluid solutions at room temperature: various deactivation processes such
as non-radiative decay and quenching processes compete successfully with the
radiative decay of the triplet state.

Aromatic molecules, the stable molecules with rings of atoms, are typically
fluorophores. Among them quinine, a substance present in quinine water, when
exposed to ultraviolet light from the sun, emits light with wavelength close to
450 nm. John Frederick William Herschel first reported this process in 1845 in an
article titled “on a case of superficial colour presented by a homogeneous liquid
internally colourless” [2].

6.1.2 Timescale of Molecular Processes in Solution

Once an excited system decides to undergo a transition, the ensuing process is
instantaneous. This is the reason why in the Jablonski diagram the transitions are
indicated as vertical lines [3]. (See Fig. 6.1.)

Transitions actually occur in 107! s and during this time the nuclei do not
undergo significant displacements: this statement expresses the Franck-Condon
Principle.
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The difference between fluorescence and absorption is that the latter is an induced
process and the former is a spontaneous process. Even if the actual transition, once
started, takes place instantaneously, molecules in an excited state remain in such a
state in a time whose average length is the fluorescence lifetime.

The lifetime provides an expansion of time and distance that allows the excited
molecule to interact with other molecules in solution. For this reason, while the
absorption measurements are sensitive only to the immediate and instantaneously
averaged environment of the fluorophore, fluorescence measurements may provide
information about such dynamical processes as collisional quenching, and vibra-
tional or solution relaxation.

6.1.3 Basic Rules and Measurements of Fluorescence
Spectroscopy

It is appropriate at this point to recount the basic rules of fluorescence:

1. The Franck-Condon Principle: the nuclei are stationary during the electronic
transitions, and, for this reason, excitation occurs to vibrationally excited levels
of the excited electronic state.

2. Kasha’s rule: fluorescence emission occurs generally from the lowest excited
singlet state [4].

3. The Stokes shift: emission is always of lower energy than absorption due to the
nuclear relaxation in the excited state [5].

4. The mirror image rule: emission spectra are mirror images of the lowest
absorption band.

The basic measurements related to fluorescence are:

1. Absorption: these measurements are mainly used to set the energy level scheme.

2. Steady state fluorescence: the steady state spectra are used to identify the
fluorescent state(s).

3. Excitation spectra: these spectra tell us in what spectral region we have to pump
the system in order to obtain the emission that is being monitored.

4. Response to pulsed excitation: the decay constant t of an exponentially decay-
ing fluorescence signal is the lifetime of the state from which the transition
originates. Deviation of the decay pattern from exponentiality may indicate the
presence of other processes such as energy transfer.

In addition to the above, we want to point out some of the relevant information
that can be derived from particular techniques.

1. Emission spectra and Stokes shift: the shifts between absorption and fluorescence
wavelengths are most effective for measuring the interaction of a fluorophore
with its immediate surroundings. An important property of many fluorophores is
their sensitivity to their immediate environment.
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2. Quenching of fluorescence: a number of molecular interactions can result in the
quenching of fluorescence: excited state reactions, molecular rearrangements,
energy transfer, ground state complex formation, and collisional quenching.
Fluorescence quenching is studied both as fundamental phenomenon and as
a source of information regarding biochemical systems. These biochemical
applications are due to the molecular interactions that produce the quenching.
Quenching studies can be used to reveal the localization of fluorophores in
proteins and membranes, and their permeability to quenchers. Also, the rate
of collisional quenching can be used to measure the diffusion coefficient of the
quencher.

6.2 Fluorescence Anisotropy

6.2.1 The Process of Fluorescence Anisotropy

Fluorophores absorb light along a particular direction with respect to the molecular
axes. The extent to which a fluorophore rotates during its excited state lifetime
determines its polarization and anisotropy.

Measurements of anisotropy of light emitted by fluorescent molecules are used in
biochemical applications and provide information on the size and shape of proteins
or the rigidity of the molecular environment.

The basic idea of fluorescence anisotropy is that a fluorescent molecule excited
by polarized light will emit polarized fluorescence. However, if the molecule is
moving, it will tend to scramble the polarization of light depending on the rotational
diffusion (see Fig. 6.2).

Rotational diffusion is a process by which the overall orientation of molecules is
maintained or restored. It represents the counterpart of translational diffusion, which
maintains or restores the equilibrium statistical distribution of the particles’ position
in space.

In the random re-orientation process, because of the equipartition theorem,
larger molecules re-orient more slowly than small molecules, and, for this reason,
measurements of the re-orientation times can provide information regarding the
mass and distribution of mass within a molecular complex.

The scrambling effect is greatest with fluorophores freely tumbling in solution.
Protein interactions can be detected when one interacting protein is fused to a
fluorophore: upon binding of this protein to another protein, a larger, more stable
complex is formed, which will tumble more slowly and will increase the polarization
of the emitted light.

The technique of fluorescence anisotropy works best if the fluorophore is fused
to a small molecule and binds to a large partner, thus maximizing the difference in
polarization between bound and unbound states.
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Fig. 6.2 Effects of polarized excitation and rotational diffusion on the polarization or anisotropy
of the emission

6.2.2 Fluorescence Under Continuous and Pulsed Excitation

Under continuous excitation a sample is illuminated by a continuous beam of
light and the intensity of the emitted light is recorded versus the wavelength.
Because of the nanosecond time scale of fluorescence, steady state is reached almost
immediately after the sample has been exposed to light.

Under pulsed excitation the sample is exposed to a light pulse whose width
is typically shorter than the decay time. The decaying fluorescence intensity is
recorded with a high-speed detection system that may measure the intensity or
anisotropy on a time scale.

We shall now consider the relation between steady state and time-resolved
measurements. The steady-state observation is an average of a time-resolved
parameter over the intensity decay of the signal.

The intensity and anisotropy decay are given by the two relations:

I(t) = Ipe V" (6.1)

r(t) = roeV/° (6.2)

where I and ry are the intensity and anisotropy at time t = 0, following immediately
the exciting pulse, respectively. t is the lifetime of the fluorescent state and 6 is the
rotational correlation time of the fluorophore, a parameter that describes how fast a
molecule tumbles in solution and is given by

0 = nV/RT (6.3)
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where 1 = viscosity, V =volume of the rotating unit, R =gas constant and
T = temperature in K.
The steady state anisotropy is given by the time average of r(t) weighed by I(t):

r:/o r(t)I(t)dt//O I(Y)dt =ro/(1 + t/0) (6.4)

The above formula is known as Perrin equation [6].

If the correlation time is much shorter than the lifetime (6 < t) the anisotropy
is zero and the molecules will randomize in solution during the emission and, as
a result, the emitted light of the fluorophore will be depolarized. If the correlation
time is much larger than the lifetime (6 >> t), then the measured anisotropy is equal
to the fundamental anisotropy ry and the excited molecules will stay aligned during
the process of emission and, as a result, the emission will be polarized.

We note also the simpler relation of the steady state intensity to the decay time:

o0
I = / Ip e V™ dt =yt (6.5)
0

Ip is a parameter that depends on the fluorophore concentration and on a number
of instrumental parameters.

It is appropriate to note that, despite the above relations tying the steady state
to time-resolved parameters, much of the molecular information available from
fluorescence is lost during the time averaging process. For this reason, pulse-excited
fluorescence ends up providing additional data.

The precise shape of the anisotropy decay, lost during the averaging process over
the decay time, may contain information about the shape of the molecule and its
flexibility.

The precise shape of the intensity decay contains also information lost during
the averaging process. Macromolecules may exist in more than one conformation
and the decay pattern of a probe bound to such a molecule could depend on the
conformation. The shape of excited donor decay may provide information regarding
the distribution of acceptors around the donor. Time-resolved measurements may
also provide information regarding the quenching processes.

6.3 Fluorescence Resonance Energy Transfer (FRET)

6.3.1 Resonance Energy Transfer

The process of resonance energy transfer (RET) takes place in the excited state of
a fluorophore. It occurs whenever the emission spectrum of a fluorophore called
the donor overlaps with the absorption spectrum of another molecule called the
acceptor.
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Energy transfer takes place via dipole-dipole interaction and without the inter-
vention of photons. For this process the expression fluorescence resonance energy
transfer (FRET) is also commonly used.

The rate of energy transfer is determined by the distance between donor and
acceptor and by the extent of the spectral overlap. This overlap is described in terms
of the so-called Forster distance (Rg) [7]. The rate of energy transfer is given by

wr(R) = 1/t (Ro°/R°) (6.6)

where R = distance between donor (D) and acceptor (A), and tp = lifetime of the
donor in the absence of the acceptor.

The efficiency of the energy transfer process is given by the fraction of photons
absorbed by the donor whose energy is transferred to the acceptor:

E=wr(R)/[w ' +wr(R)] (6.7)

This expression represents the ratio of the transfer rate to the total decay rate of
the donor in the presence of the acceptor. Taking into account the formula for wT(R)
the expression for E becomes

E =R¢°/[Ro® + R°] (6.8)

The extent of the energy transfer depends on the distance R.

Conveniently the Forster distances are of the same size of biological molecules:
30-60 A. Therefore in principle energy transfer can be used as a ruler for
measurements of distances between sites in proteins.

6.3.2 The Uses of Fret in Biology

The usage of FRET provides a rather unique chance to observe previously inacces-
sible physical phenomena related to the arrangement and separation of molecules in
solution and in solids on a molecular scale [1, 8].

Particularly useful is found the possibility of measuring directly the molecular
separation between two molecules Donor (D) and Acceptor (A), counting on the
strong dependence of the rate and efficiency of energy transfer on the sixth power
of the D-A distance.

The usage of FRET has expanded considerably since the early 1950s, with
its applications to such various fields as physics, chemistry, biology and polymer
science. However its greatest usage has been with biological macromolecules.

Biological systems are complex molecular entities involving macromolecules
(e.g. proteins, nucleic acid, polymers, fatty acids, lipids, and poly-carbohydrates)
that associate to form supramolecular structures e.g. multi-protein assemblies, mem-
branes, chromosomes, that, in turn, comprise living cells and their respective parts.
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All biological systems in general present intricate and interdependent
organization in their various structures. In order to understand and manipulate
the functions of biological systems, it is necessary to study the structures of their
components and to determine how these components are associated into larger
molecular organizations.

FRET is unique in its capacity to supply accurate spatial information about
molecular structures at distances ranging from 10 to 100 A. In many cases
geometrical information can also be obtained.

FRET is observed only if D and A are in proximity ( R < 2Ry). This possibility of
detecting and quantifying molecular proximities has led to numerous applications
of FRET to biology over the past 30 years and continues to generate much of the
present interest in the subject.

6.3.3 A Summary of Fluorescence Resonance Energy Transfer

6.3.3.1 General Characteristics

1. The distance at which FRET is 50% efficient is called the Forster distance, and
is typically in the range 20-60 A.

2. The rate of energy transfer from a D to an A in the case of dipole-dipole
interaction is given by

wpa(R) = 1/1p(Ro/R)° (6.9)

When R = R(), WDA (Ro) = 1/‘CD.

3. The value of Ry can be reliably predicted from the knowledge of the spectral
properties of donors and acceptors and of the orientation factor.

4. FRET is a through-space interaction that is mostly independent of intervening
solvent and/or micromolecules.

5. FRET does not involve emission and re-absorption of photons.

6. FRET contains molecular information that is different from that revealed by
solvent relaxation, excited state reactions, fluorescence quenching or fluores-
cence anisotropy. These fluorescence phenomena depend on interactions of the
fluorophore with other molecules in the surrounding solvent shell.

FRET is effective over much longer distances, and the intervening solvent
or macromolecule has little effect on the efficiency of the process that depends
primarily on R.

6.3.3.2 The Orientation Factor

Biological systems encountered in fluorescence spectroscopy are usually complex
objects consisting of supramolecular structures and large organizations of molecular
components.
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Fig. 6.3 (Left) angles that define the orientation factor K? and (right) examples of various
situations and related values of K>

Spectroscopic probes that interact with biological material are often oriented and
undergo less rotational motion than they do in less organized surroundings.

The proximity of immobilized molecular species leads to directional interactions
between neighboring molecules, and the mutual orientation of closed spaced D and
A molecules affects the effect of FRET through the variations of an orientation
factor, called K2.

One must be careful in quantitatively interpreting FRET measurements made on
highly structured biological samples. The orientation factor K? is often considered
the limiting factor for estimating accurate D-A distances from FRET data. K? can
vary from O to 4 although its actual values rarely, if ever, extend over this total range.

In general we do not have sufficient information (often none at all) regarding
D-A orientations and approximations must be made. The D and A fluorescence
anisotropy values, and consequently the range of K? values, depend on the extent to
which D and A rotate while D is in its excited state.

6.3.3.3 Calculation of the Orientation Factor

The magnitude of the time-dependent field strength of an oscillating dipole in the
near-field zone is identical to that of a static dipole.

The electric interaction between two static electric dipoles is a dot product
between the dipole moment of one dipole with the electric field of the other, and
K is the factor describing the relative orientation.

No generality is lost by discussing K in terms of classical static dipoles. The
rate of energy transfer wpj, is proportional to K? because wpj is proportional to the
square of the interaction energy between D and A.

Considering the angles that define the orientation factor K in Fig. 6.3, K? is
given by

K> = (cos Opa — 3 cos Op cos 0,)> (6.10)
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Opa is the angle between the emission transition dipole of the donor Mp and the
absorption transition dipole of the acceptor My .

Experimental results show that the value of K? affects the rate of energy transfer.

When sufficient orientation information is lacking, the assumption is made that
<K?> =2/3, a value corresponding to an average made when both D and A are
randomly oriented.

6.3.4 Energy Transfer in Solution

Energy transfer may take place for donors and acceptors randomly distributed in
three-dimensional solutions.
The rate of transfer in the case of dipole-dipole interaction is given by:

wpa(R) = 1/tp(Ro/R)° (6.11)

Ry is now related not only to the overlap integral and to the quantum efficiency
of the donor, but also to the orientation factor: it is proportional to (K,)1/6.
The response of the donor to pulsed excitation is given by the formula [3—10]

/
p(t) = exp <—t/TD - CA/COM/TD)I ’ (6.12)

where cy = concentration of acceptors and c, = 4/ 3R03 .

6.3.5 Distance Distributions

Up to this point we have considered two situations:

1. The donor and the acceptor are at a fixed distance R.
In this case the pattern of donor’s decay is exponential with a time constant
given by

TpA = I/TD + WDA(R) (613)
with wpa (R) = I/ID(Ro/R)é.
The assumption of a single D-A distance R allows the calculation of R from

the quantum yield of the donor in the presence of the acceptor.
2. The distribution of D-A distances is uniform in a volume V of a solution:

wpa(R) = 1/V (6.14)
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We shall now consider the case of flexible D-A pairs, i. e. the case when the range
of D-A distances can be expressed by a probability distribution. Some of the D-A
pairs are closely spaced and display shorter decay times, and other D-A pairs are
further apart and display longer decay times.

The range of distances results in a range of decay times, so that the decay pattern
becomes more complex than a single exponential.

The goal of most distance distribution studies is to recover the D-A probability
distribution from the non-exponential pattern of the donor. This pattern is the
summation of the intensity decays for all accessible distances:

Ipa(t) = / ~ W(R) exp [—t/tD 1 /‘ED(RO/R)()] dR (6.15)

The response of the donors to a pulsed excitation is given in the form of an
integral that represented the weighted average of the decays for all D-A distances.

The task of the researcher is to try to recover the probability distribution w(R)
from the decay pattern of the donor system.

6.3.6 Effect of Diffusion on Linked D-A Pairs

In the preceding sections we have considered donors and acceptors to be static
in space and to remain at the same distance during the donor lifetime. However,
depending on the donor lifetime and the mutual diffusion coefficient

D =Dp + Dy (6.16)

there can be changes in the linked D-A distances during the donor lifetime. It is
found that, as diffusion increases, the patterns of donors’ decay become more rapid,
indicating a more rapid energy transfer.

This seems surprising, since one would think that diffusion is just as likely to
move donors and acceptors apart, as it is likely to bring them closely together.

A deeper understanding of diffusion and FRET can be obtained by pondering the
following considerations:

1. The distance dependence of wpa(R) causes the more closely spaced D-A pairs
to transfer more rapidly.

2. For rapid D-A diffusion the population of D-A at shorter distance is replenished
by diffusion and the closely spaced D-A pairs by diffusion result in increased
energy transfer with increased rates of diffusion.
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6.3.7 Effect of Diffusion on Unlinked D-A Pairs

The theory of energy transfer for unlinked D-A pairs in the presence of diffusion
is very complex. No general expression for the decay pattern of the donor system
in this situation has been found. However, an expression for this pattern has been
obtained by Yokota and Tanimoto [11] for the case, of interest here, of dipole-dipole
interaction:

o(1) = exp {(~1/To—ca/eov/T/w) *[(1+10.86x-+15.5¢) /(1 +8.7430)] "}
(6.17)

For D = 0 this formula becomes equivalent to the formula (6.12).

6.4 Multi-photon Excitation

6.4.1 Basic Principles

The usual mode of excitation of a fluorescent system is by a single photon with
wavelength within the absorption band of the system. In such a case the intensity
of the fluorescence emission is generally proportional to the intensity of the light
absorbed.

Multiphoton excitation has become practically possible with the introduction
in the laboratory of sharp-pulsed lasers that may concentrate a high intensity of
radiation in a few femtoseconds. This high intensity may ensure the simultaneous
absorption of two or more long wavelength photons.

The selection rules for two-photon absorption transitions are different than those
for one-photon transitions; this difference may provide information regarding the
symmetry of the excited states of the system.

6.4.2 Applications of Multi-photon Excitation

The two-photon excited fluorescence is used to produce an imaging technique
known as two-photon fluorescence spectroscopy (TP2).

A fluorophore placed at a specific location is excited by two photons with energy
hv; and emits a single photon of energy hv, > hv; which is then detected. The rate
of the two-photon absorption is proportional to the square of the exciting radiation
intensity [12].
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This dependence of the two-photon absorption on intensity represents an advan-
tage of TP2. If a beam is focused the two-photon absorption takes place in the focus
region allowing for greater resolution. The emission takes place at a spot within
the sample and fluorophores outside the focal volume are not excited, so that the
background light or out of focus fluorescence is strongly reduced.

The two-photon absorption process presents an additional advantage when used
to investigate biological systems since longer wavelengths can penetrate more
deeply in biological tissues. To ensure that the exciting radiation will not damage
the tissues, the femtosecond pulses of a mode-locked laser with high pulse intensity
but low average energy may be used.

Multi-photon fluorescence spectroscopy (TPk) operates in the same fashion
except that in this case the rate of the emitted fluorescence is proportional to the
kth power of the intensity.

6.5 Fluorescence Correlation Spectroscopy

6.5.1 Basic Principles

The basic idea of Fluorescence Correlation Spectroscopy (FCS) resides in a
measuring system that may excite and detect the fluorescence of molecules in
solution in a very small volume, called volume of detection.

Molecules will enter and leave this volume randomly and the fluorescence signal,
proportional to the number of molecules in the volume, will fluctuate in time.

The theory of FCS is based on the Poisson distribution that governs the number
of molecules present at any time in the volume of detection. According to this
distribution the following expression

—\ 1
p(n, i) = (’3 e (6.18)

represents the probability that n fluorophores are present in the volume of detection
when the average number of molecules in this volume is 7.

The fluctuations observed in the volume are smaller if the average number in the
volume is high. This can be seen from the following considerations.

In a Poisson distribution the variance is equal to the average value:

ol=n*-—m)}?=n (6.19)

The root mean square fluctuation of the particle number is given by

=)’ o _

(6.20)
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The fluctuations in the occupation number of fluorescent molecules in the volume
of detection are reflected in the changes of the fluorescence intensity.
If we assume a constant exciting power, the fluctuations of the fluorescence signal
are defined as follows
8F(t) =F(t) — F(t) (6.21)

where

T
m:% /0 F(t)dt (6.22)

The time-varying fluorescence signal is correlated with a time-shifted replica of
itself whose value depends on the time shift t. A measure of this correlation is
represented by the autocorrelation function

T
R(t) :F(t)F(t—H):% /0 F()F(t+1) (6.23)

where T = time of the accumulation of data.

R(7) represents a measure of the probability to detect the present signal taken at
time t after a period t of time.

We note that

R(0) = [F(t)]*= secondmoment (6.24)
___ 2
R(c0) = [F(z)] (6.25)

—2 I 2
R(0)—R(o0) FOP~[F() |
= variance of the signal distribution (6.26)

The autocorrelation function can be expressed as follows:

R(t) = FOF(t+1)=[F - 8] [F-8(t + 1)] =
= (F)? 4+ 8F(t)8F(t+1) = (F)> 4 8F(0)8F (1) (6.27)

assuming the stationarity of the process. Normalizing this function to the average
intensity squared we obtain

R _ |, SFOBF()

(F) (F)’

r(v) = (6.28)
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Some authors use the following function instead of the expression (6.28)

§F(0)8F (1)

G(r) = F (6.29)

F)’

6.5.2 Correlation Spectroscopy

The autocorrelation function G(t) of (6.29) is a measure of the relative interdepen-
dence of the fluorescence signal at time t and of the signal at time t + <.

If the fluctuations are slow with respect to t, and F(t) is larger than F, then
F(t + 1) is likely to be larger than F and the autocorrelation will be large.

If the fluctuations are fast relative to t, then F(t) and F(t 4 ) will be independent
and the autocorrelation will be zero.

If the average number of molecules in the volume of detection is large (e.g.
several hundred) the arrival or departure of an additional fluorescent molecule will
cause a small fluctuation in the fluorescence signal.

If, on the other hand, the number of fluorescent molecules in the volume of
detection is small (say, one) then the arrival or departure of an additional molecule
will cause a large fluctuation in the fluorescent signal.

For these reasons, FCS can provide information about the concentration and
diffusion of fluorescent molecules and any process that changes one or both of these
parameters can be measured by FCS.

An example of such a process is provided by the binding of two proteins in
solution [13]. If the protein of one type is labeled with a fluorescent label, by
monitoring the changes in the diffusion coefficient of the labeled molecules upon
binding with their partners one can measure directly binding affinities and kinetics.

The applications of FCS include many processes that may produce intensity
fluctuations of the fluorescence signal. These include translational diffusion, ligand-
macromolecule binding, rotational diffusion, internal macromolecule dynamics,
intersystem crossing and excited state reactions [1, 14].

6.5.3 Instrumentation

The standard instrumentation for the performance of FCS is based on a confocal
epifluorescence microscope [13].

Fluorescence microscopy is different from all other microscopic techniques
because the visible light in the microscope eyepieces is not the original light emitted
by the light source, but the light emitted by the fluorescing sample.

The excitation is provided by a laser with high beam quality, temporal stability
and the detection by a low noise single-photon detector.
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The microscope makes use of a dichroic mirror that is reflective at the laser’s
wavelength and transmissive at the longer wavelength of the fluorescence emission.

It is of importance to make the detection volume as small as possible by the use of
the sharpest light focus. The fluorescence light emitted by the sample is transmitted
through the dichroic mirror and focused onto a circular confocal aperture, which
rejects the fluorescence emission that is out of focus.

The light through the aperture is refocused onto a sensitive light detector, usually
a single-photon avalanche diode or a specially configured photomultiplier.

The combined presence of a nearly perfect excitation focus and of a confocal
detection optics of the fluorescence may generate an effective detection volume of
0.5 pm in diameter in the focal plane and a few micrometers along the optical axis.

As reported in [13]:

The exact shape and size of the detection volume determine the shape and temporal decay
of the autocorrelation function. For example the smaller the detection volume, the faster
molecules will diffuse out of it and the faster is the decay of the autocorrelation function,
and vice versa.

Thus the features of the detection volume are weaved into the shape of the autocor-
relation function. Knowing the exact shape of the detection volume makes it possible to
calculate the shape of the autocorrelation function. The autocorrelation function can then
be used to fit experimental data and to obtain the diffusion constants and/or concentration
value of the fluorescent molecules.

6.6 Single Molecule Detection

6.6.1 Basic Principles

The ultimate goal of analytical chemistry is achieved in single molecule detection
(SMD) for which fluorescence is the choice, since it provides a bright signal against
a dark background.

The study of single molecules is possible if the volume of detection is small and
the fluorophore is immobilized on a surface; generally fluorophores are chosen for
their high quantum yields and stability.

SMD is widely used to detect, analyze and manipulate single molecules in
samples with various complexities, from controlled in vitro conditions to the inside
of living cells [15].

The most important reason for using SMD is to avoid ensemble averaging.

6.6.2 Instrumentation and Performance

A typical setup for SMD consists of laser excitation through a microscope objective,
a scanning stage to move the sample and confocal optics to reject unwanted
fluorescence signals [1].
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Practically all experimental techniques other than SMD observe a large number
of molecules and measure ensemble averages of the properties under study. Only
with SMD one can observe a single molecule and study its behavior.

The SMD technique may include the measurement of the lifetime of single
molecules while intensity images are collected.

6.7 Radiative Decay Engineering (RDE)

6.7.1 Basic Principles

The radiative lifetime of an excited fluorophore emitting in free space is determined
by the interaction of the fluorophore with the photonic modes of free space.
The probability of spontaneous emission in free space is given by [16]:

yv? 8y’
= hy ———s
3 3h2

A (6.30)

where 8—'% is the number of photonic oscillators per unit volume per unit frequency
range, and | is the matrix element of the transition.

If the medium’s index of refraction is n, the expression for A has to be multiplied
by n, and small changes in the radiative lifetime may occur. In this situation the
changes in the measured lifetime that may occur are mainly due to changes in the
non-radiative decay rate.

As emphasized by Purcell [17], the spontaneous emission rate depends on
the local photonic mode density. Drastic changes in this rate may be produced
if the mode density is modified by changing the boundary conditions on the
electromagnetic field in the proximity of the emitting fluorophore [18,19]. The field
of cavity quantum electrodynamics is based on this concept [20].

In this section we shall be concerned with the effect that the proximity of a
metal surface can have on the fluorescence process. A light-emitting molecule can
be thought of as an oscillating dipole that can induce oscillations of the electrons in
the metal. In turn the field created by these oscillations can interact with the emitting
molecule and affect its fluorescent output.

These interactions may produce a number of desired effects such as an increased
quantum yield, increase distances for FRET and shorter lifetimes with the possible
accompanying increased sensitivity, and decreased interference from background
emission [21].

All these effects go under the expression Metal Enhanced Fluorescence (MEF).

Another phenomenon may occur when a fluorophore is close to a metal. If proper
conditions are met a fluorophore can interact with a metallic surface and create
surface-bound oscillations of electrons called plasmons.
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If the metal is thin and the substrate material is appropriate the plasmons may
radiate energy into the substrate. This phenomenon is called Surface-Plasmon
Coupled Emission (SPCE).

6.7.2 About Metal-Enhanced Fluorescence (MEF)

Fluorescence experiments are usually performed in solutions that are macroscopic
compared with the size of a fluorophore. The main effect of the environment on
the emission of the fluorophore is due to the index of refraction of the solvent. The
effect of metal surfaces on the fluorescence is negligible due to the small dimension
of the fluorophore compared to those of the experimental set-up. The fluorescence
represents the far field emission of the fluorophore.

Experimenters know that appropriate reflecting surfaces may be used to gather
radiation that would be lost in free space. Reflection takes place after emission and
is not to be considered in regard to RDE, since it has no effect on the lifetime of the
excited fluorophore.

The effects we are considering are the changes in the rate of emission and spatial
distribution of the radiation due to the closeness of a metal surface to the radiating
(dipole) emitter.

How many interactions may be present?

1. Interaction of the exciting light with the metal surface,
2. interaction of the fluorophore oscillating dipole with the metal surface, and
3. interaction due to the induced field in the metal.

A Jablonski diagram is presented in Fig. 6.4

Let us now define the following:
I' =rate of radiative decay
ky, = rate of non-radiative decay

The quantum yield and the lifetime in the absence of any metal are given by

QoZF_fkm (6.31)
and
1
= . (6.32)
respectively.

The radiative decay rate I' is almost constant for any fluorophore; therefore Qo
can only be increased by decreasing the rate of non-radiative decay k.
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Fig. 6.4 Jablonski diagram
without (top) and with
(bottom) the effects of near
metal surfaces. For distances
over 50 A the effect of
quenching by the metal (k,,)
is expected to be minimal
(Reproduced from Lacowicz
[1] by permission granted by
Springer Science and
Business Media)
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Now, with a look at the Jablonski diagram at the bottom of Fig. 6.4, we can say

the following:

1. If the presence of the metal increases the rate of excitation to (E + Em), this will
increase the fluorescence output, without any change in the quantum efficiency
and in the lifetime. This metal-enhanced excitation may allow smaller incident
intensities to obtain the same fluorescence output. In addition it may allow the

selective excitation of fluorophores near the metal.

2. The presence of the metal may also increase the radiative decay rate I'. In this

case the quantum yield and the lifetime are given by

Qu= o (6.33)
" T+ ks + Do '
and
= ! (6.34)
T T 4 ke + T '
respectively. We can re-express the above entities in the following ways:
I+ Qo+ Qo'
Q=+ r —= OFF (6.35)
—T T 1+ Qg?’"
1/T
Tn = (6.36)

Tthnr 1 Tw
—7 + T 14+ Qo

L
r

The relations (6.35) and (6.36) allow us to set up a diagram for Q,, as a
function of I,/ T" for given Q, and a diagram for t,, as a function of ',/ I" with

given tpandQ,.
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Fig. 6.5 Effect of an increase 10
in the metal-induced radiative

rate on the lifetime and

quantum yields of

fluorophores. To clarify this

figure we note that for
Q=05T=5x107s"" Tm(nS)
and k,,, = 5 %X 107 s. For
Q=0.1,'=1x107 s and

knr =9 % 107 s (Reproduced

from Birks and Georghiou

[22] by permission granted by

Springer Science and

Business Media)

These two diagrams are presented in Fig. 6.5.

We find in Eq. (6.35) that, if Qo is equal to 1, Q,, is also equal to 1, i.e. the
presence of the metal cannot increase Q,, any further. However, from (6.34) for
Qo = 1 we get

Ty = — (6.37)
I+
This means if Qyp = 1, the presence of I',, may increase the probability of

spontaneous emission, without changing the quantum yield.
The effect of I';,0nQ,, is larger for fluorophores with low quantum efficiency Qy,
since I, has no effect when Q¢ = 1.
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Directional
Emission

Fig. 6.6 Surface plasmon-coupled emission. F is a fluorophore (Reproduced from Birks and
Georghiou [22] by permission granted by Springer Science and Business Media)
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Fig. 6.7 Surface Plasmon-coupled cone of emission for fluorophores near a metallic film (Repro-
duced from Lacowicz [1] by permission granted by Springer Science and Business Media)

6.7.3 About Surface-Plasmon Coupled Emission (SPCE)

6.7.3.1 General Aspect

The SPCE process is illustrated in Fig. 6.6 [1], in which F represents a fluorophore
set above a continuous silver film 50 nm thick.

The fluorescence emission from the fluorophore is not reflected, but passes
through the film. The spatial pattern of the fluorophore emission is nearly isotropic,
but the emission seen through the film is at an angle 67 with respect to the normal.
The sample being symmetrical about the normal z-axis, the emission through the
film occupies a cone around the z-axis (see Fig. 6.7).
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Fig. 6.8 Typical configuration for surface-plasmon resonance analysis. The incident beam is p-
polarized (Reproduced from Lacowicz [1] by permission granted by Springer Science and Business
Media)

The emission on the cone, about a half of the total emission (the rest being free
space emission away from the film) is called Surface-Plasmon Coupled Emission
(SPCE). This name reflects the fact that the emission in the cone is radiated by the
plasmons.

The following can be said:

1. The spectral distribution of the cone emission is the same as that of the
fluorophore.

2. The plasmons are not the result of RET because the distance at which SPCE
takes place (200-2,000 A) are too large for RET, for which the Forster distance
is 50 A.

3. The emission is radiated by the plasmons into the substrate at an angle deter-
mined by the optical properties of the metal and of the substrate.

4. The emission is 100% p-polarized, even if the fluorophores are randomly oriented
and excited by unpolarized light.

The appropriate conditions for the conical plasmon emission reside on the
requirement that the incident beam must be matched in both frequency and
momentum with that of the surface-plasmon waves.

6.7.3.2 Surface Plasmon Resonance
The phenomenon of surface-plasmon resonance (SPR) is closely related to SPCE.

Figure 6.8 is illustrative in this regard, for it presents a schema of the measurement
of light interaction with a thin metal film (typically made of gold 40-50 nm thick).
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Fig. 6.9 Reflectivity curves for a bare glass and silver-coated glass, both spin coated with
a fluorophore in polyvinyl alcohol. The prism is LaSFN9 glass, 633 nm. Also shown is the
fluorescence from the labeled PVA film on the glass and silver surfaces [23]

The set up, called Kretschman configuration, measures the light reflected from
the gold film at various angles of incidence, keeping, of course, the angle of
reflection equal to that of incidence.

The reflectivity of the gold film depends on the index of refraction of the solution
immediately above the film.

The evanescent field penetrates approximately 200 nm into the solution at the
plasmon resonance, and when there is no resonance it vanishes and the reflectivity
becomes large.

The presence of an evanescent field brings to mind another case when such a
field is present, i.e. the case of total internal reflection (TIR) which occurs when the
incident light beam angle exceeds a critical value 6,,;,. TIR occurs in Fig. 6.9 for a
bare glass.

The angles 0..;and6p.are not related, but the origin for both of them resides in
the wave vector matching at the interface. The evanescent field due to SPR is much
larger than that due to TIR.

Figure 6.9 presents a comparison of the reflectivity curves for a bare glass and
for a silver-coated glass. We note the following:

1. The reflectivity of the bare glass is low below the critical angle 6,,;,but increases
sharply to nearly 100% at 6,,;; and remains high at larger angles.

2. An evanescent wave exists for bare glass at angles greater than 0,,;.

3. No evanescent wave exists for the silver-coated glass at angles that are not close
to 6,,,. At angles consistently different than 0;,, the reflection is high.
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4. The strength of the evanescent fields was measured by the fluorescence from the
fluorophores near the surface. These fluorophores were concentrated within the
polyvinyl alcohol (PVA) that resided in the evanescent field zone.

5. For the glass surface the emission is low for 8 < 0,,;, but as the angle exceeds
O.rit, it drops about twofold because the incident beam experiences TIR. Above
6., the intensity that remains is due to the evanescent wave. This result seems to
indicate that in the conditions of TIR the incident field is about equal in strength
to the evanescent field.

6. Things are different for the silver-coated glass. The emission is close to zero for
angles different than 6,,;due to the high selectivity of the silver film. The light
does not penetrate the sample even if 6 < 6,,;, but near the SPR angle there is
an increase of the emission intensity by a factor of 15. This increase is due to an
increase of the evanescent wave field above the silver 10—-40-fold with respect to
the intensity above the glass under TIR conditions.

7. This increase is at the basis of the increased sensitivity that can be obtained with
plasmon-coupled emission.

8. The SPR angles are strongly dependent on the wavelengths, decreasing as the
wavelength decreases. This dependence is responsible for the spectral resolution
presented by the SPR emission.

6.7.3.3 Surface-Plasmon Coupled Emission (SPCE)

We can look now at the surface-plasmon coupled emission in Figs. 6.6 and 6.7.
An electromagnetic field traveling in the 7 direction can be described by the
expression

E(7,1) = Bocos(wf — k - 7) (6.38)

where k is the wave vector whose absolute value, called propagation constant is
related to the frequency w and to the wavelength A as follows:

k = 2¢/N = nw/c = nkg (6.39)

where

n = index of refraction

A = Ao/nwithdg= wavelength in vacuum
ko=propagation constant in vacuum

The component of the vector E in the x-direction, to be considered for the SPR
emission is

E(x,t) = Eo cos(wt — kyx) (6.40)
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In the metal the propagation constant of the electromagnetic wave is given by [1]
ksp = koleres/ (er + 85)11/2 (6.41)

where ¢, = dielectric constant in the region of the evanescent field ¢, = dielectric
constant in the metal

In order for the incident light beam to excite surface plasmons, it is necessary
for the x-component of its k vector to be equal to the propagation constant for the
surface plasmons.

The propagation constant for the incident light in the prism is given by

k, = kon, (6.42)

where n, = index of refraction of the prism.

The component of the wave vector k p» along the x-axis is
kpx = konp sin 6, (6.43)

where 6, = angle of incidence in the prism.
The SPR absorption occurs when

ke = k¢ = konpsiny, (6.44)

when 0y, = angle of incidence in the metal for surface-plasmon resonance to occur.

Simply, SPR takes place when the k vector in the prism has an x-component that
matches the k constant of the surface plasmons. This proves the fact that 6, must
increase as the frequency of the incident beam increases.

As for the surface-plasmon coupled emission we can say the following [21]:

1. The fluorophores are randomly distributed and the sample can be excited by
unpolarized light.

2. Since there is no preferential direction around the z-axis, the SPCE will appear
as a cone about the z-axis.

3. The SPR occurs at different angles of incidence. The analogy of SPCE with SPR
suggests that SPCE also will occur at different angles, as a circular rainbow.

4. In SPR only p-polarized light is absorbed. Then the SPCE light will also be p-
polarized around the z-axis.

6.8 Conclusions

The large number of applications of fluorescence spectroscopy to biological systems
points to the great usefulness of such a technique. The range of these applications
stimulates the interest of researchers and the desire to expand the limits of
fluorescence-based techniques.
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Considering the points of encounters between the fluorescence spectroscopy
of solids and the fluorescence spectroscopy of biological systems collaboration
between researchers in these two fields is desirable and potentially profitable.
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7
Nanophotonics: Linear and Nonlinear Optics
at the Nanoscale

Christopher C. Evans and Eric Mazur

7.1 Introduction

Light propagation in sub-wavelength waveguides enables tight confinement over
long propagation lengths to enhance nonlinear optical interactions. Not only can
sub-wavelength waveguides compress light spatially, they also provide a tunable
means to control the spreading of light pulses in time, producing significant effects
even for nanojoule pulse energies. By exploring linear and nonlinear light propa-
gation, first for free-space conditions, then for sub-wavelength guided conditions,
we demonstrate how sub-wavelength structure can enhance nonlinear optics at the
nanoscale. We demonstrate key applications including wavelength generation and
all-optical modulation. Lastly, we show how to assemble these devices to form all-
optical logic gates.

We begin by developing a fundamental understanding of light propagation
in materials that we will build upon as we cover linear and nonlinear light
propagation in nano-scale structures. We introduce plane-wave propagation in bulk
materials and develop a simple model to explain the frequency dependence of the
dielectric function. We observe how this frequency dependence affects optical pulse
propagation. With this foundation, we will later explore light-on-light modulation
using nonlinear optics.
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7.1.1 Plane Waves

Throughout this chapter, we will develop and use several different wave equations.
Each wave equation makes assumptions to localize energy both in time, using
pulses, and in space, using waveguides. The first wave equation assumes plane
waves at a single frequency (continuous wave). To localize in time, an optical pulse
requires the interference of multiple frequencies. Therefore, we model a pulse as
a single frequency modulated by an envelope function using the slowly varying
envelope approximation. We use waveguides to confine light spatially by taking
advantage of sustained propagating solutions of Maxwell’s equations, known as
modes. Light guided within a mode propagates in an analogous way to plane
waves using the guided-wave equation. Finally, we will augment this equation
using the slowly varying envelope approximation to form a fourth wave equation to
describe pulses in a waveguides. Strong light-matter interactions create a nonlinear
polarization that we must include. We will introduce the physics of nonlinear optics
in the simplest way possible, using plane waves. Lastly, we will modify the pulsed
waveguide equation to include third-order nonlinear optical effects to form the
Nonlinear Schrodinger Equation (NLSE).

7.1.1.1 Wave Equation for Plane Waves

We start with Maxwell’s equations in a linear, homogeneous material with no free
charges or currents:

)
. . e, OF
(i) V-B=0 (iv)VxB:MCf o 7.1)

In this set of coupled differential equations, the vectors E and B are the electric
and magnetic fields, ¢, and u, are the relative electric permittivity and the relative
magnetic permeability and define we ¢ = 1/, /gojto, which is the speed of light in
vacuum. If we take the curl of equation (iii) and substitute equations (i) and (iv), the
wave equation is commonly derived as [1]:

TS PE _
ViE-Eros <o, (1.2)

To gain physical insight into this equation, we define k*/w? = u,e,/c? and
solve this differential equation in one dimension for E (z,t):

- 1 - . - .
E@n=3 [Eoe’(kz_"”) + c.c.] = Re [Eoe’(kz_“”)] : (1.3)
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where Eo is the complex electric field vector, z is the position, ¢ is the time and
c.c. denotes the complex conjugate of the previous term, insuring the field is a real
quantity. The last expression uses phasor notation, which is mathematically more
compact. Consequently, we will use phasor notation occasionally and leave it to the
reader to take the real part.

7.1.1.2 Velocity of Plane Waves in a Material

The first question one might ask is: what is the speed of this wave? For a fixed
location, the time between crests is T = 2n/w = 1/f, where f is the frequency
and the quantity @ = 2xf is the angular frequency. In a similar way, the spacing
between crests is given by the wavelength in the material, A,,,, = 27/k, and we
refer to k = 2m /A4 as the wavevector. In three dimensions, k is a vector that
points in the direction of the phase velocity; however, we will use it as a scalar for
one dimension. This wavelength in the material A,,,, should not be confused with
the wavelength in vacuum Ay. For most materials we can approximate p, ~ 1 [1].
We also allow the relative permittivity &, to be frequency dependent using &, ().
We determine the speed of the wave v by observing how long it takes a single crest
to propagate one wavelength:

T A S P S S (7.4)
ST " Tk Je (@) n(@) '

Here, we define the index of refraction as n (w) = ck (w) /w. If &, and u, are
unity (their values in vacuum), the velocity is the speed of light in vacuum c¢. We
refer to the velocity at which the crests and the troughs of the wave propagate as the
phase velocity, to distinguish it from the pulse or group velocity.

7.1.1.3 Propagation Losses

We have defined the refractive index in terms of the square root of the dielectric
function. What happens if the dielectric function is complex? A complex dielectric
constant causes k to be complex and we must consider the consequences of a
complex index of refraction, 77 (w). Therefore, we must further define the index of
refraction as:

n (@) = Re [Ckciw)} - Re [,/e,. (a))] . (1.5)

Considering a complex wavevector for a single frequency given by k =k +ik”,
we get immediate physical insight by observing the propagation of a plane wave in
a medium with a complex wavevector:
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5 1 N Y 1 - Voot
E(z.t) = 3 [Eoe’[(k Hik Dzt c.c.] =3 [Eoe_k tplWamon) o c.c.] (7.6)

We see that k” exponentially attenuates the wave as it propagates.

We rarely measure the electric field directly and instead measure the time-
averaged power. For a plane wave, the time-averaged power per unit area is the
intensity or irradiance/defined by

CS()I’I

1_

z)‘ 1.7)

Writing Eq. (7.6) in terms of intensity, the expression becomes

Eq

1 2 i
I = Ecson e 2Kz, (7.8)

and the imaginary part of the wavevector k” is responsible for intensity attenuation.
Attenuation is important because high intensities are critical for efficient nonlinear
interactions, thus, attenuation is a limiting factor. We use this expression to define
the attenuation coefficient given by @ = 2k”, having units of inverse length. When
the attenuation is due to absorption, we refer to o as the absorption coefficient.
In a similar manner, if we allow the index of refraction to become complex, we
define 7 = n + ik and this new term « is known as the extinction coefficient
K (w) = ck” (0) /.

In the optical engineering literature, losses are usually notated in units of decibels
per length, and it is convenient to relate this convention to the absorption coefficient.
For a distance L, the intensity decreases from /o to /(L) and the loss is given by [2]:

I(L Toe™k
(1 )) =—1010g10( OeI )=10(05L)10g10(e)%4.3405L.
0 0

(7.9)

loss in dB=—10log,, (

Using this equation and assuming the losses are due to absorption, we can relate
all of these quantities:

K (w) [unitless] = k" (w) % [k"inm™"]

1 )
_ a(w) ¢ [ mm—l] O_i [lossindB/m] .
2 w 8.68 w (7.10)

We have assumed that the loss of light is due to absorption. However, any source
of attenuation, such as absorption and scattering from inhomogeneities within the
materials, limits nonlinear interactions. Therefore, we should use the inclusive
definition of « (the attenuation coefficient) when analyzing nonlinear devices.
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7.1.2 Dielectric Function

The frequency-dependent dielectric function produces a frequency-dependent
wavevector that is important for pulse propagation. To understand the origins of the
frequency dependent dielectric function, we will develop a simple model here.

7.1.2.1 Drude-Lorentz Model

We classically model the interaction between an electromagnetic wave and electrons
bound to their respective ion-cores using the Drude-Lorentz model. By modeling the
electron-ion interaction as a one-dimensional simple harmonic oscillator, we explore
the features of the dielectric function. The binding force between an electron and its
ion is given by

Fhinding = —Mwo°X, (7.11)

where m is the mass of the electron, wy is the resonant frequency of the electron-
nucleus system, and x is the displacement of the electron. While in motion, the
electron is also subject to a damping force with strength proportional to a constant
y, resisting its movement. The damping force is given by

d
Ftamping = —my —. (7.12)
dt

Lastly, a steady oscillating electric field, using Eq. (7.3) with z = 0, provides the
driving force given by:

Friving = —¢E = —eEge ™", (7.13)

proportional to the charge of the electron e. The equation of motion thus becomes:

d? d )
md—; + myd—); + mwy’x = —eEge ", (7.14)
whose solution is:
—iwt e 1
x(t) = xpe , X0 = — (—) —Fy. (7.15)
m/ (wo? — w?) —iyw

The oscillating electron creates a dipole moment given by

e? 1 ot
p(t) = —ex(t) = (—) Ege™". (7.16)

m ) (wo? — w?) —iyw
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Fig. 7.1 The displacement Xq 3
amplitude xy and phase ¢ A A
versus frequency for the
Drude-Lorentz model (left).
The complex
frequency-dependent
dielectric function for a single
resonance (right)

In a bulk material, we have N of these dipoles per unit volume and we must
express the dipole moment as a vector:

2
Ne ! E(t) = sor E1). (7.17)

P(t) =
®) m (wo? — w?) —iyw

From the polarization, with the definitions for the susceptibility P (t)y =

) )(eE (¢) and the relative dielectric function &, () = 1 + y,., we solve for the
relative dielectric function:

Ne? 1

&g =1+ —.
@) meg (w2 — w?) —iyw

(7.18)

7.1.2.2 Dielectric Function for a Single Resonance

We realize that the relative dielectric function is a complex quantity &, () =
&' (w) + ie,” (w). For a single resonance, we separate Eq. (7.18) into real and
imaginary parts:

&' (w) +ie" @)= (H_Nez (wo*—w?) ) " (Ne2 Vo )

mey (wol—w?)*+y2w? mey (we? — w2)*+y2w?
(7.19)

Plotting the displacement of the electron x as a function of frequency w in Fig. 7.1
(left, solid line), we see that the amplitude on-resonance is largest. The phase shift
(dashed line) is initially in-phase for frequencies below resonance and lags behind at
higher frequencies. This results in a complex dielectric function which has a strong
imaginary component &,” (w) on resonance (Fig. 7.1, right, dashed line). Observing
the real component &,” (w) the bound charges keep up with the driving field and
the wave propagates more slowly, corresponding to a higher refractive index. At
resonance, energy is transferred to the bound charges and the wave is attenuated.
Above the resonance, the bound charges cannot keep up and the dielectric acts like
a vacuum.
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7.1.2.3 Multiple Resonances

In a bulk material, the electric field becomes a vector and we sum over all dipoles,
creating a material polarization given by

_ Ne? - ) q
P(t) = (76) Z = /i Eo(t) = eoxo E(1). (7.20)
J

w?) —iyjw

Here, we sum over the individual electrons for each molecule of the bulk
material. The subscript j corresponds to a single resonant frequency w; with a
damping coefficient y;, of which there are f; electrons per molecule and there are
N molecules per unit volume. This model is most quantitatively accurate in the dilute
gas limit [1]; however, it provides a qualitative insight into solid materials. Using
this polarization, the complex relative dielectric function is given by

_ Ne? /i
& () =1+ (80m); PR (7.21)

We can extend the dielectric function to include other resonances, as shown in
Fig. 7.2. At very high frequencies, the dielectric acts like a vacuum. At ultraviolet
and visible frequencies, electronic resonances play a dominant role. Lastly, for low
frequencies, the driving fields are slow enough to access both ionic and dipolar
resonances.

7.1.2.4 Metals

Now, let us consider the case where the binding energy is very weak, as in the case
of a metal. Here, we have Fj;nqiny ~ 0. Then equation of motion reduces to

d*x dx .
m——s + my—- = —eEge ', (7.22)
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which has a solution of

e 1 —iwt
x(1) = (Z) 1o Ege™"*". (7.23)

Metals are known for their conductivity. In the low frequency limit, where ©» <
y the generated current J is proportional to the velocity, charge, and number of
electrons per unit volume, given by:

dx Ne& 1 Ne?
J=-NeZ =2 ° By~ ZSE() = 0EQ). (7.24)
dt m y—iw my

From this expression, we readily defined the conductivity o. In the high
frequency limit @ >> y we find that

_Ne 1 Ne?

J E() ~ i~ E@t) = 0E(1), (7.25)
maw

m y—iow

and that the conductivity o is complex and that J is out of phase with E ().
At optical frequencies, if the frequency is large relative to the damping (v > y)
we can approximate y ~ 0, and we obtain the free electron model:

Ne® 1 :
s =1-———=1-22 (7.26)
mey w w

Here, we define the plasma frequency as w, = N e?/mey. For a typical metal,
having 10?* electrons/cm?, this density corresponds to a plasma frequency of
6 x 10" rad/s or a vacuum wavelength of 330 nm. When the frequency of light
is above the plasma frequency, ¢,” = 0 and the metal is transparent. At the
plasma frequency, the real part of the dielectric function becomes zero. Below the
plasma frequency, the dielectric function is completely imaginary; the wave does
not propagate and is reflected instead. Therefore, the metal acts as a high-pass filter
and can be used as a mirror.

7.1.3 Pulse Propagation

Short optical pulses are a key tool for nonlinear optical research as they can achieve
high intensities even with small pulse energies and low average powers. However,
pulsed transmission requires multiple frequencies propagating coherently together,
as shown in Fig. 7.3 (left). The frequency-dependent phase velocity causes the pulse
envelope to propagate at its own velocity and can lead to temporal pulse spreading
during propagation show in Fig. 7.3 (right). In this section, we will address these
issues and develop the mathematical framework to handle pulses.
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Fig. 7.3 A pulse is made up of many frequencies (/eft) which can propagate with their own phase
velocities, leading to temporal pulse spreading (right)

7.1.3.1 Phase Versus Group Velocity

To understand how a pulse propagates, let us begin with a simple model (two
continuous waves of differing angular frequencies and wavevectors) and explore
what happens when they propagate together. The two propagating waves are
given by:

y1 = Asin(kjz— wt) and y, = Asin (kpz — wat) . (7.27)

Where A is the amplitude of the waves (identical values here), k; and k; are
the wave vectors, and w; and w, are the frequencies for the first and second waves
(respectively). Each wave has a speed, or phase velocity, given by:

vV = ﬂ = fl)tl and V) = % = fz/\z. (728)
kl k2
If we superimpose these waves by adding then, then apply the trigonometric
identity,
. . - . +
sina + sin 8 = 2cos (oc 2 'B) sin (#) , (7.29)

we arrive at the following result:

! [k +k +
y=y| + y»=2Acos |:§ (z (ky — k) —t (w1 — wz))] sm[ 1 2Z W wzt] '

2 2
(7.30)
We can simplify this expression using the following definitions:
Ak =ki—kyand Aw = w; — wy
ki +k
p=S1te et (731)

2
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Fig. 7.4 Two waves y
interfere, forming a simple
pulse train whereby a carrier
wave is modulated by a
slowly varying envelope

1
cos é(zAk)

cos (zAk/2)
Table 7.1 Types of linear dn . .
dispersion T >0  Normal dispersion Vg <Vp
dn . .
Jo 0 No dispersion Ve =V,
dn . .
T <0  Anomalous dispersion v, > v,
to show
1 .
y =2Acos 3 (zAk —tAw) | sin (kz — wt) . (7.32)

This expression takes the form of a fast oscillating term (the sine function)
modulated slowly by the cosine function. To visualize this behavior, we set # = 0
and plot Eq. (7.32) in Fig. 7.4. We see the beating between these two frequencies
forms the basis of a simple pulse or group. We call the cosine function the envelope,
and the fast oscillatory part the carrier.

Observing Eq. (7.32), we see two relevant velocities. The velocity of the carrier
wave from the sine term is:

v, = % _y (1.33)

We refer to this velocity as the phase velocity. Similarly, the envelope has a
velocity given by

Aw do
= — —> —_,

Ak dk
which we refer to as the group velocity. If we consider the case of no dispersion, the

phase velocities of the two waves are the same v, = ‘;{’—1‘ = % and we find that:

Ve (7.34)

Aw o1 —wy  wi/(kiky) — oo/ (kik2)

TN T -k, ks —1/k,
:Vp/kz—vp/kl — l/kz—l/kl .
1/ky—1/k "1/ky—1/ky r (7.35)

and therefore the group velocity and the phase velocity are identical. There are
several categories of linear dispersion as shown in Table 7.1.
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If we consider a single optical element, such as a mirror, lens, or length of fiber,
the group velocity will cause a fixed time-delay for the pulse, known as the group
delay. The group delay can deviate substantially from the delay caused by the phase
velocity (inversely dependent on the index) in a dispersive media. The difference
between the phase and group velocity within a single optical element will cause an
offset between the absolute phase of the carrier and the envelope of the pulse, known
as the carrier-envelope offset.

7.1.3.2 Gaussian Pulse

In our simple model, we have only considered two propagating waves. As we add
more waves in between these initial waves, the envelope is no longer defined by a
simple cosine function and the pulses can separate in time, as shown Fig. 7.3. To
describe such a pulse, we use the slowly-varying envelope approximation (in phasor
notation):

E(zt) = Az t)e®@g, (7.36)

Here, A (z,t) is the envelope function and exp (i (kz — wyt)) is the carrier. A
Gaussian is a common shape for an ultrashort pulse, given by:

C = 1\ .o
E (z,1) = Eoexp _5(;) ¢! (ke—wot)

2
- t .
= Eypexp (—2 In(2) ( ‘CFWHM) ) ! (kz=wot) i
(7.37)

Here, Eo is the amplitude of the electric field, ¢ is time and both 7 and trwgy
reflect the pulse duration. Additionally, w and k are the angular frequency and
wavevector of the carrier wave (respectively).

We can measure the pulse duration in several ways by applying different clipping
levels (1/e,1 /ez, full-width at half maximum) and calculating these in terms of
either the electric field or the power. Using Eq. (7.37), we define two definitions
for the pulse duration with respect to the time-averaged power:

P(t) = Pyexp (—(z / r)z) = P,exp (—41n(2)(t / rFWHM)z) . (7.38)

Here, P(t) is the power as a function of time ¢, and P, is the peak power. In the
first pulse-duration definition, t is the duration from the peak to the 1/e-clipping
level and is often used for its mathematical simplicity. Experimentally, we use the
full-width at half-maximum duration, related to t using tpwgy = 24/In27.
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A Gaussian pulse is very convenient because the spectrum also takes the shape
of a Gaussian. A pulse is as short as possible if the spectral phase is frequency-
independent. We refer to such a pulse as being transform limited and we use
the time-bandwidth product: tAv =~ 0.44 (for a Gaussian). Alternatively, we can
write this expression in terms of wavelength to show: 7 ~ 0.4412 / (cAX). Thus,
the transform limited pulse duration is inversely dependent on the spectral width.
For example, a transform limited 100-fs pulse has a spectral width of AA &~ 9.4 nm
at 800 nm and a width of AA ~ 35.3 nm at 1,550 nm.

7.1.4 Temporal Pulse Broadening

We observed how a frequency-dependent propagation constant gives rise to phase
velocity and group velocity. If we continue to expand the propagation constant in a
Taylor series, we see:

dk 1 d*k
k(w) =ko+ —| (0—wy)+ =

2
do|,, 2dw?|,

(0 —wo)* + ...

1
=ko+ k' (w— —k" (@ — wp)* + ...
0o+k' (w—awo) + 3 (0 — o) + (7.39)

Of these coefficients, we recall that ko and k’ are related to the phase and group
velocities, respectively. We find that higher order dispersion, beginning with k”,
begins to change the shape of the pulse, reducing the peak intensity, and is therefore
a critical factor for many nonlinear experiments.

7.1.4.1 Group Velocity Dispersion

There is a simple way to think about the spreading of a pulse as it propagates in
a material. Consider a transform limited pulse of light, consisting of a spectrum of
colors. If we cut the spectrum in half, we will have a higher-energy “blue” pulse
and a lower-energy “red” pulse. If we propagate these partial pulses in a media
with only linear dispersion (k’ is constant and k” = 0), both will propagate with
the same group velocity, and we can recombine the blue and red pulses to obtain
the original pulse duration. If the medium has higher order dispersion, k” # 0
and the group velocity changes as a function of frequency, causing the red and
blue pulses to separate in time as they propagate. When we recombine them, there
will be a delay between the red and blue pulses, and their combination will be of
longer duration than the original pulse. This fixed delay is known as the group
delay dispersion (GDD). An optical element, such as a fixed length of fiber or a
microscope objective, will have a fixed amount of GDD.
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If we care about the pulse duration as we propagate, we require the GDD per
unit length, which is known as the group velocity dispersion (GVD). We define the
group velocity dispersion in a material as:

GVD a (1 d (ok %k 7 40
C dw (vg)_aa) (8a))_8w2’ (7.40)

GVD has units of time squared per length (often fs*/mm).

We can clarify the difference between GDD and GVD by considering an
experiment that consists of several optics (mirrors, lenses, etc.) leading up to a
nonlinear pulse propagation experiment (for example, a fiber or a photonic chip).
Each optical element before the fiber adds a fixed amount of GDD, broadening
the pulse. However, we must consider the interplay between the nonlinearity and
dispersion as the pulse propagates within the fiber and therefore, we consider the
fiber’s GVD.

Just as we had normal and anomalous dispersion previously, the group velocity
dispersion can be normal or anomalous. Here, we consider positive values of the
GVD as normal and negative values as anomalous. This labeling convention is
because most materials at visible wavelengths show normal GVD. For example,
the GVD of silica is normal (positive) in the visible, reaches zero around 1.3 pm,
and becomes anomalous (negative) for longer wavelengths, such as 1.5 pm.

To make things slightly more confusing, the optical engineering community takes
the derivative of the refractive index with respect to the wavelength, producing
another term, known as the dispersion parameter D given by:

2 2
D z_&d_n =—2£GVD z_h_cﬂ. (7.41)

The dispersion parameter has units of time per length squared, often specified in
ps/nm/km. These units are convenient when we estimate strong pulse broadening.
It is important to note that the sign of the dispersion parameter is opposite to that
of GVD, and thus, a material with anomalous dispersion has a positive dispersion
parameter. These are often used interchangeably, so one should avoid saying
“positive” and “negative” dispersion and instead use “normal” and “anomalous”
dispersion.

7.1.4.2 Dispersive Pulse Broadening

To observe dispersive broadening, we can consider the Gaussian pulse from Eq.
(7.37) and apply the effects of group velocity dispersion given by k”. To simplify
the analysis, we assume kg = 0 and k" = 0, both of which will not broaden our
pulse, as we have shown. We take the Fourier transform of Eq. (7.37):

. —2(wg—0)?
E(z=0,0)= Ege T e 10 ei®l gy — Eire™ 2. (1.42)

=l
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From here, we can add the spectral phase and take the inverse Fourier transform:

—2(wp—w)®

'k// 2 .
E (Z = L,Z) = Eotefe—lT(w—wo) Lo=iot g,

1 00
V27T /;oo
_2
72\ K L2
tEy ez,2<1+(’<r—ZL) ) el 2((k//Ll)'2+,4) oot (7.43)
VT2 +ik"L

We notice that the amplitude changes as the pulse broadens and there is additional
phase from the propagation. We also observe that the middle term closely resembles
the form of Eq. (7.42) if we let:

k"L’
S 1+(,2)’ (7.44)

thus, the pulse broadens in time by /1 + (k" L/ 12)2. We can write this expression

in terms of the full-width at half-maximum to show:

GVD

TFWHM

2
b d) ~ 4In2 d, (7.45)

Trwim = TFWHM \/ 1+ (4 In2 3

TFWHM
as it propagates through a distance d. This approximation is valid for strong
dispersive broadening. For silica fiber at 800 nm, GVD =36 fs?’/mm, which
corresponds to a dispersion parameter D of —106 ps/nm/km. Consider a 100 fs
pulse at 800 nm; after propagating through 1 m of silica fiber, it will have
a duration of 1 ps. As the broadening is very strong, we see that using the
dispersion parameter is convenient to estimate the pulse duration. For this situation,
a 100 fs pulse at 800 nm has a spectral bandwidth of AA & 9.4nm, thus
At &~ |—106ps/nm/km]| (9.4nm x Im) = 996fs, which is approximately correct.
However, this expression is invalid for small broadening, for example, from a 10-cm
length of fiber. Recall that a short pulse has a wide bandwidth and is therefore more
susceptible to dispersive broadening than a longer pulse with a reduced bandwidth.
This phenomenon creates the counter-intuitive effect where a narrowed spectrum
can produce a shorter pulse for a given amount of dispersion.

7.1.4.3 Group Velocity Dispersion Compensation

To facilitate strong nonlinear interactions with low pulse energies, we require very
short pulses. As each optical element adds dispersion, potentially broadening the
pulse, we address the practical concern of pulse compression here. As the change in
pulse duration is a linear effect, we can counteract an amount of normal GDD with
an equal amount of anomalous GDD to recover the original pulse duration. With
sufficient GDD, we can pre-compensate additional optics to form the shortest pulse
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Fig. 7.5 Schematic of a two types of pulse compressors: a grating compressor (fop) and a prism
compressor (bottom)

somewhere later in the optical path. For visible and most NIR optical elements,
the dispersion is normal. To compensate, we can use a device that has tunable
anomalous GDD known as a pulse compressor.

Tunable anomalous group delay dispersion can be achieved using both gratings
and prisms, as shown in Fig. 7.5 (top and bottom, respectively). These configura-
tions consist of four elements (gratings or prisms) such that the first two provide half
of the intended group delay dispersion starting with a collimated beam and ending
with parallel, spatially dispersed colors. The second pair provides the second half
of the GDD and reforms the collimated beam. Very often, we use a single grating
or prism pair with a mirror that reflects the spatially dispersed colors backward to
“fold” the compressor onto itself. This folding-mirror is angled slightly so that the
compressed, retroreflected beam can be diverted by another mirror that is initially
missed by the incoming beam.

To determine the GDD through a grating or prism pair, we determine the
wavelength-dependent path length and the resulting phase through a single pair.
From here, we calculate d?¢/dw?. For the case of a grating pair, the total GDD
is [3]

Z’Zqi _ (1/602) (A/N) (27TL/13\/)2' (7.46)
@ [1- Gsin6, — /)]

Here, w is the angular frequency, A is the wavelength, A is the spatial period, 6; is
the angle of incidence of the incoming light, and L is the separation of the gratings.
We tune the amount of dispersion compensation by changing the separation of the
gratings, L.
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For the case of a prism pair, the situation is more complicated because of
the additional material dispersion within the prism itself. We find the following
approximation is useful for small amount of material dispersion when the prism
pair is cut and aligned to the Brewster angle (for maximum efficiency) [4]:

d*¢ A3 dn\? d’n
e —gr (! 2N (D) | 7.47
do? 2nc2[ 8 (d/\) +8(d/\2)( ) (7.47)

Here, L is the separation of the prisms, D> is the beam diameter (at the 1/ e?
clipping level), n is the index of refraction, and c is the speed of light. The first term
provides tunable anomalous dispersion and depends on the prism material and the
separation of the prisms (similar to gratings). The second term is very often normal
and depends on the propagation length in the prism material.

For a fixed separation L, the amount of dispersion compensation obtained using
gratings is very large compared to prisms, making for shorter separation distances
and potentially smaller footprints. For example, to compensate roughly 1,000 fs?,
fused silica prisms require a separation of 77 cm and SF10 glass prisms only require
21 cm [4]. However, gratings compressors typically have high amounts of loss and
cannot be used for all applications, such as intra-cavity dispersion compensation for
a femtosecond laser.

4

7.2 Nonlinear Optics

The strong electric fields achievable in a laser can drive the motion of electrons and
atoms to create a nonlinear polarization. This nonlinear polarization gives rise to
many effects, from the generation of new frequencies to light-by-light modulation.
In this section, we will explore these effects and establish a foundation to later
explore all-optical devices.

7.2.1 Nonlinear Polarization

For weak electric fields, the polarization depends linearly on the material suscepti-
bility (in ST units):

P = eoyE, (7.48)
For stronger electric fields, we expand Eq. (7.48),

P=¢ (yVE+ yPE*+ yVE + ), (7.49)
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to produce a series of polarizations:
P=pPY 4 p@4 pd® 4 (7.50)

where PV = gyy(VE is the linear polarization, P® = g,y® E? is the second-
order nonlinear polarization, and so on. Although we have written this polarization
in terms of scalars, the electric field is a vector quantity and therefore y(!) is a second
rank tensor (with 9 elements), )((2) is a third rank tensor (27 elements), and )((3) is a
fourth rank tensor (81 elements), to which we often apply symmetry arguments to
isolate unique, non-zero terms [5].

These nonlinear polarization terms act as a driving field in the wave equation,
forming the nonlinear wave equation:

viE_" PE 1 9PV 751)

2 92 gpc? o2 ’
Here, n is the linear index of refraction and P™% is the nonlinear polarization
(excluding the linear term from Eq. (7.50) contained within 7). This driving term

acts as a source of new propagating waves.

7.2.1.1 Second-Order Nonlinear Polarization

The second order nonlinear polarization is responsible for several effects involving
three photons. For example, two photons can combine to make a third photon. If
the two initial photons are of the same (different) frequency, this effect is second
harmonic generation (sum-frequency generation). Alternatively, one photon can
split to make two photons through difference frequency generation.

Not all bulk crystals exhibit second-order nonlinearities. Let us consider the
centrosymmetric case where a crystal has inversion symmetry. For the second order
polarization, we find that

P® = ¢ y?EE. (7.52)

If we invert the sign of the fields, we expect the same polarization, only with an
opposite sign, therefore

— P = 80)((2) (—E) (—E) = 80)((2)]::];. (7.53)

Both equations cannot be simultaneously true in a centrosymmetric crystal,
unless y® vanishes. Therefore, materials possessing inversion symmetry do not
exhibit second-order nonlinearities within the bulk material. Examples include
many types of crystals, amorphous materials such as glasses, as well as liquids and
gases. However, inversion symmetry is broken at an interface, leading to second-
order nonlinearities even for materials with bulk inversion symmetry [6, 7].
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Now, let us consider second-harmonic generation in a non-centrosymmetric
crystal. Here, we have an electric field given by

. 1 o .

E(F.1) =5 (E(F.0)e” ™ +ce)f, (7.54)
where we consider a single polarization in the x-direction. We use the slowly varying
envelope approximation through the use of the scalar field £ (7 , t), which we will
refer to simply as E. The nonlinear polarization is given by

PAL (F.1) = = (PYE (For) e ce) &, (7.55)

N =

which produces a second-order polarization:

- .. EE* 1 (EZ
PO — o yOFF = eny® 2
go) g0x 3 + 5 3

e 2wl c.c.)i| % (7.56)
From this expression, we see two terms. The first is at zero frequency, and is
not responsible for generating a propagating wave as it vanishes when operated on
by the time-derivative in the wave equation. The next term is at twice the initial
frequency, known as the second harmonic. We can solve this expression for the
slowly varying amplitude of the nonlinear polarization and the frequency to show:

@ g2
@ _ % and wy; = 2wp. (1.57)

2w

The process of generating second-harmonic signal efficiently requires additional
considerations, known as phase matching, which is often achieved using birefringent
crystals [8]. In a similar way, a field consisting of two different frequencies can
generate terms at the second harmonic of each frequency, as well as for their
summation and difference.

7.2.1.2 Third-Order Nonlinear Polarization

The majority of materials are centrosymmetric and therefore, the first non-zero non-
linear polarization is usually the third-order polarization. Writing this polarization
out, we find:

- oo o 1/E® .
P(S)(Z‘) = £0X(3)EEE = 80)((3) E (Te_l3w()t + C.C.)

3 ,
+ (ZlElee_'w°t+c.c.)}xxx. (7.58)

1
2



7 Nanophotonics: Linear and Nonlinear Optics at the Nanoscale 137

Two terms emerge, leading to distinct physical processes. As before, the slowly
varying envelope amplitude and nonlinear frequency for the first term is:

3 g3
3 _ % and wyg = 3wy, (7.59)

3w
respectively. This term is responsible for third harmonic generation. This process is
often not efficient unless we use phase-matching techniques.
Meanwhile, the second term is extremely relevant, as the polarization occurs at
the original frequency. The slowly varying amplitude and nonlinear frequency are:

30y EIPE
P(3) — % and WNL = Q. (760)

wo

This effect leads to a nonlinear index of refraction and is extremely important for

devices. The nonlinear index is perhaps the most frequently observed nonlinearity.

Not only do all materials exhibit third-order nonlinearities, but also, phase-matching

is automatically satisfied as the polarization is at the original frequency. Therefore,

we can observe this nonlinear effect without the specialized configurations required
of other nonlinearities, such as second- and third-harmonic generation.

7.2.1.3 Anharmonic Oscillator Model

In the same way that we used the Drude-Lorentz model to gain physical insight
into the linear dielectric function, we can use the classical anharmonic oscillator
model to explore electronic nonlinearities. We base this nonlinear model on the same
principles as before, but replace the binding force with an altered, nonlinear force.
Just as the binding force for the Drude model is proportional to an electron’s dis-
placement from its equilibrium position (x), the second-order polarization requires
a term proportional to x2. For the (more applicable) third-order case, the binding
force is:

Fbinding = —mwozx + mbx3, (7.61)

where we have introduced a force term proportional to x> with a phenomenological
proportionality constant of b. Typically, b is on the order of a)g /d?, where d is on
the order of the Bohr radius [5]. The equation of motion becomes

d*x

d )
m—— + m)/d—): + mwy*x —mbx® = —eEge ", (7.62)

We proceed in much the same way as before, which we will not show here. For
the case of self-phase modulation, we arrive at [5]:

Nbe?
com3D(w)*D (—w)’

G = (7.63)
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where D (w) = a)g —w?—iyw. This expression takes a very similar form as y, from

Eq. (7.18), with additional factors of e?> and m ™2, along with multiple degenerate
resonances given by D (). We can approximate this expression if we are far from
resonance using:

Ne*

Oy ——
som3wld?

(7.64)

7.2.2 Nonlinear Index of Refraction

The third-order nonlinear polarization gives rise to a nonlinear index of refraction
that we use to make all-optical devices. An intensity-dependent index leads to self-
phase modulation (SPM) for coherent waves and cross-phase modulation for non-
coherent waves. In addition, by allowing ¥ to take on complex values, we discover
a new source of nonlinear absorption, analogous to the linear absorption caused by
a complex .

7.2.2.1 Intensity-Dependent Refractive Index

If we take the slowly varying envelope amplitudes for the linear polarization P =
gox'"V E and add this new term, we can write an effective linear susceptibility:

30y E? 3403
PO 4 PO = gy E + 0121 E g _ o, (x“’ + —); |E|2) E =eoyl) E.

4
(7.65)
This effective susceptibility creates an effective index of refraction:
3Re (x®
n = +/Re(e) = ,/Re (1 + Xi_?f) - \/1 +Re (y) + MIEF, (7.66)

which we can simplify by expanding around small | E |*:

3R 3)
na./1+Re ()(“’)+A|E|2 = n+SiRe (x®) |EP=n+i|E|.
n

84/1+Re(xD)
(7.67)

This derivation produces our first definition of the nonlinear refractive index (in
terms of |E|2):
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3
n, — — (3)
ny 8n0Re ()( ) . (7.68)

In terms of the intensity, Eq. (7.67) becomes:

n=no+nyl =no+ Re[x?] 1. (7.69)

4ndegc

The nonlinear index if often referred to as the Kerr effect. For a single wave prop-
agating in a Kerr-medium, the wave’s intensity modulates the index of refraction,
which modulates the phase of the wave as it propagates. We refer to this process
as self-phase modulation. A similar effect occurs across different, non-coherent
waves, known as cross-phase modulation [5]. We note that n, can be either positive
or negative, depending on the origin of the nonlinearity (electronic polarization,
molecular orientation, thermal, etc.). For the electronic, non-resonant nonlinear
polarization in silica, n, is positive and therefore, we will assume a positive value
of n,. For silica, the nonlinear index of refraction is 2.2-3.4 x 10720 m%/W [9].

We have used ST units during this derivation, thus y® is in units of m?/V?2. Often
%@ is often given in electrostatic units (cm’/erg, or simply esu). Meanwhile, the
nonlinear index is typically quoted in units of cm?/W. The conversion is [5]:

2 2
cm 1277 5 3
" (W) = e [ e (770

7.2.2.2 Two-Photon Absorption

Using a complex valued y®, we see that the third-order nonlinear polarization
implies a nonlinear extinction coefficient, given by:

K= ko + K2l = ko + Im|[x?] 1. (7.71)

dngeoc

Using a = 2wk /c, we can write this expression as the nonlinear absorption:

3600 3
I =ay+al =ky+ ———Im[yP] 1. 7.72
a(l) =ap +a 0 2n2e0 [x] (7.72)

The new term is responsible for two-photon absorption and has units of length
per power. For two-photon absorption to occur, the total energy of both photons
must be large enough to promote an electron from the valence to the conduction
band, and therefore y® must necessarily be frequency dependent. For degenerate
(same frequency) two-photon absorption, the single-photon energy must be at least
half of the band-gap energy.
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We note that two-photon absorption is a third-order process and not a second-
order process. We can see this distinction by observing Eq. (7.58), whereby
the imaginary third-order nonlinear polarization produces a wave at the original
frequency. This out-of-phase wave adds destructively with the original wave,
resulting in attenuation.

7.2.3 Self-Phase Modulation Effects

Self-phase modulation gives rise to several effects that we can use in devices.
Applying SPM in the spatial domain leads to self-focusing; and in the time domain,
this effect is responsible for spectral broadening, supercontinuum generation, and
four-wave mixing. These processes require high intensities to be efficient; therefore,
all sources of loss are important for materials and devices. With losses in mind, we
explore the nonlinear figures of merit to assess current and future materials for third-
order nonlinear optical applications.

7.2.3.1 Nonlinear Phase

Understanding the accumulation of nonlinear phase is essential, as it forms the
basis for many all-optical devices. Starting with Eq. (7.3), we realize that as the
wave propagates, it accumulates a phase given by ¢ = kL, where L is the distance
traveled. Adding the nonlinear index we see:

2nnlL n 2nn, L
A A

2
0 =k(I)L = 7” (n+nml)L = I =91 +one, (1.73)

the intensity alters the phase accumulated by a factor of:

2nn, L
dnL = /\2

I, (7.74)

through a process known as self-phase modulation. For a plane wave at a single
frequency, the wave gains a fixed phase change per unit distance. As we will show
later, we can use this nonlinear phase to modulate nonlinear interferometers.

7.2.3.2 Self-Focusing

If we make the intensity non-uniform in space or in time, these gradients results
in self-focusing or spectral-broadening, respectively. To demonstrate the effects of
a spatial non-uniformity, let us consider a Gaussian beam profile passing through a
thin, flat, nonlinear-material. At the center of the beam, the intensity is higher than at
the edges, therefore the center accumulates a larger amount of nonlinear phase. For a
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material with a positive nonlinear index, the distribution of nonlinear phase shifts is
analogous to a positive lens and causes the wave to focus. The Z-scan technique uses
this intensity-dependent lens to measure the nonlinearity of bulk samples [10, 11].

7.2.3.3 Spectral Broadening

If we make the intensity non-uniform in time using a pulse, self-phase modulation
broadens the pulse’s spectrum. Consider a pulse at a fixed location in space that has
an intensity that changes in time, /(). Using Eq. (7.73), we can take a derivative
with respect to time, to find a change in frequency given by:

d _ _2n, dI()

Aw = — —
T 2T

(7.75)

For the case of a Gaussian pulse, we remember that Eq. (7.38) can be converted
to intensity by dividing by an area and replacing P, — Io. With Eq. (7.75), we find
the frequency shift for a Gaussian pulse is:

Aw = 2_Jan2 le(z). (7.76)
A 72

From this equation, we realize that /(¢) is always positive and ¢/(¢) goes from
negative to positive. At a fixed position, negative time is the front of the pulse and
therefore, the front of the pulse experiences a negative frequency shift, creating
longer, “red” wavelengths in the front. Oppositely, the back end of the pulse
(positive time values) is frequency shifted positively and the wavelengths appear
“blue-shifted”. These are new frequencies that are not present in the original pulse.
Alternatively, one can picture this process as the peak of a pulse traveling with a
slower phase velocity and therefore, the carrier wave “stretches out” in the front and
“bunches up” in the back, creating red and blue wavelengths in the front and back,
respectively.

Group velocity dispersive effects are extremely important in a real system. For a
positive nonlinearity and normal GVD, both effects cause the red to move toward the
front of the pulse and the blue to the back, reducing the intensity, leading to a limited
amount of spectral broadening. If GVD is low, the broadening can be very strong,
forming a continuum of wavelengths, known as supercontinuum or “white light”
generation. In the case of anomalous GVD, the effects of self-phase modulation and
GVD are opposite and can lead to a situation where the two effects balance one
another, creating stable packets of light, known as solitons.

7.2.3.4 Nonlinear Figures of Merit

Material losses limit the performance of SPM-based all-optical switches. Switches
made using nonlinear interferometers, for example, require a specified total non-
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linear phase for full modulation (i.e. 2m). Total losses (both intrinsic and from
fabrication) limit the maximum amount of nonlinear phase by attenuating the wave
as it propagates, making full modulation impossible for certain materials [12]. We
quantify these limitations using dimensionless parameters known as the nonlinear
figures of merit.

To proceed, we ask: for a given material, what is the maximum amount of
nonlinear phase that we can accumulate? Let us consider the simplest case of a
monochromatic plane-wave experiencing both linear and nonlinear attenuation. Our
first step must be to determine the intensity as a function of distance using:

djl(j) oo+ I (D) 1) a1

This differential equation has a solution of the form:

1 — e—02\ 7!
I(z) = Ioe_aoz|:1 + lyan (—)i| . (7.78)

%o

The total nonlinear phase accumulated over a distance L is therefore:

L 2 1 _ —Oé()L
totalpy; = / 7;’12 1(z)dz =2m (2) In |:1 + Tyon (e—)i| . (7.79)
0 A oo

From this expression, we define the effective length for plane-waves and in
waveguides as [11].

1= e—aoL
Lofr = —,— (7.80)

Taking L — oo, the effective length becomes 1/ and the maximum nonlinear
phase is given by:

-1
1y ny naly
ma =27 —)In|1l — — ). 7.81
XQNL n(azk) |: +(azk) (aok):| (7.81)
From this result, we can define two figures [13, 14]:

nalo 1 ny
= — d7 ' = — 7.82
w (050/\) an (az/\)’ (7.82)

and we can rewrite Eq. (7.81) as:

maxgy, = 27T 'In[l + TW]. (7.83)
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The W and T figures of merit are associated with linear losses and two-photon
absorption, respectively.

Now, let us look at the simplest case, where we have only linear losses, by taking
the limit of Eq. (7.83) as T~! — oo. The maximum nonlinear phase amounts to
2x W, and if we require maxeyy; > 27, we require that W > 1. This result suggests
the need for a minimum operating intensity: for a given attenuation coefficient o
we require an intensity of /o > ogA/n,. The damage threshold of the material
or additional nonlinear effects (particularly two- and three-photon absorption) pose
limits for all-optical switching. Alternatively, for a given operating intensity, we
must achieve total losses (absorption and scattering) less than oy < 1o/ A.

Usually, we are only interested in materials with no intrinsic linear absorption
and therefore, two-photon absorption and imperfections from the fabrication are
limiting factors. For strong two-photon absorption, 7! is small, and the wave is
strongly absorbed at the start of propagation. After the intensity quickly drops, we
will continue to accumulate nonlinear phase at a reduced rate, requiring very large
devices for full modulation. For a fixed value of 7!, we can determine the required
value of maxgy; > 2m:

("~ 1)

1 1
~l4 =T+ -T*+ .. 7.84
= +5T+ + (7.84)

I/Vreq > 6

For reasonable values of W,., (near unity), we use the following guidelines
[13, 14]:

naly 1 2n;
W= (22> 1and 7' = (2] > 1. (7.85)
Ol()/\ Olz/\

These two figures of merit are a simple and effective way to evaluate a nonlinear
material. Although the intrinsic nonlinearity of silica fiber is relatively low, it is
a fantastic nonlinear material, having exceptionally low loss and low two-photon
absorption. These factors become much more critical in new materials systems with
high nonlinearity and serve as a check for applications. For example, silicon has a
very strong intrinsic nonlinearity, 200-300 times silica glass. However, this high
nonlinearity is accompanied by strong two-photon absorption, and thus the 7!
figure of merit is below unity for all telecommunications wavelengths and is only
above unity for wavelengths longer than 1,800 nm [15]. Although low figures of
merit make ultrafast interferometric switches impractical in silicon, other effects are
used for switching [16].

7.3 Nanoscale Optics

In this section, we will explore sub-wavelength waveguides both theoretically and
experimentally and use these in the next section to enhance nonlinear interactions.
To motivate the use of waveguides for nonlinear optics, we observe that the total
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accumulated nonlinear phase depends on the intensity and the effective length in Eq.
(7.79). We can reach high intensities by focusing a laser using a lens; however, the
beam will quickly diverge, leading to few accumulated nonlinearities. Considering
a Gaussian beam, the peak intensity is Iy = Py/ (nwz), where Py is the power,
and wy is the beam waist. For a focused beam, the divergence limits the length of
nonlinear phase accumulation. If the effective length for a Gaussian beam is given
by the Rayleigh distance zg = mw}/A, the intensity-length product for a focused

beam is [9]:
P() JTW(% P()
Iyzr=|—7||— )= —. 7.86
0ZR (er%)( 7 ) 7 (7.86)

The intensity is inversely proportional to the square of the spot size, wy;
meanwhile, the focused spot will diverge based on the Rayleigh distance, which
is directly proportional to the square of the spot size. These combined effects lead
to a situation whereby tight focusing, alone, does not change the accumulated
nonlinearity. We can achieve much stronger nonlinear interactions if we can
counteract the divergence by keeping the wave confined as it propagates. Such
confinement is precisely what we achieve using a waveguide. If the waveguide has
a loss of ap, using Eq. (7.80), the intensity-length product is [9]:

Py 1 — el Py
I()Leff = ( 2) ( ) ~ 5 (7.87)

JTWO (o)) JTWO(X()

The maximum intensity-length product (for a waveguide of infinite length)
depends completely on the loss of the waveguide and is far greater than for a
focused beam. This ability to accumulate a large amount of nonlinear phase in
a waveguide is an essential tool for nonlinear optics. In addition, we see that the
nonlinear interaction scales inversely with the area. Therefore, the highest nonlinear
interactions will occur for waveguides with the smallest effective area and thus, by
employing nano-scale waveguides, we can achieve very large nonlinear interactions
efficiently.

7.3.1 Waveguides

Waveguides use multiple reflections to confine light signals into discrete channels,
known as modes. By considering geometrical arguments, we will first develop an
intuitive understanding of the guiding condition using reflections from metallic
mirrors. Similarly, we will use total internal reflection to form waveguides in dielec-
tric materials. By observing the wavelength-dependence of the guiding condition,
we will demonstrate how waveguides can alter the effective propagation constant
and use it to engineer the effective dispersion within a waveguide. Lastly, we will
observe the field distributions within waveguides, which will enable us to create
enhanced nonlinearities using sub-wavelength structure.
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Fig. 7.6 A metallic mirror waveguide showing the periodicity condition requirement (left) and a
graphical method to determine the solutions to Eq. (7.89) (right)

7.3.1.1 Metal Mirror Waveguide

We will start by considering the simplest waveguide formed by two parallel metallic
mirrors. Considering the geometry of Fig. 7.6 (left), we see that for the wave to
sustain itself, the phase accumulated from multiple bounces must add constructively
with the original wave. Each bounce off a metal mirror adds a phase shift of .
Therefore, the total phase from the path length and from each bounce, must be an
integer multiple of 2v. From the geometry in Fig. 7.6, this condition is [17]:

2 2
T (AC — AB) — 27 = “Z (AC — AC cos (26)) — 2
AO AO

2
= —n2d sinf — 2w = 27w’
Ao (7.88)

where m’ is an integer (starting from zero). Simplifying this expression and using
m = m’ + 1, we obtain:

2dsin =miAom =1, 2, ... (7.89)

Therefore, we have a discrete number of propagating solutions, as shown in
Fig. 7.6 (right). Each solution is known as a mode and acts like a channel for an
electromagnetic wave. The number of guided modes for a single polarization is
given by:

2d

M=—.
- AO

(7.90)

We find that no guiding can occur when the distance becomes less than half of
the wavelength.
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Depending on the orientation of the electric field, two unique waves can
propagate. If the electric field of the wave is transverse to the plane of the mirror,
we find the transverse-electric polarization (TE) and there is no electric field in
the direction of propagation. Swapping the electric and magnetic fields results
in transverse-magnetic polarization (TM). These will become important when we
consider dielectric waveguides, as the boundary conditions are slightly different for
TE- versus TM-waves.

In the case of a metal mirror waveguide, this condition is identical for the both TE
and TM polarizations, and therefore the total number of supported modes is twice
this value. Alternatively, we can write down an equation for the cutoff frequency
(the lowest frequency that is still guided), by setting sinf = 1 and m = 1, then
solving for the frequency to show:

We = —. (7.91)

7.3.1.2 Planar Dielectric Guiding

Alternatively, we can form a waveguide using dielectric materials. This case is
very similar to the two-mirror case, except the wave is guided using total internal
reflection. Therefore, we require a high index material surrounded on the top and
bottom by lower index materials. The relative index difference is related to the index
contrast and determines parameters including the number of modes, the phase and
group velocities, GVD and the confinement.

For total internal reflection, the angle between the wavevector and the normal
to the interface must be greater than the critical angle. The critical angle is given
by sinf, = n,/n;, where n; is the index in the guiding layer and n, is the
cladding index. We should note that our current waveguide discussion uses the
complimentary angle. In our present notation, waves will be totally internally
reflected if & < (;r/2 — 6,). Using these conditions, we modify Eq. (7.88) by scaling
the length by the index of the guiding layer, |, and we replace the phase-shift upon
reflection, previously w, with a new material- and polarization-dependent phase-
shift, ¢:

2
T”nl (2d sin0) — 2¢ = 2m’ (7.92)
0

If we use the convention that A = A(/n, the condition becomes [17]:

2
T”zd sinf —2¢ = 27m. (7.93)
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Fig. 7.7 Graphical solutions LHS
to the waveguiding condition RHS
from Eq.(7.97)

0 sind
0 _.ll‘ /(2d)|<— sin(n/2—6c)

The phase change depends on the materials (through 6,.) and on the polariza-
tion [18]:

26,
ore = 2tan”! % —1], and (7.94)
29,
ory = 2tan~" [ esc?6, Cs(i’zz@‘ 1], (7.95)

for TE- and TM-polarizations, respectively. Using these expressions, we determine
the guiding condition to be:

.2 _9.
tan [% Sin B — @} - \/ SC@/276) g (7.96)

2 sin2 QTE

.2 .
tan [ﬂ sin Oray — %} — csc26, \/M —1. (797

A sin2 QTM

To find the modes graphically, we can plot both the left- and right-hand sides in
terms of sin 8, the solutions occur whenever the two curves intersect, as shown in
Fig. 7.7.

In addition, we can calculate the number of modes by determining the number of
crossings. We realize that the left-hand side is periodic in sin # and we can expect a
solution for each of period until the right hand side goes to zero. Considering both
even and odd values of m, the function has a periodicity of A/ (2d) in terms of
sin #. We find that the right-hand side goes to zero when sinf = sin (/2 — 6,).
Therefore, the number of modes, M, for TE-polarization is given by:

. sin(w/2—06,)

D) (7.98)
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Note that we must round up in this case. Alternatively, we can write this
expression in terms of the refractive indices use by using:

\/n? —n?
sin (/2 — 0,) = cosf, = /1 —sin?f. = /1 —n3/n? = # (7.99)
n

to show:

2d
Ml ,/ gz o 2 —n2, (7.100)

for TE-polarization [17]. (Note the substitution of the free-space wavelength.) This
expression is not correct if we consider an asymmetric waveguide with a different
upper and lower cladding. Similarly, we have a cutoff frequency of [17]:

wc 1
W = — ———, (7.101)

d 2 2
ny—n;

above which multiple modes of one polarization will propagate.

Multiple modes in a waveguide can make designing and fabricating devices
difficult. Although modes are linearly independent, small perturbations in real
systems can couple multiple modes to one another. Therefore, we often try to make
waveguides single-mode. We consider a waveguide single-mode if it only supports a
single guided mode for a particular polarization (TE or TM). We can obtain single-
mode operation by adjusting the waveguide materials and geometry, as shown in
Egs. (7.90) and (7.100).

Comparing the single-mode condition for mirror versus dielectric guiding, we
find that using 600-nm light, the single-mode thicknesses d for mirror guiding is in
the range from 300 to 600 nm, below which, no modes are supported. On the other
hand, for fused silica, we find single-mode guiding for thicknesses less than 283 nm,
with no minimum thickness, in contrast to the mirror guided case. If we reduce the
index contrast between the core and the cladding, we can increase the size of the
waveguide, as is done for standard silica fiber.

7.3.1.3 Propagation Constants

A guided wave will propagate at a different speed due to the multiple bounces it must
undergo. Therefore, it no longer makes sense to use the wavevector k to describe
the rate of phase propagation and we define a new constant § = 2mn,rr /Ao known
as the propagation constant. The wave travels in an analogous manner to a plane
wave, however k is replaced by 8 = 2mn,.rr /Ao and the wave propagates with an
effective index of n.rs. We can illustrate the propagation constant by consider the
mirror waveguide shown in Fig. 7.8. We see that [17]:
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Fig. 7.8 Propagation constant for a metallic mirror waveguide

(7.102)

292 2.2
,32=k2—k§=k2(1—sin29m)=k2(1—mAO)=k2_m_n

4d> FERN

Which we write this expression in terms of the cutoff frequency to obtain:

P
B =21 —mzw—c2 = 2 cos O, (7.103)
¢ w? ¢

The propagation constant for a mirror waveguide is less than the free-space
propagation constant, implying that the phase velocity is greater than the speed of
light. We determine the group velocity for a mirror waveguide using:

dpn]™ ws
Ve = I:%:I =c l—mzm = ccos O,,. (7.104)

showing that the group velocity is still slower than the speed of light. Similarly, we
calculate the GVD for a mirror waveguide using:

d’B, m2w e 2 Mwe\ 2
GVD = —— = — 1-— . 7.105
dw? ( ¢ ) (wz—mzwf) ( ) ) ( )

This simple model provides two critical insights. First, we find that the dispersion
for a metal waveguide is always negative (anomalous), contrary to many dielectric
materials. Secondly, we find that the GVD depends heavily on the cutoff frequency
of the waveguide w, = mc/d and becomes very strong as we approach the cutoff
frequency. Therefore, the GVD is heavily dependent on the waveguide geometry.
Thus, by changing the mirror separation d, we have the ability to tune the GVD,
which we have seen is a critical parameter for pulse propagation.
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In a similar way, we determine the propagation constant for a dielectric wave-
guide starting with:

(7.106)

with integer values of m. Similar to the mirror waveguide, we can use this condition
to derive the group velocity for a dielectric waveguide. The derivation is rather
mathematical and is of limited use in the present context. Therefore, we refer the
reader to the derivation presented in [17], and present the result here:

dcotf + Az

= . 7.107
Ve nid cscO/c + At ( )

Here, ny is the refractive index of the core, 6 is the angle associated with
the planar mode. In addition, we have introduced Az, which corresponds to the
additional distance that the wave propagates along the boundary in the form of an
evanescent wave for each round trip. This additional propagation takes a time At.
We can relate this result to our previous result, if we have no evanescent field by
setting Az = At = 0. Equation (7.107) reduces to v, = (c/n1) cos @, which is
identical to Eq. (7.104), with the addition of a dielectric between the two mirrors.

Just as for a metal mirror waveguide, the group velocity depends on the
thickness of the dielectric waveguide. The dielectric’s intrinsic GVD alters the total
GVD, which is sometimes approximated as the sum of the material dispersion
and the waveguide dispersion [19, 20]. We must also consider the penetration
of the evanescent wave into the cladding. Because of these considerations, and
the complications of a two-dimensional waveguide cross-section, we often use
numerical simulations.

As many materials display normal GVD at optical frequencies, we are often
interested in reducing the amount of normal dispersion by introducing anomalous
waveguide dispersion. For this case, we see two general design considerations.
First, we should design our waveguides with dimensions that are comparable to
the wavelength of interest (near cutoff). Second, we should use core and cladding
materials with high index-contrasts to reduce the penetration of the evanescent
field and better approximate the strong anomalous dispersion found in the mirror
waveguide.

7.3.1.4 Waveguide Equation

Light propagates differently in a waveguide than it does in free-space; however, it
is similar to plane wave propagation. To reflect this similarity, we can rewrite the
wave equation and look for solutions that take the same form as plane waves. We
use a spatially varying dielectric constant €, (x, y) that is infinite in the z-direction.
We start with the equation for the time-harmonic vector and scalar potentials in a
source-free, non-magnetic, non-uniform, dielectric medium [3]:
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VA +0* LA =i 2 Ve, (7.108)
C C

The electric field is determined by E = —iwA— V®. We see that the right hand
side of Eq. (7.108) couples the vector and scalar potential. If we assume that Ve, is
small and set it to zero, we can obtain:

27, @ 2
VA + c—zs,.A =0. (7.109)

We can look for solutions that resemble plane waves of the form:
A=FF (x,y)e i, (7.110)

where we assume that all the of z dependence is in e~#%, and therefore F (x, y)
is the modal distribution, which describes the spatial profile of the mode. After
substitution, the differential equation for F (x, y) is:

2
V2F (—,32 + 2, (x,y)) F=o0, (7.111)
.

where V2 is the Laplacian in the transverse spatial direction. This equation has the
same form as the time-dependent Schrodinger equation for a two-dimensional po-
tential well with a potential of —w?uoe (x, y). Therefore, this equation’s solutions
are completely analogous to those for a quantum well and, as we’ve seen previously,
requires specific values of the propagation constant .

7.3.1.5 Waveguide Field Distributions

For the case of a metallic mirror waveguide, the electric field must necessarily
be zero at the metallic boundary. However, for the case of dielectric waveguides,
the field extends beyond the boundary as a decaying evanescent field. Solving Eq.
(7.111), a TE mode has an internal field given by [17]:

cos (ZW%y) ,m

0,2,4,... 4
sin (Zn%y), m 2

1,3,5, ..

|

Fu(y)

IA

y<S, (1112

with A = A¢/n;. Outside of the waveguide core, the evanescent field is given by:

Cos. >d/2
exp [— (nzko —Cosz(”jg’"_ec) — 1) y] , y /

Fn(y) « 5
c0s26),
exp [(”Zko o (/20 1) y] oy <—d)2.

(7.113)
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We see the evanescent field decays into the surrounding medium, as shown in
Eq. (7.113). The higher order modes, having larger angles, 6,,, will extend further
into the cladding [17].

Just as for quantum wells, there are analogous oscillatory solutions for waveg-
uides, as shown in Fig. 7.9. For mirror waveguides, the modes resemble an infinite
quantum well, with the wave going to zero at the boundaries (Fig. 7.9, left).
Alternatively, we see that waves guided by a dielectric extend beyond the boundaries
and propagate in the form of an evanescent wave, analogous to a finite quantum well
(Fig. 7.9, right).

We have only dealt with planar waveguides so far, for simplicity. We can confine
the wave in the other transverse dimension as well, which enables us to concentrate
light strongly in two-dimensions. Adding an additional degree of freedom leads to
many different type of waveguides including cylindrical waveguides, such as fibers,
as well as rectangular waveguides such as channel, strip, and ridge waveguides [2].

7.3.2 Silica Nanowires

We have seen that in dielectric waveguides, the thickness and refractive indices
determine the number of modes, their spatial distribution, propagation constants,
and GVD. High index contrasts enable stronger confinement, greater control over
the total GVD and can lead to bends with very small radii of curvature. However,
high index contrast waveguides require excellent uniformity. Abrupt tapers and
interfacial roughness causes scattering and can be large a source of optical loss.
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Fig. 7.10 Two-step drawing process for silica nanowires. First, we draw the standard fiber over
a flame to form nanowires down to 1 pm (left). By attaching the fiber to a sapphire taper and
drawing a second time, we fabricate nanowires down to 10’s of nanometers [22]

Therefore, smooth, uniform waveguides are a necessity for operating in this high-
index contrast regime. In this section, we will explore silica nanowires as a simple
and effective waveguiding system for nano-scale optics.

7.3.2.1 Silica Nanowire Fabrication

Silica nanowires are easily fabricated using a fiber-pulling technique [21]. Starting
with a standard silica fiber, we remove the protective coating to expose the cladding.
We place the bare fiber within a flame until the silica softens and then the fiber
is drawn until it breaks, Fig. 7.10 (left). This process creates a tapered region
starting from a typical diameter of 125 um that ends in a fiber that is 1-5 pm in
diameter. We make smaller diameter nanowires, down to 20 nm, by attaching the
free-end of the nanowire to a sapphire taper, placing the sapphire into the flame,
and drawing a second time (Fig. 7.10, right) [21, 22]. Nanowires drawn this way are
advantageous because one end is still attached to a standard optical fiber, facilitating
simple coupling. Alternatively, we use a mechanical method for pulling nanowires,
which results in slightly larger dimensions (down to 90 nm) with the advantage of
having standard optical fiber on both ends [23].

The drawing process has several critical factors to achieve reliable results. First,
the fiber must be extremely clean when being drawn to insure uniform heating.
Second, the flame must be well controlled and well characterized to insure that the
nanowire is at the optimum hot spot. Third, the flame must be very of high quality,
such as hydrogen.

7.3.2.2 Mechanical Properties

Silica nanowires have extremely high quality mechanical properties [21, 24]. They
can be made small (down to 20 nm) [22], with lengths up to tens of mm [21].
These are extremely uniform; for example, a 260-nm diameter fiber displays an
8-nm diameter variation over a total length of 4 mm, resulting in a uniformity of 10°
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Fig. 7.11 Physical properties of silica nanowires. A coiled, 260-nm diameter silica nanowire that
is 4-mm long (left). An SEM image of a silica nanowire, demonstrating smooth sidewall roughness
(middle). We can bend can form these into devices such as this nano-knot (right)

with an aspect ratio of 7 x 107> [23]. Meanwhile, the surface roughness is less than
0.5 nm (Fig. 7.11, middle) [21, 22]. They are extremely strong with an estimated
tensile strength of 5 GPa [21].

We can bend and twist silica nanowires to form devices (Fig. 7.11, right). The
small diameter of the nanowires enables a strong Van Der Waals force that can hold
devices in place. Nanowire bends are elastic and therefore straighten when stress is
released; however, annealing nanowires enables such temporary bends to become
permanent.

7.3.2.3 Optical Properties

The smoothness and uniformity of silica nanowires, combined with the high
index-contrast between silica (n = 1.45) and air (n = 1), produces high quality sub-
micrometer waveguides. We launch light into a nanowire by coupling into the
macroscopic optical fiber using standard objective coupling techniques. Addition-
ally, we collect the light exiting the nanowire using a similar method, thus creating
a bi-directional link to the nanoscale.

Guiding losses display an interesting trend as a function of diameter. Figure 7.12
(left) shows the measured propagation loss as a function of diameter at two
wavelengths, 633 and 1,550 nm. We see that losses are lower for longer wavelengths.
In addition, larger diameter nanowires result in lower losses, typically below
0.1 dB/mm [23].

When guiding light in a nanowire, we observe scattering from microscopic dust
particles (Fig. 7.12, right) and notice an interesting dependence on the diameter.
For large fibers, we observe virtually no scatter (not shown). As we decrease the
diameter below 1 pm, we find significant and uniform scattering. As we decrease
the diameter below 450 nm, the scattering becomes restricted to increasingly fewer,
brighter spots.

We can explain the peculiar scattering shown in Fig. 7.12 (right) intuitively if we
observe the transverse shape of the mode. We calculate and plot the Poynting-vector
profile for an 800-nm, 500-nm, and 200-nm diameter silica nanowire in Fig. 7.13
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Fig. 7.12 Optical losses versus nanowire diameter for 633- and 1,550-nm light (left). Diameter
dependent scattering of silica nanowires (right)
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Fig. 7.13 Numerically simulated Poynting vector for 633-nm light in a silica nanowire for several
diameters [23]

(left, middle, and right, respectively), with a wavelength of 633 nm. We find that for
a waveguide with diameter of 800 nm and larger, the fraction of the wave guided
within the core (which we refer to as the confinement) is very high, and there is little
evanescent field. For smaller diameters (around 500 nm), a significant evanescent
field develops, leading to more scattering. For even smaller diameters, the power is
almost entirely guided on the outside of the fiber in the form of an evanescent wave.
The large evanescent wave leads to very strong scattering. We might expect more
scattering from smaller nanowires, but we actually observe fewer scattered particles.
We can easily explain this trend when we realize that the surface area decreases in
smaller nanowires, leading to less area for the dust particles to attach, reducing the
total number of dust particles.

Quantitatively, Fig. 7.14 shows the confinement as a function of the diameter for
silica nanowires guiding 633- and 1,550-nm light. For very large diameters, the light
is confined completely within the core; however, the light is not very concentrated
as it spreads across the total cross section of the waveguide. For diameters near
or slightly smaller than the wavelength, the fraction of light within the core is over
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Fig. 7.15 Optical image of two silica-nanowires evanescently coupling (left) [21]. Numeric
simulation showing strong coupling over a distance of 3 ywm (right) [26]

90 %, thus the light is tightly confined and well contained within the material, which
we refer to as strong confinement. Lastly, diameters less than one quarter of the
wavelength guide light almost completely in the evanescent field.

The substantial evanescent waves in silica nanowires are advantageous for
sensing. When a considerable fraction of the light is guided in the evanescent field,
the wave will strongly interact with nearby materials, enabling efficient coupling
over short distances [26]. In combination with the strong Van Der Waals force,
coupling is as simple as touching one nanowire to the other, as shown in Fig. 7.15
(left). Coupling can also happen on extremely short length-scales, down to a several
micron, as shown using simulation (Fig. 7.15, right) [26].

Just as we can bend, form, and cut silica nanowires mechanically, we can use
these techniques to form devices. So far, we have only considered devices that are
freely suspended in air. To make practical devices, we require a substrate with lower
index; otherwise, the wave will escape into the cladding below. Potential substrates
include MgF, (n = 1.37), mesoporous silica (n = 1.18) [23, 27], and silica aerogel
(n=1.05) [24]. Using such a substrate, we can form devices such as the directional
coupler shown in Fig. 7.16 (middle) [24]. We can achieve very small bending radii,
as low as 5 wm with losses around 1 dB per 90-degree turn, as shown Fig. 7.16
(left) [24]. In addition, we can use silica nanowires to couple into and out of other
nano-scale materials such as ZnO nanowires, shown in Fig. 7.16 (right) [27].
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Fig. 7.16 The high index contrast between silica and air enables tight bends for devices (left) [21].
We can form micro-scale devices such as a directional coupler (middle) [24]. We can couple into
other nano-scale devices such as this ZnO waveguide (right) [27]

7.4 Nonlinear Optics at the Nanoscale

We have explored both the linear and nonlinear propagation of plane waves in
materials and in waveguides, developed an understanding of linear pulse propa-
gation, and have identified how waveguides can enable high intensities in space
(strong confinement) and time (short-pulse dispersion management). Now we will
merge these concepts together to introduce nonlinear optics at the nanoscale and
demonstrate several applications.

7.4.1 Nonlinear Schrodinger Equation

The generalized nonlinear Schrodinger equation (NLSE) is the workhorse of
nonlinear fiber and integrated optics. It adds a third-order nonlinear response to the
waveguide equation and describes the temporal evolution of a pulse in a nonlinear
waveguide. Although we will discuss the simplest version here, we can extend this
model to include wide-bandwidth pulses, a delayed nonlinearity, and two-photon
absorption.

7.4.1.1 Nonlinear Schrodinger Equation

To develop the nonlinear Schrodinger equation, we will follow the derivation by
Agrawal [9]. Let us consider the wave equation in terms of the linear and nonlinear
polarization in the time domain:

1 3E azﬁL azﬁNL
+ Ko PR

(7.114)

Our strategy for simplifying this differential equation starts by including the
nonlinear polarization into an effective dielectric constant &, (). Next, we use
separation of variables to isolate a transverse-wave equation from the propagation
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equation, as we did when analyzing the modes in a waveguide. We incorporate the
nonlinear polarization by solving the transverse equation and using the nonlinear
part of e.77 (w) as a perturbation. The lowest order perturbation alters the prop-
agation constant, while keeping the distribution of the mode intact. We apply the
resulting linear and nonlinear propagation constants to the propagation equation to
arrive at the NLSE, which describes the temporal evolution of a pulse in a nonlinear
waveguide.

As we have seen in previously, the effects of dispersion are easiest to handle in the
frequency domain. For clarity, we will denote variables in frequency domain using
a tilde above. Therefore, we take the Fourier transform of Eq. (7.114), to show:

V2E —eofp () K E =0, (7.115)
and we define an effective relative dielectric constant in the frequency domain:
eofs (@) =14 1) (@) + enr. (7.116)

Although not explicitly stated, the effective dielectric constant varies in the
transverse direction to form the waveguide. By combining both the linear and
nonlinear terms into an effective dielectric constant, we simplify the analysis.

Next, we combine the slowly varying amplitude approximation from Eq. (7.36)
with the modal distribution from Eq. (7.110) in the time domain:

E =F (x,y)A(z1)exp (i Boz — wot) £. (7.117)
Here, we have a carrier wave given by exp (i Boz — wot ) that is slowly modulated

by an envelope function, A (z,¢). Taking the Fourier transform of this expression,
we substitute

E=F(x.y) Az o—aw)exp(ifo). (7.118)
into (7.115). Now, we perform a separation of variables to show:

P2F  9*F

gzt yr  [fr @K - @2 F =0, (7.119)

and
A s -
2ifos- + (/32 (@) — /33) i=o. (7.120)

We have used the slowly varying amplitude approximation and assumed the
term 024 /02 is negligible compared to B (w) (9A/0z). Equation (7.119) closely
resembles (7.111), determines the modal distribution F (x, y) and the propagation
constant 8 (@), and includes the nonlinear dielectric constant &, (@).
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We incorporate the nonlinearity by using first-order perturbation theory. We re-
place & with n2 and approximate ¢ = (n + An)> ~ n? + 2nAn. Next, we use

ia

An = ny|E|* + —,
n=n|E| ke

(7.121)

where n, is the nonlinear index of refraction and « is the attenuation coefficient.
Using perturbation theory results in a modal distribution F (x, y) that is unaffected
by the nonlinearity, to first order. Meanwhile, the nonlinearity comes into play
through a perturbation of the propagation constant:

B (@) =B (®)+ AB(»), (7.122)
where

o’n () [ [°2 An (o) |F (x, y)|*dxdy
(@) [ % |F (x,y)dxdy

AB (0) = (7.123)

This expression is completely analogous to self-phase modulation using a
nonlinear wavevector k from Eq. (7.73), except applied to the propagation constant.
This situation is slightly more complicated because we must consider the modal
distribution. However, we can use the waveguide geometry, through F (x, y), to
increase the rate of nonlinear phase accumulation.

Solving Eq. (7.119) and applying (7.123), we obtain the modal distribution and
both the linear and nonlinear propagation constants. Now, we can apply these results
to Eq. (7.120). To further simplify Eq. (7.120), we assume that the frequency-
dependent propagation constant remains close to the propagation constant of the

carrier wave ,3 (w) =~ By, and we approximate ,32 (w) — BZ ~ 2Bo (,3 (w) — ,30).
Now, the Fourier transform of the slowly varying envelope A (z, » — wy) satisfies:
904 -
5 =1 B@) + 8B @) ol A (7.124)

As we are only concerned with the spectral bandwidth around the carrier
frequency of the pulse, we Taylor expand the propagation constant in the frequency
domain:

B (w) = Bo + (0 —wo) B1 + %(w —wo)* B + é(w —wo)’Bs + ... (7.125)

where B9 = B (o) is the propagation constant of the carrier wave and

B = (dmﬁ) ) (7.126)

do™
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Similarly, we expand Af (w):

AB (w) = ABy + (w — wg) ABy + %(a) —wo)’ABy + ... (7.127)

using a comparable definition of Af,, to Eq. (7.126). Using these definitions for the
propagation constant to second order in 8 (w), and first order in A (@), we take
the inverse Fourier transform of Eq. (7.124) to arrive at:

A 1,32 3214

,81 at S s = A, (7.128)

We note that both the nonlinearity and the losses are contained in the Apfy
term. Using the assumption that the modal distribution F (x,y) does not vary
considerably over the pulse bandwidth and 8 (w) ~ n (w) w/c, we can write:

aA L ipaiA

'81 az BN A =iy (@) |APA. (7.129)

This equation is related to the nonlinear Schrodinger equation from quantum
mechanics if the loss term « is zero. We have also introduced the nonlinear
parameter, or effective nonlinearity [9]:

2 [ [, 2 (k. y) |F (x,p)|*dxdy
@
b (S I o Pdxay)

y () = (7.130)

The effective nonlinearity has units of W~ m™~! when |4 |2 represents the optical
power.

Equation (7.129) is approximately valid for pulses that are longer than 1 ps and
does not include the effects of Raman or Brillouin scattering. Raman scattering
requires the inclusion of a delayed (non-instantaneous) nonlinearity. Meanwhile,
shorter pulses have a much larger bandwidth that requires several modifications.
For short, large-bandwidth pulses propagating in the linear regime, 8 (@) cannot
be sufficiently modeled unless we include higher-order dispersive terms beyond ;.
Additionally, for short pulses in the nonlinear regime, the nonlinear parameter’s
frequency dependence must also be included, leading to an effect known as self-
steepening [9]. These additional effects change the details of how a pulse evolves as
it propagates; however, Eq. (7.129) describes many of the major features.

The NLSE is only solvable analytically under certain conditions using the
inverse-scattering method [28]. However, an efficient method for numerically
simulating the NLSE exists, which is known as the split-step Fourier method
[29, 30]. The technique discretizes pulse propagation in the z-direction. We split
each discrete step into two parts. We apply only the nonlinear phase in the time
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domain during the first part. Subsequently, we Fourier transform and apply linear
dispersion in the frequency domain, followed by second Fourier transform back
to the time domain, which completes the z-step. This method is both efficient and
straightforward to apply.

7.4.1.2 Effective Nonlinearity

The effective nonlinearity is the nonlinear phase per distance, per power, thus,
large value of y can enable smaller and more efficient devices. With the effective
nonlinearity, we can rewrite Eq. (7.73) for the nonlinear phase within a waveguide
by including the propagation constant § and the effective nonlinearity y (w):

¢=PBL+y(w)LP =¢L + ¢nL. (7.131)

We note that y takes both the distribution of the mode into account and a location-
dependent nonlinearity. The importance of the modal distribution is critical for
silica nanowires because the only significant nonlinearity occurs within the silica
and not the air cladding. The spatially dependent nonlinearity is also important for
waveguides formed from multiple materials with different intrinsic nonlinearities.

If the field is contained within a single material, such as in optical fiber, we can
write:

ny (o) Wy
y (o) = ——— _(AO)” °, (7.132)
cAess

where the effective mode area is:

(/12 1F (e Paxay)’

= . (7.133)
[ Jooo |F (x.y)|"dxdy

Aerr =

Alternatively, we can write the effective area in terms of the mode-field diameter
(MDF) 4, related to the effective area by A.ry = n(d/ 2)%.

7.4.1.3 Pulse Propagation Using the Nonlinear Wave Equation

Pulse propagation within a nonlinear waveguide is considerably different from the
continuous-wave case. For large nonlinear interactions, high powers are necessary.
This requirement benefits from restricting the wave spatially by reducing the
effective area, and controlling the spreading of the pulse in time using dispersion.
Therefore, there is an interplay between the nonlinearity and the group velocity
dispersion.
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To get a sense of which effects are dominant, we look to Eq. (7.129) and
determine length scales on which these relative effects become important. The
length associated with group velocity dispersion is:

Lp = T_OZ, (7.134)
|2l
known simply as the dispersion length. Similarly,
Ly = L (7.135)
1250

is known as the nonlinear length. When the physical length of the waveguide is
comparable to these lengths scales, the associated effects become important.

There are four relevant combinations of these lengths scales [9]. For L <« Lp
and L < Ly, both the dispersion and the nonlinearity are minimal and the pulse
passes through unaffected, ideal for transmission systems. When L > Lp and
L <« Lyy, the pulse undergoes significant dispersive broadening, but the spectrum
remains constant. If L < Lp and L > Ly, the pulse is affected primarily by the
nonlinearity and the spectrum will change via self-phase modulation. This regime
is important for wide spectral broadening because the pulse remains relatively short
due to the minimal dispersive broadening.

The final combination requires special attention [9]. When both L > Lp and
L > Ly, the interplay between the dispersion and the nonlinearity produces
dramatically different results depending on relative signs of the two effects. If both
effects are positive (n, > 0 and B > 0, dispersion in the normal regime), spectral
broadening can occur and even temporal pulse compression can be achieved under
certain conditions [9]. If the dispersion is anomalous with f < 0 and n, > 0,
stable solutions, known as solitons, can form [9, 31]. Under these conditions, the
group velocity dispersion causes the red to move toward the front and blue toward
the back; however, the nonlinearity causes the opposite effect and the two effects
balance one another. These solutions are quantized in the sense that the shape
repeats itself after a regular, fixed distance. Solitons are extremely stable because
they can shed excess energy in the form of a dispersive wave until a stable solution is
formed [32].

The lowest order (fundamental) soliton is of particular interest for communi-
cations systems because the dispersion and nonlinearity are in constant balance
(Lp = Lyr) and the pulse maintains its shape as it propagates [33, 34]. In
addition, the spectral phase across the pulse is flat, which has two advantages
for all-optical switching [35-37]. First, a fundamental soliton is intrinsically
transform-limited, leading to efficient switching. Secondly, unlike other pulses, the
flat-phase guarantees that the entire pulse will undergo switching, avoiding pulse
distortions.
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Fig. 7.17 Strong nonlinear-optical interaction in silica nanowires. The mode-field diameter versus
the physical diameter (left). The effective nonlinearity as a function of the physical diameter
(right) [25]

7.4.2 Nonlinear Properties of Silica Nanowires

We will theoretically explore the advantages of silica nanowires for nonlinear optics.
This discussion will illustrate how high index-contrast sub-wavelength waveguides
can achieve large effectively nonlinearities and tunable group velocity dispersion.

7.4.2.1 Effective Nonlinearities

The high index contrast between silica and air enables strong light confinement,
facilitating large effective nonlinearities (). High confinement within a waveguide,
alone, does not increase y. Instead, we must consider both the effective mode area
and the distribution of the mode, as shown in Eq. (7.130).

To study how we can maximize y in silica nanowires, we will first consider the
how the MFD changes as we change the physical diameter (PD) of the nanowire
[25]. Figure 7.17 (left) shows the MFD versus the PD. For illustration, we also plot
the PD versus itself (a dashed line with a slope of unity). We see that for large
diameter fibers, the MFD is smaller than the PD [25]. As we reduce the PD, the
MFD becomes equal to the PD. Then the evanescent field increases rapidly, causing
the MFD to become much larger than the PD. Because the nonlinearity of air is
negligible, we expect the largest y when the MFD is smallest, while remaining in
the core. This crossover occurs when the MFD is equal to the PD, which corresponds
to a diameter around 550 nm for 800-nm light.

From the simple structure of silica nanowires, we expect the highest effective
nonlinearity when the MFD coincides with the PD. We calculate and plot the
effective nonlinearity for a silica nanowire as a function of the diameter (Fig. 7.17,
right) [25]. As expected, the largest nonlinearity occurs for a diameter of 550 nm
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Fig. 7.18 Dispersion engineering in silica nanowires. The dispersion parameter D versus wave-
length for several waveguide dimensions (left). The dispersion parameter D as a function of silica
nanowire dimension for 800-nm light (right) [39]

for 800-nm light. The nonlinearity peaks at a value of 660 W~! km™!, which is
over 300 times the effective nonlinearity of standard telecommunications fibers [9].
This result is impressive considering that we are using a material, silica, which has
a comparatively low nonlinear index of refraction [38].

7.4.2.2 Group Velocity Dispersion

As we have seen previously, waveguide dispersion enables us to engineer the total
dispersion, greatly influencing nonlinear pulse propagation. Figure 7.18 (left) shows
the wavelength-dependent total dispersion for silica nanowires of varying diameters
[39]. We see that the material dispersion in silica is normal for short wavelengths,
reaches zero around 1,300 nm, and then becomes anomalous for longer wavelengths.
If we operate around 800 nm, we are restricted to normal dispersion, unless we can
counteract the normal dispersion with anomalous waveguide dispersion.

Figure 7.18 (right), shows the dispersion for 800-nm light as a function of
nanowire diameter [39]. For diameters of 700—1,200 nm, strong anomalous waveg-
uide dispersion overcomes the material dispersion and results in anomalous total
dispersion. For diameters near 700 nm, total dispersion is very low. For even smaller
dimensions, the dispersion becomes extremely normal. This ability to tune the total
dispersion is a key element for engineering efficient nonlinear interactions.

7.4.3 Supercontinuum Generation in Silica Nanowires

We can achieve significant nonlinear effects if the nonlinear length is comparable
to the waveguide length. To demonstrate these strong nonlinearities, we fabricate a
series of silica nanowires with minimum diameters that vary from 360 to 1,200 nm
[40]. For each nanowire, we launch 90-fs pulses at a central wavelength of 800 nm
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Fig. 7.19 Energy-dependent spectral broadening in a 1,200-nm diameter silica nanowire [40]

and observe the output spectrum. To understand the phenomena, we will first
consider the energy-dependence of the spectral broadening in a single nanowire.
Next, we will observe the diameter dependence of spectral broadening, which
incorporates changes both the effective nonlinearity as well as the group velocity
dispersion.

7.4.3.1 Energy-Dependent Spectral Broadening

Figure 7.19 shows the output spectra for a 1,200-nm diameter silica nanowire as
we increase the input pulse energy. For an input pulse of 0.5 nJ, we observe no
broadening and the output pulse spectrum is identical to the input pulse spectrum.
Around 1 nJ, we reach the threshold for spectral broadening. For higher pulse
energies, we see larger broadening and develop blue-peaks near 415 and 437 nm.
These are not believed to be second-harmonic signal, as bulk amorphous silica is
centrosymmetric [23]; instead, we attribute this phenomenon to higher-order soliton
self-splitting, as has been observed previously [41-45].

7.4.3.2 Diameter-Dependent Spectral Broadening

Using similar pulse energies, we observe the diameter dependence of supercon-
tinuum generation in Fig. 7.20 [40]. For a diameter of 360 nm, we find very
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Fig. 7.20 Diameter-dependent supercontinuum generation in silica nanowires [40]

little spectral broadening. The absense of broadening for a 360-nm nanowire is
consistent with a significant evanescent field reducing the nonlinear parameter,
as shown in Fig. 7.17. As we increase the diameter to 445 nm, we begin to
observe broadening due to a larger nonlinear parameter, however the broadening
is limited by the strong normal dispersion (Fig. 7.18). For a 525-nm diameter
fiber, the near-maximal nonlinear parameter is responsible for the large broadening
observed; meanwhile, the 700-nm nanowire’s spectrum can be partially attributed
to the near-zero dispersion. For the 850-nm diameter fibers, we enter the anomalous
dispersive regime and reduced broadening may be related to soliton formation.
Lastly, the 1,200-nm nanowire shows additional structure in the blue-part of the
visible spectrum which can be attributed to dispersive waves [41-45].

We see that by combining strong confinement and dispersion engineering in
sub-wavelength nanowires, we can achieve significant spectral broadening using nJ
pulse energies. These compact, integratable supercontinuum sources open the door
to more advanced devices such as all-optical modulators.

7.4.4 All-Optical Modulation, Switching, and Logic

Now that we have come to understand nonlinear optics and the advantages of
using nano-scale waveguides, we will explore light-by-light modulation, switching,
and logic. All-optical modulation requires an optical device whose output depends
nonlinearly on its input. Strong all-optical modulation leads to all-optical switching,
whereby light-signals turn other light-signals on and off. Finally, these all-optical
switches form the basis for all-optical logic devices. Logic devices have the
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Fig. 7.21 Diagram of a
Sagnac interferometer
showing the input pulse, the
coupling region, the
clockwise and
counter-clockwise paths as
well as the transmitted pulse
[23,31]
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additional requirement that predefined input bits (logical 0’s and 1’s, determined
by power or energy ranges) must undergo a Boolean logic operation to produce an
output bit(s).

In this section, we will look at Sagnac interferometers as a prototype for
all-optical modulation, switching, and logic. Our analysis will be restricted to self-
switching that utilizes the self-phase modulation for simplicity. Similar results
can be derived for cross-phase modulation [31]. We will demonstrate all-optical
modulation in a Sagnac interferometer made using a silica nanowire. Lastly, we
will end on a discussion on how to form all-optical logic gates using Sagnac
interferometers.

7.4.4.1 Sagnac Interferometers

A Sagnac interferometer, as shown in Fig. 7.21, is an excellent configuration to
demonstrate all-optical modulation, switching, and logic. These interferometers
are perhaps the simplest nonlinear interferometer configuration achievable in a
silica nanowire. These symmetric, self-balancing interferometers utilize counter-
propagating waves and are therefore stable, immune to temperature gradients,
and easy to work with [36, 46-48]. Sagnac interferometers provide a tunable
balance between switching energy and device size simply by changing path lengths.
These devices are non-resonant and therefore can sustain extremely high bit-rates
[49]. Although we will only consider all-optical switching and logic as a final
application, Sagnac interferometers are versatile, enabling operations including
multiplexing/demultiplexing, switching and logic [50] and signal regeneration [51].

To understand how a Sagnac interferometer works, we can consider a nonlinear
interferometer using a quasi-continuous-wave pulse in an interferometer. We form
these by making a loop as shown in Fig. 7.21, then input light into the waveguide
on the left of the loop and observe the output in the waveguide to the right.

The linear version of a Sagnac interferometer acts as a mirror [31]. A pulse enters
the input in Fig. 7.21, and then encounters a directional coupler. A fraction of the
pulse energy couples into the adjacent waveguide, adding a /2 phase-shift, then it
propagates around the loop in the counter-clockwise direction. The other fraction
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remains within the same waveguide (no phase-shift), and proceeds in the clockwise
direction. These two pulses collect identical amounts of phase as they traverse the
loop and then recombine at the directional coupler. The output is a summation of
the counter-clockwise pulse and the clockwise pulse. The counter-clockwise pulse
picks up a second y/2 phase-shift at the directional coupler, resulting in a total phase
shift of i relative to the clockwise pulse at the output. This phase-shift results in
destructive interference at the output. Meanwhile, constructive interference occurs
on the input-side and the pulse is reflected back toward input, creating a mirror. For
a 50-50 directional coupler, the Sagnac interferometer acts as a “perfect mirror”. If
the ratio is different from 50 to 50, part of the light will reach the output.

A Sagnac interferometer can be made nonlinear, sometimes referred to as a
nonlinear optical loop mirror (NOLM) [37, 47, 48, 50, 52-60], by forming the
loop using a nonlinear optical material. When traversing the loop, the clockwise
and counter-clockwise pulses collect both linear and nonlinear phase. Both pulses
collectidentical linear phase. If the coupling ratio is anything other than 50-50, there
will be a nonlinear phase difference between the pulses, causing power-dependent
interference at the output. Just as we observe fringes in a Michelson interferometer
when we change one of the path lengths, we observe power-dependent fringes in a
Sagnac interferometer. These fringes form a basic, all-optical modulator that we can
extend to perform all-optical switching and logic applications. The speed of these
devices is only limited by the response time of the nonlinearity, although a delay
in the device will occur as the pulses propagate. For a pure electronic nonlinearity,
this response is on the order of several femtoseconds [5], making such a device
compatible with Tb/s operations [49].

7.4.4.2 Analysis of a Sagnac Interferometer

The operation of a nonlinear Sagnac interferometer can be quite complex if we
include all possible effects to correctly model pulse propagation; however, we
can get a very good sense of how one works if we consider a quasi-continuous-
wave pulse [31]. Essentially, we modulate a carrier wave with a square envelope,
simplifying the analysis by using a continuous-wave approximation using peak-
powers, (not pulse energies). For this approximation, we ignore dispersion and
temporal phenomena, such as spectral broadening. For simplicity, we will also
ignore cross-phase modulation between the counter-propagating pulses. This effect
is negligible if the pulse durations are much shorter the loop-propagation time.
In the continuous-wave regime, cross-phase modulation is the dominant source of
nonlinear phase, however the results are identical [31].

Analysis in the quasi-continuous-wave regime first requires us to determine the
power that is traveling in the clockwise versus the counter-clockwise directions.
We define a coupling parameter p that represents the fraction of the power that
stays within the input leg of the directional coupler and traverses the loop in the
clockwise-direction. Thus, p P;, is the clockwise power in the loop, corresponding
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to an electric field of magnitude ,/pE;,, for an input power of P;, and input electric
field of E;,. Similarly, in the counter-clockwise direction, the power and electric
field magnitudes are (1 — p) P;, and /1 — pE;,, respectively. When we build our
devices, we can change p within the directional coupler by adjusting the separation
between the two-waveguides and/or adjusting the distance of the parallel section
(described using coupled-mode theory [3]).

Now, we determine the total phase accumulated in both directions, which
requires that we define the length of the loop, L. We consider three sources of phase:
from the directional coupler, linear propagation, and nonlinear propagation. Within
the directional coupler, the power transferred from the input pulse to the counter-
clockwise pulse receives a phase shift of ¥/2. This phase shift occurs a second time
when the counter-clockwise pulse is transferred to the output, leading to total phase
shift of ¥ for the counter-clockwise pulse only (the clockwise pulse remains in the
original waveguide). Combining this phase-shift with the linear and nonlinear phase
from Eq. (7.131), we obtain the total phase at the output for the clockwise and
counter-clockwise pulses:

wcw = ¢L +ocwne = BL +y (w) LpP;,, (7.136)

occw = @L +@ccwnL + ¢pc = BL +y (w) L (1 —p) Py +2(/2).
(7.137)

Here, pcw is the total phase in the clockwise direction at the output, made
up of a linear and a nonlinear contributions, ¢; and @cwnr, respectively. In the
counter-clockwise direction, these terms are ¢ccw, @1, and ¢ccwnr, respectively.
Additionally, there is a phase shit ¢ pc from the directional coupler in the counter-
clockwise direction.

Lastly, we sum the electric fields at the output to determine the transmission. The
magnitude of the electric field for the clockwise pulse becomes pE;, at the output,
having picked up an additional factor of ,/p from the directional coupler. Similarly,
the magnitude of the electric field for the counter-clockwise pulse is (1 — p) E;,, at
the output. The electric field at the output is:

Eomsz’.nei‘/’CW+ (1-p) E’,neiwccwz (pEinei(ﬂCWNL_ (1—p) E’,neiwccwm) elvL

(7.138)
We can solve this equation for the transmission to show:
_ |E0ut |2 _
T = e =1-2p(1—p){1+cos[(1—-2p)yPi,L]}. (7.139)

From this equation, we see that if p is 0.5, the transmission is zero and therefore,
we require that p # 0.5 to achieve modulation.
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Fig. 7.22 Transmitted power 40
as a function of input power
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We can understand the nature of this device by plotting the output power, P;, T,
as a function of the input power, as shown in Fig. 7.22. We also note that we can
change the spacing of the fringes relative to the input power, using the coupling
parameter. For small values of p, the fringes are closely spaced in power and
the modulation is minimal. As the coupling parameter p approaches 0.5, the first
minimum requires higher powers while the modulation increases.

Although changing the coupling parameters is straightforward experimentally,
simply making longer devices is not always possible and requires that we consider
both linear and nonlinear losses. Linear losses, as we have seen in previously,
effectively limit the amount of nonlinear phase that we can accumulate. Similarly,
two-photon absorption limits the highest power that we can effectively use.

In addition to losses, a real device must include the effects of the pulse shape as
well as dispersion. When moving to pulsed operation without dispersion, the phase
accumulated will be different across the pulse. The non-uniform phase will cause
the peak of the pulse to switch before the front and back, creating pulse distortions,
and lowering the modulation. With normal dispersion, a similar effect will occur.
Even with all of these complications, by exploiting nonlinear optics in nano-scale
waveguides, significant modulation with minimal pulse distortion is possible using
solitons, as has been shown in fiber [36].

7.4.4.3 All-Optical Modulation Using Silica Nanowires

We have fabricated silica nanowires and formed Sagnac interferometers to demon-
strate all-optical modulation. Using a 500-nm silica nanowire, we have observed
all-optical modulation of femtosecond-pulses at a wavelength of 800 nm, as shown
in Fig. 7.23 [23]. The approximate interaction length for this device is 500 pm and
we modulate it using pulse energies up to 2 nJ.

We can fit this data to the model in Eq. (7.139) and estimate a coupling parameter
of 0.08. Although we have achieved light-on-light modulation, our data shows that
it is necessary to increase the coupling ratio in order to obtain stronger modulation.
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Fig. 7.23 Experimental data 120
for a silica nanowire-based
Sagnac interferometer - —
(triangles) and theoretical fit -
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7.4.4.4 All-Optical Switching

In all-optical switching devices, the power ratio between “on” and “off” states, as
well as the power required for full modulation, are important design considerations.
The ratio of the “off” to the “on” power is the depth of modulation or extinction
coefficient [2]. We can approximate the depth of modulation for our Sagnac
interferometer by evaluating Eq. (7.139) when the argument of the cosine function
is equal to ¥ (the approximate location of the first maximum) and 2y (the
approximate location of the first minimum). The extinction ratio is approximately
given by:

Pmax ~ 1
Poin  2(1—2p)%

(7.140)

For example, we find that the extinction ratio reaches 3 dB when p = 0.25 and
17 dB when p = 0.45.

Stronger modulation requires higher input powers or longer length devices;
therefore, we consider this trade-off by observing the power required to reach the
first minimum, given by:

Py o — 8 (7.141)
switch ~ (1 — 2p) L)/ .

As we approach a coupling ratio of 0.5, the required power for full switching
increases as (1 —2p) . Comparing this expression to Eq. (7.140), as p approaches
0.5, the extinction ratio improves as (1 — 2p)_2. Therefore, we can achieve a
substantially increased extinction ratio for only a moderate operational power
increase. In addition, we can design a longer device to offset the additional power
requirements.
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Fig. 7.24 All-optical XOR logic gate. Physical layout (fop), input versus output for the Sagnac
interferometer, showing logical 0’s and 1’s (bottom left), truth table for the resulting XOR gate
(bottom right) [23]

7.4.4.5 All-Optical Logic

Now we show how to form all-optical logic gates using a nonlinear Sagnac
interferometer. The nonlinear optical loop mirror serves as a prototypical all-optical
logic-gate for future communications systems. These and similar devices have been
shown using bulk fiber [49, 50, 61, 62] as well as using active nonlinear devices
[51]. Our configuration begins by adding two (or more) inputs before our Sagnac
interferometer, as showing in Fig. 7.24 (top). For each logical operation, we must
define logical 1’s and 0’s for both the input and the output.

As a first example, we will explore an exclusive-OR gate, having the truth table
shown in Fig. 7.24 (bottom right). We observe the power-dependent transmission
plotin Fig. 7.24 (bottom left), using a coupling ratio of 0.45 to define our logical 1’s
and 0’s. On the input, a logical 1 has an input power greater of 28 W. On the output,
we define a logical 1 as an output power greater than 18 W. Using the Sagnac’s
transmission function, we can construct the truth table. If neither A nor B is present
at the input, the device produces a logical 0. If only input A or input B is present,
the output is close to the first maximum, resulting in a logical 1. If both A and B
are present at the input, the device produces a logical 0. This demonstrates the truth
table for an XOR gate.

We can construct other gates by adjusting the coupling coefficient, and possibly
adding a clock signal. We are particularly interested in constructing a “universal”
logic gate. These gates can be configured together to form the entire set of Boolean



7 Nanophotonics: Linear and Nonlinear Optics at the Nanoscale 173

B R 0=0.435
L

Q
clock
logic “1” NAND
100 T T T T T
1
s 8of | . A B Q
g 1
5 eor ! o 0 1
2 ol ! i 1 0o 1
g ! 0 1 1
8 08~ T 11 o0
0 1 : 1 1

input power (W)

Fig. 7.25 All-optical NAND logic gate. Physical layout (top), input versus output for the Sagnac
interferometer, showing logical 0’s and 1’s (bottom left), truth table for the resulting NAND gate
(bottom right) [23]

logic operations. One particular universal logic gate we can construct using a Sagnac
interferometer is a NAND gate. A NAND gate has the truth table shown in Fig. 7.25
(bottom right). As we can see, this gate is more difficult to create than an XOR-
gate because we require a logical 1 when there is no input. Therefore, we add an
additional input to our Sagnac interferometer and deliver a clock pulse with every
set of input pulses. By adjusting our coupling parameter to 0.435, we find that for
no inputs in either A nor B, the clock pulse produces a logical 1 at the output. For
an input in either A or B, the output of the device is around 15 W, constituting a
logical 1 at the output. Now, if both A and B are present, the devices reaches the
second minimum, resulting in a logical 0. This prototypical device shows how we
can construct an all-optical NAND gate and thereby create all other Boolean logic
gates.

7.5 Summary

We have shown the advantages of using sub-wavelength dielectric waveguides for
nonlinear optics. We have developed a theoretical basis for linear and nonlinear
propagation of continuous-wave and pulsed optical signals in free-space, within
materials, and using waveguides. We have seen how nano-scale, high-index contrast
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waveguides are capable of enhancing nonlinear interactions spatially, using strong
confinement, and in time, using tunable dispersion. To demonstrate these effects in
a physical system, we have fabricated silica nanowires, explored their mechanical
properties, and observed their linear and nonlinear optical properties. Lastly, we
have developed two devices, a supercontinuum source, and an all-optical modulator,
which serve as the foundation for more advanced nonlinear devices, including all-
optical logic devices, both in silica and in future material systems.
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8
Synthesis and Spectroscopy of Nanoparticles

Alexander P. Voitovich, G.E. Malashkevich, and N.V. Tarasenko

8.1 Introduction

A lattice period of crystalline inorganic solids lies typically in the range 0.5-1.0 nm.
The processes involved in the electron subsystem of solids determine their optical
and other characteristics. The quantum dimensional effects are caused, when
even one of the geometrical sizes of solids becomes commensurable with the de
Broglie wavelength of an electron, a hole or an exciton. In this case the spatial
confinement of these waves in solids takes place. For instance, in CdSe crystal
at room temperature, de Broglie wavelengths are equal 5.3, 4.35 and 1.25 nm
for an exciton, an electron and a hole accordingly. As we see, the lengths of
de Broglie waves for particles in crystals lay in a nanometers range. Therefore, the
objects, for which quantum dimensional effects are typical, should have sizes of the
nanometers order. In this connection, about such objects they usually speak as about
nanostructures or nanomaterials. The electron confinement results in size-dependent
absorption spectra, emission spectra and transition probabilities in solids. In recent
years, in view of the prospects of practical applications, increasing attention is paid
to the development of methods for synthesizing nanostructures and studying their
physicochemical properties.

At present, the methods for the nanostructures production are based on chemical
deposition, molecular epitaxy, and deposition from the gas phase upon thermal,
laser, or magnetron sputtering. A wide range of structures has been obtained,
including nanowires, nanotubes, nanobelts, nanorings, nanosprings, etc. In this
paper we generalize the results of the studies devoted to the formation of nanoparti-
cles of controlled composition, structure, and size under discharge sputtering and
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laser ablation of solid targets in liquid media. The application of liquids has a
certain flexibility in controlling their properties with a corresponding choice of
liquid type, in particular, by combining different solid targets and liquids to obtain
nanostructures of new composition (for example, immiscible alloys and metastable
phases). We also demonstrate that the formation of the [Ce*T Og],:(Ln*"),, oxide
nanoparticles with nanocrystalline nature is possible in a process of the sol—
gel synthesis of optical materials coactivated by Ce together with another rare
earth elements. The spectroscopic properties of produced nanoscale particles are
considered.

8.2 Synthesis of Nanoparticles by Discharge Sputtering
in Liquid Media

In this work, the results of investigation into zinc oxide structures formed by
the methods of discharge sputtering in liquid media will be presented. Although
ZnO is not a “new” material for microelectronics and has been investigated for
several decades, the interest in the research and production of ZnO structures,
including nanostructures, has increased significantly in recent years. This is due
to the fact that ZnO is a multifunctional compound with piezoelectric, ferroelectric,
and ferromagnetic properties [1].

8.2.1 Morphology and Structure of Zinc Oxide Nanoparticles

Figure 8.1 shows a schematic diagram of the setup for nanoparticle synthesis under
the conditions of electric discharge submerged into a liquid. The device consists

7

Fig. 8.1 Schematic diagram
of electric discharge setup:
1—discharge power supply,
2-metal racks with electrode
supports, 3—electrodes,
4-liquid, 5—inlet and 6—outlet
of the cooling liquid,
7—measuring circuit, and
8-oscilloscope [2]
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Fig. 8.2 SEM-images of the powders obtained by electric discharge synthesis in water under the
conditions of (a) arc and (b) spark discharge [2]

Table 8.1 Conditions for ZnO electric discharge synthesis

Synthesis Particles shape
Discharge mode  Electrodes  Liquid rate, mg/min and size, nm
Arc Zn:Zn Distilled water  31.8 Wires (rods): diameter
10-15, length 150-200
Spark The same The same 40.8 Wires (rods): diameter 10,
length 150

of four major elements: a discharge power supply, a glass vessel with a liquid,
electrodes, and a water cooling system. The discharge was generated between two
electrodes submerged into distilled water to a depth of 3 cm. Zinc rods, 6 mm in
diameter, were used as the electrodes. The power supply made it possible to initiate
ac or dc discharges in the “spark” and “arc” modes. To form nanocomposite particles
during the electric discharge in liquids, it is possible to use electrodes made of
different metals and alloys, as well as liquids containing elements necessary for
doping the final product.

The colloidal solutions prepared by the electric discharge technique were
evaporated in the electric furnace. The powders obtained in this way were analyzed
using electron microscopy, X-ray diffraction analysis, absorption and luminescent
spectroscopy. The scanning electron microscope images (SEM-images) of the pow-
ders obtained are shown in Fig. 8.2. The conditions of discharge synthesis and the
data on the rate of synthesis, shape, and size of the particles are given in Table 8.1.

Figure 8.2 and data from Table 8.1 show that the material produced mainly
consists of the particles in the shape of wires (rods). According to the estimates,
separate particles can be 150-200 nm long and 10-15 nm wide. It should be noted
that nanowires are formed in the spark, as well as in the arc discharge. The efficiency
of nanoparticle synthesis in the ac spark discharge is higher than in the arc discharge.

The results of X-ray diffraction analysis of the synthesized material show the
presence only the peaks that correspond to ZnO and Zn lattices. The component
composition of the samples remains almost the same upon the change in the
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Fig. 8.3 Luminescence
spectra of commercial zinc
oxide powder (/), and of zinc
oxide synthesized in the
electric discharge in water
(2). Luminescence was
excited by radiation at a
wavelength of 310 nm [2]
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discharge mode (arc, spark), and the ZnO : Zn ratio is approximately 2 : 1. The
lattice parameters of hexagonal ZnO correspond to a = 0.325 nm and ¢ = 0.521 nm,
which correlate well with the base data for ZnO. The measured ratio c/a = 1.60 is in
a good agreement with that for ideal close-packed hexagonal structures (c/a = 1.63).
We can assume that zinc atoms and clusters were formed in the discharge, which,
while reacting with the oxygen dissolved in water, produced zinc oxide. This
reaction can also take place after evaporation of the working fluid between zinc
unoxidized nanoparticles and atmospheric oxygen.

8.2.2 Optical Properties of Synthesized Nanopowders

Measuring photoluminescence spectra can be useful for determining structural
defects and impurities in zinc oxide structures. According to the literature [3, 4],
when zinc oxide nanostructures are excited at room temperature, an ultraviolet
luminescent band with a maximum near 380 nm and one or more bands in the
visible spectrum are observed. The luminescence spectra of ZnO structures at room
temperature are shown in Fig. 8.3. The most intense glow of powder was observed
under the action of radiation at wavelengths of 270 and 330 nm. It is clear from
the figure that the spectrum consists of two bands: the ultraviolet band with the
maximum at 380 nm and the green band with the maximum at about 520 nm. For
the sample made of ZnO commercial powder, the spectrum displays a relatively
weak ultraviolet band (383 nm) and a wide green band with the maximum at
approximately 515 nm. The luminescence spectrum of the ZnO samples synthesized
in electric discharge has an intense ultraviolet band at 380 nm and a relatively weak
violet emission.

Recombination emission of electron—hole pairs can be responsible for the
luminescence band in the UV spectral range. It is known that the bands appear in
the visible range due to various point defects of the zinc oxide structure, caused by
the introduced impurities or internal defects of the crystal lattice [3, 4].
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Thus, the results considered show that the methods of discharge synthesis make
it possible to form low-dimensional zinc oxide structures in liquid media with,
as well as without, dopants. The processes that occur in the colloidal solution
after the discharge termination have a decisive influence on the morphology and
optical properties of the synthesized material. The results may be of interest for the
development of technological bases for synthesis of zinc oxide nanostructures with
reproducible properties, as well as oxides and carbides of other metals, in order to
produce novel efficient materials.

8.3 Laser Synthesis of Nanoparticles in Liquids

Among the new methods for fabricating nanoparticles, the ones based on laser
ablation in liquids [5, 6] are of great interest. In contrast to chemically synthesized
nanoparticles, the nanoparticles formed by laser ablation in liquids do not content
foreign ions and surface-active materials, which is an undoubted advantage for
a number of applications (for example, in medicine). Other advantages of laser
ablation are universality (it can be used for metals, semiconductors, and insula-
tors of different composition) and possibility of controlling the characteristics of
synthesized particles by changing the plasma parameters.

During laser ablation small clusters and particles are either directly emitted from
the target surface or formed as a result of condensation in the decaying plume [7].
Particles begin to grow after a decrease in temperature during adiabatic expansion
of the plasma plume. Particles of complex composition are formed during laser
ablation due to the chemical reactions of target atoms with each other and with
the environmental molecules [8]. The concentrations of components in the laser
plume and its temperature directly affect the processes leading to particle synthesis.
Therefore, it is important to know the dynamics of plume composition evolution to
optimize the conditions of pulsed laser ablation in liquids (PLAL) for fabricating
nanoparticles. We consider the results of the studies devoted to the formation of
composite nanoparticles of controlled composition, structure, and size under laser
ablation of solid targets in liquid media [9].

8.3.1 Experimental Setup and Some Characteristics of Plasma

Experiments on obtaining nanoparticles and diagnostics of laser plasma in liquids
were performed on the setup schematically shown in Fig. 8.4. The radiation sources
were two Nd:YAG lasers with pulse duration of 10 ns and a pulse repetition rate of
10 Hz, operating at the first (1,064 nm) and second (532 nm) harmonics. The laser
radiation was focused on the surfaces of a target. The target was placed in a cell
with a liquid. The power density on the target surface could be varied from 108 to
5x10° W em™2,
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Fig. 8.4 Experimental setup for obtaining nanoparticles [9]

Two regimes of laser ablation were applied: the single-pulse regime, where
plasma was formed by irradiating a target with a 532-nm laser pulse, and the
double-pulse regime, where the second 532-nm laser pulse followed with some
delay (t <100 ws) the first 1,064-nm pulse. The laser beams were aligned on the
target surface. The data on the laser plume size and shape were obtained using
the technique of time-resolved image detection [10]. Typical images and intensity
distributions for the luminous region of the plasma plume are shown in Fig. 8.5.

The shock wave generated by the expanding plasma plume in the presence of
a liquid increases the temperature and pressure of the initial laser-induced plasma
[11]. The high-temperature and high-density state of the plasma is favorable for
endothermic chemical reactions, and the short lifetimes of these states facilitate the
formation of metastable phases of the structures synthesized [8]. When decaying
in a liquid, laser plasma is cooled and ablation products are condensed. The rapid
decay of the laser-induced plasma in the liquid limits the growth of the formed
particles [12]. Most condensation products are dispersed in the liquid to form
nanoparticles, whose parameters are eventually determined by the thermodynamic
state of decaying plasma (its temperature and atomic and ionic densities). On the
assumption that the mass of the ejected target material depends linearly on the
number of laser pulses and that the evaporated material is completely atomized,
the concentration of copper atoms in the plasma was 1.4 x 10'° cm™3. The electron
temperature of the plasma in the double-pulse regime was found to range from
0.8 eV (at the plume periphery) to 1.4 eV (in its central part). The electron
concentration was determined (from the experimental line widths) to vary from
2 x 10" cm™ in the central part of the plume to 1 x 10'® cm™ at its periphery.
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Fig. 8.5 Plasma plume images recorded 200 ns after laser irradiation and the corresponding
radiation intensity distributions (at different instants) for the plasma formed in the (¢) single-pulse
and (d) double-pulse (1,064 and 532 nm) regimes of ablation of a copper plate in ethanol, recorded
along the normal to the target surface. The position of the target surface is shown by the dashed
lines. The time window for image detection is 100 ns [9]

As it was shown in [13], the double-pulse ablation in liquids is more efficient than
the single-pulse one. The micrographs show that the particles formed by double-
pulse ablation are smaller than those produced in the single-pulse regime by a factor
of 2-3 [13]. The particles are most likely to decrease in size as a result of their
heating and fragmentation by the second laser pulse (if appropriate time delays
are chosen). The metal particles formed by laser ablation have typical sizes of 3—
20 nm. In this range there is no strong dependence of the absorption spectra on
the particle size. The absorption spectra of silver, gold, and copper nanoparticles,
for example, have characteristic absorption bands peaking at about 400, 520, and
570 nm respectively. These bands are known to be due to the collective excitation of
conduction electrons of the metal (the so-called surface plasmon resonances) [14].

8.3.2 Laser Synthesis of Bimetallic Nanoparticles

Pulsed laser ablation in liquids was used to obtain composite particles with metal —
metal, semiconductor — metal, and semiconductor — semiconductor structures
[15-17], including nanoparticles with a metal core and oxide shell, for example,
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Fig. 8.6 TEM images of copper and silver nanoparticles and bimetallic Ag — Cu particles obtained
by laser ablation of the corresponding targets in ethanol for 3 min and the histograms of particle
size distributions [9]

Zn—7n0 and Sn—SnO; [17, 18]. It was recently reported [19] about the use of laser
ablation of a metal target (Sn) in a solution of particles of another metal (Au) to form
shell Au — SnO, nanoparticles. The formation of a thin shell around a nanoparticle
was considered to occur as a result of deposition of the ablation products of the other
metal.

The formation of bimetallic Ag — Cu and Ag — Au nanoparticles will be
considered. They were synthesized by laser ablation of a combined target, composed
of two plates of the corresponding metals, for example, silver — copper or silver —
gold. The target was placed in a cell with a liquid (acetone or ethanol), and ablation
was performed by the second harmonic of yttrium aluminium laser (532 nm). The
laser beam was focused at the interface between the two metals into a spot 0.5 mm in
diameter; the laser fluence on the target surface was 15 J cm™2. Single-metal silver
and copper nanoparticles were also produced. Transmission electron microscopy
(TEM) images of single-metal particles and the particles formed by laser ablation
of a two-metal (Ag — Cu) joint are shown in Fig. 8.6. According to the presented
data, ablation of a combined Ag — Cu target leads to the formation of particles with
an average diameter of 5—7 nm. The average size of silver and copper particles is
about 15 and 10 &£ 2 nm respectively.

The TEM image of the silver — gold particles formed by laser ablation in ethanol
is shown in Fig. 8.7. In absorption spectra, two pronounced bands, peaking at 405
and 540 nm, were observed for the solutions prepared by separate ablation of silver
and gold targets (Fig. 8.7, curves 1, 2). Absorption bands with single maxima at
about 430 and 445 nm were observed in the case of ablation of a two-sample joint
(curves 3, 4). These peaks are located between the maxima of the plasmon bands
of single-metal silver and gold particles; therefore, the spectra recorded correspond
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Fig. 8.7 TEM image (a) and the optical absorption spectra (b) of colloidal nanoparticle solutions
obtained under laser ablation (A = 532 nm) of silver (/), gold (2), and combined Ag — Au (a, and
b, curves 3, 4) targets in ethanol [9]

to the plasmon absorption of alloy particles. The plasmon absorption maxima of
bimetallic Ag — Au particles shift away from the maximum of single-metal silver
particles, proportionally to the increase in the gold content in the particles. These
spectral features indicate that the Ag — Au particles formed by the above-described
method are homogeneously alloyed nanoparticles. As ideal solid solutions are
formed at any concentration ratio of Ag and Au, alloying of these two metals is
thermodynamically favorable, and the material of the nanoparticles formed is a
homogeneous alloy.

The diffraction pattern of the powder of particles obtained by laser ablation of
an Ag — Cu joint contains reflections of both silver and copper of cubic structure,
with the lattice constants a =0.409 and 0.362 nm, respectively. This finding, as
was suggested above, agrees with the formation of bimetallic particles composed
of crystalline silver and copper clusters. In the case of formation of alloyed
nanoparticles the diffraction pattern should contain alloy reflections. The presence
of a single band in the optical absorption spectrum, with a position dependent on the
concentration of a particular metal, may indicate the alloy formation. However, since
silver and copper are characterized by low mutual solubility, particles composed of
nuclei of silver and copper crystalline phases are more likely to be formed.

Thus, laser ablation of a combined target in the liquid yields Ag — Cu and Ag —
Aunanocomposite particles. The optical absorption spectra showed that the particles
synthesised by laser ablation of combined samples are not a mixture single-metal
nanoparticles, but each particle has a mixed composition. The technique developed
is expected to be useful to produce other two-component systems.
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8.3.3 Formation of Nanoparticles Under Laser Ablation
of Complex Composition Targets in Liquids

Pulsed laser ablation in liquids makes it possible to obtain nanostructures of
different composition using combinations of different solid targets and liquids.
In particular, PLAL was used to form nanoparticles of chalcopyrite (CuFeS,)
and cadmium selenide (CdSe) under laser ablation of corresponding targets and
gadolinium carbide nanoparticles under ablation of metallic gadolinium target in
carbon-containing media (ethanol and acetone) [20, 21].

Chalcopyrite nanoparticles were synthesised by laser sputtering of a sample of
the original mineral in water. The phase and elemental compositions of the particles
formed were analysed by XRD and energy-dispersive X-ray (EDX) methods. A
chalcopyrite target was placed in a cell with distilled water and irradiated by a
Nd:YAG laser (A = 1,064 nm, energy per pulse 60 mJ, pulse repetition rate 10 Hz,
and pulse duration 12 ns). The particles synthesized formed a colloidal solution.
The relative contents of Fe, Cu, and S atomic components in the formed particles,
determined from the EDX spectrum, corresponded to the stoichiometric ratio for
the CuFeS, phase. X-ray diffraction pattern shows that the synthesized powder
consists of tetragonal chalcopyrite CuFeS,. Note that there are few diffraction small
peaks from the CuFe,S3 and Cu,Fe4S7 phases near the diffraction peaks of CuFeS,.
Thus, the formation of metastable copper- and iron-containing compounds is not
excluded. However, oxide phases were not observed. The atomic force micrographs
of the chalcopyrite particles deposited on a mica substrate showed agglomerates
of nanoparticles, which were most likely formed during deposition. The initial
particles were of approximately the same size (50—100 nm). It is noteworthy that
the formation of stoichiometric nanoparticles under laser ablation of chalcopyrite in
water is rather unexpected.

It should be noted that, according to the experimental data [9], laser ablation of
cadmium selenide single crystals in ethanol by the second harmonic of Nd:YAG
laser also leads to the formation of particles with the corresponding stoichiometry.
The typical shape of the CdSe nanoparticles obtained by laser ablation is spherical.
The particles with an average diameter of 25 nm are formed at a laser fluence of
0.2Jcm™2,

Oxide particles can be obtained either by direct laser ablation of a solid oxide
target or using ablation of the corresponding metals in reactive liquids. Synthesis
of nanocrystals of different oxides, including TiO,, SnO,, ZnO, etc., was reported
in a number of studies [9, 12, 18, 22, 23]. In particular, very small (3-5 nm in
diameter) TiO, nanoparticles were formed by pulsed laser ablation of a titanium
target immersed in an aqueous solution of sodium dodecyl sulfate C;,H,5S04Na
and in deionised water [12]. The use of this solution prevents aggregation of the
obtained particles.

The possibility of using laser ablation in liquids to obtain stable gadolinium
nanoparticles was investigated for the first time in [21]. A metallic gadolinium target
was fixed in a vessel filled with a liquid. Micrographs of the nanoparticles obtained
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by laser ablation of gadolinium showed that spherical particles with an average size
from 10 to 12 nm (ablation in water) and from 6 to 10 nm (ablation in ethanol) are
dominant. The EDX and XRD analyses were used to determine the composition and
phase of the nanoparticles formed. In the case of laser ablation in distilled water, the
results were obtained which showed the formation of nanocrystalline gadolinium
oxide particles (Gd,Os3) in the monoclinic phase. No other phases were found [21].
The XRD patterns for the powder produced in ethanol demonstrated a more complex
phase composition. This powder was a mixture of gadolinium carbide GdC, and
gadolinium hydride GdH3; reflections of metallic Gd were also recorded.

Laser ablation of a gadolinium target containing 3.5 % terbium in water yielded
gadolinium oxide nanocrystals doped with terbium ions, which have luminescent
properties. The luminescence spectra of these nanocrystals contain several single
peaks, which are due to the electronic transitions of Tb3t in the Gd,0; lattice
(Fig. 8.8). Particles of gadolinium oxide doped with rare earth ions can be
used as effective luminescent labels in bioanalysis due to their optical properties
(emission spectra, luminescence lifetime), as well as photostability and possibility
of inexpensive synthesis.

Lanthanides and their alloys are promising magnetic materials for a number of
technological and biomedical applications [24]. In particular, gadolinium and its
compounds are used as contrast materials in magnetic resonance tomography, as a
therapeutic agent for hyperthermia of tumors, and as drug carriers.

Now we say shortly about laser modification of nanoparticles in solutions.
Currently, the interaction of laser radiation with nanostructures is intensively
investigated to develop methods for deliberately changing the nanoparticle structure
and morphology [25-29]. It was demonstrated that laser radiation can be used to
fragment gold and silver nanoparticles [25, 26, 28] and aggregate them [30]. Laser-
induced transformation of nanowires into nanospheres [31] or, vice versa, spherical
particles into nanowires [27] was also observed. Laser irradiation may change not
only the morphology of particles but also their composition and structure.
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Laser synthesis and modification of nanoparticles in liquids is relatively young
but rapidly developing field of research, which has a wide range of practical
applications.

8.4 Nanocrystals in Silica Gel Glasses

8.4.1 The Formation of Nanocrystallites in Gel Glasses

The formation of high-symmetry Ln(III) complexes is possible in silica gel glasses
coactivated by Ce*™ and Ln" ions [32, 33]. Here the investigation results of such
complexes are presented. Samples were prepared using the direct sol-gel—glass
transition according to the procedure described in [34]. The glasses were activated
by impregnating porous xerogels with cerium and europium chloride solutions.
The xerogels were sintered until the formation of transparent glasses in air at
T=1240°C.

The presence of crystalline phases in glasses was controlled on a DRON-2.0
X-ray diffractometer. Figure 8.9 presents the X-ray diffraction pattern of glasses
containing cerium and europium. As can be seen from Fig. 8.9, the pattern exhibits
peaks at the angles 20 ~ 28°, 33°, 47°, and 56° and also more weak peaks with
20 > 56° which are not shown in Fig. 8.9. The X-ray diffraction patterns of
nonactivated glasses do not exhibit any indications of crystalline phases. According
to the data available in the JCPDS-1998 Powder Diffraction File, the Bragg
reflections at the specified angles with observed relative intensities correspond to
the CeO, cubic lattice with space group of symmetry O%,—Fm3m, in which the
coordination number of the cations is 8. These results confirm the presence of the
CeO, nanoparticles in the glass samples and support the assumption that the high-
symmetry Eu** local environment is formed through the replacement of cerium by
europium in CeO; nanoparticles.

& $

Fig. 8.9 X-ray diffraction
pattern of silica gel glasses
containing cerium and
europium (6 wt.% and

0.6 wt.% of corresponding 1 - 4

chlorides in the ingrained 20 30 40 50 60
solution) [35] 20, deg
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Figure 8.10 shows the small-angle neutron scattering (SANS) intensity curves
for the nonactivated silica gel glass (curve 1) and the glass containing cerium and
europium (curve 2). It can be seen that the SANS intensity / for the nonactivated
glass does not depend on the scattering vector g (the glass is homogeneous on a
nanometer scale), whereas the coactivated glass contains nanoinhomogeneities. The
diameter of these inhomogeneities was determined in the Guinier approximation
[36]. It was approximately equal to 10 nm for the case with curve 2 data. It
should be noted that variations in the temperature—time conditions of synthesis, the
doping procedure, and the activator concentration lead to appreciable changes in the
nanoparticle diameters.

8.4.2 Spectral Properties of Nanostructured Ce—Ln-Containing
Silica Gel Glasses

Figure 8.11 depicts the luminescence (a) and luminescence excitation (b) spectra of
low-symmetry (curves 1, 3) and high-symmetry (curves 2, 4) Ce**—Eu** centers in
the range of the 3Dy —'F; transitions in glasses containing cerium and europium. It
can be seen from Fig. 8.11 that, compared to the low-symmetry centers excited into
the f/—f bands of Eu’" ions (curve 1, hexe =395 nm), the high-symmetry centers
excited through a sensitizer (curve 2, Aexc = 320 nm) are characterized not only by a
considerably smaller luminescence branching ratio for the electric dipole transitions
but also by a multiple narrowing of the 3Dy —’ Fy band. The half-width of this
band for high-symmetry centers is equal to 1.0 nm (Av 30 cm™!). This value is
close to the half-width of the same name band for the dominant type of centers for
oxides CeO, (30 cm™! at T =298 K) [37] and is three times less than the half-
width characteristic of europium-containing glasses upon selective laser excitation
at T=77 K [38]. These findings can be a weighty argument in support of the
nanocrystalline nature of the high-symmetry centers.
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Fig. 8.11 Luminescence spectra (a) and luminescence excitation spectra (b) of Ce*t—Eu’t
centers in silica glasses containing cerium and europium (2 wt.% for CeCl; and 1 wt.% for EuCl;
in the ingrained solution) [35]

10}

tizesne.

Intensity (a.u.)

Fig. 8.12 The luminescence spectra of silica gel glasses containing Ce-Eu (/) and Ce-Eu-Mg (2);
Aexe =266 nm, T =30 K

The spectra of silica gel glasses activated with the [Ce** Og],:(Ln*"),, nanopar-
ticles, where Ln = Sm, Nd, Ho, Er, Tb, Yb, were also investigated. All of them
are characterized by intense absorption at A <400 nm, by luminescence spectra
of the Ln3T ions similar to spectra in cubic crystalline matrixes, by an effective
sensitization of the Ln** ions luminescence with labile photoreduced (Ce**)~ ions
and by weak vibronic interaction of the Ln* ions with the glassy host-matrix. The
luminescence sensitization may be realized by means of energy transfer or transfer
of electron. In the latter case, the excited photoreduced [(Ln*T)~]* ion, as a rule,
converts into (Ln**)* ion giving up an electron to the ligand from its ground state.
It have been discovered that the use of some extrinsic local charge compensators at
the nanoparticles formation can leads to stabilization of the [(Ln3T)~]* ions and to
observation of their luminescence. Such situation confirms by the Fig. 8.12 where
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luminescence spectrum of glass activated by the [Ce*TOg],:Eu*t nanoparticles
without the local charge compensator is typical for the cubic centers of Eu** ions
(curve 1) whereas the spectrum of the activated glass with the use of Mg as the
compensator possesses additional band (A &~ 666 nm) which is caused by transitions
from the lowestf’d-state of the (Eu>*)~ cubic centers (curve 2).

So, the silica gel glasses coactivated by cerium or cerium and one more
lanthanide contain nanoinhomogeneities 10 nm in size. The lattice of these
inhomogeneities is identical to that of the CeO, with space group of symmetry O3~
Fm3m, in which the coordination number of the cations is 8. The Ln?* ions included
in the nanoparticles are characterized by the following features: (a) sufficiently
effective sensitization of their luminescence with labile photoreduced (Ce**)~ ions
by means of excitations transfer through the exchange mechanism or/and by transfer
of electron; (b) a weak vibronic interaction of the Ln3T ions with the glassy host-
matrix; (c) a high relative intensity of magnetic dipole transitions and similarity of
the Ln3T luminescence spectra to spectra of the same ions with coordination number
8 located in cubic crystalline matrixes.
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9
Photonic-Crystal Fiber Platform for Ultrafast
Optical Science

Aleksei M. Zheltikov

Abstract The latest breakthroughs in photonic-crystal-fiber (PCF) technologies
open new horizons in photonics and optical science. The frequency profile of
dispersion and the spatial profile of electromagnetic field distribution in waveguide
modes of microstructure fibers can be tailored by modifying the core and cladding
design on a micro- and nanoscale, suggesting the ways of creating novel fiber-optic
components and devices. Recently developed new types of PCFs provide highly
efficient spectral and temporal transformation of laser pulses with pulse widths
ranging from tens of nanoseconds to a few optical cycles (several femtoseconds)
within a broad range of peak powers from hundreds of watts to several gigawatts.
Enhanced nonlinear-optical processes in waveguide modes of these novel optical
fibers will offer unique opportunities for ultrafast optical science and lightwave
technologies.

9.1 Introduction

Over the past few years, photonic-crystal fibers (PCFs) [1-3] — new optical fibers
(Fig. 9.1) with tailored dispersion and nonlinearity [7, 8] — have been providing
a constantly growing platform (Fig. 9.2) for the development of advanced fiber-
format devices and components for optical metrology [9, 10], ultrashort-pulse
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Fig. 9.1 SEM images of photonic-crystal fibers [3-6]: (a, b) solid-core high-index-step silica
PCFs, (c) solid-core silica PCF with a dual microstructure cladding, (d) periodic-cladding PCF,
(e) YAG-doped PCEF, (f, g) soft-glass PCF with a nanohole-array-modified core, (h) hollow-core
PCF, and (i) nanowaveguide PCF
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Fig. 9.2 Photonic-crystal fiber platform for ultrafast optical science
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laser technologies [11, 12], biomedicine [13], quantum optics [14], spectroscopy
[15—17], microscopy [18], and neurophotonics [19-21]. Unique options offered by
photonic-crystal fiber technology [22], such as dispersion management through fiber
structure engineering [7] and enhancement of optical nonlinearity due to a strong
field confinement in a small-size fiber core [23], have been pushing the frontiers of
fiber optics, allowing the creation of efficient sources of supercontinuum radiation
[24-26], novel compact fiber lasers [27-29], as well as frequency converters [4],
pulse compressors [30], fiber components for biomedical optics [31, 32], and optical
sensors [33-35].

In the rapidly expanding field of nonlinear microscopy and spectroscopy, PCFs
have been shown to possess a tremendous potential for making laser microscopes
and spectrometers simpler and much more compact through the replacement of
wavelength-tunable laser sources, such as optical parametric amplifiers and dye
lasers, by a specifically designed segment of fiber. Efficient frequency conversion
and supercontinuum generation in PCFs have been shown to enhance the capabili-
ties of chirped-pulse CARS [36] and coherent inverse Raman spectroscopy [37, 38].
Efficient spectral broadening of ultrashort pulses in PCFs with carefully engineered
dispersion profiles makes these fibers ideal light sources for pump—supercontinuum
probe time- and frequency-resolved nonlinear-optical measurements [25] and offer
interesting new options for multiplex CARS microscopy [38, 39]. In experiments
[40], a single-beam CARS approach [41] has been implemented in a new and elegant
way through the generation of supercontinuum in a PCF followed by a compression
and pulse shaping of this supercontinuum with the help of a pulse shaper based on
a spatial light modulator.

Light sources based on photonic-crystal fibers have been recently shown to
offer attractive fiber-optic solutions for simplification and compactization of CARS
microscopes [18] and spectrometers [15]. Fibers of this type can provide high
efficiencies of nonlinear-optical spectral transformations of ultrashort laser pulses
due to the strong confinement of the light field in a small-area fiber core and
tailored dispersion of guided modes, which can be optimized for a given type of
nonlinear-optical interaction by modifying the fiber structure. Specially designed
PCF frequency converters for ultrashort laser pulses have been used to demonstrate
frequency-resolved optically gated CARS [36], where a blue-shifted output of PCFs
pumped with femtosecond Cr: forsterite laser pulses was used as a Stokes field
and the second harmonic of the Cr: forsterite laser was employed as a pump
field. Supercontinuum-generating PCFs have been shown to provide a broad range
of wavelength tunability, offering new interesting options for multiplex CARS
microscopy [36, 38].

In what follows, we provide a brief overview of what appears to be some of the
most promising and interesting applications of photonic-crystal fibers in ultrafast
optical science and technology.
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9.2 Photonic-Crystal Fiber Ultrafast Lightwave Synthesizers

Generation of ultrashort light pulses with a high contrast and a high quality of
temporal envelope requires not only a broad spectrum, but also an appropriate
profile of the spectral phase of electromagnetic field [42]. Self- and cross-phase
modulation processes [43], as well as high-order stimulated Raman scattering
[44] are known to induce spectral profiles of the nonlinear phase suitable for the
generation of few-cycle light pulses, while the generation of properly phased high-
order harmonics has been demonstrated to allow the generation of attosecond pulses
[45]. The richest spectral content is, however, often achieved in the regimes that
involve a combination of several nonlinear-optical processes [46]. Supercontinuum
generation in filaments [47, 48] or highly nonlinear fibers [24-26] is, perhaps, the
most notable example of this type of nonlinear-optical interactions. Special regimes
of filamentation-assisted spectral broadening have been shown to be remarkably
well suited for the generation of few-cycle pulses [49]. On the other hand, adaptive
techniques enhanced by blind-optimum-search algorithms have been applied to
compress supercontinua generated in highly nonlinear fibers to few-cycle field
waveforms [50]. In a more general situation, however, spectral phase profiles of
multioctave supercontinua tend to be prohibitively complicated for a straightforward
pulse compression to transform-limited pulse widths.

The interplay of various nonlinear-optical processes involved in the spectral
broadening of a laser pulse becomes especially complicated in the regime of
anomalous dispersion. Here, the nonlinear phase shift can be balanced by a
dispersion-induced phase shift, giving rise to solitonic features in the temporal
structure of the laser field. As the retarded part of optical nonlinearity induces a con-
tinuous red shift of such solitons [51], the long-wavelength part of supercontinuum
is often dominated by overlapping spectra of frequency-shifted solitons [25, 26].
With the balance between dispersion and nonlinearity tending to isolate the phase
of each individual soliton from the phase of other solitons and the nonsolitonic part
of the field, this type of dynamics is usually viewed as unfavorable for efficient pulse
compression.

Experiments [52] show that frequency-shifted solitons in a highly nonlinear
photonic-crystal fiber (PCF) can give rise to high-visibility interference fringes in
PCF output spectra, indicating flat spectral phase profiles of individual solitons in
the PCF output. This experimental finding, supported by numerical simulations,
suggests a promising method of fiber-format pulse shaping and an attractive
technology for few-cycle field synthesis through a coherent addition of frequency-
shifted solitons generated in a highly nonlinear fiber.

In experiments [52], we used a laser source based on a femtosecond Ti: sapphire
laser system, consisting of a master oscillator pumped by the second-harmonic
output of a Nd: YLF laser, a stretcher, a multipass amplifier pumped by the second
harmonic of a Nd: YAG laser, and a compressor. The master oscillator delivered
laser pulses with a central wavelength of 800 nm, a typical pulse width of 40-50 fs,
and an average power of 500 mW at a repetition rate of 90 MHz. The amplified
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Fig. 9.3 (a) The spectra of the input Ti: sapphire laser pulses (dashed line) and pulses transmitted
through a 1.5-m piece of a photonic-crystal fiber (solid line) with the cross-section structure shown
in the inset [53]. The energy of input laser pulses is 0.6 nJ (upper panel) and 7 nJ (lower panel).
(b) The spectrum of laser pulses with an initial central wavelength of 1,250 nm, a pulse width of
100 fs, and an energy of 30 nJ transmitted through a 5-cm piece of nonlinear fiber with parameters
specified in the text. The dashed line shows the profile of the group delay used to transform the five-
soliton PCF output into a few-cycle light pulse. The inset shows the temporal envelope (solid line)
and the phase (dashed line) of the pulse synthesized upon such a group-delay compensation. (c)
Sketch of a PCF-based few-cycle pulse synthesizer. A highly nonlinear PCF transforms input laser
pulses into multiple solitons. Coherent addition of these solitons leads to a synthesis of few-cycle
pulses. (d) Supercontinuum generation in a photonic-crystal fiber

10-Hz, 800-nm output of the laser system was launched into a 1.5-m-long piece
of a highly nonlinear PCF with an effective mode area of 2.5 um? (the inset in
Fig. 9.3), zero-group-velocity-dispersion (zero-GVD) wavelength Ay &~ 770 nm, and
nonlinear coefficient y ~ 100 W~! km™! at a wavelength of 0.8 jum. As the entire
spectrum of input laser pulses (shown by the dashed line in Fig. 9.3) falls within
the range of anomalous dispersion, laser pulses tend to evolve toward solitons as
they propagate through the fiber. These solitons undergo a continuous frequency
downshift due to the Raman effect [51], giving rise, at moderate input pulse peak
powers, to well-resolved features in the long-wavelength part of PCF output spectra
(Fig. 9.3).

As the input laser power is increased, shorter solitons with broader spectra
are generated inside the fiber. For 50-fs input pulses with an energy above 3 nJ,
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the spectra of frequency-shifted solitons in the PCF output start to overlap. In
this regime, high-visibility interference fringes are observed within the wavelength
range of 800-970 nm in the PCF output spectrum (Fig. 9.3). These fringes display
two characteristic beat frequencies, 1.65 and 1.78 THz, indicating an interference of
three soliton pulses with different central frequencies and flat spectral phase profiles
across each individual soliton spectrum.

To give more quantitative insights into the origin of fringes observed in Fig. 9.1,
we represent the PCF output as a superposition of M soliton pulses,

u 9 - Am .
E ) = Z A sech ( ) exp [i (pm — 27v,,0)], 9.1
m=1

Tm

where A, T, Apm, O, and v, are the amplitudes, pulse widths, delay times,
phases and central frequencies of individual solitons (t,, =T,,/1.763, where T,
is the FWHM soliton pulse width). In agreement with our intuitive expectations,
the best fit of the PCF output spectrum presented in Fig. 9.3 is achieved by
assuming the interference of three solitons (M = 3) with different carrier frequen-
cies (v; ~ 338 THz, v, ~ 329 THz, v3~316 THz), pulse widths (7} ~ 70 fs,
T, ~34 fs, T3 ~ 32 fs), and amplitudes (A,/A| ~ 3.8, A3/A| ~4.0) whose phases
remain constant over the spectrum of each individual soliton (¢, — ¢ ~0.977,
@3 — @2~ 0.227). The delay times A,, between the solitons calculated from the
fringes in the PCF output spectra in Fig. 9.3, Ay — A ~ 610 fs and A3;—A, ~ 560 fs,
agree very well with the delay times dictated for solitons with given v, by the fiber
dispersion.

The invariance of the spectral phase ¢, of each individual soliton over its
spectrum is the key finding of our experiments. The beat frequency of the fringes
observed in the PCF output spectra can be tuned by changing the length of the
nonlinear fiber, offering an attractive solution for all-fiber pulse shaping for a
coherent excitation of molecular vibrations and coherent Raman microspectroscopy,
including single-beam microscopy based on coherent anti-Stokes Raman scattering
[18]. Furthermore, due to the constancy of ¢,, over the spectrum of mth soliton, the
total spectral bandwidth of M solitons (M = 3 in our experiments) can be employed
to synthesize light pulses with pulse widths shorter than the pulse width 7,, of any
of the solitons generated at the fiber output. Indeed, a light modulator introducing
a stepwise group-delay profile would transform a three-soliton PCF output with the
spectrum shown by the solid line in Fig. 9.2 into a light pulse with an FWHM pulse
width Ty ~ 24 fs.

To demonstrate the suitability of frequency-shifted solitons generated in a
highly nonlinear fiber for the synthesis of few-cycle light pulses, we numerically
solve the generalized nonlinear Schrédinger equation (GNSE) [51] modeling the
evolution of Gaussian light pulses with an input central wavelength of 1,250 nm
and an initial pulse width of 100 fs in a fused silica fiber with an effective mode
area of 20 umz, zero-GVD wavelength Ag &~ 1,000 nm, and high-order dispersion
coefficients B, = (3"B/dw™)l,, chosen in such a way as to mimic a typical
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dispersion profile of a large-mode-area PCF suitable for the generation of high-
power solitons: B3 = 7.6-107 ps*/m, B4 = —9.4-1078 ps*/m, B5 =2.5-107'° ps’/m,
B =—1.2-10""2 ps®/m. These numerical simulations fully support our main con-
clusions based on the analysis of experimental data. A laser pulse with a sufficiently
high input peak power tends to split into multiple red-shifting solitons as it
propagates through the fiber. At a sufficiently high level of input peak powers, the
soliton spectra overlap, giving rise to interference fringes in the output spectrum.
The solid line in Fig. 9.3 shows the spectrum of a light pulse with an input
energy of 30 nJ transmitted through a 5-cm piece of fiber. The fringes observed
in this spectrum result from the spectral interference of five (M =5) red-shifted
solitons, readily seen in the simulated time-domain structure of the fiber output.
The simulated spectral and temporal field structure at the fiber output is accurately
approximated by Eq. (9.1) with v~ 211 THz, v, ~ 198 THz, v3~ 191 THz,
V4 &~ 164 THz, vs~ 149 THz, pulse widths 7| ~22 fs, T, ~27 fs, T3 ~ 29 fs,
Ty~ 30 fs, Ts ~ 35 fs, energies 1.6, 2.6, 2.9, 4.6, and 5.5 nJ, and delay times
Ay — Ay ~220 fs, Az — A; ~400 fs, Ay — A; ~ 1,080 fs, As — A; ~ 1,890 fs.
With a light modulator generating a five-step group-delay profile shown by the
dashed line in Fig. 9.3, the solitons add up to synthesize a light pulse (the inset in
Fig. 9.3) with a pulse width Ty, &~ 10 fs. The total radiation energy of the compressed
PCF output is 26.6 nJ, with the central, 10-fs part of the compressed pulse in the
inset to Fig. 9.3 carrying an energy of 11.7 nJ. Experiments [52] thus show that
frequency-shifted solitons generated in a highly nonlinear fiber can coherently add
up, with an appropriate group-delay compensation, to synthesize few-cycle light
pulses (Fig. 9.3). The proposed method of short-pulse synthesis can be scaled up
to light fields with higher energies through the use of soliton self-frequency shift
in hollow-core PCFs [16, 54]. Of special interest in this context is to explore the
soliton dynamics of high-peak-power ultrashort pulses in kagome-lattice hollow
PCFs, which provide an ultrabroad transmission band in the visible and infrared
spectral ranges [55].

9.3 Photonic-Crystal Fibers for Nonlinear-Optical
Microspectroscopy

Ultrafast nonlinear optics offers a unique arsenal of methods and instruments for
high-resolution bioimaging, helping to confront the most challenging problems
in the vast area of biosciences. Two-photon imaging [56-58] is one of the most
broadly established nonlinear-optical imaging techniques, which has recently been
extended to fiber-based in vivo neuroimaging and endoscopy [19-21]. Microscopy
based on second- and third-harmonic generation [59—63] has been shown to suggest
new ways to explore the structural properties of biotissues, allowing fine details
in the morphology of biotissues to be visualized with a high spatial resolution. In
neuroimaging, second-harmonic generation (SHG) provides a powerful tool.
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Coherent anti-Stokes Raman scattering (CARS) [64] has long been established
as a powerful tool for time-resolved studies of ultrafast molecular dynamics and
diagnostics of excited gases, combustion, flames and plasmas [64—67]. Because
of the nonlinear nature of this type of scattering, CARS field-interaction region is
strongly confined to the beam-waist area, suggesting an attractive approach for mi-
croscopy and high-spatial-resolution imaging [68]. Recent advances in femtosecond
laser technologies, as well as the development of high-speed scanning and imaging
systems, have given a powerful momentum to the development of CARS imaging
techniques, making CARS a practical and convenient instrument for biomedical
imaging and visualization of processes inside living cells [69].

In the early days of CARS, stimulated Raman scattering has been successfully
used to generate the Stokes field for time-resolved measurements [70] of vibrational
lifetimes of molecules in liquids and phonons in solids. Dye lasers and optical
parametric sources have later proved to be convenient sources of wavelength-tunable
Stokes radiation [71, 72], giving a powerful momentum to CARS as a practical
spectroscopic tool. A rapid progress of femtosecond lasers and the advent of novel
highly nonlinear fibers put a new twist on the strategy of Stokes-field generation in
CARS, enabling the creation of compact and convenient wavelength-tunable fiber-
format ultrashort-pulse Stokes sources for a new generation of CARS spectrometers
and microscopes [17, 18, 36-38, 73, 74]. Below in this section, we provide an
overview of a new platform for nonlinear-optical microspectroscopy integrating the
new PCF components with cutting-edge methods and technologies optical science.
As recently shown by Lanin et al., this new PCF-based platform enables an ultrafast
three-dimensional readout of coherent optical-phonon oscillations from a diamond
film using temporally and spectrally shaped ultrashort laser pulses, delivered
by a compact, oscillator-only laser system. This system integrates a long-cavity
ytterbium-fiber-laser-pumped 30-fs Cr: forsterite oscillator with a photonic-crystal-
fiber (PCF) soliton frequency shifter and a periodically poled lithium niobate
(PPLN) spectrum compressor. The spectrally and temporally shaped two-color
output of this system provides coherent Raman excitation and time-delayed probing
of optical phonons in diamond at a 20-MHz repetition rate with a submicron spatial
resolution.

Due to a unique combination of its properties, including a wide band gap,
biocompatibility, chemical robustness, high thermal conductivity, and high break-
down voltage, diamond is especially promising for a broad range of advanced
optical technologies, including nanoprobe-based biosensing [75], ultrafast nonlinear
optics [74, 76], quantum information processing [77-80], and extreme-intensity
physics [81]. Diamond has two atoms per primitive cell and falls into the OZ
group of spatial symmetry, featuring one triply degenerate zone-center I'*>™) (F,)
symmetry optical phonon that is active in Raman scattering [53]. Due to the long
lifetime of this phonon, ultrashort laser pulses can efficiently control the optical
response of diamond [82]. In the Raman spectrum, this phonon mode of diamond is
manifested as a well-resolved peak at 1,332-cm™". Since this peak is well separated
from the most intense typical Raman features in biotissues, it enables a high-contrast
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Fig. 9.4 Diagram of the experimental setup: OI optical isolator, A/2 half-wave plate, L lens, PPLN
periodically poled LiNbO; crystal, DM 1, DM?2 dichroic mirrors, MO microscope objective, PCF
photonic crystal fiber, F optical filter BE beam expander, SP shortpass filter, DF' diamond film, M
monochromator, PMT photomultiplier. The insets show a quantum diagram of the CARS process
and an SEM image of the cross section of the PCF

bioimaging technique using diamond nanoparticles [83]. Coherent Raman scattering
by optical phonons in diamond has been shown to be ideally suited for measuring the
key parameters of optical phonons in diamond crystals [72] and synthetic diamonds
[74], as well as for in situ diagnostics of diamond film growth [84].

The method of ultrafast three-dimensional interrogation of optical phonons
implemented by Lanin et al. is based on coherent anti-Stokes Raman scattering
(CARS). This process involves a coherent excitation of Raman-active modes with
a frequency 2, by pump and Stokes fields, whose central frequencies, w; and w>,
are chosen in such a way (inset 1 in Fig. 9.4) as to meet the condition of a two-
photon, Raman-type resonance, w; —ws &~ . The third (probe, or interrogating)
field with a central frequency ws is then scattered off the coherence induced by the
pump and Stokes fields to give rise to the anti-Stokes signal at the central frequency
W, =w| —wy + w3 (inset 1 in Fig. 9.4), thus reading out the information stored in
optical-photon oscillations.

In our experiments, we employ a two-color version of CARS with the pump
and probe fields delivered by the same light source, implying that w; = w3 and
W, =2w| — w;. Our laser system is based on a home-built ytterbium-fiber-laser-
pumped mode-locked Cr: forsterite laser oscillator [85], which delivers laser pulses
with a central wavelength of 1.25 um and a pulse width of 40 fs. The extended-
cavity design of the Cr: forsterite laser allows the output laser energy to be increased
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up to 18 nJ at a pulse repetition rate of 20 MHz. Such a combination of the
laser pulse energy and repetition rate makes the extended-cavity mode-locked Cr:
Forsterite laser an ideal source for high-repetition-rate coherent excitation and
interrogation of optical phonon modes in solids.

The Cr: forsterite laser output is launched into a waveguide channel in a PPLN
crystal (Fig. 9.4), which delivers a spectrally compressed second-harmonic output
[86, 87], needed as a probe pulse for high-sensitivity coherent Raman interrogation
of optical phonon oscillations with reduced nonresonant background in the readout
signal. Typically, for input laser pulses with an energy of 10 nJ and a bandwidth
of 300 cm™', the a waveguide channel with a pitch of 10.9 pwm provides the
efficiency of second-harmonic generation (SHG) at the level of 30 %, yielding
second-harmonic pulses with a central wavelength of 623 nm and a bandwidth of
60 cm™!. These pulses are used as pump and probe fields in the CARS scheme.
The fundamental-wavelength output of the PPLN crystal (nonconverted 1.25-pum
radiation) is separated from its second harmonic with a beam splitter (Fig. 9.4) and is
launched into a photonic-crystal fiber with a cross section structure as shown in inset
2 to Fig. 9.4. This PCF was designed to provide efficient wavelength conversion
of 1.25-um laser pulses through soliton self-frequency shift (SSFS), delivering
tunable ultrashort light pulses within a wavelength range of 1.35-1.80 wm, used
as Stokes pulses in CARS microscopy. For coherent Raman excitation of the 1,332-
cm™! optical-phonon mode of diamond, the PCF wavelength shifter was adjusted
to generate a red-shifted solitonic output with a central wavelength tunable within
the range of 1,300-1,500 nm and a pulse energy of about 0.5 nJ. These pulses
were frequency-doubled in a 2-mm-thick BBO crystal, yielding 120—150-fs, 50-pJ
pulses of 650—750-nm radiation, providing a Stokes field for the coherent Raman
excitation of the 1,332-cm™! optical-phonon mode in diamond.

Envelope shaping of pump and probe pulses in our experimental scheme is based
on the sensitivity of SHG phase matching to the nonlinear-phase shift induced in
a nonlinear crystal by the fundamental field. Due to the self-phase modulation
of the fundamental field and cross-phase modulation of the second harmonic, the
phase mismatch between the fundamental field and its second harmonic become
nonuniform over the fundamental pulse [88, 89], giving rise to a double-pulse
structure of the second-harmonic output of the PPLN crystal. In experiments,
the temporal structure of light pulses was characterized by measuring the 311-
nm second-harmonic output of a 0.5-mm-thick BBO crystal as a function of the
delay time between two replicas of the waveform of interest produced in two arms
of a Michelson interferometer. The increase in the peak power of fundamental
pulses tends to modify the temporal envelope of the second-harmonic output
toward a clearly resolved double-pulse waveform. The best fit for the experimental
autocorrelation traces of the second-harmonic PPLN output measured with 8.5-
nJ, 1.25-pm pulses at PPLN input is achieved with a double-spike pulse shape
of the second-harmonic PPLN output where each individual spike has a Gaussian
envelope with an individual pulse width of 180 fs, a time interval between the spikes
7, ~ 400 fs, and the first-to-second-spike intensity ratio of 1:7. The autocorrelation
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Fig. 9.5 CARS images of a diamond film with laser beams focused (a) on the surface of the film
and (b) 10 pm below the surface. The scale bar is 5 pm

trace of the 680-nm second harmonic of the wavelength-shifted soliton PCF output,
used as the Stokes pulse in coherent Raman excitation of optical phonons, visualizes
a hyperbolic secant pulse shape with a pulse width of 120 fs.

Coherent Raman excitation of the 1,332-cm™! zone-center I'®™) (F,) symme-
try optical phonon in our scheme is provided by the 680-nm, 120-fs pulses and one
of the two 623-nm, 180-fs pulses generated by PPLN crystal. The second pulse of
the PPLN output serves as a time-delayed probe, providing optical interrogation of
coherent phonon oscillations through the generation of the anti-Stokes field centered
at 575 nm (inset 1 in Fig. 9.4). The anti-Stokes signal at w, is generated by the
interfering fields produced through the w, =2w; —w, CARS by Raman-resonant
modes and a nonresonant coherent signal originating from the w, =2w; — w, four-
wave mixing process, which does not involve any Raman resonance.

The nondispersive nonlinear-optical susceptibility responsible for the nonreso-
nant component of the CARS signal translates into a fast decaying nonlinear-optical
response function in the time domain. A time-delayed probe is therefore known to
efficiently discriminate the resonant part of the CARS signal, strongly suppressing
its nonresonant component. The pulse shaped second-harmonic PPLN output in our
scheme enables such time-delayed probing of coherently excited optical phonons.
The first pulse in the pair of pulses at the output of the PPLN crystal serves as a
pump field, while the second pulse provides a time-delayed probe.

Due to the nonlinear nature of the coherent Raman process used in our scheme
to excite and interrogate optical phonon modes, the optical-field—phonon coupling
region is tightly confined to the laser-beam-waist area. Due to this feature, coherent
Raman scattering is receiving wide applications as a powerful tool for three-
dimensional bioimaging [68, 69]. Here, we show that coherent Raman scattering
offers unique solutions for a three-dimensional selective interrogation of coherent
phonon modes in the bulk of solids with a submicron resolution in the transverse
plane. In Fig. 9.5, we present the maps of the CARS signal measured by scanning a
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Fig. 9.6 A two-dimensional CARS image (a) and one-dimensional profile of the CARS signal
along the direction shown by the dashed line in Fig. 9.4 for the surface of a diamond film with
small-scale surface corrugation. The scale bar is 2 um

diamond film in the xy-plane perpendicular (Fig. 9.4) to the light beams (the z-axis)
focused on the film surface (Fig. 9.5) and 10 wm below the film surface (Fig. 9.5)
with 74 =0. As can be seen from these images, local variations in film density in
three dimensions can be visualized by scanning the light beams with respect to a
sample along the x-, y, and z-axes. In Fig. 9.5, such local density variations are
observed as bright spots at x = 5.1 um, y = 8.3 pum, and z = 10 pwm, illustrating the
capability of coherent Raman scattering of locally reading out the excitation stored
in optical phonon modes, converting the data stored in these phonon modes into an
optical signal.

The spatial resolution of the coherent Raman technique of optical phonon
interrogation was assessed in an experiment on a synthetic diamond film sample
with submicron surface corrugation, induced by thermal instabilities building up at
the stage of diamond film synthesis. As can be seen from the map of the CARS
signal (Fig. 9.6) and a one-dimensional profile (Fig. 9.6) of the CARS signal along
the direction shown by the dashed line in Fig. 9.6, measured with 74 =0, the
coherent Raman technique can resolve submicron features on the film surface. The
scale of the finest feature resolved in these experiments (the feature centered at
& ~ 8 pm in Fig. 9.6) is estimated as 0.7 pwm.

9.4 Hollow-Core PCFs for the Delivery of High-Peak-Power
Ultrashort Light Pulses

Rapidly developing ultrafast laser technologies offer a vast arsenal of solutions
and instruments for life sciences. Femtosecond light pulses are showing their
utility as a powerful tool for high-resolution bioimaging [56-58], intracellular
nanosurgery [90], laser ophthalmology [91, 92], targeted cell transfection [93],
axotomy [94], all-optical histology [95], targeted action on subsurface cortical blood
vessels [96], and cell fusion [97]. While experiments with free-beam ultrashort
laser pulses interacting with bio-objects show much promise for diversified life-
science applications, such as multiphoton spectroscopy on slices of biotissues
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[56-58], implementation of these approaches in the endoscopic mode, which is
often needed for in vivo work, faces several fundamental challenges. Standard
optical fibers, used for the delivery of ultrashort pulses in the endoscopic mode, tend
to give rise to dispersion-induced pulse stretching and impose severe limitations
on the laser fluence, which needs to be kept below the fiber damage threshold.
In the nano- and picosecond ranges of pulse widths, several attractive solutions
have been demonstrated using hollow-core photonic-crystal fibers (PCFs) [1-3,
98], enabling the fiber delivery of high-energy nanosecond [99] and picosecond
[100] laser pulses for a variety of biophotonic and biomedical applications [101].
For femtosecond pulses with relatively low peak powers, typically employed for
multiphoton absorption and coherent Raman imaging, the fiber-delivery problem
for the endoscopic format of in vivo work can often be resolved by using soliton
regimes of pulse propagation in hollow- [16] and solid-core [19] PCFs, as well
as low-dispersion, low-nonlinearity air-guided modes in this class of fibers [20,
31, 102]. Femtosecond laser surgery, however, requires an adequate level of laser
energy, posing additional serious problems for fiber delivery related to fiber damage
by laser radiation.

Recent experiments show that large-core hollow PCFs operating in the pulse-
compression mode can enable a fiber-format air-guided delivery of ultrashort
infrared laser pulses for neurosurgery applications. We demonstrate that, with an
appropriate dispersion precompensation, a 15-pm-core hollow PCF can compress
stretched 510-fs, 1,070-nm laser pulses to a pulse width of about 110 fs, providing a
peak power in excess of 5 MW. In the experiments presented here, the compressed
PCF output is employed to induce a local photodisruption of corpus callosum tissues
in mouse brain and is used to generate the third harmonic in brain tissues with
backward third-harmonic delivery through the PCF cladding.

Doronina-Amitonova et al. [20] have recently demonstrated that a hollow-core
PCF can serve as an ideal fiber-format spectral filter for an all-PCF platform for
multicolor nonlinear-optical spectroscopy, microscopy, and imaging. Such fiber
filters are especially efficient and useful when integrated on the proposed PCF
platform with PCF supercontinuum sources [8], providing spectral selectivity of
optical excitation, enhancing the detection sensitivity, and protecting detectors
from powerful laser radiation (Fig. 9.7). Hollow-core PCFs [34] can guide light
in a low-index hollow core due to the high reflectivity of their periodically
structured cladding within its photonic band gaps (PBGs). Within the PBGs, the
periodic structure of the cladding serves as an antiresonance reflector, making
the elementary waves reflected from its periodic refractive-index inhomogeneities
interfere constructively in the hollow core, thus producing air-guided PCF modes.
Hollow PCFs for multicolor neuroimaging are designed in such a way as to meet
two goals: (i) to support PBG-assisted guidance within the frequency bands where
parts of the supercontinuum spectrum can selectively interact with the system under
study through molecular vibrations, phonons, or electronic excitation, generating
an optical response, and (ii) to induce a high leakage loss within the bands where
powerful laser radiation or unwanted fluorescence needs to be blocked for a better
protection and a higher sensitivity of detection.
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Standard fiber

Fig. 9.7 (a) A hollow-core PCF spectral filter integrated with a PCF-based source of super-
continuum radiation. (b) A hollow-core PCF probe (lower panel) versus a standard fiber probe
(upper panel). The hollow-core design helps suppress an intense background related to the Raman
scattering in silica

The PCF architecture is instrumental in addressing the problem of the Raman
background, which is inevitably generated by the optical pump inside the fiber,
making it one of the key issues of fiber components intended for the delivery of
low-intensity optical signals (Fig. 9.7, upper panel).

In the PCF format (Fig. 9.7, lower panel), the level of the Raman background can
be radically reduced by decreasing the content of silica in the fiber, i.e., by increasing
the air-filling fraction in the PCF. For a hollow PCF used experiments [103], the high
air-filling fraction of the cladding helps keep the Raman background well below
10 % of the photoluminescence response from NV centers, which infiltrate the fiber.

9.5 Conclusion

We have shown in this chapter that PCFs offer an attractive platform for the
development of the key components for nonlinear-optical microspectroscopy. En-
hanced nonlinear-optical processes in solid- and hollow-core PCFs enable the
generation of frequency-tunable radiation within the wavelength range stretching
from the ultraviolet to the near-infrared with output pulse widths ranging from
tens of femtoseconds to a few picoseconds and peak powers from a few watts to
several megawatts, suggesting a convenient, efficient, and compact fiber format
of short-pulse sources for time-resolved nonlinear spectroscopy and microscopy.
Frequency-shifted solitons generated in properly designed PCFs can coherently
add up, with an appropriate group-delay compensation, to synthesize few-cycle
light pulses. Large-core hollow PCFs enable a fiber-format air-guided delivery of
ultrashort infrared laser pulses for neurosurgery applications.
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10
Structure Property Relationships for Exciton
Transfer in Conjugated Polymers

Trisha L. Andrew and T.M. Swager

10.1 Introduction

Conjugated polymers (CPs) are useful materials that combine the optoelectronic
properties of semiconductors with the mechanical properties and processing ad-
vantages of plastics. In general, CPs in their neutral state are wide band-gap
semiconductors with direct band gaps [1]. Many CPs have an extremely large
absorption cross section (¢ &~ 10713 cm?) because the ¥ — y* transition is allowed
and the quasi one-dimensional electronic wavefunctions have a high density of states
at the band edge [2]. Additionally, a CP can exhibit strong luminescence depending
on the system. The luminescence efficiency is primarily related to the delocalization
and polarization of the electronic structure of the CP [1].

A vast number of studies on oligomers confirm that the electronic states in
a CP have limited delocalization, and the electronic structure of a given CP is
often determined by 7-13 repeating units. This is particularly prevalent in systems
containing aromatic rings since the aromatic character localizes the electronic wave
functions. As a result of this localization, a CP’s band gap is largely determined by
its local electronic structure [1].

The emission of CPs is dominated by energy migration to local minima in
their band structures. For example, the emission from electroluminescent devices
occurs from regions with greatest conjugation [3] and the emission from complex
ladder polymers can be dominated by defect sites present in low concentration
[4]. However, a fundamental understanding of the relative mechanisms of energy
migration in these systems remains elusive. This inherent difficulty is a result of
the fact that CPs have disordered dynamic conformations that produce variable
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electronic delocalization, both within a given polymer and between neighboring
polymer chains [5]. To improve this situation, it is necessary to design polymers with
specific structures and properties intended to test proposed mechanisms of energy
migration.

In this chapter, we review the photophysical properties of and exciton transport
in a series of poly(p-phenyl ethynylene)s (PPEs, see Fig. 10.1). First, the use of
energy migration in PPEs to create signal gain in chemical sensors is discussed.
Next, we detail the importance of dimensionality and molecular design in directing
excitations and the effect of excited-state lifetime modulation on energy migration
in PPEs. The ability to extend electronic delocalization and induce well-defined CP
conformations in liquid crystal solutions is also discussed. We restrict our analysis to
primarily poly(p-phenyl ethynylene)s (PPEs), as details relating to energy migration
in other common luminescent polymers, such as poly(phenylene)s and poly(p-
phenylene vinylene)s, will be addressed in later chapters.

10.2 Signal Gain in Amplifying Fluorescent Polymers

Rigid rod CPs, such as PPEs (Fig. 10.1), may be thought of as “molecular wires”
with well-defined lengths proportional to molecular weight. Therefore, PPEs can be
used to interconnect, i.e. wire in series, receptors to produce fluorescent chemosen-
sory systems with sensitivity enhancements over single receptor analogues [6]. In
a PPE with a receptor attached to every repeat unit, the degree of polymerization
defines the number of receptor sites, n. If energy migration is rapid with respect
to the fluorescence lifetime, then the excited state can sample every receptor in the
polymer, thereby allowing the occupation of a single binding site to dramatically
change the entire emission of the PPE. In the event that a receptor site is occupied
by a quencher, the result is an enhanced deactivation of the excited state [6]. For
isolated polymer chains in solution, the sensitivity may be enhanced by as much
as n times over single-molecule receptors; however, larger effects may occur in the
solid state wherein interpolymer energy transfer may also occur (Fig. 10.2).

This concept is demonstrated by studying the fluorescence quenching responses
of model compounds 1-2 and their corresponding PPEs, P1-2 (see Fig. 10.3). The
operative interaction that leads to quenching of fluorescence in these systems is
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Fig. 10.2

the formation of a pseudorotaxane between a bis(p-phenylene)-34-crown-10 (BPP)
moiety and paraquat, PQ**, a well-known electron transfer quenching agent (see
Fig. 10.2) [7].

Electron transfer fluorescence quenching by PQ>* can occur by either dynamic
(collisional) or static (associated complex) processes. The dependence of the
fluorescence intensity on the quencher concentration follows the Stern-Volmer
relationship, whose general form is shown in Eq. 10.1 [8].

F,
70 =1+ Kp[Q]e"? (10.1)

In this equation, Fy and F are the fluorescence intensities in the absence and
presence of the quencher, respectively, Kp denotes the dynamic quenching constant,
and V represents the static quenching constant. When [Q] or V is very small, the
contribution from static quenching can be approximated by a linear function of
quencher concentration and Eq. 10.1 simplifies to:

F

70 = (1+ Kp[Q]) (1 + Ks[Q]) (10.2)

where Kg now denotes the static quenching constant. Furthermore, if either a static
or dynamic process dominates the quenching response, Eq. 10.2 can be further
simplified to include only one linear term:

fo_ 1+ Kalo) (103)

where Kgy is either the dynamic (Kp) or static (Kg) quenching constant. When
the fluorophore and the quencher form a simple one-to-one dark complex, Kgy is
equivalent to the association constant, K,. However, for systems with more complex
species, the quenching profile may deviate from the linear function and the more
general form of the Stern-Volmer relationship (i.e., Eq. 10.1) must be used [8].
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In static quenching, diffusion rate of the quencher is not a factor and the
fluorescence lifetime of the fluorophore, T, is independent of [Q]. However, for
purely dynamic quenching, the excited state is quenched by a collision with the
quencher and thus the lifetime is truncated with added quencher [8]. As a result,
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monitoring the changes in the lifetime of the fluorophore with added quencher
represents the conventional practice for determining the dynamic quenching con-
stant independent of the static quenching process. The correlation of lifetime with
quencher concentration can be expressed as:

% =1+ Kp[O] (10.4)

The structures of the model compounds and polymers used to investigate
amplified fluorescence quenching are shown in Fig. 10.3, along with their quenching
constants with PQ?** [9]. Comparing 1 and P1, a 16-fold enhancement in the
dynamic quenching constant is observed upon transitioning from a small molecule
to a conjugated polymer (35 vs. 574 M™!, respectively), even in a system lacking the
BPP receptor. This enhancement results from the extended electronic structure of the
polymer, which produces a mobile delocalized excited state and a larger effective
size. It is important to note that this enhancement occurs in spite of the fact that
the lifetime of P1 (0.5 ns) is shorter than that of 1 (1.2 ns). When the BPP receptor
is introduced, addition of PQ>** results in the formation of a charge transfer (CT)
complex with either an associated red-shifted absorption onset or the growth of a
new CT band and static quenching dominates. A 66-fold increase in Kg value is
observed for conjugated polymer P2 relative to small molecule 2, in agreement
with our model for signal amplification due to a collective system response (see
Fig. 10.4).

The degree of enhancement resulting from energy migration is determined by the
radiative lifetime and the mobility of the excitations in the polymer. Longer lifetimes
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and higher mobilities will produce longer average diffusion lengths. For isolated
polymers in solution, if this diffusion length exceeds the length of the polymer, then
an increase in molecular weight will produce greater enhancements. Accordingly,
lower molecular weight analogs of P2 display smaller values of Kg than higher
molecular weight analogs: Kg = 105,000 M~ for M,, 122,500 but Kg = 75,000 M~!
for M,, 31,100. However, it must be noted that the value of Kg remains largely
unaffected after the molecular weight of the polymer exceeds ca. 65,000. This result
reveals that the exciton was not able to visit the entire length of the higher molecular
weight polymers because of its limited mobility and finite lifetime (there is always
competitive relaxation to the ground state). Therefore, one can conclude that the
exciton diffusion length in a PPE is approximately 140 (Ph-CC-) units [9].

Additionally, the para-linked polymer P2 is observed to be more effective at
energy migration than both its meta-linked analog, P3, and a poly(thiophene)
analog, P4. This difference exists in spite of the fact that the lifetime of P3 (1.88 ns)
is about a factor of 3 longer than that of P2 (0.64 ns). The observation that
excitations in P3 have longer lifetimes indicates that energy migration is slower
in this system relative to P2.

It can be argued that the greater tendency for energy migration in para-linked P2
over meta-linked P3 might be expected based on delocalization; however, greater
delocalization is not a guarantee of superior performance. This fact is illustrated by
polymer P4, which displays a Kg value of only 5,340 M~'. This result indicates
that P4 is less effective at energy migration than P2, even though poly(thiophene)s
display much greater bandwidths (delocalization) relative to PPEs.

10.3 Directing Energy Transfer Within CPs: Dimensionality
and Molecular Design

10.3.1 Solutions vs. Thin Films

As stated before, the emission of conjugated polymers is often dominated by
energy migration to local minima in their band structures. For example, selective
emission from states associated with anthracene end groups has been demonstrated
in solutions of PPEs (see Fig. 10.5) [10]. As is characteristic for most PPEs,
PS displays a broad absorption band centered at 446 nm and a relatively sharp
emission spectrum with vibronically-resolved (0,0) and (0,1) bands centered at 478
and 510 nm, respectively. In the case of P6, however, where terminal anthracene
units are present, the solution emission spectrum is dominated by a single band
at 524 nm, which corresponds to emission from the anthracene end-group. The
fluorescence quantum yields of P5 and P6 are roughly comparable (0.35 and 0.28,
respectively), the emission spectra of both polymers are insensitive to the excitation
wavelength and their corrected excitation spectra match the absorption spectra, thus
confirming that the 524 nm band of P6 results from excitation of the bulk material
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and subsequent energy migration to the lower energy end-groups. By comparison
of the emission intensities of the 524 nm band and a residual 474 nm band (that
corresponds to fluorescence from the PPE backbone) in the emission spectrum of
P6, it was concluded that the energy transfer from the polymer backbone to the
anthracene end-groups proceeded with >95 % efficiency in solution.

Energy transfer in a related PPE, P7, (see Fig. 10.6) however, was found to be
more sensitive to the physical state of the system. In solutions of P7, emission
from both the polymer backbone and anthracene end-group can be observed in
an approximately 2:1 ratio. On the other hand, thin films of P7exclusively display
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emission from the anthracene end groups at 492 nm. Therefore, transitioning from
a 1-D solution system to 3-D thin films enables intra- and interpolymer energy
transfer, which results in more extensive exciton migration to energy minima.

Although PPEs superficially appear to have rigid-rod structures, materials with
higher degrees of polymerization exhibit coiled solution structures with persistence
lengths of approximately 15 nm [11]. For isolated polymer chains in dilute solutions,
the migration of excitations along the polymer backbone follows the random walk
statistics of 1-D diffusion. Therefore, given that the exciton diffusion length in PPEs
is ca. 140 (Ph-CC-) units, one-dimensional exciton transport requires (140)> hops to
travel 140 linear hops. Although this means that the exciton can theoretically sample
approximately 20,000 phenylethynyl repeat units, 1-D random walks do not provide
the optimal pathway for energy migration (and thus signal amplification) because
an excitation necessarily retraces portions of the polymer backbone multiple times.
Hence, it is necessary to enable 2-D and 3-D random walks of the excitations.
This increased dimensionality decreases the probability of an excitation retracing a
given segment of the polymer and thereby produces a larger amplification in sensory
schemes.

It is for this reason that thin films of conjugated polymers can serve as unparalled,
highly-sensitive chemosensors (exemplarily for TNT [12]). In general, increases in
the diffusion length of the exciton within the CP thin film will enhance the sensitivity
of the chemosensor. As shown in Fig. 10.7, the exciton diffusion length (L) is
provided by the product of the energy transfer rate (v) and lifetime (t) of the exciton.
The energy transfer rate, v, is dependent in part, on the extent of delocalization in the
polymer, the effective mass of the exciton, and the energy surface topology of the
CP thin film. The lifetime of the exciton is largely defined by the photophysics of
the polymer repeat unit and can be further influenced by the presence of interchain
interactions and quenchers.

Within thin films, individual polymer chains electronically couple, thus en-
couraging interpolymer energy transfer. The efficiency of intermolecular energy
migration depends on facile dipolar Forster-type processes, which are optimal when
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Fig. 10.8

the transition dipoles of the donor and acceptor groups are aligned. As a result, films
of aligned polymers with extended chain conformations provide an ideal situation
for energy migration. Such optimal polymer conformations are best achieved by
forming monolayer or multilayer films of PPEs prepared by the Langmuir-Blodgett
(LB) deposition technique [13].

For example, a striated multipolymer system composed of three different PPEs
with tailored absorption and emission maxima designed to have large spectral
overlap between a donor emission and an acceptor absorption can be precisely
fabricated using the Langmuir-Blodgett technique (see Fig. 10.8) [14]. In this
system, spectral overlap encourages energy transfer from P8 to P2 and from P2
to P9. Polymers P2 and P9 are also non-aggregating and ampiphilic, thus allowing
manipulations at the air-water interface. The trilayer assembly was created by first
spin-coating the shortest-wavelength polymer, P8, on a glass substrate. Next, 16
LB layers of P2 were coated over this spin-cast film and finally a single monolayer
of P9 was coated, thus providing a composite film where the band gap decreases
directionally from the substrate to the polymer-air interface. Excitation of the
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Fig. 10.9

three-component film at 390 nm (Ayax of P8) resulted in an emission spectrum
consisting of three peaks: two small peaks at 423 and 465 nm, which are attributed
to emission from P8 and P2, respectively, and a third, dominant peak at 512 nm
that is a result of energy transfer from P8 and P2 to P9 and subsequent emission
from P9. The observation that most of the excitation energy is transferred from P8
through 16 layers of P2 to P9 demonstrates that energy can be efficiently moved
in the z-direction, thereby concentrating the energy at the film-air interface. Direct
excitation of P9 at 490 nm resulted in a peak at 512 nm of much lower fluorescence
intensity than the peak resulting from excitation at 390 nm; the difference in
fluorescence intensity is directly proportional to the difference in optical density
at 390 nm versus 490 nm, again confirming the efficiency of energy transfer.

10.3.2 Aggregates

Continuing with the aforementioned practice of using anthracene moieties as low
energy emissive traps, PPEs P10 and P11 (see Fig. 10.9) incorporating anthryl units
were synthesized and investigated (polymer P11 is simply a polyelectrolytic analog
of P10) [15, 16]. In contrast to polymers P6 and P7, which contained anthracene
moieties as end groups, polymers P10 and P11 are random copolymers containing
small concentrations (1-9 %) of an anthryl comonomer. However, the optical effects
of incorporating anthryl moieties into the polymer backbone are largely similar
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to those observed with P6 and P7: new, intense, long-wavelength emission bands
that are sensitive to the dimensionality of the system are observed. For example,
the effect of anthracene incorporation can best be appreciated upon comparing the
emission spectra of P10 with that of P12, which is an anthryl-free analog of P10.
PPE P12 displays the characteristic two-band emission spectrum of PPEs, with an
emission maximum at 433 nm in solutions and in thin films. Solution emission
spectra of P10 exhibit these same two bands, but also display a third, green emission
band centered between 500 and 520 nm (depending on the percent of anthryl
comonomer) that greatly increases in intensity in thin films of P10. Furthermore,
P10 has a long (1.5-1.9 ns) excited-state lifetime, as compared to P12 (0.44 ns).

As discussed before, the green band emission from P10 is much more pro-
nounced when the polymer is in its film state than when it is dissolved in dilute
solutions because of the enhanced exciton migration present in CP films (3-D)
relative to that present in dilute polymer solutions (1-D). In dilute solutions only
intrachain exciton migration is possible because individual polymer chains are
isolated from one another. However, in the film state, chains of P10 are aggregated
within close proximity to each other such that interchain exciton migration becomes
possible. If the low-energy exciton trap sites are emissive, such as the anthryl defect
sites in P10 and P11, then they can dramatically alter the emission spectra of CPs
in their film state.

To further investigate the effects of exciton migration on luminescence proper-
ties, absorption and fluorescence spectroscopy were conducted on PPE solutions in
various degrees of aggregation. By adding a poor solvent (i.e., a solvent in which
P10 is in a collapsed or aggregated state) to a PPE solution dissolved in a good
solvent (i.e., a solvent in which the polymer is in an expanded and well-dissolved
state), one can study the polymers in various degrees of aggregation. In dilute
THEF solution, P10 was well-dissolved and individual polymer chains were isolated;
therefore, only intrachain exciton migration is possible and the small concentration
of emissive exciton traps was not noticeable in the fluorescence spectra. Thus, THF
solutions of P10 appear fluorescent blue, as characterized by the sharp emission
band around 432-434 nm. However, in a 50:50 THF:H,O cosolvent mixture,
P10 was present in the aggregated state, held together by hydrophobic and -y
interactions. Upon aggregation, interchain exciton migration became significant, so
the emissive exciton traps noticeably altered the fluorescence spectra, exhibiting a
dominant green emission band around 513 nm. If the ratio of the anthryl comonomer
in P10 is increased, the ratio of green to blue emission (Igreen/Ipiue) in the aggregated
state also increases.

Furthermore, the fluorescence color change of P10 dispersed in a solid poly(vinyl
alcohol) (PVA) matrix was investigated. PVA is a water soluble polymer that has
been widely used to make water-permeable hydrogels. In order to disperse P10
in PVA, a THF solution of P10 was quickly added into an aqueous solution of
PVA and the resulting, precipitated polymer blend was crosslinked with glutaric
dialdehyde before isolation. Upon washing the P10/PVA blend with THF, it became
fluorescent blue and remained so even after drying. Subsequently, submerging
this blend into pure water for 2 min causes it to become fluorescent green.
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The observed blue-to-green fluorescence color change was attributed to the water-
induced aggregation of the PPE chains within the PVA matrix. Surprisingly,
re-washing this fluorescent green blend in THF did not restore blue fluorescence—
this was probably due to the difficulty of separating individual PPE chains once they
become strongly aggregated in 100 % water.

The phenomenon of enhanced exciton trapping in PPE aggregates was exploited
to make aggregation-based sensors for nonquenching multicationic analytes [16].
Nonquenching analytes are described as analytes that cannot participate in direct
quenching of the inherent fluorescence intensity of a CP via electron transfer or en-
ergy transfer due to incompatible redox and spectral properties, relative to the pho-
toexcited CP. Examples of such analytes are biologically-relevant small-molecules,
such as multicationic spermine and spermidine, and neomycin (see Fig. 10.10).
It was found that spermine, spermidine, and neomycin induced the formation of
tightly associated aggregates in ethanol solutions of the polyelectrolyte P11, which
was accompanied by a visually noticeable blue-to-green fluorescence color change
(Fig. 10.11). Dicationic and monocationic amines were not observed to affect this
change, thus demonstrating that a conjugated polyelectrolyte sensor relying on
nonspecific, electrostatic interactions may still attain a certain level of selectivity.

Although CP aggregates represent another option to enable 3D exciton migration
(other than thin films), it must be noted that, with few exceptions, the strong
electronic interactions between chains of conjugated polymers that accompany
aggregation dramatically lower their quantum efficiency. This is due to the phe-
nomenon of self-quenching, which can be generally described as any interaction
between an excited molecule, M*, and a ground-state molecule of the same type, M,
that leads to fluorescence quenching of M*[17]. Therefore, it is generally true that
the design principles for maintaining high quantum yields in conjugated polymers
have been diametrically opposed to those for the optimization of charge and exciton
transport, which encourage greater interpolymer contact [18, 19].
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However, it is possible to produce strongly interacting polymer chains with 3D
electronic interactions while maintaining high luminescence efficiency (Fig. 10.12).
Specifically, it has been proposed that an oblique orientation between neighboring
transition dipole moments of conjugated polymers will prevent self-quenching [20].
Based on an exciton-coupling model, a parallel orientation of polymer chains is
expected to result in cancellation of transition dipoles to give a forbidden Sy-S;
transition, but coupled chromophores with oblique organizations should exhibit
an allowed Sp-S; transition [21]. Therefore, by incorporating specific chemical
structures within the repeat unit of a CP that enforce an oblique arrangement of
chain segments, highly luminescent CP aggregates can be accessed. Following
this concept, we will describe two PPE systems that exhibit a highly emissive
aggregated phase and discuss the role of specific chemical structures in enabling
oblique packing of chromophores.
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Fig. 10.13

Pentiptycene (see Fig. 10.13) displays a rigid, three-dimensional structure,
which, upon inclusion within a CP backbone, effectively prevents y-stacking or
excimer formation between individual chains [18]. In comparison with analogous
PPEs lacking a pentiptycene comonomer, thin films of P13 display enhanced
fluorescence quantum yield and stability. Moreover, thin films of P13 exhibit
exceptionally high sensitivity as an artificial fluorescent chemosensor for the vapors
of nitroaromatic compounds, such as TNT and 2,4-dinitrotoluene (DNT) [12].
Essentially, the pentiptycene moiety imparts a porosity to solid-state structures
(Fig. 10.13, top right) that prevents direct electronic interaction between polymer
chains (thus inhibiting self-quenching) while still allowing for strong dipole-dipole
interactions (thus enabling 3D exciton migration).

Given the rigid structure of pentiptycene-incorporated PPEs, however, it was
not initially anticipated that oblique aggregates of such polymers could be formed.
Therefore initial investigations [22] into fabricating obliquely-aligned PPE ag-
gregates were carried out with P14. Chiral side chains were introduced into the
repeat unit with the expectation that chirality, coupled with the normal twisting
of polymer backbones will yield self-assembled, ordered aggregates. Although
enantiomerically-pure P14 was found to initially form chiral aggregates in 40 %
methanol/chloroform (see Fig. 10.14), the fluorescence intensity of these aggregates
was strongly decreased relative to isolated polymer chains in dilute chloroform
solutions. Moreover, the preliminary chiral structures thus formed ultimately re-
arranged to favor a stronger aggregate with coincident alignment of polymer chains
at methanol concentrations higher than 50 %. The resultant organization gave a
low or nonexistent dihedral angle between polymer chains and, as expected, the
fluorescence quantum yield dropped to <5 % of its original value.

Therefore, in order to stabilize a strongly aggregated chiral and emissive
organization of polymers while preventing aggregated chains from achieving
a collinear structure, pentiptycene-containing structures were investigated [22].
Although pentiptycene-containing PPEs were not expected to form aggregates, it
was initially found that addition of methanol (30 %) to solutions of P13 yielded
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Fig. 10.14

aggregates with significantly quenched emission (® = 0.21). These aggregates were
much slower to assemble than those of P14 and it was hypothesized that the polymer
chains assemble into an interlocking structure, in which the polymer chains are
constrained in the clefts between the pentiptycene groups (see Fig. 10.14). Con-
sidering that such an interlocking structure would prevent a coincidence of strongly
interacting polymer chains, the aggregation behavior of an enantiomerically-pure,
pentiptycene-containing PPE, P15, was investigated. On the basis of solvent-
dependent circular dichroism and absorbance spectroscopy, P15 was indeed found
to form restricted chiral aggregates in a poor solvent (methanol) yet still retain the
majority of its fluorescence intensity (® = 0.61).

This unique aggregated state of P15 also showed sensitivity enhancements
toward nitroaromatics. In solutions, fully aggregated P15 was 15-fold more sensitive
to fluorescence quenching by TNT and DNT than fully-solvated P13. In addition,
spun-cast films of aggregated P15 displayed a fourfold increase in sensitivity toward
TNT vapor (75 % fluorescence quenching within 10 s) over optimized thin films of
P13. The increased sensitivity of the fluorescent, chiral aggregates is proposed to
derive from both an improved exciton diffusion length in the 3D-coupled chiral
grids and an extension of the polymer conjugation length in the highly organized
aggregated structure.
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Fig. 10.15

In addition to pentiptycene moieties encouraging an oblique packing of PPE
chains, other three-dimensional structures, such as cyclophanes, were also found
to yield emissive PPE aggregates.[23] Specifically, spun-cast samples of polymer
P16 (Fig. 10.15) displayed a visible, strong yellow emission that could be assigned
to fluorescence from aggregated main chains. Notably, P16 has a very low solution
fluorescence quantum yield (® =0.06) due to electron transfer quenching of the
polymer excited state by the amine residues. However, the aggregated phase of
P16 has a quantum yield 350 % (® =0.21) of its solution value. This observation
is unique because most other examples of conjugated polymer aggregates display
fluorescence quantum yields that either match (at best), or are only a few percent
of the solution values. In this case it is likely that the system displays a disordered
structure and that isolated oblique aggregates are a minority species. The strong
emission is a result of the fact that these aggregates are low energy species and that
energy migration results in a disproportionate emission intensity.

10.3.3 Kinetics of Energy Migration in Thin Films

In order to ascertain the photophysical and energy transport properties of PPEs,
highly aligned Langmuir-Blodgett (LB) multilayers of P2 that were surface modi-
fied with luminescent traps (acridine orange, AQ) were fabricated and investigated
[24]. The LB deposition technique produced highly anisotropic films of P2 with
a well-defined thickness. The film thickness increases linearly with the number
of layers transferred, thereby producing a well-defined geometry and distance for
which to study energy migration processes.

The fact that energy migration is present in P2 could be readily seen in
wavelength-dependent lifetime measurements on spin-cast films. The excited state
lifetime was observed to increase when monitored at progressively longer wave-
lengths (A =460, 475, and 495 nm). These lifetime characteristics are consistent
with a model that describes the polymer as a continuous distribution (usually
Gaussian) of site energies. In this model, each state corresponds to a conjugated
polymer segment that is interrupted by chain defects (conformational or chemical),
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with the longer segments having lower energy, and energy migration is described
as incoherent hopping of excitations to lower energy states. Emission from high-
energy states (i.e. shorter wavelength of emission) should exhibit a faster decay rate
due to energy transfer to lower energy chromophores within the system, consistent
with what was observed for spin-cast films of P2. Evidence for intrachain energy
migration in P2 is likewise provided by fluorescence depolarization measurements,
which will be discussed in a later section.

Emissive trapping sites were deposited selectively on the film surfaces by dipping
LB films into methanol solutions of AO, which was chosen because its emission and
absorption spectra are well separated from those of P2 and its absorption spectrum
has good overlap with the emission of P2. Additionally, the solubility of AO was
almost orthogonal to that of P2, which allowed LB films of P2 to be dip-coated in
solution of AO with varying concentrations. AQ was found to selectively localize at
the film’s surface, as evidenced by the fact that the ratio of AO fluorescence intensity
between films of different thicknesses examined immediately after dipping or after
extended periods of time remained constant. Polarization measurements showed that
the AO transition dipole was principally aligned parallel to the polymer chain.

In the simplest case of energy transfer to AO from a monolayer of P2, the
average lifetime of an excitation (t) in an infinite one-dimensional chain with
randomly distributed efficient quenching traps should be T = 1/(2WC?), where C
is the trap concentration and W is the hopping rate between neighboring sites.
Therefore, the steady-state transfer rate should be proportional to C2. In contrast,
it was found that the degree of energy transfer to AO traps from a monolayer of
P2 was linearly dependent on the concentration of AO. This observation can be
explained by either one-dimensional energy migration with inefficient trapping or
two-dimensional transport. Considering that monolayer films of P2 organize into
highly aligned structures that could potentially allow excitations to undergo efficient
interpolymer energy transport, the latter explanation of two-dimensional transport
is more likely.

If the number of LB layers was varied, an increase in the AO emission with
increasing polymer layers was observed, up to 16 layers. At low concentrations of
the AO trap, the AO fluorescence had a linear dependence on AO concentration,
similar to the monolayer system described above. This last point leads to the
conclusion that, at low AO concentration, the steady-state energy transfer rate in
a monolayer film is less than 1/t, where t is the polymer’s excitation lifetime.
Moreover, the fact that the relative fluorescence of AO increases with increasing
numbers of polymer layers is a direct indication of a transition to a three-
dimensional energy migration topology. The observation of saturation behavior in
films with higher numbers of layers is a manifestation of the diffusion length for
energy migration. The increase in the efficiency of energy migration to surface traps
with increasing film thickness may, at first glance, seem counterintuitive since the
concentration of AO relative to that of P2 is actually smaller in thick films. However,
this increased trapping efficiency is a direct result of the fact that three-dimensional
exciton migration necessarily creates a more efficient trapping process.
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X-ray measurements on the monolayer and multilayer films revealed that the
thickness per layer is 11 A. Since the bimolecular Férster radius for most organic
compounds is 20-60 A, dipole- dipole excitation transfer between polymers must
be involved as part of the mechanism for energy transfer to the AO trap.

In order to model the various energy transfer processes in LB films of P2
surface modified with AQ, rate constants for each possible energy transfer and
decay process for an N-layer system were assigned. Figure 10.16 outlines these
rate constants and their associated processes for a three-layer system. Since PPEs
have a relatively large band gap and a narrow bandwidth, excitations were assumed
to exist as strongly bound excitons. Assuming a steady-state population of all
excited species, a set of balanced equations can be formulated (see Fig. 10.16) and,
ultimately, the relative intensity of AO fluorescence versus number of LB layers
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can be modeled. Such modeling has determined, firstly, that the rate of energy
transfer between layers exceeds 6 x 10'! s™!. This high rate results in a uniform
excitation population throughout all the layers of the LB films. Additionally, the
model confirms the saturation of AO fluorescence intensity with increasing LB
layers.

Therefore, it is clear that an optimal thickness will exist in sensor schemes
requiring exciton trapping at the polymer surface. However, it must be pointed
out that additional enhancements in energy migration may be possible by creating
multilayer structures that provide vectorial energy transport in a specific direction.
For example, in the striated, three-component film depicted in Fig. 10.8, energy was
preferentially transferred to the surface by utilizing layers of sequentially decreasing
band gap and, in this way, the 16-layer energy transfer limitation for PPEs was
overcome.

10.4 Lifetime Modulation

As discussed above, a thorough understanding of the mechanisms underlying energy
migration in CPs is necessary to design its enhancement. The high efficiency
of energy transfer in most conjugated systems relative to systems with pendant
chromophores suggests that strongly coupled electronic intrachain (Dexter-type)
processes may increase transport in these systems over those provided solely
by the dipole-dipole (Forster-type) interactions that govern weakly interacting
chromophores. Discrepancies between the two mechanisms allow the determination
of which process dominates in a given system. [25]

As derived by Forster, the dipole-dipole approximation yields a transition
probability (kgr):

k2J 8.8 % 107 Bmol
n4roR6DA

ker = (10.5)

where k is an orientation factor; n is the refractive index of the medium, 1 is the
radiative lifetime of the donor; Rp, is the distance (cm) between donor (D) and
acceptor (A); and J is the spectral overlap (in coherent units cm® mol™!) between
the absorption spectrum of the acceptor and the fluorescence spectrum of the donor.
Therefore, a weakly allowed transition, as manifest in a long radiative lifetime,
should discourage purely coulombic energy transfer.

Electron exchange effects contributing to energy transfer described by Dexter
account for shorter-range processes that result from direct wave function overlap of
interacting molecules. In this case, the transition probability is described by

kpr = KJe- P (10.6)
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Where K is related to specific orbital interactions; J is the spectral overlap; Rpy is
the donor-acceptor distance; and L is the van der Waals radii distance between donor
and acceptor. This process is often termed electron exchange because molecule must
be almost within the van der Waals radii of each other to interact. In the specific
case of CPs, chromophores are directly conjugated, and therefore, one might expect
the Dexter mechanism to dictate the overall efficiency of energy migration, at least
within the polymer backbone.

To determine the dominant intrachain energy migration mechanism in PPEs, the
unique oscillator strength independence of the Dexter mechanism was invoked to
guide the design of polymers with long radiative lifetimes. Long radiative lifetimes
translate into reduced oscillator strengths of D* to D and A to A* transitions, which,
according to the Forster mechanism (Eq. 10.5), would result in a severely truncated
rate of energy transfer. However, because the Dexter electron exchange mechanism
does not depend on the oscillator strength, longer lifetimes affected by less allowed
transitions can serve to increase energy transfer by providing more time for the
excitation to migrate before radiative decay [25].

10.4.1 Triphenylene-Incorporated PPEs

Long-lifetime PPEs can be accessed by incorporating structures with extended
aromatic cores, such as triphenylene, dibenzo[g,p]chrysene and benzothiophene,
into the backbone of the polymer. Triphenylene has a well-known symmetrically
forbidden ground state transition and therefore exhibits a long excited state lifetime.
Although incorporation into a CP will decrease the triphenylene’s symmetry, it was
hypothesized that the strong aromatic structure would dominate the photophysics
of the resulting polymer. In order to determine the general effect of triphenylene
incorporation, a family of triphenylene-based PPEs (TPPEs) was synthesized along
with chemically similar phenylene analogs (see Fig. 10.17) [26]. Polymers were
size-selected by gel permeation chromatography to ensure comparison of similar
chain lengths and the excited state lifetimes were measured in the frequency domain
in methylene chloride solutions. It was found that triphenylene incorporation
universally extended the excited state lifetime of targeted PPEs without severely
compromising quantum yield. The combination of @ and t data demonstrate that
the enhanced lifetimes are principally due to differences in radiative rates and not
differences in non-radiative rates.

In PPEs where the excitation is more localized, the lifetime enhancing effect
of the triphenylene moiety was more pronounced. An example is P23, consisting
of a triphenylene monomer and a biphenyl monomer. Because biphenyl planarizes
in the excited state, a large Stokes shift is observed in the resulting polymer. This
process serves to localize the excitation and the radiative decay rate becomes more
competitive with energy transfer. Consequentially, the lifetime of P23 is about
three times longer than its phenylene analog, P24. This effect is also observed
in meta-linked PPE, P27: the meta linkage disrupts conjugation, thus localizing
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the excitation and resulting in one of the longest lifetimes observed for TPPEs.
As expected, PPEs with a larger triphenylene component demonstrated more
pronounced lifetime enhancement relative to their phenylene analogs (P19 vs. P20).

In addition, electrostatic variation in TPPEs was found to lead to excited state
interactions. The long lifetime (4 ns) observed for P25 most probably arises from
an exciplex that is formed between the triphenylene moiety and its electron deficient
tetrafluorinated comonomer. This proposal is also supported by the broad, red-
shifted emission spectra recorded for P25. Notably, these features were not observed
for the phenylene analog, P26, thus suggesting that the flat, electron-rich nature of
the triphenylene is necessary to induce exciplex formation.
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The relationship between excited-state lifetime and energy migration can be
investigated through fluorescence depolarization measurements [25]. A simplified
pictorial depiction of depolarization due to energy migration in conjugated polymers
is shown in Fig. 10.18. The excitation beam is vertically polarized and therefore only
vertical transition dipoles are initially excited on the CP chain. Vertically polarized
excitons on the polymer chain can migrate and, as they move over a disordered
polymer chain, can lose their initial polarization. The emission of the CP is thus
depolarized relative to the excitation beam. Therefore, the amount of measured
depolarization directly indicates the extent of energy migration in the conjugated
polymer.

Since all polymers studied were high molecular-weight materials, they can be
considered rotationally static over the emission lifetime of the polymer. Therefore,
energy migration is the major contributor to the fluorescence depolarization in
conjugated polymers, and the exciton loses more of its initial polarization as
it diffuses along a disordered polymer chain. The polarization value, P, was
determined from the standard equation

_h-GL

= 10.7
I +GIy ( )
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where I} and I are the intensities of emissions detected parallel and perpendicular
to the polarization vector of the incident light, respectively, and G is an instrumental
correction factor. Theoretically, the highest value of P for a randomly-oriented,
isolated, fixed chromophore with coincident transition dipoles for absorption and
emission is 0.5.

Concurring with lifetime data, depolarization was found to be universally more
pronounced in TPPEs than their phenylene analogs (Fig. 10.19, left). In the case
of polymers P21 and P22, the kinked thiophene linkage resulted in a much
greater depolarization than in other polymers studied. Greater polarization loss per
migration step is expected in a kinked structure. Polymer P27, with its localizing
biphenyl monomer, retained one of the highest polarization values. Polymer P25,
however, displayed the highest polarization value among the TPPEs. The energy
minimum formed by its exciplex probably quickly traps the wandering excitation,
thus reducing energy migration.

Additionally, the fluorescence depolarization of a subset of polymers as a
function of excitation energy was studied in order to separate depolarization
owing to energy migration from that due to absorption/emission dipole alignment
(Fig. 10.19, right). If energy migration is indeed present, then polarization values
should decrease as excitations move to shorter wavelengths. Measurements were
performed on materials selected for similar chain length, all above the small
molecular weight regime. As excitation energy is increased, it was found that both
the TPPEs and their phenylene analogs display lower P values, consistent with
population of higher energy excitons that readily lower their energy by migration to
lower energy states. However, polarization continued to significantly decrease with
shorter wavelengths of excitation in TPPEs but only leveled off in PPEs, indicating
that radiative rates of emission are not competitive with energy migration in TPPEs
as they are in PPEs. If the Forster mechanism dominated, then the enhanced
radiative rates in PPEs would encourage more extensive energy migration (and
therefore greater fluorescence depolarization) as compared to the TPPEs; however,
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the opposite phenomenon is observed, thus lending credence to the claim that the
Dexter mechanism is the dominant intramolecular energy transport process in these
systems.

10.4.2 Chrysene-Incorporated PPEs

It was also possible that the increased fluorescence depolarization observed for
the TPPEs is due to a reduced persistence length as compared to analogous PPEs
(see Fig. 10.20). Steric interactions between the ethynylenes and proximate CH
bonds of the TPPEs could conceivably result in a more coiled structure that could
be responsible for the more rapid fluorescence depolarization in the TPPEs. To
address this concern, polycyclic dibenzo[g,p]chrysene-based PPEs (CPPEs) were
investigated (Fig. 10.21) [27]. CPPEs lack any complicating steric factors and have a
more rigid structure that should increase the persistence length and yield less coiled
polymers compared to PPEs.

The photophysical properties of the CPPEs were found to be similar to those
observed in TPPEs: i.e., longer excited state lifetimes and more extensive energy
migration. Polymers P29 and P31 displayed lifetimes greater than 2 ns, while most
PPEs have sub-nanosecond lifetimes. Polarization studies confirmed the presence
of enhanced exciton migration in CPPEs [25]. For all chain lengths and at all
excitation wavelengths, the polarization values of CPPEs were about half of those in
the corresponding PPEs. Additionally, polarization data as a function of excitation
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wavelength discounted dipole displacement as a main contributor to depolarization.
Chain length-dependent studies on P29 revealed that radiative decay did not
supersede energy migration even for the longest chain lengths (n 220). Therefore,
the CPPEs, similar to the TPPEs, allowed for greater intrachain exciton migration
than PPEs because of the fact that energy migration is not truncated by radiative
deactivation of the excited state.

10.4.3 Thiophene-Based Model Compounds and PPEs

Lastly, polymers with pendant thiophenes further illuminate lifetime extension
(Fig. 10.22) [28]. Sulfur incorporation benefits materials properties in part owing
to the larger radial extension of its bonding. This promotes cofacial electronic
interactions between stacked molecules that could enhance energy transfer. Cyclized
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and non-cyclized versions of each model compound and polymer were investigated
to assess the effects of imposed symmetry and rigidity on the photophysics
of the material. With both meta and para linkages represented, the family of
polymers investigated allowed for exploration of the effects of different degrees of
aromatization as well as changes in conjugation pathways.

To predict the behavior of such thiophene containing polymers, model com-
pounds, MC1-4 provided systems with precisely defined conjugation lengths,
allowing separation of planarization effects from effective conjugation length vari-
ations. The cyclized compounds MC2 and MC4 showed a sharpening of vibronic
structure concomitant with a decrease in Stokes shift as degrees of freedom were
reduced. The oscillator strength of the (0,0) transition was significantly reduced in
the meta system MC4 (log ¢ =3.63) when compared with the para isomer MC2
(log e =4.69). Accordingly, meta MC4 had a longer excited state lifetime (5.00 ns)
than the para MC2 (1.12 ns).

While a sharpening of emission spectra was observed, no significant wavelength
shift in either system occurred upon cyclizing (aromatizing) either MC1 to MC2
or MC3 to MC4. This suggested that there is planarization in the excited state of
MC1 and MC3 to allow for greater delocalization. Additionally, the lifetime of the
both systems was found to increase upon cyclization: the meta system displayed
a ninefold increase in excited state lifetime upon cyclization (0.58 ns for MC3 to
5.0 ns for MC4) while the para system showed a more modest increase (0.8 ns for
MC1 to 1.12 ns for MC2).

Consistent with other conjugated polymers, the photophysical properties of
the model compounds MC1-4 were reflected in the corresponding polymers. The
absorption spectra of rigid, aromatized P33 and P35 displayed sharper vibronic
structure and a decrease in Stokes shift when compared with the non-cyclized
P32 and P34. The meta cyclized polymer P35 displayed much lower oscillator
strength at the band edge than its para analog, P33—which was predicted by the
corresponding model compounds. Aromatization effects only slightly shifted the
emission maxima of both the meta and para systems. As in MC1 and MC3, this
may attest to excited state planarization in the flexible systems.

Lifetime trends in the model compounds were also consistent with the related
polymers. In accordance with the diminished oscillator strength, the meta polymers
P34 and P35S displayed a lifetime discrepancy (0.30 versus 1.06 ns, respectively)
similar to that of their model compounds, MC3 and MC4 (0.58 versus 5.00 ns,
respectively). The para polymers also mimicked the model systems. However, in
this case, the model compounds MC1 and MC2 exhibited comparable lifetimes
(0.80 versus 1.12 ns, respectively) before and after cyclization. As a result, the para
polymers shared almost identical lifetimes (P32: 0.57 ns, P33: 0.61 ns). Both these
examples correspond to the previously observed trend which suggests that monomer
photophysics critically influences the photophysics of the resulting polymers.

Polarization experiments revealed that energy migration is not enhanced without
lifetime enhancement [25]. In other words, the meta cyclized polymer P35 displayed
the greatest fluorescence depolarization, with polarization values reaching near
zero. This was due to both the enhanced lifetime of the polymer and the curved
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architecture of the polymer chain, which causes significant depolarization even
when energy has migrated through a single hop. In contrast, since a large lifetime
enhancement was not obtained upon aromatizing the para pendant polymer P32 to
its cyclized analog, P33, a large depolarization was not observed for either of the two
para polymers. Together, the polarization measurements on these thiophene systems
underscore an important distinction: simply rigidifying the polymer backbone is
not enough to extend lifetime and enhance energy migrations. One must carefully
consider chromophore photophysics when attempting to impart these properties into
CPs because the excited state behavior of polymers is essentially encoded by the
choice of monomers.

10.5 Conformational Dependence on Energy Migration:
Conjugated Polymer—Liquid Crystal Solutions

The achievement of complete control over the conformation of conjugated polymer
single chains and their assembly into functional structures is paramount to the
thorough understanding and optimization of energy transfer and conductivity in
conjugated polymers. Inconveniently, high molecular weights PPEs have finite
persistence lengths and exist as flexible coils (as opposed to rigid rods) in solution
[11]. Consequently, the disorder displayed in solution is often transferred to the solid
state structures of PPEs, and there is a general lack of long-range molecular order
due to conformational disorder in the polymer main chain. The many structural
defects in the solid state ultimately result in diminished electronic delocalization
and limit the ability to study the intrinsic properties of these materials.

As one potential solution to this conundrum, liquid crystals (LCs) represent an
ideal means to produce ordered arrays of molecular wires. Columnar LCs with
extended aromatic cores have long been considered one-dimensional conductors;
however, there is limited electronic coupling between aromatic cores due to limited
overlap of the y-orbitals, particularly in the liquid crystalline state [29]. An alternate
strategy to exploit the long-range order of liquid crystals and assemble electronic
materials is to dissolve conjugated polymers into a liquid crystal host. In this way,
the strong intramolecular electronic coupling of the CP and the organizational ability
of the LC host can work together to form a highly organized electronic material.

Revisiting the rigid, 3D pentiptycene scaffold mentioned earlier, it is worth
noting that the three-dimensional nature of pentiptycene and its analog triptycene
(Fig. 10.23) also has important organizational influences. Specifically, the addition
of triptycene moieties into the backbone of a polymer can either be used to redirect
[30] or enhance [31] molecular alignment in liquid crystals and stretched polymers.
This property results from the natural tendency of host-guest mixtures to lower
their energy by minimizing the amount of free volume. Therefore, fluorescent dyes,
PPEs and PPVs containing triptycene groups can theoretically be aligned along
the nematic director in LCs and thus achieve significant ordering with high order
parameters (S) and dichroic ratios (D) [31].
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Accordingly, nematic liquid crystalline solutions of the highly-emissive,
triptycene-incorporated PPV, P36 and the triptycene-incorporated PPE, P37
(Fig. 10.24) were investigated [32]. Solutions of P36 and P37 in 6CHBT
(Fig. 10.25) were loaded into liquid crystal cells with rubbed internal polyimide
surfaces that gave a homogenous alignment of the nematic LC. Polarized absorption
spectroscopy of these test cells with the polarizers aligned parallel (0°) or
perpendicular (90°) to the nematic director were used to calculate the order
parameters, S. The liquid crystalline solvent (a wide variety of nematics were
acceptable, but 6CHBT and SPCH were primarily used) had the important feature
that it created an extended CP chain conformation that was highly aligned (S
ranged between 0.7 and above 0.8). Additionally, the polymers were found to have
greatly enhanced conjugation lengths in nematic LC solutions. This could readily be
observed by comparing the absorption spectra of P37 in a CH,Cl, solution and an
LC solution: P37 in a liquid crystal solvent displayed an absorption spectrum that
was red shifted and had a comparatively abrupt band edge relative to its absorption
spectrum in a CH,Cl, solution (Fig. 10.24). Both these features suggest that the
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CPs’ long axes aligned with the director of the nematic LC and that the polymer
chains were in a highly extended conformation as opposed to the typical random
coil present in isotropic solutions.

Further proof that the polymers formed true solutions in nematic LCs was
provided by demonstrating that the polymers could be reoriented with the nematic
host by application of electric fields (Fig. 10.26). Under an applied field (9 V) the
nematic director and the polymer backboned aligned normal to surface of the LC test
cells. This resulted in a dramatic reduction (75-80 %) in the polymer absorption
and complete loss of polarization. These results are due to the realignment of the
CP’s transition dipole (that is coincident with the polymer’s long axis) to match
the direction of the electric field (normal to the surface of the test cell), which
minimized the projection of the transition dipole along the electric vector of the
incident light beam. The reorientation of the CPs was also readily apparent by
visualizing the polymer’s fluorescence in the presence (fluorescence OFF) and
absence (fluorescence ON) of an applied voltage (Fig. 10.26). In all cases the
polarized fluorescence was rapidly recovered upon removal of the voltage.



10  Structure Property Relationships for Exciton Transfer in Conjugated Polymers 245

Iw
J'\...-'l"". g—é
-.,w

Isotropic

I

g conjugation eshnced
! emgroup emissicn
h\'\ Nematic = g in rematic 1.C phase
= 1! o
e Exclton Migration — E soeropic

Fig. 10.27

To better illustrate the conformational dependence of energy migration in CPs,
LC solutions of P38, which is a pentiptycene-incorporated PPE endcapped with
low-energy anthracene trapping sites, were investigated (Fig. 10.27) [33]. As
explained earlier, the introduction of anthracene endgroups solicits efficient energy
transfer from the polymer backbone to these trapping sites and thus, site-selective,
green emission from the polymer termini can be observed if significant exciton
migration is operative. Therefore, dissolving P38 in 6CHBT allowed for the study
of the rate of intrachain exciton migration under conditions of increased conjugation
length and high alignment. These studies revealed that the order imposed by the
nematic LC solvent increased the energy transfer efficiency to the low-energy
anthracene termini. This process was accompanied by a significant increase in
the fluorescence quantum yield. The liquid crystalline phase was found to be a
necessary requirement for this phenomenon, as when the temperature of the system
was increased above the nematic—isotropic transition temperature of the LC host, a
dramatic reduction of the energy transfer efficiency and fluorescence quantum yield
was observed.

Structure-property relationships that govern the extent of conformational en-
hancement achievable in PPE-LCs mixtures were investigated using PPEs P39-41
(Fig. 10.28) [34]. These PPEs contain more elaborate iptycene scaffolds introduced
to create polymers displaying greater order and enhanced solubility in LCs at high
molecular weights (high molecular weight versions of P36 and P37 were found to be
poorly soluble in nematic LCs). As expected, P39 and P40 displayed higher order
parameters (Sp = 0.86 and 0.81, respectively) than both P36 and P37 (S, =0.69
and 0.73, respectively). Similar to observations made with P36 and P37, mixtures
of P39 and P40 in MLC-6884 (which has a negative dielectric anisotropy and a
nematic phase at room temperature) displayed the same absorption red shift and
band-sharpening relative to isotropic solutions, thus indicating conjugation length
enhancementin LC solutions. However, P41 did not exhibit any signs of conjugation
length enhancement and hence, it appears that steric crowding in this material



246 T.L. Andrew and T.M. Swager

Fig. 10.28

restricts the large degree of interaction with the LC solvent necessary to promote
planarization. Consistently, only low molecular weight versions of P41 were soluble
in the LC. In contrast, P39, with the least amount of steric congestion, showed
the greatest amount of conjugation length enhancement and the highest order
parameter. Therefore, it is reasonable to conclude that the role of steric congestion
about the polymer mainchain plays an important role in determining the order
parameter and conjugation length enhancement in PPE-LC mixtures. Additionally,
molecular weight-dependent studies with P39 revealed that order parameters as high
as S = 0.90 can be achieved using samples with M,, greater than ca. 20,000.

Lastly, conformational and conjugation length enhancements in PPEs are not
only restricted to nematic LC solvents. Lyotropic liquid crystals composed of water-
potassium dodecanoate-decanol were also found to effect the same changes in PPEs
(e.g., P42, Fig. 10.29), provided the repeat unit of the polymer contained ampiphilic
side chains [35].
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10.6 Conclusions

The ability of conjugated polymers to function as electronic materials is dependent
on the efficient transport of excited states (excitons) along the polymer chain. Facile
exciton migration in poly(p-phenylene ethynylene)s (PPEs) allows energy absorbed
over large areas to be funneled into traps created by the binding of analytes, resulting
in signal amplification in sensory devices. The energy migration in conjugated
polymers can occur both intramolecularly and intermolecularly. In the case of dilute
solutions, the intramolecular process dominates in the form of a one-dimensional
exciton random walk along isolated chains. Much higher efficiency can be reached
in polymer aggregates and in solid films, where the energy migration occurs as a
three-dimensional process by both intramolecular and intermolecular pathways.
The interplay between these two pathways has been a topic of contention, with
intrachain migration being sometimes considered slow and inefficient as compared
to its interchain counterpart. However, based on signal amplification of fluorescence
quenching and efficient energy transfer to low-energy emissive traps in solution, we
have shown that the intramolecular exciton migration in isolated polymer chains
may indeed be very efficient.

A detailed understanding of intramolecular energy transfer in conjugated poly-
mers can be elusive and is complicated by the conformational complexities that
are typically associated with conjugated polymers in solutions and in thin films.
Langmuir-Blodgett monolayers constitute exceptions, as the rate of energy transfer
can be investigated in PPEs assembled into discrete multilayers with precise control
of polymer conformation and alignment. Kinetic analyses on LB multilayers surface
modified with emissive traps indicated that energy transfer was much faster in the
plane defined by each layer of the polymer chains as compared to the direction
normal to the chains, thereby suggesting that inframolecular energy transfer is faster
than the intermolecular process.



248 T.L. Andrew and T.M. Swager

Fluorescence depolarization studies conducted on a family of triphenylene-
incorporated PPEs with long lifetimes point to the through-bond Dexter en-
ergy transfer mechanism as being the dominant energy transfer pathway for
intramolecular exciton diffusion. Extending the lifetime of a CP was universally
found to increase the degree of intramolecular energy migration. Inclusion of
structures with extended aromatic cores into the repeat unit of a PPE generally leads
to an increase in the excited state lifetime of PPEs. In addition, introduction of fea-
tures that tend to localize excitations—such as biphenyl moieties, kinked polymer
backbones or exciplexes—into the polymer backbone also causes dramatic increases
in excited state lifetime. Generally, the photophysics of the chromophore monomer
dictate the excited state behavior of the corresponding conjugated polymers.

Emissive polymer films with modest to high quantum yields of fluorescence
usually have limited electronic interaction between polymer chains, and in this
case interchain energy migration is generally accepted to occur through the dipole-
induced dipole mechanisms. The three-dimensional nature of energy migration in
films usually leads to longer exciton diffusion lengths, but often is accompanied by
formation of low-emissive intermolecular species, resulting in diminished emission
quantum yields. However, incorporation of rigid, three-dimensional scaffolds,
such as iptycenes and cyclophanes, can encourage an oblique packing of the
chromophore units of a conjugated polymer, thus allowing the formation of
electronically-coupled aggregates that retain high quantum yields of emission.

The rigid iptycene scaffolds also act as excellent structural directors that
encourage complete solvation of PPEs in a liquid crystal solvent. LC-PPE mixtures
display both an enhanced conformational alignment of polymer chains and extended
effective conjugation lengths relative to isotropic solutions.
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11
Coherent Control of Biomolecules and Imaging
Using Nanodoublers

L. Bonacina and Jean-Pierre Wolf

11.1 Introduction

In the quest for the next generation of imaging bio-markers, successful probes have
to prove to be non toxic, bright, stable against long term excitation, and able to
generate a sharp contrast against background fluorescence. In all these respects,
Harmonic Nanoparticles (HNPs, “nanodoublers™) are receiving an increasing at-
tention as they also open a series of alternative detection possibilities simply not
accessible with the present generation of fluorescent dyes and quantum dots. In the
first part of the chapter, we report on this novel labelling method with unprecedented
wavelength flexibility, enabled by the non-resonant nature of the second harmonic
process. The possibility of employing infrared excitation and the consequent deeper
tissue penetration is especially promising for their in vivo applications [1]. The
phase-coherent optical response of HNPs can also be exploited to fully characterize
the excitation laser pulse in the focal spot of a high-NA objective with nanometric
resolution. This proof-of-principle “nano-FROG” experiment [2] sets the ground for
further phase-sensitive self-referenced applications, after the recent demonstration
of harmonic holography and heterodyne detection with external references.
Although significant progress has been achieved in the quest for better bio-
markers, such as the above mentioned HNPs, the ultimate goal would be the use
of no external probe for achieving “label-free” imaging. In the last decade coherent
control with optimally tailored ultrashort laser pulses revolutionized molecular
spectroscopy. It allowed not only observing with unprecedented detail the atomic
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motion within molecules but also controlling it. In the second part of this chapter,
we present how coherent control might significantly contribute towards the goal of
label-free imaging using only endogenous molecular processes.

After an introduction of the basic processes and techniques used in coherent
control, we concentrate on recent achievements in the field of coherent manipulation
of biological objects. Particular interest will be dedicated to the discrimination of
biological molecules that exhibit almost identical linear spectra and the wealth
of related applications, such as fluorescent label free microscopy, and specific
detection of pathogens in air and water. Recent experiments indeed demonstrated
that discrimination between amino acids and similar organic moiety lacking the
peptidic backbone was possible using sequences of multicolour pulses. Similar
approaches allowed discriminating bacteria from non-biological organic particles
such as soot [3, 4]. But the most striking feature of coherent control schemes based
on optimally tailored UV pulses was recently the demonstration of its ability to
discriminate nearly identical cellular vitamins (riboflavin (RBF) vs. its phosphated
counterpart flavin mononucleotide (FMN))[5-7], which exhibit identical (linear)
spectroscopic signatures. This latter demonstration opens therefore very attractive
perspectives for label free imaging of cellular metabolism (e.g. quantification of
NAD’s concentration in mitochondria) and early cancer detection.

11.2 Harmonic Nanodoublers as Inherent Nonlinear Probes
for Multi-photon Imaging

The development of imaging labels for microscopy has followed some unexpected
routes in the last decade. Superresolution techniques based on stochastic intensity
fluctuations have redefined the very requirements on fluorophores, shifting the focus
on the possibility of photo-activation and of tailoring dark states lifetimes rather than
increasing stability against bleaching. On the other hand, the growing availability
of nonlinear microscopy systems based on tunable Ti:Sapphire lasers, thanks to
their intrinsic three dimensional sectioning capability, has raised the demand for
photo-stable fluorophores with two-photon absorption bands in the near infrared
(to limit sample degradation and increase image depth) and narrow emission bands
(to be better distinguished from autofluorescence background). In parallel to these
efforts committed to improving fluorescent labels, since 2005, a completely different
approach has appeared promoting the use of a novel family of inherently nonlinear
harmonic nanoparticles (HNPs), such as nanodoublers, expressly conceived for
multi-photon microscopy. These labels, based on inorganic noncentrosymmetric
crystals, possess a series of attractive properties as compared to fluorescent dyes,
including: (i) complete absence of bleaching and blinking, (ii) narrow emission
bands, (iii) excitation-wavelength tunability, (iv) orientation retrieval capability, and
(v) coherent optical response. So far, only a few of the possibilities opened by these
nanoprobes have been shown by a very restrict number of research groups beyond
ours, but it is clear that their outreach is significantly greater than what these proof-
of-principle experiments have demonstrated (Fig. 11.1).
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Fig. 11.1 Multi-photon
image of breast cancer cells
(MDA-MB-436) stained with
a membrane dye and treated
with KNbO3HNPs

The principal results we obtained in this field in the last 5 years are summarized
in Fig. 11.2. The noncentrosymmetric crystal structure is at the origin of the
second-order nonlinear properties of this family of particles. So far, a series of
nanomaterials including: LiNbO3, KNbO3, BaTiO3, Fe(103)3, ZnO, KTP have been
studied. From their common lack of crystal inversion symmetry, it follows that the
second order susceptibility tensor, x ®, presents not vanishing elements, sustaining
a nonlinear polarization at frequency 2w when excited by an electromagnetic field
E? at frequency w

P Q) _ = lez) Ea)

The different materials tested belong to different symmetry point groups
with characteristic x® tensor elements, thus they yield different responses
in polarization-resolved nonlinear microscopy. Being function of individual
nanoparticles orientation, these responses can be exploited for optical orientation
retrieval and electric field probing at microscopic scale (see refs. [8] and [9] for
details).

Because harmonic generation is a nonresonant process, no absorption occurs.
As a consequence, no energy is converted into heat, preventing sample photo-
degradation. Moreover signal bleaching and blinking observed with fluorescent dyes
and quantum dots are completely absent, as one can appreciate from the comparison
in Fig. 11.2, showing the signal decay as a function of irradiation time for HNPs and
a cell staining dye simultaneously imaged for several consecutive hours.

Interestingly, given that the coherent length of the nonlinear excitation process
is longer than the typical dimensions of the nanoparticles (<100 nm), no phase-
matching constraints apply and any wavelength can be used for excitation [1, 10].
We have demonstrated such broad excitation tunability under different experimental
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Fig. 11.2 (a) The polarized emissions of individual HNPs bear information about their local three-
dimensional orientation, in the plots ® corresponds to the HNP in-plane angle [8]. (b) The excellent
photostability upon continuous laser irradiation for several hours of HNPs is compared with the
decreasing signal of a fluorescent dye imaged simultaneously. (¢) The absence of phase-matching
constraints allows complete doubling of any input pulse bandwidth. A single HNP up-converts the
spectrum of a Erbium ion laser at 1,550 nm (inset) generating simultaneously SH and TH. The
experimental spectral bandwidths are compared with the calculated ones (dotted lines). (d) A dye-
stained cells treated with HNPs is imaged at different wavelengths within the range of a Ti:Sapphire
laser. Upper plots: all detection channels overlaid, lower plots: single detection channels A,B,
C, and D. The frequency-doubled signal from the HNPs appear each time uniquely in a narrow
spectral detection region. (e) Left image. Coherent interference pattern between the emissions of
two nanoparticles adjacently lying on a waveguide nonlinearly excited by an evanescent wave.
Right image. Numerical simulations (in collaboration with J. Enderlein, University of Goettingen)

conditions, with laser pulses ranging from vis—=UV (400 nm) to IR (1.5 um).
As an example, Fig. 11.1 shows the responses of Polyethylene Glycol (PEG)-
coated LiNbO3 HNPs attached to breast cells membranes stained with FM 1-43FX
membrane dye. The response of the nanoparticles can be excited at any wavelength
within the Ti:Sapphire spectrum (700-1,100 nm). The optimal contrast obtained
with respect to this standard fluorescent dye, widely used for biological assays,
testifies the appeal of this approach for in vitro cell imaging. Longer wavelength
excitation, due to the reduced tissue scattering, is indeed very promising for
extending the penetration depth of imaging techniques and decreasing sample
photo-damage. In Fig. 11.1, as a demonstration, the second and third harmonic
spectra generated by a single HNP excited by a 1.55 wm laser show the complete
up-conversion of the original laser bandwidth (dotted line).

Finally, Fig. 11.1, shows the most clearly, the coherent nature of the emission of
HNPs as opposed to fluorescence. Two neighbouring KTP nanoparticles lying on
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a waveguide are excited at the second harmonic (SH) by the evanescent mode of
a laser pulse propagating through the guide. The two emission patterns interfere
coherently at the CCD detector [9]. The accompanying image is a numerical
simulation of this observation. So far, what we believe is the immense imaging
potential of this coherent response has not been fully exploited, just a series of
demonstration measurements have been published on especially conceived set-
ups: heterodyne detection[11] of nanoparticles for sensitivity increase, harmonic
holography[12], digital phase conjugation[13, 14], and our work on spatially
resolved pulse phase-retrieval for microscopy (nano-FROG)[2].

The motivations of the nano-FROG procedure reside on the demand for a
versatile and reliable pulse phase-sensitive characterization technique, more and
more critical as a number of nonlinear approaches have recently been bridged
from spectroscopy to imaging. Just to mention a few examples, pulse-shaping
has been applied to temporally recompress femtosecond pulses at the measuring
site, to improve spatial resolution, and to increase fluorescence excitation and
harmonic generation yield [15]. Intra-pulse micro-CARS [16, 17] and coherent
control microscopy have demonstrated successful for obtaining higher selectivity
in the imaging of structures in very diverse samples[18]. Furthermore, interest
has been focused on the effects of pulse polarization, and the related capability
to achieve control of optical near field [19]. To fully exploit the potential of
these techniques, equally developed pulse diagnostics capabilities are necessary. In
particular, considering that femtosecond pulses are prone to undergo modifications
during their propagation (temporal stretching by group velocity dispersion, higher
order distortions in the spectral-phase induced by microscope objectives [20],
spectral amplitudes modulation by sample scattering [21] and absorption) an in situ
measurement of the excitation pulse is customary for any advanced application.
Since the early work of Muller et al. [22], several techniques, largely based on
Frequency Resolved Optical Gating (FROG), have been proposed, but until present
none of them incorporates the spatial resolution necessary to resolve features
inside the focal region of a high numerical aperture (NA) objective [23]. The
starch-based FROG approach proposed by Amat et al. [24] and the scanning SEA
TADPOLE technique by the group of Trebino [25] represented a clear progress in
this direction, but unfortunately both techniques are limited to a spatial resolution of
a few micrometers. We have proposed a technique to achieve unprecedented spatial
resolution, without renouncing at the tenability of the FROG technique.

The approach, which can be implemented on a conventional or an inverted laser
scanning microscope, is based on the use of individual HNPs as nonlinear medium.
An exemplary FROG trace, like the one presented in Fig. 11.3 can be obtained by
spectrally resolving the autocorrelation trace of a single HNP and then by filtering
out the modulation components in the Fourier space. Successively, the inverse
Fourier transform can be applied to return back to the time/wavelength space.
The so treated data can successively be fed into a commercial FROG-inversion
program [22] to determine the actual pulse characteristics. The typical retrieval error
corresponds to 2.50 = 00. The retrieved FROG trace is shown in Fig. 11.3 (lower
plots series), along with pulse electric field intensity temporal profile and spectrum
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Fig. 11.3 Upper plots. (a). Interferometric autocorrelation trace. (b). cFROG trace. (c¢). Image of
the nanoparticles dispersed on a microscopic glass slide. The particle highlighted by the 1 mm
square was used as nonlinear medium for acquiring the autocorrelation and the cFROG trace.
(d). Result of the Fourier transform along the time axis of the cFROG trace in b. Lower plots.
Experimental FROG trace. (b). Retrieved FROG trace. Electric field intensity (solid line) and phase
(dashed line) as a function of time (c) and of wavelength (d) (From Ref. [2])

reported in (c) and (d). The corresponding phase-functions are also shown. The latter
indicate the presence of a residual quadratic chirp on the pulse due to group velocity
dispersion accumulated during propagation through the microscope optics, which is
not fully corrected by the grating compressor.
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11.3 Basics of Coherent Control

Coherent control has induced a revolution in photochemistry. Not only can the
atomic motion be observed within molecules by snapshots of a few femtoseconds
duration, it can now also be controlled. The basic idea of this revolution is the use of
quantum interference between different states that are in coherent superposition so
that a target state is reached with maximum probability. A key element for achieving
this control is the transfer of coherence from the exciting light field to the atomic
or molecular system via the electric dipole operator. A tailored coherent laser pulse
is used to excite a molecule in a superposition of states, which drives the molecule
along a specific path to obtain a targeted result.

A famous example of coherent control is the Tannor, Koslov and Rice [26,
27] “pump-dump” method, in which many vibrational states of a molecule ABC
are coherently excited for generating a vibrational wavepacket. This wavepacket
explores, as a function of time, a large fraction of the electronically excited
hypersurface. By shining a second laser at convenient times t1 or t2, the molecule
is brought back to its ground state onto different dissociation paths, resulting in
different species AB + C or A + BC. The system can thus be driven to a specific
daughter fragment by using the quantum control of the photodissociation process.

In 1992, H. Rabitz at Princeton University introduced [28, 29] the concept of
“optimal control”, in which a feedback loop optimizes the laser pulse characteristics
in order to most efficiently reach the desired target. For this, a large number of
parameters (corresponding to the amplitude and phase of each spectral component
within the exciting laser spectrum) have to be controlled. This “pulse shaping”
technique is usually performed by introducing a liquid crystal array in the Fourier
plane between 2 gratings (4f arrangement) [30]. Excellent results in terms of
efficiency have been obtained using genetic-type optimization algorithms [31-33].

Besides the above mentioned “pump-dump” scheme, other successful control
methods have been extensively applied, including stimulated Raman scattering
(STIRAP), Four Wave Mixing like CARS (Coherent AntiStokes Raman Scattering),
multiphoton absorption and multiphoton ionization. The controlled targets can be,
for instance, specific fragments, specific isomers or specific isotopes, but also the
enhancement or reduction of the fluorescence of a specific molecule (by driving
it preferentially into other relaxation pathways). In this respect, a pioneering work
has been performed by the group of G. Gerber [34, 35], in which the capability
of distinguishing two different dyes using two-photon absorption control was
demonstrated, although the dyes had similar linear absorption and fluorescence
spectra.

An attractive application is the ability of discriminating different biological
systems that are usually undistinguishable with standard linear spectroscopic
approaches. This is the approach that is followed in this chapter in order to reach
label-free imaging of biological structures or the detection and identification of
harmful bacteria.
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11.4 Detection of Airborne Bacteria

11.4.1 Multi-photon-Excited Fluorescence (Mpef)
and Discrimination of Bioaerosols

We recently demonstrated that manipulating the excited states dynamics of
biomolecules allows for distinguishing biological microparticles from nonbiological
PAH (Polycyclic Aromatic Hydrocarbons)-containing ones. More precisely, we
could distinguish amino acids (Tryptophan, Trp) and flavins (riboflavin RBF, FMN
and FAD) from PAHs (naphthalene) and diesel fuel in the liquid phase using a
“Pump-Probe Deletion” (PPD) technique. We also showed that the non-linear
properties of aerosols and droplets produce a strong backward enhancement of the
emitted light, which is most favorable for remote sensing applications.

The most prominent feature of non-linear processes in aerosol particles using
femtosecond laser pulses is a strong localization of the emitting molecules within
the particle, and subsequent backward enhancement of the emitted light [36-39].
This unexpected behavior is very attractive for remote detection schemes, such as
Lidar applications.

As already mentioned, a major drawback inherent in LIF instruments is the lack
of selectivity because UV—vis fluorescence is incapable of discriminating different
molecules with similar absorption and fluorescence signatures. While mineral and
carbon black particles do not fluoresce significantly, aromatics and polycyclic
aromatic hydrocarbons from organic particles and diesel soot strongly interfere with
biological fluorophors such as amino acids. The similarity between the spectral
signatures of PAHs and biological molecules under UV excitation lies in the fact that
similar y-electrons from carbonic rings are involved. Therefore, PAHs (from Diesel
soot for instance) exhibit absorption and emission bands similar to those of amino
acids like Tryptophan (Fig. 11.4). Some shifts are present because of differences in
specific bonds and the number of aromatic rings, but the broad featureless nature of
the bands renders them almost indistinguishable.
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Fig. 11.5 Absorption spectra of Tryptophan (a) and Riboflavin (b). (¢) PPD scheme in Trp, flavins
and polycyclic aromatics. The pump pulse brings the molecules in their first excited state S1.
The S1 population (and therefore the fluorescence) is depleted by the second probe pulse (From
Ref. [40])

In order to discriminate these fluorescing molecules we applied a novel fem-
tosecond pump-probe depletion (PPD) concept. It is based on the time-resolved
observation of the competition between excited state absorption (ESA) into higher
lying excited states and fluorescence into the ground state. This approach makes
use of two physical processes beyond that available in the usual linear fluorescence
spectroscopy: (1) the dynamics in the intermediate pumped state (S1) and (2) the
coupling efficiency to higher lying excited states (Sn).

As shown in Fig. 11.5, a first femtosecond pump pulse (at 270 nm for Trp
and PAHs, 405 nm for flavins), resonant with the first absorption band of the
fluorophores, coherently excites them from the ground state SO to a set of vibronic
levels S1{v'}. The vibronic excitation relaxes by internal energy redistribution to
lower {v} modes. Fluorescence relaxation to the ground state occurs within a
lifetime of several nanoseconds. Meanwhile, a second 810 nm femtosecond probe
pulse is used to transfer part of the S1{v'} population to higher lying electronic
states Sn.

The depletion of the S1 population under investigation depends on both the
molecular dynamics in this intermediate state and the transition probability to
Sn. The relaxation from the intermediate excited state may be associated with
different processes, including charge transfer, conformational relaxation(52, 53) and
intersystem crossing with repulsive o * states [41].

Sn states are both autoionizing and relaxing radiationless into SO. By varying
the temporal delay At between the UV—vis and the IR pulses, the dynamics of the
internal energy redistribution within the intermediate excited potential hypersurface
S1 is explored. The S1 population and the fluorescence signal are therefore
depleted as a function of At. As different species have distinct S1 hypersurfaces,
discriminating signals can be obtained [3, 4].
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Fig. 11.6 Left: PPD experiment on Trp and PAHs, demonstrating discrimination capability
between the amino acid and other aromatic molecules. Right: Similar results obtained in flavins
(From Ref. [40])

Figure 11.6 (left) shows the PPD dynamics of S1 in Trp as compared to diesel
fuel and naphthalene in cyclohexane, one of the most abundant fluorescing PAHs in
diesel. While depletion reaches as much as 50 % in Trp, diesel fuel and naphthalene
appear almost unaffected (within a few percent), at least on these timescales [3, 4].

The depletion factor § is defined as § = (Pundepieted — Paepieted/Pundeplerea (Where
P is the fluorescence power). This remarkable difference allows for efficient
discrimination between Trp and organic species, although they exhibit very similar
linear excitation/fluorescence spectra.

Two reasons might be invoked to understand this difference: (1) the intermediate
state dynamics are predominantly influenced by the NH- and CO- groups of the
amino acid backbone and (2) the ionization efficiency is lower for the PAHs. Further
electronic structure calculations are required to better understand the process,
especially on the higher lying Sn potential surfaces.

Fluorescence depletion has been obtained as well for RBF, FMN, and FAD
(Fig. 11.6, right). However, the depletion in this case is only about 15 % (with a
maximum intensity of 5 x 1011 W/cm?2 at 810 nm).

In order to more closely approach the application of detecting and discriminating
bioagents from organic particles, we applied PPD spectroscopy to live bacteria
(A =270 nm and A, =810 nm), such as Escherichia coli, Enterococcus and
Bacillus subtilis. Artefacts due to preparation methods have been discarded by using
a variety of samples, i.e. lyophilized cells and spores, suspended either in pure or
in biologically buffered water (i.e. typically 107-10° bacteria per cc). The bacteria
containing solutions replaced the Trp or flavin containing solutions of the formerly
described experiment. The observed pump-probe depletion results are remarkably
robust (Fig. 11.7), with similar depletion values for all the considered bacteria
(results for Enterococcus, not shown in the figure, are identical), although the Trp
microenvironment within the bacteria proteins is very different from water.
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On the other hand the very similar depletion behaviour for all bacteria and
Trp also shows the limitations of PPD spectroscopy in the present configuration.
Biomolecules can be distinguished from other aromatics but PPD is unable to
discriminate two different bacteria in solution.

We finally investigated bacteria embedded in microdroplets, as it usually occurs
in nature. Saliva drops (coughing, breathing, speaking, etc.) are indeed the most
current infectious vectors.

The most impressive result of these experiments is the very high PPD efficiency
as compared to depletion ratios in liquids. In particular, we used PPD on 20 pm
water droplets containing typically 100 live bacteria (Escherichia coli). As shown
in Fig. 11.8, the depletion factor § is enhanced as compared to bacteria in bulk
water: 60 % depletion in the microdroplet and 20 % in solution (A; =270 nm,
A2 =810 nm).
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Fig. 11.9 2-Photon Excited Fluorescence Lidar detection of bioaerosols (From Ref. [43])

Some tentative explanations could be (1) The spatial overlap between pump and
probe pulses might be enhanced by the shape of the droplet, or (2) The spherical
shape induces hot spots inside the droplet where intensities are up to 100 times
higher than the incident one, but the total hot spot volume is rather small.

11.4.2 Remote Discrimination of Bioaerosols

The first multiphoton excited fluorescence Lidar detection of biological aerosols was
performed using the “Teramobile” system. The Teramobile (http://www.teramobile.
org) is the first femtosecond-terawatt laser based Lidar [42, 43], and was developed
by a French-Swiss-German consortium.

The bioaerosol particles, consisting of 1 pm size water droplets containing
0.03 g/l Riboflavin (typical for bacteria), were generated at a distance of 50 m
from the Teramobile system. Riboflavin was excited by two photons at 800 nm
and emitted a broad fluorescence around 540 nm. This experiment [42, 43] is
the first demonstration of the remote detection of bioaerosols using a 2-PEF-
femtosecond Lidar. The broad fluorescence signature is clearly observed from the
particle cloud (typ. 10* p/cm?), with a range resolution of a few meters (Fig. 11.9).
As a comparison, droplets of pure water do not exhibit any parasitic fluorescence in
this spectral range. However, a background is observed for both types of particles,
arising from the scattering of white light generated by filaments in air.

Primarily, MPEF might be advantageous as compared to linear LIF for the
following reasons: (1) MPEF is enhanced in the backward direction as seen above
and (2) the transmission of the atmosphere is much higher for longer wavelengths.
For example, if we consider the detection of tryptophan (which can be excited with
three photons of 810 nm), the transmission of the atmosphere is typically 0.6 km™!
at 270 nm, whereas it is 3 x 103 km™! at 810 nm (for a clear atmosphere, depending
on the background ozone concentration). This compensates the lower 3-PEF cross-
section compared to the 1-PEF cross-section at distances larger than a couple of
kilometers [43]. The most attractive feature of MPEF is, however, the possibility
of using pump-probe techniques, as described hereafter in order to discriminate
bioaerosols from background interferents such as traffic related soot and PAHs.


http://www.teramobile.org
http://www.teramobile.org
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It is interesting to notice that at these high intensities, competing processes
occur such as LIBS (Laser Induced Breakdown Spectroscopy). The ionization
potential of water molecules is 6.5 eV, so that five photons are required at a laser
wavelength of 800 nm to initiate the process of plasma formation. Both localization
and backward enhancement strongly increase with the order n of the multiphoton
process, exceeding Rf =35 for n=35 (38). As for MPEF, LIBS has the potential
of providing information about the aerosols composition, as was demonstrated for
bacteria.

Although nanosecond-laser LIBS (nano-LIBS) has already been applied to
the study of bacteria [44, 45], femtosecond lasers open new perspectives in this
respect. The plasma temperature is indeed, much lower in the case of femtosecond
excitation, which strongly reduces the blackbody radiation background and inter-
fering lines from excited N2 and O2. This allows performing time gated detection
with very short delays, and thus observing much richer and cleaner spectra from
biological samples [46—48].

11.5 Use of Optimal Control for Discriminating Almost
Identical Bio-Systems

The identification or discrimination of molecules and quantum systems that are
nearly identical (proteins, bacteria, etc..) is normally an exceedingly difficult task.
The conventional means of addressing this common need is through various static
spectroscopic techniques, which can be especially difficult in complex remote
environments. However, recent theoretical work showed that two or more quantum
systems, even if they differ only infinitesimally, may be drawn apart to have
distinct signatures through tailored control of their dynamics. Ultrafast broad
bandwidth lasers with adaptive pulse shaping provide a means to implement this
theoretical concept through controlled quantum optimal dynamic discrimination
(ODD) [49]. In collaboration with the group of H. Rabitz at Princeton University,
we demonstrated the capabilities of ODD by discriminating between two almost
identical molecules of riboflavin (RBF) and flavin mononucleotide (FMN) in water
solution, which have virtually identical linear absorption and fluorescence spectra
(see Fig. 11.10) [7]. The successful implementation of ODD opens up numerous
applications including in fluorescence microscopy, protein identification, as well
as possible remote discrimination of different bacteria. A key component of ODD
is operation with shaped laser pulses, which can nonlinearly interact with the
molecules to fully exploit their dynamical capabilities and create discriminating
signatures. The similar optical spectra of RBF and FMN arise from the common
isoalloxazine ring with the only distinguishing feature being changes at the end of
the side chain tail (Fig. 11.10).

The present application of ODD utilizes a control field consisting of a shaped
ultraviolet (UV) portion at 400 nm and a near infrared (IR) component at 800 nm,
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Fig. 11.10 The RBF and FMN molecules in (a) are very similar exhibiting nearly identical linear
absorption and emission spectra in (b). The shaped UV control is centred at 400 nm and the flavin
fluorescence signals are recorded over a window around 530 nm indicated by the respective arrows.
The controlled optimal dynamic discrimination (ODD) of the flavins operates as indicated in (c)
with a shaped UV pulse coordinated with a time delayed unshaped IR pulse to draw apart the
vibronic dynamics of the flavins in the S1 or S2 excited states. The unshaped IR pulse serves
to selectively disrupt the subsequent fluorescence signals from the two flavins and the red arrows
indicate various possible means of action for the IR pulses. A typical outcome is shown in (d) where
the ratio of flavin depletion signals, either D(RBF)/D(FMN) or D(FMN)/D(RBF), is maximized.
The reference case corresponds to the application of transform limited pulses (From Ref. [7])

which is Fourier transform limited. The unshaped IR pulse follows the shaped UV
pulse by a time delay s, and the structure of the shaped UV pulse is deduced
optimally under adaptive control to achieve ODD in the fluorescence signals from
RBF and FMN. The primary operation of ODD relies on the shaped UV pulse
coherently transferring ground state population into the flavin S1 or S2 excited states
with the IR component likely creating further excitation of the molecules to higher
lying Sn states. The IR field disrupts the vibronic excitation in S1 or S2 created
by the UV pulse in order to make a discriminating difference in the fluorescence
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spectra of RBF and FMN from S1 recorded in the window 525-535 nm after a
relaxation period of 5 ns. Fluorescence is therefore depleted, and this fluorescence
depletion value is used as measure of the molecular response to the field. The overall
mechanism also may take advantage of any beneficial intra- and inter-molecular
dynamical processes, and the ODD discrimination can draw on suitable coherent
and incoherent aspects of the molecular dynamics.

In the first series of experiments the RBF and FMN solutions are in separate
identical flow cells exposed to the same trial shaped UV pulse and time delayed
unshaped IR pulse. An acousto-optic modulator is used to shape the UV pulses. A
sequence of experiments n = 1, 2, ... was performed to record the relative depletion
signal D,

D, (RBF) = [F,""*(RBF) — F," (RBF)]/ F,""* (RBF),

where F, ”"d(RBF ) is the undepleted fluorescence signal from the RBF cell
(i.e., without application of the time delayed IR pulse) and F,%(RBF) is the
depleted signal in the presence of the IR pulse. An analogous expression applies to
D,,(FM N) for data collected from the FMN cell exposed to the same laser pulses.

The pulse shaper operated through phase modulation with 50 pixels, each on the
range 0-27 over the bandwidth of the UV pulse (only 3—4 nm) A genetic algorithm
of 30 individuals was used to optimize the UV pulse phases with convergence
typically occurring in 100 300 generations.

Figure 11.10 demonstrates the ability of ODD to significantly draw apart the
RBF and FMN fluorescence signatures in spite of their nearly identical linear optical
spectra in Fig. 11.10 (57). For a given time delay T, a specific optimal UV pulse is
determined in the adaptive control experiment. The best discrimination was found
for t 250-500 fs and the procedure was not able to find significant discrimination
for r = 1ps indicating a loss of coherence and/or insufficient overlap between the
UV and IR pulses.

With a delay time t typically around 250-500 fs, optimal pulse shapes found
in different runs were very complex and showed considerable difference. They
however produced exactly the same discrimination ratio when applying them,
even weeks after the initial experiment. The underlying mechanisms are currently
investigated, in order to identify whether this behaviour is generic or particular to
this RBF/FMN system.

The assembled set of optimally discriminating laser pulses and their long-term
stable performance permits exploiting ODD as a novel means for detection of nearly
identical molecules when they are simultaneously present in a sample. In this work
the recorded fluorescence depletion signals F,? are utilized, as they are proportional
to their respective flavin concentrations. Thus, the fluorescence signal F, (mix)
from a mixture of flavins generated with the n-th control UV-IR pulse pair is related
to its individual counterparts by

F,(mix) = c(RBF)F,* (RBF) 4+ ¢(FMN) F,* (FMN),
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where c¢(RBF) is the fraction of RBF present and ¢(RBF) + ¢(FMN) = 1. The
reference signals F,? (RBF) and F,*(FMN) are normalized to their respective
concentrations deduced in learning the n-th control field, and similarly F;, is normal-
ized to the total sum of the two flavins present. Two distinct ODD laser pulses could
successfully determine the fractional content of the two flavins (the constrained
relation between the fractions was not used in order to test the capabilities of
ODD). Increasing the number of interrogating optimal pulses improves the standard
deviation of the extracted component concentration fractions and a typical result
using six pulses was ¢c(RBF) = 0.354+0.04 and ¢(FMN)=0.68 £ 0.05 where
the exact values were 0.33 and 0.66, respectively (57).

11.6 Conclusion

Quantum control and femtosecond spectroscopy shine a new light onto the detection
and identification of biological systems, such as biochromophores but also highly
complex systems like cells or bacteria. These applications are only at their begin-
ning, and there is a reasonable hope for widely spread applications in the future,
such as label-free microscopy or discrimination of pathogen from non-pathogen
bacteria in air. Major technical improvements required for reaching these goals lie
in the spectral range and the spectral bandwidth accessible by future femtosecond
coherent sources. For instance the access to the deep UV (230-300 nm) will open up
applications to proteins and DNA, which constitute major biological targets. Recent
developments showed the way in this respect, with first deep-UV pulse shaping
devices [50, 51]. The other aspect, namely broad spectral bandwidth, will provide
a better controllability, as more states within the excited potential sheets will be
coherently superposed. It is remarkable, that even with a very limited bandwidth
(4 nm), ODD was able to draw apart the fluorescence signatures of quasi identical
molecules such as RBF and its phosphated counterpart. This might constitute an
example of the capability of molecular complexity helping discrimination rather
than preventing it. Complexity indeed increases the local density of states, which is
favorable in the case of relatively narrowband pumping. However, broadband UV
pulses would allow a far more efficient discrimination capability. A novel and very
attractive approach for producing UV supercontinuua is filamentation in rare gases,
as reported recently [43, 52-56].
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12
Taking Whispering Gallery Mode Biosensing
to the Single Protein Limit

Steve Arnold, V.R. Dantham, N. Rivilis, and S. Holler

12.1 Introduction

Finding a method for label-free sensing of individual protein is considered the “Holy
Grail” in the bio-sensing field. An ideal technology that could do this would be
able to follow the sensing of biological antigen-antibody interactions in their native
form and in real-time without interfering tags. The challenge is great, however the
rewards are likely greater. To date the most sensitive photonic label-free transducer
is a resonant biosensor in the form of a Ring Resonator or Whispering Gallery Mode
(WGM) resonator for which there have been a number of recent reviews [1, 2].

The WGM biosensor utilizes a resonator in which light trapped by total internal
reflection orbits within a dielectric gallery such as a microsphere (Fig. 12.1).

At resonance a light wave is wrapped around the sphere “equator”, returning in
phase after each revolution (Fig. 12.1). A tunable laser drives a light guide that in
turn drives the WGM resonance through evanescent coupling. Light coupled back
into this guide from the WGM is 180°out of phase with the guide’s uncoupled
light leading to a dip in the detected spectrum. Nanoparticle adsorption to the outer
surface of the ring leads to a local phase shift requiring a change in the resonator’s
frequency (Fig. 12.1). From its inception theory indicated that although single
protein detection was out of the question with a bare silica resonator due to intrinsic
baseline noise and cavity leakage, human virus with a mass more than 1000x larger
should be detectable [3]. Indeed individual virus particles were detected [4] under
previously prescribed conditions [5]. The beauty of bio-nanoparticle detection in

S. Arnold (>4) » V.R. Dantham * N. Rivilis ¢ S. Holler

MicroParticle PhotoPhysics Laboratory (MP3L), Polytechnic Institute of NYU, 6 Metroteck
Center, Brooklyn, NY 11201, USA

e-mail: arnold @photon.poly.edu; sarnold935@aol.com

S. Holler
Department of Physics, Fordham University, Bronx, NY, USA

B. Di Bartolo et al. (eds.), Nano-Optics for Enhancing Light-Matter Interactions 271
on a Molecular Scale, NATO Science for Peace and Security Series B: Physics

and Biophysics, DOI 10.1007/978-94-007-5313-6__12,

© Springer Science+Business Media Dordrecht 2013



272 S. Arnold et al.

Detector

Analyte

P

Transmission
Intensity

1311012 nen 1311.016 nm
Wavelength

Fig. 12.1 Whispering Gallery Mode Biosensor (microsphere) stimulated by a fiber waveguide
driven by a tunable laser. In use the surface is functionalized, and adsorption produces a shift of
the resonant dip (lower rt.) to longer wavelength (i.e. lower frequency)

this way is that it is fully analytical; an accurate determination of the nanoparticle
size is possible for particles pulled to the WGM’s ring of light [6] by optical gradient
forces [7]. In what follows we (1) review the mechanism responsible for single virus
detection, (2) design a signal enhancement scheme based on adding a plasmonic
nano-structure on the sensing ring, and (3) show that this approach should put single
protein detection within reach.

12.2 Reactive Sensing Principle

What happens when a nanoscopic particle adsorbs on the surface of a WGM
microcavity? What nanoparticle size and position would produce a detectable shift?
We knew in 2003 that formal theory would be extremely difficult since the particle
would alter the beautiful cylindrical or spherical symmetry. One approach that
seemed easiest was to keep the existing WGM shape (1st order perturbation) and
invoke adiabatic invariance. This principle involves holding a parameter in the
problem constant while varying other parts. We decided to try a thought experiment.
It involved “photon thinking”. We supposed that the cavity was in quasi-stationary
state with one invariant photon. Classically, energy in a WGM means oscillating
electromagnetic fields. A WGM’s energy is mostly inside, but a small part is outside
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in the form of an exponentially decaying evanescent field. This field polarizes a
particle which enters it and that requires energy. The photonic state has to pay a
price to do this. A photon’s energy is proportional to its frequency; more precisely
itis equal to Planck’s constant 4 times the frequency, Af. If we suppose that the time-
averaged work (over one cycle) to polarize a nanoparticle is W), then to account for
this energy payment the photonic state would have to lose energy, causing a change
in frequency A f;

hAf = —W, (12.1)

Equation 12.1 is beautifully simple, not only applicable to WGMs but also to any
resonant optical cavity such as a Photonic Crystal or Fabry Perot device. It also
predicts that frequency fluctuations will be seen for a particle moving just outside
the cavity since the evanescent field exponentially decays into the environment from
the cavity-environment interface, and the energy to polarize the nanoparticle is
proportional to the square of the field. The next step is to figure out how to use
this svelte equation.

The first thing that comes to mind when looking at Eq. 12.1 is that the result
should be classical; & should not be necessary. That is quite correct because the
energy needed to polarize the nanoparticle as represented by a quantum calculation
will also contain 4 and so there will be a cancellation. We can more easily get /# out
of the equation by dividing by the energy of the photonic state if on the left hand
side of Eq. 12.1 and its time averaged classical equivalent W, on the right;

A—f = —%. (12.2)

f We

Now we have a rather beautiful dimensionless result. To use it we must flesh out
the right-hand side so that the properties of the particle and resonator are revealed.
First, some assumptions about the nanoparticle must be made. Let’s say it is round,
homogeneous, and has a radius, ¢, much smaller than the light wavelength, A; a
Rayleigh particle. With these choices W, p = (}1) aky (r p)z where « is the real part
of the excess polarizability, and E (r p) the amplitude of the oscillating electric field
at the position of the center of the particle, r ,. The denominator on the right can also
be expressed in terms of classical fields by recognizing that a high Q cavity contains
equal amounts of electric and magnetic energy; W. = (1/2) [ e(ro)Eo(r.)*dV..
Equation 12.2 now becomes [3]

Af _ aEo(r,)’
f a 2f8(rc)E0(rc)2d Vc' (123

The discussion that led to Eq. 12.1 was based on a single photon, however Eq. 12.3
would be no different if N invariant photons had been chosen since both the square
of the field in the numerator and that in the denominator are each proportional to the
photon number. Equation 12.3 tells us a great deal optical resonant sensing.
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First the fact that the shift is proportional to the polarizability means that it
is proportional to the volume of the nanoparticle. So a measurement of the shift
can give the nanoparticle size. Since the density of most protein are fairly constant
the protein mass can also be estimated. Such a measurement is most certain if the
landing point of the nanoparticle is known [6, 8]. Next, the denominator is intimately
related to the volume of the microcavity, suggesting that sensitivity can be enhanced
as the cavity volume is decreased in inverse proportion.

Because the resonance frequency is shifted in reaction to the polarization of the
nanoparticle, Eq. 12.2 has been called a “reactive sensing principle (RSP)” [6]. For
label-free detection with a microcavity, this is the primary principle that can be
turned to for estimating the amplitude of frequency shift signals.

The energy argument used to arrive at Eq. 12.1 may be substituted for one
that utilizes light forces [9]. In the absence of dissipative processes, consistent
with photon number Adiabatic Invariance, the nanoparticle is drawn to the surface
by a time-averaged gradient force F = V(W, ) [10]. By doing work on the
nanoparticle to draw it from a distance at which the polarization energy is negligible,
the energy of the photonic state is reduced by an equivalent amount;

hAf:—/F.dr:—/rVWp’ROdrz— p,R(r). (12.4)

o

This is a rather satisfying result. It not only agrees with Eq. 12.1, but also shows the
intimate connection between the gradient force and the frequency shift.

Before discussing the validity of the RSP, it should be noted that a ring resonator
is intrinsically degenerate. By thinking of the sphere in Fig. 12.1 as an Earth-like
globe we can say with certainty that a photon circulating clockwise (eastward)
in Fig. 12.1 has the same frequency as one that circulates counter-clockwise
(westward). A nanoparticle adsorbing to the ring splits this degeneracy into two new
states [11]. These states are standing waves in which the particle either sits at a node
or anti-node. With the particle sitting at a node the field in the numerator of Eq. 12.3
is zero and thereby has no shift, whereas at the anti-node the numerator is twice
what it would be for a traveling wave and the mode shifts by twice the degenerate
shift. Mode splitting has been used to advantage in producing a nanoparticle sensing
technique that is “zero referencing”’; instead of having to detect a real time step as
evidence of adsorption, mode splitting produces a memory of the event in as much as
two dips are in appearance after the event is over. Most ring resonators do not display
mode splitting because the linewidth of the resonant dips is considerably broader
than the average shift [12]. Under this circumstance the split modes superpose to
reproduce a travelling wave, and the degenerate state reappears. Discussion of mode
splitting may be academic for single protein detection since protein are expected to
produce less than one-thousandth of the shift in comparison with virus, and virus in
aqueous media are already difficult to detect using the mode splitting technique.
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12.3 Validation of RSP

The Rayleigh particle RSP (Eq. 12.3) can be evaluated either numerically or
analytically for sizing particles in a way that includes WGM devices of all shapes
whether sphere, cylinder, disk, ring, capillary, or toroid. The classic case is that
of the sphere for which an analytical closed form expression can be worked
out simply for transverse electric polarization (TE) for the mode for which the
angular momentum quantum number / and its z-projection m are equal (equatorial
mode) [3];

Af aEo(rp)’  _ (@/e0)|Yii(6,¢)Pe "

f _2f8(rc)E0(rc)2dVC N (n2—n2) B3 (12.5)

where n; and n, are the refractive index of the micro-sphere and external en-
vironment respectively, and a, R, and L are the nano-sphere and microsphere
radii and characteristic decay length of the evanescent intensity, respectively. The
absolute square of the spherical harmonic displayed in Eq. 12.5 is independent
of the azimuthal angle ¢, but has distinct polar angle dependence as shown in
Fig. 12.2. Gradient forces operating in solution draw particles to the equator where
the intensity is greatest, and where the largest frequency shift is produced [6].
Since most protein and virus are charged it is possible to condition the surface
with like charges so that other parts of the sphere are avoided. It is also possible
to move antibodies to the equator where they can be bound. We call this approach
“Light Force Functionalization”. Equation 12.5 provides a direction for obtaining
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mode (n=1)
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tield tail
Field polar component
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Fig. 12.2 Radial and polar intensity distributions for the fundamental WGM in a microsphere as
adapted from [2]
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the polarizability of a nanoparticle from the frequency or free space wavelength
shift. In inverting Eq. 12.5 to obtain a particle’s polarizability we will suppose that
the particle binds to the equator (6 = ¥/2).

The solution to Eq. 12.5 for the polarizability from the free-space wavelength
shift is displayed in Eq. 12.6, and this is related in turn to the Rayleigh polarizability
equation for a homogeneous spherical particle,

2 _n2)R3 a/L AL n: —n?
(a/e0) = %(—) =dmn} | SE—5 |’ (12.6)
|Yi,i(7T/2’§0)| A max nnp +2n;

where n,,, is the refractive index of the nanoparticle. Equation (12.6) may be solved
for the nanoparticle size in the limit of large /,

agsp ~ ao[1+ £+ (3/2)&% + (3/8)&° + O(&Y)......... ] (12.7a)
R5/6)1/6 7 A\ /3
ag = W (T)max (127b)
— 4
£=37 (12.7¢)

Since the evanescent length L for grazing incidence at the glass-water interface is
greater than the nanoparticle radius for nanoparticles below 50 nm (e.g. Influenza A
virus) for all of the particle-laser wavelength combinations that we will consider, &
is a small fraction. Consequently Eq. 12.7b is all that is normally necessary for size
evaluation. Figure 12.3 shows results for particle sizes evaluated using the RSP in
comparison to the mean size reported by manufacturers or in the case of Influenza
from Scanning Electron Microscopy (SEM). The RSP appears to work independent
of the laser wavelength that is used. Although the data used in evaluating a gsp came
from the largest steps recorded, due to light forces drawing particles to the equator,
the distribution of steps in each case was fairly narrow. Figure 12.3 says a lot about
the limits of measurement for a WGM cavity that is bare (i.e. no local enhancement
mechanism).

12.4 Limit of Detection of a Bare WGM Microcavity

Some notes about Fig. 12.3. Agreement is good for all radii from 375 to 12.5
nm; the RSP is displayed as working over a range of 27,000 in mass. All points
except the smallest at 12.5 nm (9 atto-gram) used spherical WGM microcavities
[4, 6, 13]. This smallest detected polystyrene (PS) nano-sphere was measured with
a micro-toroid by using a reference interferometer for beating down wavelength
shift noise from laser frequency fluctuations [14]. Its free space wavelength shift
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Fig. 12.3 Comparison of the nanoparticle sizes arrived at from the RSP with the sizes either
obtained from manufacturer’s mean sizes in the case of polystyrene (PS) and from SEM in the
case of InfA virus

of 0.5 fm is very close to the rms noise. Unfortunately a 12.5 nm PS microsphere
(25 nm diameter) has a lot larger mass than an intermediately sized protein such
as streptavidin or bovine serum albumin (BSA). The researchers in [13] minimized
the noise while maximizing the wavelength shift signal but fell short of streptavidin
or BSA detection by a factor of 15. With little more that can be done to lower the
noise, the only reasonable approach is to boost the signal. A nano-plasmonic hybrid
microcavity will likely be the solution.

12.5 Nano-Plasmonic Microcavity Hybrid

The first paper dealing with this subject was published 2 weeks before our NATO
Advanced Study Institute [15]. The next came 2 months after [16]. A couple of other
papers have followed. I will recount the research that came from our laboratory
(MP3L) [14].
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Fig. 12.5 (a) Shift statistics after injecting PS particles into a cell with a WGM resonator having
gold nanoshells bound to its equator; inset: a typical image showing scattering from a Au shell on
the surface; (b) wavelength shift data showing steps from the two groups

The plasmonic enhancement mechanism came from a discovery made in the lab
using a microfluidic system (Fig. 12.4) [5].

The distributed feedback laser (DFB) that we would ordinarily be using was
replaced by a tunable external cavity laser (ECL) operating near 633nm. When gold
nano-shells about 70nm in radius were injected into the cell some were seen to attach
(3 or less) to the equator of the installed microcavity (R =33.5 ywm). The sphere was
washed in buffer but the nano-shells remained. Next dielectric polystyrene particles
55nm in radius were injected into the cell revealing steps in the free space resonant
wavelength of the silica microsphere (R =33.5 wm). Unlike all of the experiments
we had done in the past the distribution of steps was not in one group (Fig. 12.5).
There were two distinct groups in evidence. One group had a distribution centered
around 30 fm consistent with what we would predict from the RSP for 55 nm
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beads attaching to the equator of a bare silica microsphere. The other group were
considerably larger with one of the steps as large as 216 fm. Figure 12.5 shows a
small section of the data showing a “giant step” along with the more usual smaller
steps. We associated this second group of giant steps in Fig. 12.5 with the presence
of the gold nano-shells on the surface. The ratio between the average step height in
the second group to that in the first was 4. This odd occurance was attributed to a
hot spot plasmonic resonance stimulated by the WGM.

A theoretical effort ensued to try to describe and understand the apparent en-
hancement. The first realization was that calculating the fields for the microsphere-
Au-nanoshell system at a single frequency by employing a Finite Element Method
(FEM) numerical simulation would take weeks. The problem needed to be broken
up into parts. A simple question was asked: if the particle was solid gold and
much smaller than the evanescent length L, would an enhancement be expected?
A mechanism materialized and once again it involved the RSP.

To estimate the enhancement we suppose that the WGM is the lowest order
transverse electric (TE) mode with an approximately Gaussian shaped intensity
profile having a breadth of a few microns around the equator, thereby bathing the
plasmonic nanoparticle in a nearly uniform field. Excitation of this particle with
modal field amplitude E generates hot spots in intensity. Enhanced gradient forces
capture a dielectric nanoparticle at one of these spots [17]. Since the hot spots are
part of the local field of the plasmonically modified microresonator, the resonance
frequency undergoes an enhanced shift by comparison with binding to the bare
resonator in proportion to the increase in the polarization energy (Eq. 12.2), which
is in turn proportional to the increase in local intensity (Eq. 12.3). The enhancement
Re when an infinitesimally small particle lands on the plasmonic particle at ry; is

2

E 2
_ Bl , (12.8)

RE,max - 5
EO

EO + Eind(rhs)
Ey

where E;,4(rps) is the induced field at the hot spot of the plasmonic particle. Next
we will calculate R g maxfor the simplest case, a solid gold nanoparticle.

We will assume a simple dipole mode is induced in the bound gold nanoparticle
and that an infinitesimally small dielectric particle landing at the top gives rise to
an enhanced shift (Fig. 12.6). The experimental situation that led to Fig. 12.5 is
more complicated, however for now the solid gold model should be instructive. The
field on the top of the solid gold particle (at T in Fig. 12.6) is that of the induced

A 3
dipole at the plasmonic particle’s radius a,; E;nq = 2k ap,EoZ /a b where a,is

the polarizability of the plasmonic particle, k = (4repe.) ™", and Zis a unit vector
in the z-direction. Using this expression in Eq. 12.8 we arrive at [18]

R L 14 2ka, /)| 12.9
E,max — E2 = |1+ ozp/ap . (12.9)

0
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Fig. 12.6 Illustrates a traveling WGM interacting with a stationary gold nanoparticle stimulated
into a plasmonically resonant dipole mode. This generates hot spots north and south of the equator
that capture smaller dielectric nanoparticles as the WGM’s Carousel forces are transporting them.
The effect is an enhanced resonant shift of the microcavity’s frequency

For a nanosphere we have already written polarizability in terms of refractive
indices (Eq. 12.6), however here it is more useful to use permittivity; o, =
k='a,3 (e, — &0) /() + 2¢.) With this express Eq. 12.9 becomes
2 2

E 2
[Erl” _ . (12.10)

3¢
=142 L
Gl

gp+2e

(ep — &)
(ep + 2¢0)

RE,max =

Equation 12.10 is quite reasonable. If we set ¢, = ¢.the enhancement should
disappear and indeed it becomes 1. If we are dealing with a perfect metal (i.e. infinite
conductivity) then £, = —oo, and the enhancement is 9, a text book result [19].
More interestingly, at a dipole plasmonic resonance frequencyw; where the real
part of the metallic permittivity is controlled by the environment (i.e. Re[e ,(w1)] =
—2g, = —3.5 for water) the enhancement is limited principally by the Im[e , (w1)].
For a gold nanoparticle in water [20] at resonance Im[e ,; (w1)] &~ 2, which gives an
enhancement Rg, ~ 37, occurring at 530 nm. To a large extent the enhancement
although large is not nearly as large as it could be if the resonance occurred in
the near IR where the imaginary part of the dielectric function of gold is smaller.
A system that can go there and maintain spherical symmetry is a gold nanoshell
because its dipole mode is tunable by simply altering the thickness of the shell.

The approach we have taken thus far is quasistatic. It assumes that the structure
size is much smaller than the wavelength. In this limit equations for the fields and
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polarizability can be obtained to a good approximation from electrostatics, and
realistic optical responses can be calculated by using complex optical dielectric
functions.

The gold nanoshell consists of a spherical core of radius 7', usually of silica or
polystyrene with permittivity ¢, surrounded by a thin layer of gold with permittivity
&, for an overall radius 2. For our purpose its environment is water with permittivity
€3. One of its amazing properties is its tunability. For a given outer radius, as
the shell thickness is reduced the dipole resonance of the structure shifts to the
red. It is straightforward to work out the electrostatics of this structure [21]. The
enhancement in field at the top of the structure can be written, as before using
Eq. 12.9, however the polarizability is different due to the internal structure of
the nanoshell. Instead of working through all of the electrostatics we present an
analytical equation for the enhancement

|Er|>
Ej

(12.11)

3 2
RE,max = i ) .

&+ 2eg

By comparing Eq. 12.11 to the right most expression in Eq. 12.10 we see that the
only difference is the factor g since clearly ¢,is the gold permittivity €, and €3 is the
permittivity of the environment ¢,. The factor g is in a strategic location with respect
to the tuning of the resonance. With g equal to 1 we return to a solid gold particle and
the resonance occurs at 530 nm; this corresponds to RE [&; (w)] = —2¢3 = —3.5
for water. The parameter g is a measure of the strength of interaction between a
dipole that forms from charges on the gold silica interface with one that forms on
the gold water interface. As the shell thickness is reduced these dipoles form both
symmetric and anti-symmetric hybrids (Fig. 12.7). In particular the lower energy
symmetric state is responsible for pronouncing bio-sensing enhancements as the
interaction between the two dipoles grows. The Re[g] grows from zero on a positive
trajectory as the shell thickness decreases and the interaction increases. As a result
we can expect the dipole resonance to shift to the red where the Im[e;] decreases,
thereby enabling huge wavelength shift enhancements for a particle adsorbing to T
(Fig. 12.7).The promise that Fig. 12.7 offers is much greater than the enhancement
first discovered (Fig. 12.5). As we will show, the mechanism for both effects is the
same and the smaller signal is a direct consequence of the experimental conditions.

The enhancement R, is the ratio of the wavelength shift for a particle adsorbing
to a hot spot on a gold nanoshell to that for a particle adsorbing on the silica equator.
The dielectric particles used in obtaining Fig. 12.5 had an average radius of 55nm.
This allows the evanescent field of the WGM to easily interact with the particle since
L 88 nm. On the other hand, the near field of a gold nanoshell only extends over a
characteristic length of a couple of nanometers, allowing a small portion of the 100
nm particle to be polarized. Fortunately the mathematical machinery for using the
RSP in such a situation has been presented [23]. It involves a volume integral over
the adsorbed particle. On that basis the enhancement R, is
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Fig. 12.7 (a) The symmetric and antisymmetric hybrid modes of a gold nanoshell. (b) Enhance-
ment in the wavelength shift of the symmetric mode for an infinitesimally small particle binding at
T on a gold nanoshell 50 nm in diameter having thicknesses ranging from the full radius (i.e.
solid gold) down to 3.75nm For these calculations, the dielectric constant values of gold are
taken analytical fits to recent experimental data [22]. Note the large wavelength shift and the
enhancement that grows to 340x

_ [AeE EXdv

12.12
aq Eo(rp) ( )
where Ae = ¢, —¢, with g4 being with relative permittivity of the dielectric particle,
Ey EY is the product of the field before the particle insertion with that after the
particle insertion, and o4 is the polarizability of dielectric particle.

Figure 12.8 shows the nanoshell absorption spectrum obtained from Mie theory
[24], and Fig. 12.8 shows the calculated fields using a Finite Element Method
(FEM). The gold nanoshell is actually stimulated into a quadrupole mode. The
particle is positioned at one of the four hot spots of this mode. As one can see the
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Fig. 12.8 (a). The theoretical absorption spectrum of a nanoshell with inner and outer radii of 60
and 70 nm. The dimensions were employed in acquiring the data in Fig. 12.5. The peak at 633nm
corresponds to the excitation of the quadrupole mode. (b) The absolute field strengths arrived at by
using FEM. At the position of the dielectric nanoparticle the absolute field rises to 11X the incident
field (increase of 121X in intensity)

field from the nanoshell only slightly penetrates into the dielectric particle, however
where it does the field is elevated by a factor of 11 (i.e. the intensity is increased by
a factor of 121). Upon evaluating Eq. 12.12 we find that the overall enhancement is
3.4, in good agreement.

12.6 Conclusions

The question that remains is whether the nanoshell enhancement is large enough
to see protein one at a time. Our answer is decidedly yes. An enhancement of
300x lowers the detectable polarizability by a factor of 300, which in turn lowers
the detectable size by the cube root of 300, a factor of 6.7. Since individual
nanoparticles with radii of 12.5nm have already been detected in aqueous solution,
the enhancement afforded by gold nanoshells should reduce this to 1.9 nm, which is
well below the effective radius of BSA, 3nm.

Since publishing Shopova et al. [15] there has been a flurry of activity in which a
variety of nanoparticle shapes for the enhancement toward single protein detection
have been proposed. In particular, Bowen’s group in Australia [25] has concentrated
on nanorods and predicted an overall enhancement of over 800x for BSA. In
practice such rods would attach at random angles relative to the equatorial if light
force were the only means for functionalization. However, lithography is probably
not far behind, and we are liable to see rods along meridional (North-South)
directions on the equator. In the future we hope there will be many novel designs for
nanoplasmonic microcavity hybrid sensors that push the limit of detection farther
than ever before.
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Terahertz Spectroscopy and Imaging

at the Nanoscale for Biological and Security
Applications

John W. Bowen

Abstract The chemical specificity of terahertz spectroscopy, when combined with
techniques for sub-wavelength sensing, is giving new understanding of processes
occurring at the nanometre scale in biological systems and offers the potential
for single molecule detection of chemical and biological agents and explosives.
In addition, terahertz techniques are enabling the exploration of the fundamental
behaviour of light when it interacts with nanoscale optical structures, and are
being used to measure ultrafast carrier dynamics, transport and localisation in
nanostructures.

This chapter will explain how terahertz scale modelling can be used to explore
the fundamental physics of nano-optics, it will discuss the terahertz spectroscopy
of nanomaterials, terahertz near-field microscopy and other sub-wavelength tech-
niques, and summarise recent developments in the terahertz spectroscopy and
imaging of biological systems at the nanoscale. The potential of using these
techniques for security applications will be considered.

13.1 Introduction

The terahertz part of the electromagnetic spectrum lies between the infrared
and microwave regions, covering frequencies between 100 GHz and 10 THz.
This frequency range corresponds to wavelengths between 3 mm and 30 pm. It
may therefore seem surprising, given the relatively large size of the wavelengths
involved, that terahertz radiation can be used to probe processes occurring at the
nanometer scale, providing information that is not easily obtainable using other
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wavelengths. This state of affairs is due to three factors. Firstly, a frequency
of 1 THz corresponds to a period of 1 ps. Consequently, terahertz frequencies
interact strongly with phenomena that fluctuate on a picosecond or sub-picosecond
timescale. The continual breaking and re-forming of the hydrogen bonds between
the water molecules in liquid water occur on just this timescale, and so water is
a very strong absorber of terahertz radiation. This makes terahertz spectroscopy
extremely sensitive to small changes in the volume of water present in biological
systems as well as to changes in the dynamic behaviour of the water molecules.
This timescale also corresponds to the collective vibrational modes of biomolecules,
including those of DNA. In typical biological systems these biomolecules are in
solution, surrounded by water molecules. Therefore, conformational changes in
biomolecules can be sensed using terahertz spectroscopy due to the combined effect
of changes to the vibrational modes of the biomolecule and associated changes
in the dynamics of the surrounding network of water molecules. The collective
motion of the charge carriers in nanostructures also happens on this picosecond
or subpicosecond timescale, and so terahertz spectroscopy can, in addition, be used
to characterise the dynamic behaviour of charge carriers in nanomaterials.

Secondly, the fundamental behaviour of light as it interacts with nanoscale
objects, such as the extraordinary transmission of light through sub-wavelength
apertures, or the scattering of light by small particles, is difficult to explore directly
at the nanoscale using visible light, precisely because of the small dimensions
involved. However, these phenomena can be brought within reach by scaling the
test objects in proportion to the wavelength and operating in the terahertz regime.
These larger test objects are much more easily fabricated to a given tolerance than
their nanoscale counterparts, while terahertz imaging can be used to map the three-
dimensional, wavelength-dependent, time evolution of the electromagnetic fields in
the vicinity of the object. While this approach has to be treated with some caution
because not all electromagnetic phenomena, such as surface plasmons, scale directly
with the wavelength, it can be used very successfully to test whether theoretical
treatments hold in the terahertz range, giving some confidence that the same theory
is then applicable in the visible part of the spectrum.

Finally, using near-field microscopy techniques, it proves possible to concentrate
terahertz radiation to allow very deep sub-wavelength resolution imaging at the
nanoscale. All of these approaches to nanoscale sensing using terahertz radiation
will be discussed in more detail later in this chapter. However, as many of these
techniques are based on terahertz time-domain spectroscopy (TDS), it will be
helpful to start by considering the operation of a basic TDS system.

Figure 13.1 illustrates the layout of a typical TDS system operating in transmis-
sion geometry; that is, it is setup to measure the terahertz transmission spectrum
of a sample. With some modification of the optical layout, it is possible to use
a similar approach to measure the spectrum of the terahertz signal reflected from
the sample (see [1] for a typical example). For the purposes of this discussion, the
sample will be considered to be a slab of solid material, however, it is also possible
to measure the spectra of liquid and gaseous samples given a suitable sample cell.
The system relies on an ultrafast pulsed laser (typically a Ti:sapphire laser) both
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Fig. 13.1 Terahertz time-domain spectroscopy system

to generate the terahertz pulse that is incident on the sample, and to provide a
gating pulse for the detection system, enabling time-resolved measurement of the
terahertz pulse transmitted through the sample. The laser beam is split into two
beams using a beam-splitter: a pump beam used to generate the terahertz pulse, and
a probe beam for gating the detection. The pump beam falls on a terahertz generator,
which converts the incident near-infrared pulse from the laser into a terahertz pulse.
The resulting terahertz pulse will have a somewhat longer pulse-width than the
incident laser pulse, typically being of the order of a few hundred femtoseconds,
but will be still be short enough to contain spectral components which typically
give continual coverage from at least 100 GHz to 3 THz. The terahertz beam is
propagated via a system of focusing reflectors, through the sample and on to the
detector. The probe beam from the laser also falls on the detector, although it does
so via a scanning optical delay line, which enables the relative time of arrival of
the terahertz pulse and probe pulse to be adjusted. The detection system is gated
by the probe pulse so that it can detect any incident terahertz radiation only for
the length of time that the probe pulse is present. Therefore, as the probe pulse is
shorter than the terahertz pulse, being only a few tens of femtoseconds in length,
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the detection system will provide a snapshot of the field amplitude in the terahertz
pulse at a time corresponding to the arrival of the probe pulse. As the laser produces
a train of pulses, one after the other, the optical delay line can be adjusted so
that field amplitude of the series of terahertz pulses is sampled at different time
points, thereby mapping out the detected terahertz waveform. The resulting time
domain waveform can be Fourier transformed into the frequency domain to obtain
the spectrum of the detected pulse. Recording a second waveform in the same way
but without the sample in the beam, so that the beam passes unimpeded through the
instrument provides a reference pulse, which may be Fourier transformed to provide
a reference spectrum. Dividing the spectrum recorded with the sample in situ by the
reference spectrum, point by point, yields the transmission spectrum of the sample.
As the detection process is coherent, if complex fast Fourier transforms are used
to obtain the spectra, the resulting ratio also yields the frequency dependent phase
delay introduced by the sample. The frequency dependent amplitude and phase can
then be used to determine the frequency dependent refractive index and absorption
coefficient of the sample.

If the sample is not a simple slab of material, but is a more complex object with
regions made from different materials, it can be raster scanned on a translation
stage through the focus of the beam, in the plane orthogonal to the beam axis, to
construct a terahertz image of the object. The spatial resolution that can be obtained
will be limited by how small a spot the beam can be focused to, this ultimately
being limited by diffraction as a result of the terahertz optical components typically
being only a few tens of wavelengths across. A direct result of this is that higher
spatial resolutions are possible for the shorter wavelengths corresponding to the
higher frequencies within the incident pulse. A variety of imaging parameters can
be used to construct an image from the recorded data. For example, with respect to
the reference pulse, the relative amplitude of the time domain pulse, its time delay,
the relative amplitude at a particular frequency or over a range of frequencies can
all be used to form an image, some imaging parameters giving better contrast in a
given circumstance than others. The data recorded to obtain an image also contains
the full spectral information for each pixel in the image, and so spatially resolved
spectral characterization of the materials constituting the object is possible.

If instead of operating in transmission the system is configured to detect the
terahertz time domain signal reflected from an object consisting of different layers of
material at different depths, the resulting recorded waveform will consist of a series
of pulse-like signatures corresponding to the boundaries between the different layers
within the object. The times at which these signatures occur within the waveform
will depend on the round-trip time for the pulse reflected from each particular
boundary, and so can be used to provide depth information or to reconstruct a three-
dimensional image of the object. By selecting just one of these signatures and gating
out the others, it is possible to record a two-dimensional image of the selected layer,
or to Fourier transform the signature for spectroscopic analysis of the layer material.

There are two main approaches to generating the terahertz pulse that is incident
on the sample. In photoconductive generation, the pump beam from the ultrafast
pulsed laser is incident on a semiconductor material that bridges the gap between
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the two halves of a dipole antenna, which is formed as a metallized pattern on a
dielectric substrate. The two halves of the dipole are electrically biased so that a
potential difference exists across the gap. When the laser pulse is incident on the
semiconductor, it photo-excites carriers into the conduction band allowing a current
to flow through the antenna, resulting in radiation of the terahertz pulse.

Alternatively, in optoelectronic generation, the terahertz radiation is generated
by allowing the different frequency components of the incident laser pump pulse to
mix together in a non-linear crystal. The resulting difference frequencies result in
an emergent pulse in the terahertz range.

Similarly, there are two approaches to the gated detection of the terahertz pulse
after it has interacted with the sample. In photoconductive detection, the terahertz
pulse is incident on an antenna which, although unbiased, is similar to that used for
photoconductive generation. However, no current flows until photo-excited carriers
are generated in the semiconductor material by the incident probe pulse from the
ultrafast laser, thus gating the detection. The average current flow resulting from
a train of incident terahertz pulses can be measured using conventional electronics
and is proportional to the terahertz field amplitude.

In the second approach, electro-optic detection, the terahertz pulse and laser
probe pulse are both incident on a crystal of a material displaying the linear Pockels
effect. Both the terahertz pulse and laser pulse are linearly polarized in the same
direction when they are incident on the crystal. The emergent laser probe beam is
split into two orthogonally polarized components using a quarter-wave plate and
Wollaston prism, and the difference between these two components is measured
using a balanced pair of photodetectors. The degree of ellipticity of the elliptically
polarised laser beam that emerges from the crystal depends on the amplitude of the
terahertz pulse at that instant, so that the difference signal from the photodetectors
is directly proportional to the terahertz amplitude. Again, the detection is gated by
the probe beam, as there can only be a signal present on the photodetectors for the
duration of the probe pulse.

13.2 Terahertz Scale Modelling

Terahertz scale modelling provides a convenient technique for studying fundamental
optical phenomena that are difficult to observe at shorter wavelengths. As a result of
the scale invariance of Maxwell’s equations, light scattering by small particles can
be explored by replacing the incident light with terahertz radiation and scaling up
the dimensions of the scattering particles in proportion to the wavelength. Operating
in the terahertz range has a number of advantages [2, 3]. Firstly, the wavelengths
involved are approximately 500 times those of visible light, greatly aiding in the
fabrication of test samples with well controlled and well characterized properties.
Secondly, the bandwidth of terahertz TDS systems is sufficiently large to enable the
complete range from Rayleigh scattering to Mie scattering to be covered in a single
experiment. Furthermore, TDS directly measures both the amplitude and phase of
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the scattered field. Finally, the ability to conduct time-resolved measurements of the
scattered field allows different scattering centres and scattering mechanisms to be
identified, as well as enabling standing waves and reflections from the surroundings
to be time-gated out of the signal. This section describes terahertz scale model
experiments that have been conducted to explore scattering from small particles,
starting with an investigation of the optical phenomenon known as the glory.

13.2.1 Glory Scattering

In the visible part of the spectrum, the glory is seen by air passengers as a rainbow-
coloured halo surrounding the shadow thrown by their aircraft on a cloud below
them. It may also be seen by mountaineers about the shadow thrown by the mountain
top on lower level cloud, and even in the clouds of steam rising from hot springs
and geysers, encircling the shadow of the observer’s head. The effect is caused
by the back-scattering of sunlight from water droplets in clouds, mist or steam,
and so requires the sun to be behind the observer. While theoretical treatments
describing the origin of the rainbow-banded halo have existed since the 1940s, they
have, until recently, been very difficult to verify experimentally, as there has been
no means of separating components of the scattered field that have been scattered
through different mechanisms. In fact the first measurements to test the validity
of the theoretical models were carried out not at visible wavelengths, but in the
terahertz range.

In their experiments, Cheville et al. [4] used a terahertz TDS system, modified
to transmit a terahertz beam approximating a plane wave at a test target and to
collect the back-scattered terahertz radiation over a narrow range of angles centred
on an angle of 11° to the incident beam. Their system covered a frequency range
of 100 GHz to 2 THz. They used a 6.35 mm diameter alumina sphere as their
target. The capability of TDS to time resolve components of the scattered pulse
that had taken different paths, and therefore arrived at different times at the detector,
enabled scattered signals with three different origins to be identified. Firstly, there
was a component that was specularly reflected from the front surface of the sphere.
Secondly, there were components arriving at glancing incidence at the sides of the
sphere, travelling as surface waves for a short distance around the circumference of
the sphere, before taking a short-cut through the sphere, and then becoming another
surface wave on the opposite side of the sphere, to finally be re-radiated. These
surface wave components took two different paths dependent on whether they were
incident on left side of the sphere and travelled in a clockwise direction around
the sphere, or were incident on the right side and travelled in an anti-clockwise
direction. They could be separately identified in the scattered signal because they
suffered different time delays. Finally, there was a component transmitted through
the sphere to be reflected from its back surface. Analysing the spectra of these
components, it was found that the surface wave components had an oscillatory
character in the frequency domain due to frequency-dependent constructive and
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deconstructive interference between surface waves travelling in opposite directions
around the sphere. This result was in good agreement with theoretical predictions.
As the constructive and deconstructive interference shows an angular dependence
as well as a frequency dependence, this effect will give rise to a rainbow-like
halo with unpolarized incident radiation. Although the refractive index of the
alumina sphere in the terahertz range was greater than that of water at visible
wavelengths, simplifying the paths taken by the surface waves, this experiment
still provided the first validation of the theoretical models and confirmed the role
played by surface waves in glory scattering. Subsequently, the behavior of light
circulating near the surface of dielectric microcavities has been explored using time-
resolved measurements with ultrafast lasers in the visible and infrared parts of the
spectrum [5].

13.2.2 Multiple Scattering in Random Media

Mittleman’s group at Rice University in Texas have used terahertz TDS to study
multiple scattering in random media. Again, the results they have gained are difficult
to measure in other parts of the spectrum. The results are relevant to the imaging of
buried objects in scattering media at shorter wavelengths, particularly in the context
of biomedical imaging.

In all of their experiments, their experimental samples have consisted of large
numbers of PTFE spheres of diameter 0.794 +0.025 mm poured into sample
cells of various sizes and dimensions, the cells being made from PTFE or having
PTFE windows. PTFE has low absorption and dispersion in the terahertz range,
making it well suited to this application. The corresponding volume fraction of
the samples was 0.56 = 0.04. Because of the relatively large size of the scattering
spheres, enabling them to be produced with greater uniformity, the sample size
distribution and density is better characterized than for samples in optical scattering
experiments, which commonly consist of a suspension of latex spheres in water.

Experiments were performed to explore both ballistic scattering, in which the
properties of the undeviated beam passing through the scattering medium were
characterized, and on diffusive scattering, where the field scattered to different
angles was measured. In the ballistic case, although that portion of the beam is
undeviated, the radiation will still be scattered between the individual spheres
as it propagates through the sample, modifying the amplitude and time delay of
the received terahertz pulse. By measuring the transmission through a range of
samples of different thickness, Pearce and Mittleman [2] were able to extract the
frequency-dependent mean free path. In addition, an effective refractive index can
be determined from the measured phase, this differing markedly to a simple volume-
weighted average refractive index due to interference between the multiply scattered
waves. They found that the measured group velocity showed very good agreement
with that predicted by the quasi-crystalline approximation theoretical model, but
that this overestimated the mean free path and the phase velocity, although similar
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trends and resonant features were seen in the measurements. However, the range
of validity for the quasi-crystalline approximation is usually considered limited to
volume fractions of less than about 0.4, so it is not surprising that some deviation is
seen for the higher volume fractions used in the experiments.

In the diffusive scattering experiments, correlations between the field scattered
to different angles and at different time delays made it possible to identify
specific scattering events inside the sample [3]. These events vary for different
random arrangements of the scattering medium, but the experiments allowed the
probability distributions for the amplitude and phase of the scattered radiation to be
determined [6].

13.3 Terahertz Near-Field Microscopy

The preceding section explained how terahertz TDS can be used with scale model
samples to explore the interaction between light and small scattering particles. How-
ever, it proves possible to concentrate terahertz radiation down to sub-wavelength
dimensions, enabling the interaction between terahertz radiation and small objects to
be measured directly. This is valuable, as observing objects with terahertz radiation
can provide information that is not available to other wavelengths. Moreover, it
proves possible to form terahertz images of objects on this scale, in other words
to perform microscopy, but with the added advantages of spectroscopy and ultrafast
time resolution. Although some of the techniques to be described in this section
reach spatial resolutions of the order of a few microns rather than nanometers,
they can still be used via scale modelling to test theories of the interaction of
light with nanoscale objects in the visible part of the spectrum. However, these
techniques are gradually being pushed towards finer resolutions. Already, one
technique has achieved a spatial resolution of 40 nm, corresponding to 1/3,000
of the wavelength, and is capable of imaging regions of different carrier density
in semiconductor devices at this scale. Four methods for terahertz microscopy
will be described in this section: aperture-based techniques, plasmonic focusing
using parallel plate waveguides, terahertz aperture-less near-field scanning optical
microscopy (ANSOM), and laser terahertz emission microscopy. Because of the
sub-wavelength dimensions involved, all are concerned with the interaction between
the object and the terahertz beam in its near-field region.

13.3.1 Aperture-Based Techniques

One way to achieve sub-wavelength resolution images at terahertz frequencies is
to place the object in the beam from a terahertz source and raster scan it in front
of a sub-wavelength aperture in a metal sheet or film, detecting the evanescent
field coupled through the aperture. The object needs to be placed immediately in
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front of the aperture. Mitrofanov et al. [7] have described an integrated aperture
and photoconductive detector with dipole antenna that can be used in a terahertz
TDS system. Because the field amplitude of the radiation coupled through a sub-
wavelength aperture decreases as the third power of the aperture size, the aperture
was limited to 5 m across, giving a spatial resolution of 7 wm over a 200 GHz to
2.5 THz frequency range. Kawano [8] has presented a different integrated aperture
and detector structure, incorporating a near-field probe which enhances the coupling
of evanescent modes to the detector. In this case, the detector was a two-dimensional
electron gas detector and the spatial resolution was 9 pm.

Rather than sampling the terahertz radiation with a physical aperture in a metal
sheet, the portion of the beam that is sampled can be defined by the width of the
probe beam if electro-optic detection is used with TDS. This approach is known as
dynamic aperture near-field imaging. The technique has been used by the group at
TU Delft to explore the transmission of terahertz radiation through sub-wavelength
slits and holes [9, 10]. For these experiments, the slit or hole to be characterized was
formed in a gold layer on the top of a gallium phosphide substrate. This gallium
phosphide substrate acts as both the electro-optic detection crystal and the substrate
for the test sample. A thin layer of germanium separates the gold layer from the
gallium phosphide substrate. The terahertz field is incident on the gold surface of the
structure, so that some of it is coupled through the hole in the metal, passing through
the germanium layer and into the gallium phosphide, in which it induces optical
birefringence through the Pockels effect. This birefringence is sampled by focusing
the probe beam from the near-infrared ultrafast laser under the sample, so that it is
incident on the opposite side of the substrate to the metal layer. The probe beam will
be reflected from the germanium layer, while its polarization will be modified by the
terahertz-induced birefringence of the gallium phosphide. The polarization of the
reflected probe beam can then be analysed as in conventional electro-optic detection
to measure the terahertz field amplitude. Raster scanning the substrate relative to
the probe beam produces an image of the terahertz electric field transmitted through
the hole or slot under test. By appropriate choice of the gallium phosphide crystal
orientation, it is possible to measure different Cartesian components of the terahertz
field. It should be stressed that although the hole being tested is quite small, having
sub-wavelength dimensions, it is the significantly smaller width of the probe beam
focus that defines the effective aperture. A spatial resolution of better than 10 pm
has been achieved using this technique.

Experiments using the dynamic aperture technique can provide information
on the transmission of electromagnetic radiation through narrow slits and holes
that is also relevant to other wavelengths. Seo et al. [9] found that the terahertz
radiation is funnelled through narrow slits, so that the field amplitude increased
as the slit got narrower, although the overall integrated amplitude through the slit
remained constant. The maximum field amplitude was achieved when the slit was
half a wavelength long and as narrow as possible. Adam et al. [10] compared
measurements of the time evolution of the near-field of the axial component of
the electric field transmitted through a sub-wavelength hole with theoretical and
numerical models, providing considerable insight into what actually happens when
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light is transmitted through small holes. The authors point out that a comparable
measurement in the visible part of the spectrum on a 200 nm hole would require
measurement of the E-field of a 1 fs long, single-cycle pulse, with a temporal
resolution of 100 attoseconds, in a bandwidth extending from 250 to 3,000 nm,
and that such a measurement is currently not feasible.

13.3.2 Plasmonic Parallel-Plate Waveguides

Adiabatic tapering of the width and separation of parallel plate waveguides provides
another method for confining terahertz radiation to sub-wavelength dimensions,
and could form the basis of a scanning probe for imaging and spectroscopy. Zhan
et al. [11] have demonstrated focusing down to 10 pm by 18 pm using this
technique. As their peak frequency was 0.115 THz, this corresponds to a mode
area of 2.6 x 107312, which they claim is the smallest fractional mode area ever
experimentally demonstrated with any waveguide at any wavelength. From their
experiments it is clear that for maximum confinement, it is important to taper the
waveguide in both dimensions. As they observed a field enhancement at the edge of
the waveguide, they attribute the strong field confinement at the open sides of the
waveguide to the coupling of plasmonic edge modes across the air gap. They found
that the radiation was funnelled along the waveguide, with the amplitude increasing
as the dimensions were reduced. Propagation along the waveguide was dispersion-
free and showed no reduction in bandwidth of the transmitted radiation. Rusina et
al. [12] have presented the theoretical limits for terahertz focusing in plasmonic
waveguides. They find that a funnel shaped taper at the end of the waveguide would
give the best performance, but that losses will limit the smallest spot size that can
be achieved to the region of 100-250 nm.

13.3.3 Terahertz Ansom

Terahertz apertureless near-field scanning optical microscopy (ANSOM) relies on
the interaction between the sample to be imaged and the evanescent fields generated
at the tip of a sharply pointed conductive probe placed in an incident terahertz beam.
The probe tip can be scanned across the object to build up an image. A major
advantage of this approach over aperture-based techniques is that it is not prone to
the rapid fall-off of transmission that occurs as the size of the aperture is decreased.

In order to detect the resulting signal, it is necessary to separate that due to
the near-field interaction with the probe from the background signal produced by
the incident terahertz beam, which would otherwise completely swamp the signal
of interest. Two schemes have been used to detect the near-field signal. In one
method, the sample is placed on the surface of a gallium phosphide crystal, just
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below the probe tip [13]. When a linearly polarized terahertz pulse is incident on the
crystal and probe, a terahertz near-field is developed below the probe tip, with the
E-field lines oriented perpendicularly to the crystal surface. Now, if a probe pulse
from a near-infrared ultrafast laser is incident on the reverse side of the gallium
phosphide crystal, its polarization will be modified by birefringence induced in the
crystal through the linear Pockels effect. Because the crystal has a (100) orientation,
the polarization of the probe pulse is only affected by the terahertz E-field that is
perpendicular to the crystal surface. As the incident terahertz pulse is polarized
parallel to the crystal surface, it has no effect on the polarization of the probe
pulse, making the method background free. Where the perpendicular component
of the terahertz field is strong, in the near-field of the tip, it elliptically polarizes the
probe pulse with an ellipticity proportional to the E-field. The polarization of the
resultant reflected probe pulse is then analysed as in conventional terahertz TDS
electro-optic detection to measure the amplitude of the terahertz near-field after
it has interacted with the sample. The spatial resolution scales with the tip apex
diameter and is independent of frequency. A spatial resolution of about 10 pum
has been achieved using this technique. By growing caesium iodide crystals on
top of the gallium phosphide crystal, Planken et al. [14] have used this technique
to demonstrate terahertz spectroscopy on the sub-wavelength scale by measuring
the spectra of regions with and without caesium iodide crystals separated by about
20 wm. By comparing the resulting spectra, they could identify the caesium iodide
phonon absorption resonance at 1.8 THz. However, a potential disadvantage of this
approach is that it is limited to measuring thin objects in transmission, which have
to be placed on the gallium phosphide crystal surface.

In a second approach, the terahertz signal back-scattered by the interaction
between the probe tip and the sample surface is measured using a terahertz detector.
In this case, the scattered signal is separated from the background signal due to the
incident terahertz beam by vibrating the probe tip and using lock-in detection. Astley
et al. [15] have demonstrated that the scattered field can be enhanced if the vibrating
probe is placed above a thin metallic film due to contributions from surface plasmon
states on both sides of the film. Their experiment was conducted using a 0.5 pm
probe tip, with a 750 Hz, 750 nm vibration and a 500 nm thick gold film. Huber
et al. [16] have built a terahertz nanoscope, operating at 2.54 THz, based around
lightening-rod field enhancement at the apex of an atomic force microscope probe
tip. They use a continuous-wave incident beam and interferometric detection to
amplify the scattered signal. Using this instrument they have demonstrated terahertz
images of single nano-transistors, with a spatial resolution of 40 nm, corresponding
to 1/3,000 of the wavelength. The image contrast makes it possible to differentiate
between the different materials in the transistor. Furthermore, it is possible to
spatially resolve regions of different carrier density within the semiconductor
materials in the important 10'°-~10'? carrier cm™ range, where visible and infrared
methods lack sensitivity. Calculations show that as few as 100 electrons are all that
are needed to generate significant contrast within the terahertz images.
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13.3.4 Laser Terahertz Emission Microscopy

Yamashita et al. [17] have demonstrated a technique known as laser terahertz
emission microscopy (LTEM), which is capable of non-contact, non-destructive
testing for failures in integrated circuits. In this technique, a pump pulse from a
near-infrared ultrafast laser is scanned across the surface of the integrated circuit,
which may be under applied electrical bias. In response to this pump pulse, terahertz
radiation is emitted from various areas of the integrated circuit due to regions acting
as biased photoconductive switches, unbiased interfaces with built-in electric fields
such as pn junctions and Schottky diodes, or from the surface of the semiconductor.
The emitted terahertz pulses are detected using photoconductive detection, as in
conventional terahertz TDS, to form the terahertz image. The spatial resolution is
dependent on the spot size of the probe beam and has been demonstrated to be better
than 3 wm. The resulting amplitude and phase distribution in the terahertz image is
characteristic of the integrated circuit and can be used to identify failures within the
circuit, which will show up as unexpected differences in the image.

13.4 Terahertz Spectroscopy of Nanomaterials

Terahertz spectroscopy is ideal for studying conductivity in materials because the
0.1-2 THz range covered by typical TDS systems is a good match to typical carrier
scattering rates of 10'2-10'* s™!. Other techniques cannot provide information
about charge transport in materials on sub-picosecond to nanosecond time scales
and nanometre length scales. This makes it a very powerful technique for studying
nanomaterials.

Measurements of this sort are carried out using time-resolved terahertz spec-
troscopy (TRTS), which is also known as optical pump terahertz probe (OPTP)
spectroscopy. This is an adaptation of the TDS technique in which the beam from
the femtosecond laser is split three ways, so that one beam can provide an optical
pump beam to photo-excite carriers in the sample, which is then probed using the
terahertz beam as in conventional TDS. A typical set-up is shown in Fig. 13.2. An
optical delay line in the pump beam allows the relative time of arrival of the optical
pump and terahertz probe pulses at the sample to be adjusted.

The relaxation dynamics of transient photoconductivity in nanomaterials can be
probed by scanning the pump beam delay while holding the terahertz gating delay
at the peak of the terahertz waveform. Typically, -AT/Ty is plotted against the probe
time delay, showing the change in the difference of transmission on photo-excitation
divided by the transmission of the sample before photo-excitation. Example plots
comparing silicon nanocrystal films with a silicon on sapphire film are presented
in [18]. The photoconductive lifetime can be determined from the rate of decay in
plots of this kind.
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Fig. 13.2 Time-resolved terahertz spectroscopy system

The conductivity of a sample can be determined from measurements made by
holding the pump beam delay constant while the terahertz gating delay is scanned
to record the full terahertz waveform at a fixed time after photo-excitation. The
conductivity is found by firstly Fourier transforming the recorded waveform to
the frequency domain to yield the spectrum, from which the frequency dependent
absorption coefficient o and refractive index n can be found. For nano-structures, it
may be necessary to make use of an effective medium approximation to determine o
and n [19]. The frequency dependent complex conductivity can then be determined
from o and n.

The carrier scattering time 7, the plasma frequency w, and the persistence of
velocity parameter c¢; can all be found by fitting the Drude-Smith model to the
complex conductivity as a function of angular frequency w:

2

EoWiT

L [1+ a ]
1—iwt 1—iwt

5 (w) = (13.1)
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The mobility for the Drude-Smith model can then be determined from:
et
n=0+c)— (13.2)
m

where e is the electronic charge and m” is effective mass. The parameter c; is related
to carrier backscatter and indicates how localized the carriers are [20].

The carrier dynamics of a variety of nanostructures have been characterised
by terahertz spectroscopy. A few examples include: ZnO nanowires, nanoparticles
and thin films [19]; nanocrystal-carbon nanotubes and nanocrystal-graphene oxide
hybrid nanostructures [21]; GaAs nanowires [22]; and Ge nanowires [23].

13.5 Biological Systems at the Nanoscale

The terahertz spectroscopy of biological systems in general has been covered in
detail in an earlier book in this series [24], and so this section will concentrate
on summarising those aspects that are relevant to sensing biological phenomena at
the nanoscale. Terahertz spectroscopy is sensitive to both the collective vibrational
modes of large biomolecules and to dynamic fluctuations in the water networks
that surround such biomolecules in their functional state inside biological cells.
Characteristic spectral features of biomolecules, such as DNA nucleobases, have
been measured with samples in the form of pellets of polycrystalline powder mixed
with polyethylene [25] or in the form of polycrystalline thin films [26]. However,
these sharp spectral features disappear when the molecules are in solution, as the
spectra become dominated by strong absorption due to water. Nevertheless, the
spectra contain useful information about the dynamics of the water surrounding
the biomolecules, and because the water dynamics influence and are influenced by
the biomolecules they are surrounding, information about the conformational state
of the biomolecules themselves. By measuring the concentration dependence of the
terahertz absorption spectra of biomolecules in solution, it has proven possible to
determine the size of the dynamical hydration shell of water with modified physical
properties that surrounds each biomolecule [27]. This dynamical hydration shell can
extend to greater than 1 nm away from the surface of a protein molecule, which is
much further than the static hydration radius inferred using other techniques. Within
this hydration shell, the fluctuations in the water hydrogen bond network are slowed
down such that the water dynamics are different from those of bulk water, leading
to a distinct terahertz absorbance. Similar terahertz measurements indicate that the
introduction of sugar molecules slows the hydration dynamics, leading to reduced
biological activity of proteins [27]. As a result of these measurements, it is thought
that this is the mechanism behind anhydrobiosis, whereby plants that can survive
extreme conditions produce sugars which have a stabilising and protective effect on
their proteins and cell membranes. Further measurements have indicated that the
change of water dynamics is much less for partially unfolded proteins than for the
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wild type, and that large changes are seen due to site-specific mutants. Furthermore,
as proteins fold to a new state, terahertz measurements indicate the surrounding
water molecules have rearranged themselves long before the protein has settled into
its new shape. Therefore, it is not surprising that conformational changes lead to
distinct terahertz absorption spectra, for example in light induced conformational
change in photoactive yellow protein in solution [28].

Groma et al. [29] have used light induced terahertz radiation to explore the
fundamental primary charge translocation phenomena in bacteriorhodopsin. In their
experiment, they effectively used the bacteriorhodopsin sample as the terahertz
generator in a TDS-like system and analysed the emitted terahertz radiation.

Terahertz biochips enabling label-free DNA sequencing have been developed
which allow femtomolar sensitivity levels and single-base mutation detection
capability [30, 31]. These rely on shifts of the resonant frequency of a terahertz
resonator on the biochip due to differences in the refractive index and absorption
coefficient of hybridized and denatured DNA.

Because of the extreme sensitivity of terahertz radiation to water, a modification
of TDS, referred to as terahertz differential time domain spectroscopy (DTDS), is
capable of sensing a 1 nm thickness change in a layer of liquid water. As a result,
changes in living cell monolayers are more readily detected using DTDS than with
optical phase contrast microscopy [32].

13.6 Security Applications

Explosives [33-35], chemical [36] and biological threats [37] all have unique
spectral signatures in the terahertz range. There is considerable potential for sensing
these substances at the nanoscale because, while the spectral detail becomes
indistinct in large ensembles of molecules, single molecules should have distinct
spectral lines, allowing them to be identified from terahertz fingerprint spectra.
Terahertz near-field techniques, as described in Sect. 13.3 above, are developing
rapidly and offer the potential to identify very small quantities of substances.
Although there is still much work to be done, Terahertz nano-spectroscopy may
ultimately provide the necessary specificity and sensitivity to provide instant early
warning of threats at the single molecule level.

13.7 Conclusions

This chapter has shown that, despite the relatively large size of the wavelengths
involved, terahertz spectroscopy and imaging can provide information on processes
occurring at the nanoscale that is difficult or impossible to acquire using techniques
operating in other regions of the electromagnetic spectrum. Terahertz scale mod-
elling can be used to test theories of the fundamental behaviour of light that are
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also applicable to the visible part of the spectrum. Terahertz near-field techniques
with extreme sub-wavelength spatial resolution are capable of mapping regions of
different carrier density within semiconductor devices. Terahertz spectroscopy of
nanomaterials enables their ultrafast carrier dynamics to be characterized. Terahertz
spectroscopy of biomolecules may lead to greater understanding of biological
function at the molecular level. Finally, these recent developments give some hope
that terahertz techniques will ultimately be developed that are capable of detecting
single molecules of explosives and of chemical and biological agents.
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14
Application of Plasmonics in Biophotonics:
Laser and Nanostructures for Cell Manipulation

Alexander Heisterkamp, M. Schomaker, and D. Heinemann

Abstract In cell biology and regenerative medicine, there is a certain need to
modify or manipulate cells, for example within the field of tissue engineering or
gene therapy.

Laser radiation allows the precise manipulation and imaging of cells with
subcellular resolution. However, high numerical aperture objectives have to be used,
to achieve spatial localization and confinement of the laser radiation. Thereby,
cell throughput is limited. A possible technology to achieve a similar confinement
of laser radiation can be the employment of plasmonic resonances. Using noble
metals so-called surface plasmons, being collective electron oscillations at the
surface of nanostructures or nanoparticles, can be excited by the laser radia-
tion. Within the near field of these plasmons, the high field intensities can be
used to achieve manipulation or characterization of biological processes within
a cell.
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14.1 Introduction

The selective manipulation of cells or tissues is of very high interest in the fields of
tissue engineering or regenerative medicine. Especially the introduction of foreign
materials, such as DNA, RNA or other foreign molecules into a cell is a key method
in cell biology. The so-called transfection, introduction and expression of foreign
genetic material into a cell, is usually performed by conventional techniques, like
viral transfer, lipofection, nucleofection, electroporation, each of these techniques
having its special advantages and disadvantages.

Tightly focused ultrashort laser pulses allow the manipulation of cells and tissues
on the subcellular scale with nearly negligible side effects. Due to the nonlinear
absorption of near-infrared laser pulses, the induced effects, like generation of a
microplasma, shockwave generation and photodissociation, are limited to a sub-
femtoliter volume, allowing the ablation of subcellular components, like parts of
the nucleus, the cytoskeleton or puncturing the cell membrane. However, in order to
achieve this nonlinear absorption, usually very tightly laser light has to be applied,
calling for the use of microscope objectives with high numerical apertures around
NA = 1.4. The cell throughput of these laser-based cell manipulation is therefore
limited.

Using plasmonic resonances in noble metals, the laser intensities at certain
frequencies can be amplified near the surface of sub-micron structures. Using these
collective electron oscillation in noble metals, the nonlinear effects can be achieved
in the near field of nanostructures like gold nanoparticles, allowing the manipulation
of high cell numbers using only mildly focused laser light.

In the following we will present the fs-laser based cell and tissue manipulation,
based on tight focusing. Following exemplary applications in cell manipulation are
shown.

In another section, the fundamentals of plasmonics on noble metals are
very briefly introduced, leading the use of these resonances in the field of cell
manipulation.

14.2 Nonlinear Ionization of Biological Substances

In order to achieve a manipulation or processing of biological substances like cells
or cell organelles, the energy of the laser pulses has to be coupled to the media. In
case of fs-laser pulses, this process is dominated by the generation of free electrons
[1], [2]. As sketched in Fig. 14.1 the simultaneous absorption of several photons
leads to the excitation of electrons into a quasi free band [3]. As the main constituent
of tissue and cells is water, most of the models deal with the absorption properties of
water. Within the exciton band the quasi-free electrons can further be accelerated by
the laser radiation and lead to generation of more free electrons, a microplasma.
Within the laser pulse of usually 100-200 femtoseconds, free electron densities
around 10?'-10%> cm™ are generated.
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Fig. 14.2 Plasma densities calculated by Arnold et al. [2] for different numerical apertures

The extension of the laser manipulated areas, especially the spatial distribution of
the microplasma generated by the fs-laser pulses can be calculated using numerical
modeling of the multiphoton and cascade ionization in combination with the
propagation integrals for the laser beam propagation at the focus, see Fig. 14.2.

At very high apertures, the manipulated area can be of submicron dimensions,
allowing the cutting or ablation of subcellular organelles or structures, as demon-
strated first by Koenig et al. [4]. An example of subcellular ablation is depicted in
Fig. 14.3., showing the ablation of the cytoskeleton of a living cell, using a numerical
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Fig. 14.3 fs-laser cuts within the cytoskeleton of a fixed bovine capillary endothelial cell. The
cytoskeleton is stained for actin, the laser cutting width increases with increasing pulse duration
(between 2 and 5 nl.) [5]

aperture of 1.4 and 200 fs laser pulses at a few nanojoule energy and 1 kHz repetition
rate [5]. The highly selective ablation of the subcellular structures can even be used
to open the cellular membrane with very high spatial selectivity, allowing highly
efficient DNA or RNA delivery into the target cell, so-called fs-laser transfection or
optoperforation [6], [7], [8].

However, this method depends on the tight focusing using high numerical
objectives to achieve the nonlinear effects in the confined volume at the cell
membrane. Thereby, only one cell at a time is usually perforated, leading to very
low throughput and thus limiting the applicability of this procedure.

14.3 Plasmon Resonances at Gold Nanoparticles

A possible way to overcome this limitation of single cell targeting can be the use
of plasmonic resonances in gold nanoparticles. When noble metals are illuminated
with optical fields, especially with dimensions smaller than the wavelength of the
light, so-called surface plasmon resonance (SPR) can be excited. Metals like Ag, Au
and Cu have plasmon resonances in the visible, meaning that the surface electrons of
these particles oscillate at the corresponding frequencies, driven by the irradiating
optical field. The effect was first theoretically explained and described already a
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2 foreign DNA (GFP)

spot size

Fig. 14.4 Setup and principle of the nanoparticle mediated laser perforation of cells : (a) The
laser radiation is moderately focused onto the cells resting in a Petri dish containing cell medium
and the DNA or other molecules to be introduced into cell. (b) Due to the plasmon resonance at
the particles, the laser intensity near the particle exceeds the threshold for optical breakdown and
thereby perforates the cell membrane. (¢) High throughput is achieved by scanning the laser spot
over the whole Petri dish

century ago by Mie [9]. With respect to the application in cell manipulation, the key
factor of this effect is the field enhancement in the near field of the particles, see for
example Kelly et al. [9] or Nedyalkov et al. [10].

Like Nedyalkov has shown in his publication, these increased field intensities in
the near field of the particle can be employed for material processing. As depicted
in Fig. 14.4 a large number of cells can be addressed with the laser radiation, when
gold nanoparticles are bound to the cell membrane. Scanning a moderately focused
fs-laser beam over the cell dish, optical perforation by near field enhancement can
be achieved in the vicinity of the nanoparticles, allowing the introduction of foreign
molecules into the cells.

14.4 Materials and Methods

14.4.1 Cell Preparation

The cells used in this study were cultivated in glass-bottom-dishes (ibidi) or glass
bottom well plates. The canine cell line (ZMTH3) was cultivated in RPMI-1640
medium, supplemented with 10 % FCS, penicillin and streptomycin. The cells
were seeded onto the glass-bottom-dishes 254 prior to treatment. Apart from
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the canine cell line, additional cells like primary cells from 12 week old albino
mice (DRG neurons) and different human stem cells (embryonic and iPS cells)
were used.

14.4.2 Nanopartcile Mediated Laser Cell Perforation

For the study of nanoparticle mediated laser perforation, different nanoparticle sizes
and materials were used. Here we show the results concerning the gold nanoparticles
with sizes between 80 and 250 nm (Kisker GmbH). The cells were incubated
with the nanoparticles of the respective size at a particle concentration of 5.66—
11.33 pg/ml for 3 h and washed with PBS afterwards.

The perforation efficiency was studied by using the membrane impermeable
dye Lucifer yellow (LY). After the laser perforation, the dye was washed of the
cell sample and the perforation efficiency was studied by optical microscopy. Cell
viability was controlled by staining the cells with Propidium Iodide (PI).

14.4.3 Experimental Setup

The laser system used in this study consisted of a Ti:Sapphire laser (Thales, Bright
laser), delivering 120 fs laser pulses at a repetition rate of 5 kHz and a wavelength
of 780 nm. The laser was weakly focused by a 140 mm lens onto the samples,
see Fig. 14.4. By moving the sample in a serpentine pattern at a constant velocity
of 15 mm/s and constant pulse overlap, covering an area within the sample of
approximately 3 mm?.

14.5 Results

14.5.1 Nanoparticle-Cell Interaction

To verify the accumulation of nanoparticles at the cell membrane, environmental
scanning electron microscope images of cells co-incubated with Au-nanoparticles
have been performed. The ESEM images show that after incubating the cells with
the goldparticle suspension several particles are bound to the cell membrane. With
increasing incubation time both, the number of particles and the amount of particle
clusters, increased. Figure 14.5 shows a representative ESEM image of ZMTH3
cells incubated with 200 nm goldparticles for 3 h.



14 Application of Plasmonics in Biophotonics. . . 311

Fig. 14.5 ESEM image of nanoparticles (200 nm size) accumulating at the membrane of ZMTH3
cells after co-incubation for 3 h. Cells were fixed using 4 % PFA before imaging under wet
conditions

14.5.2 Nanoparticle Mediated Laser Perforation

To perforate the cell membrane we incubated the cells with spherical GNP of
different sizes for 3 h as described before. The cells were treated with fs laser
pulses while scanning an area of 3 mm”. A membrane impermeable fluorescent
dye (Lucifer yellow) was used as an indicator for successfully perforated cells. The
viability of the cells was checked with Propidium lodide.

Perforation experiments were performed with different cell lines. The results
show a successful perforation for human stem cells, human IPS cells and mouse
DRG neurons using laser induced effects in 150 nm GNP, results are plotted for
ZMTH3 cells in Fig. 14.6. The highest perforation rate of 79.3 % was achieved
using ZMTH3 cells, 200 nm GNP with a cell viability of 83.3 %. That means nearly
every vital cell was perforated. Reason for the loss of ca. 20 % of the cells could
be the temperature fluctuation during the preparation and laser treatment procedure.
The parameters for the best rate of perforation were a GNP incubation concentration
of 11.33 pg/ml, a laser fluence of 0.1 J/cm? and a scanning velocity of 15 mm/s.

Since impermeable dye molecules, with a molecular weight of 457 Da, diffuse
into the cells, transfection experiments with pEGFP-C1 vectors were performed.
These plasmid vectors have a size of 4.7 kbp and are therefore much bigger than the
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Fig. 14.6 Cell viability and efficiency of optical perforation by plasmonic enhancement for
different nanoparticle sizes. Cell viability is very high for nearly all nanoparticle sizes, whereas
the efficiency is increasing with increasing particle size. Above 250 nm, the efficiency starts
to decrease again. (Nanoparticle concentration 11pml/ml, laser fluence 0.1 J/cm2 and scanning
velocity 15 mm/s)

LY molecules. Even though, these GFP plasmids diffused into the cells after laser
treatment but compared to the Ly molecule with a lower efficiency. The transfection
was verified with a fluorescent microscope 48 h after laser treatment. In case of
successful GFP expression the whole cell got fluorescent. To demonstrate successful
transfection for primary cells, mouse DRG neurons were successfully transfected,
using a pEGFP-C1-HMGAZ2 vector, a laser fluence of 0.37 J/cm?2 and a scan velocity
of 50 mm/.

14.6 Conclusion

The plasmon-mediated laser cell manipulation is suitable for highly efficient cell
perforation, accompanied by very low side effects and thus high cell viability.
The method relies on the interaction of nanoparticles with the cell membrane and
following with the applied laser radiation, leading to a near field enhancement of
the laser radiation, leading to the precise perforation of the cell membrane in a large
number of cells. Instead of a tight focusing by high numerical aperture objectives,
this method can employ weakly focused femtosecond radiation, leading to the
optical perforation of the cells at large numbers. Once the membrane is perforated,
membrane-impermeable dyes or molecules, like Lucifer yellow, DNA or RNA and
siRNA can enter the cell.
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Lucifer Yellow molecules with a molecular weight of 457 Da enter the cells

with a higher efficiency than 4.7 kbp plasmid vectors. However, the possibility to
transfer genes into living cells using GNP mediated laser cell perforation is very
promising for high throughput cell transfection. Furthermore, this method is suitable
for primary and stem cells permeabilization.
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15
Principles and Applications of Rare Earth
Ion-Doped Nanoparticles

John Collins

Abstract This article presents some fundamental properties of nanoparticles of
insulating materials doped with rare earth ions as optically active centers. In
the nano-regime, the effects of confinement can affect the optical properties.
These affects are well known in semiconductors such as CdS or CdSe, where the
particle size dictates the band gap, and hence the particle’s absorption and emission
properties. In the case of insulators, such affects are less important. For insulators,
the optical properties are affected by the particle size mainly through (1) the reduced
phonon density of states and (2) the role of the surface and near-surface sites
occupied by the rare earth ion. In this article we examine the fundamental physics of
these systems, and call attention to various experiments in which these affects have
been observed.

15.1 Introduction to Rare Earth Ions in Solids

For those readers not familiar with the optical properties of rare earth ions in solids,
we summarize in this section some of their fundamental properties and the physical
reasons behind them. Given our concern in this article for confinement effects, we
pay particular attention to those properties that may (or may not) be affected by such
a system when placed in a nano-particle.

The rare earth elements range from lanthanum (atomic number 57) to lutetium
(atomic number 71). When placed in a solid, the rare earths usually substitute
in the trivalent state. The ground state configuration of the trivalent rare earth
ions is [Xe]4f". It is important to note that Xe (atomic number 54) has filled
shells, including the 5s* and 5p®. Because the wavefunctions of the 4f electrons lie
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Fig. 15.1 The interactions experienced by the 4f electrons (of decreasing importance left-to-right),
the labels of the states, the “good” quantum numbers, and the degeneracies. The diagram also
shows the order of magnitude of the splitting that result from each interaction

generally closer to the nucleus than those of the 5s and 5p electrons, the 4f electrons
are shielded from the crystalline field by the 5s and 5p electrons. This limits the
interaction between the ion and the crystalline field to a small perturbation.

15.1.1 States of Rare Earth Ions in Solids

The optical activity of the rare earth ions in solids occurs mainly between electronic
states within the 4f configuration. In this section we give a brief introduction to the
nature of the states associated with the 4f electrons, their labeling, and how they
vary from one crystal to another.

The Hamiltonian of an atomic system can be written as follows:

H = Hy+ He—ej + Hso + Hcr (15.1)

In Eq. 15.1, Hy is the Hamiltonian in the central field approximation, H,—; is
the electron-electron interaction, Hgo is the spin orbit interaction, and Hc¢r is the
crystal field interaction. We briefly discuss each of these separately. Their affects
are summarized in Fig. 15.1.

In a perturbative approach, the most important term in the Hamiltonian, Hy, is
considered first. It contains the kinetic energies of the electrons, the electrostatic
interaction of the electrons with the nucleus, as well as those interactions with the
electrons that contribute to a central field. The eigenstates of Hy lead to all the 4f
electrons being degenerate, because each 4f electron experiences the same central
field. The total orbital angular momentum (1) of each electron and its z-component
(my) is conserved separately, as is the z-component of the spin of each electron
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(my). Thus, n, 1, mj, and my are all good quantum numbers. The degeneracy is given
by the number of ways that the spins of the n electrons can be arranged in the 4f
shell, constrained, of course, by the Pauli Exclusion Principle. Such a set of states
is known as a configuration.

H._ is the electrostatic interaction between the 4f electrons. This interaction
reduces the symmetry so that the total and z-components of orbital angular
momentum of the system of 4f electrons and their total spin angular momentum
are good quantum numbers. The configuration is accordingly split into different
spectral terms, each term having a specific total angular momentum L, and a total
spin S, and designated by 25T!L.

The spin-orbit interaction, Hgp, couples the spin to the orbital motion. Assuming
that Russell Saunders coupling is valid, the allowed total angular momentum,
designated by J, runs from J=L + S to J =L—S. Thus, good quantum numbers
are J and its z-component, M;. The degeneracy of each level is determined by the
number of possible values of My, that is 2 J + 1. The states are labeled as >>*!L;.
Note that the labeling scheme retains the S and L designations, as if they were good
quantum numbers. This is because to a large extent the states retain their S and L
character.

Finally, the last interaction to be considered is the electrostatic interaction
between the ion and the static crystalline field due to the ion’s nearest neighbors.
At this point, spherical symmetry is lost, so that angular momentum as we normally
envision it is no longer a good quantum number. Instead the quantum numbers
are associated with the symmetry of the crystalline field. Generally speaking, the
higher the local symmetry, the higher will be the degeneracies of the states. The
degeneracy of these crystal field levels is less than or equal to 2 J+ 1 for an ion
with an even number of electrons. For systems with an odd number of electrons,
Kramer’s degeneracy demands that the degeneracy of the levels must be less than or
equalto (2J + 1)/2. (In this case, a full splitting of the 2 J 4 1 levels can only be done
with a magnetic field.) These crystal field levels should be labeled, strictly speaking,
according to the irreducible representations of the crystalline field. However, the
crystal field splitting of the J-manifolds is usually much smaller than the spin-orbit
splitting, and so the T1L; notation is often retained.

Because of the small crystal field splitting, the 4f energy levels of the rare earth
ions relative to the ground state are not very sensitive to the host crystal. Thus, it
is possible to develop an energy level diagram that is mainly valid for the trivalent
rare earth ions in any host material. Such a diagram is often referred to as the Dieke
diagram [1] (Fig. 15.2).

15.1.2 Radiative Transitions Among 4f Levels

The purely radiative transitions among these 4f states are given by Fermi’s
golden rule, and so the matrix elements responsible for the transitions have the

form (w}“ ler |y;), where the {, and v, are the final and initial 4f electronic
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Fig. 15.2 The energy levels of the trivalent rare earth (lanthanide) ions in solids [1]

wavefunctions, respectively, and er is the electric dipole operator. The wavefunction
of the 4f levels of the free ion have a definite parity defined by the following:

parity = (—1) Zl,- =1

(15.2)
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where / is the angular momentum of the sum is over all 4f electrons. (Note I = 3 for
an electron in an f-shell.) This definite parity of the states and the odd nature of the
leads to the Laporte selection rule: an electric dipole transition is forbidden between
two states of the same parity.

When placed in a crystal, the mixing of the 4f states with those from other
configurations of opposite parity (e.g. the 5d configuration) relaxes this selection
rule somewhat. The result is that the transitions between 4f states are weak, with
f-numbers on the order of 107°, and radiative lifetimes in the microsecond and
millisecond regimes. The absorption and emission lines are sharp, and the Stokes
shifts are very small.

These qualities of rare earth ions in solids (sharp lines, weak transitions, small
Stokes shifts) are all related to the fact that the electronic charge distribution of the 4f
states are shielded from the nearby ligands, and so ion retains much of the character
of the free ion. Due to the weak effects of the neighboring ions on the 4f states, non-
radiative decay from many excited states is generally weak. Thus, in spite of the
weak radiative rates, radiative emission may still be the dominant decay process, so
that these systems can be efficient emitters. Applications of rare earth ions to optical
systems (e.g. lasers, lamp phosphors, biological markers, solar cell downconverters)
are numerous, and usually capitalize on this high radiative efficiency.

15.2 Confinement in Nanoparticles

It is well known that when the size of the particle is reduced into the nano-
regime, effects of confinement may be observed. This effect is most common in
semiconductors, where tuning the bandgap of the material, and hence the emission
wavelength, can be altered by changing the particle size. The goal of this section is
to discuss what will be the prominent features of confinement in rare earth ion doped
insulators. We shall discover that the confinement effect observed in semiconductors
will be less important in rare earth doped systems, and that the main affect of particle
on the luminescence properties of these systems will be related to the surface states
and to the phonon density of states.

15.2.1 Effects of Confinement on Electronic States

In semiconductor materials (e.g. CdS and CdSe), reducing the size of the particles
to tens of nanometers or less results in a widening of the bandgap. To understand
whether this effect occurs in insulating systems, we review the basic physics of the
bandgap dependence on the particle size.

For simplicity, we consider a crystal as a three-dimensional cube with sides L
with infinite potential at the walls. A free charge carrier occupies a state of the
entire crystal, and obeys the following relationships:
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Fig. 15.3 The energy-wavevector diagram for a direct gap semiconductor for (a) bulk crystal and
(b) a nanoparticle. The shaded regions represent accessible kinetic energy states within each band.
For the nanoparticle, the low kinetic energy states are not accessible to the electron (or hole), and
so the minimum energy required to excite an electron from the valence band to the conduction
band is larger than in a bulk crystal

2 2
- k? dispersion relation (15.3)
2m* 2m*
h2
E, = (W) n? allowed energies (15.4)

where n? = njzc + ni + nf and L is the characteristic size of the crystal. m” is the

effective mass of the charge carrier, and is given by
d*k
m* =h—— 15.5
Jor (15.5)

Note that the effective mass of a hole is negative, due to the fact that the parabola
for the valence band is concave down.

A schematic of a direct gap semiconductor is shown in Fig. 15.3. For charge
carriers in solids, it is customary to use the top of the valence band as the zero
energy. For an electron in the conduction band, the energy in Eq. (15.4) must be
shifted up by the bandgap energy, E,,,. With these adjustments, the energies of the
particles are:

E=FEg,+ (22 ® L2) n? (electron in conduction band) (15.6)

E=-— ( nh ) n? (hole in valence band) (15.7)
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Fig. 15.4 The energies of electrons in the conduction band and holes in the valence band for
large crystals (left diagram) and nanoparticles (right diagram). Note that in this representation, the
bottom of the conduction band and the rop of the valence band are located where the particles have
lowest available values of the kinetic energy. In nanoparticles, the lowest allowed kinetic energies
are substantial, and to the minimum energy required to bridge the gap is higher

This equation says that the energy of the transition depends on the bandgap and
on the kinetic energy of the electron and the hole. (Note that the interaction between
an electron and a hole is neglected here.) A transition across the bandgap in a direct
semiconductor can be visualized on an energy-wavevector diagram, as shown in
Fig. 15.3. The transition takes an electron of wavevector k in the valence band and
brings it to a state in with wavevector k in the conduction band, thus conserving
both energy and momentum.

For large crystals (i.e.) large values of L in Eqgs. (15.7) and (15.8), the lowest
translational states have kinetic energies close to zero. As the size of the particle is
reduced, the value of L decreases, and so the energy required to bridge the gap
increases. Essentially, states in the valence band and conduction bands that are
accessible in large crystals are no longer accessible in nanoparticles. Figures 15.3
and 15.4 show two different representations of this effect.

Note that this analysis of the increase in the bandgap as the particle size decreases
is predicated on the fact that the electrons are free, and so can be described by highly
non-localized states of the entire crystal. We make the following observations:

1. In insulators and large gap semiconductors, it is not unreasonable to expect a
similar effect. It is usually the case, however, that the effective mass can be much
larger in these systems. (The parabolas on the E vs. k diagrams, are much flatter.)
This will make the effect much smaller than in small gap semiconductors.

2. The states of the rare earth ions in solids that lie within the 4f" configuration are
highly localized, and so will not exhibit confinement effects.

3. States of the excited configurations of the rare earth ion may exhibit some effect
of confinement since they often lie within the conduction band. Any confinement
effects on these states are likely to be small.
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4. For REI doped semiconductors, the REI states in the vicinity of the conduction
band could be affected by particle confinement if the shift in the bandgap caused
a substantial change in the position of the REI level relative to the bad edge.
For example, if the conduction band is raised while the REI level remains fixed,
thermal excitation from the excited REI level into the conduction band could be
decrease with decreasing particle size.

With the exception of point 4 above, we expect that the effects of confinement
will not be noticeable on the electronic and translational states of rare earth ion-
doped insulators. The main reason for this is that the electronic states in these
materials are much more localized than those in semiconductors.

15.2.2 Effects of Confinement on the Density of Phonon States

Though the electronic states of the rare earth ion doped insulators are highly
localized, the phonon states of the solid are extended states of the entire solid. Thus
they are highly delocalized and should experience effects of confinement. In this
section we consider the behavior of phonon states when the particle size is reduced.
The wavelengths of the phonons vary from roughly twice the atomic spacing to
twice the diameter of the particle. The energy of a phonon is
heg heg

Epp = = ﬁn (15.8)
1/2

where n = (n% + ni + nf) and d is a characteristic length. The speed of sound

in the solid is represented by cg, and is on the order of a few thousand meters per

second. For particle of diameter ~ 10~2 m and a speed of sound of 3,000 m s!, the

minimum energy (longest wavelength) phonons have energies on the order of

Cs

C _
Emin = hf = hﬁ ~ 6x 1070V (15.9)

and the maximum energy phonon is on the order of

Enw = S = 1S5~ 0.03eV (15.10)
A 2a

where we estimated the atomic spacing, a, to be 0.2 nm. A simplified phonon density
of states as given by the Debye approximation:

3 (2d\°
pon (v) = 7”(7) V2, (15.11)

where the maximum phonon cutoff frequency is given by Eq. (15.10). This cutoff
frequency is determined by the interatomic spacing, and so is independent of the
particle size.
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The low frequency phonons, however, are determined by the size of the particle:
as the particle size decreases, the energy of the lowest frequency phonons decreases.
Thus, as the particle size decreases, the low frequency phonons can no longer be
supported. Given the prominent role of phonons in the relaxation of an atomic
system from an excited electronic state, this effect may be of some importance to
the luminescence of rare earth ions in solids.

There is another important way in which the nanoparticle’s phonon spectrum
differs from that of the bulk crystal; instead of being treated as a continuous
function, as in the Debye approximation, the density of states becomes a discrete
function. To see why this happens, we note that the total number of phonon modes
is given by 3 N, where N is the total number of particles in the crystal. As one moves
form the bulk to the nano, N decreases as the cube of the diameter, and the number
of phonon modes can be estimated as:

d 3
3N ~ (—) (15.12)

a

For a bulk crystal with d =0.25 cm and a=0.25 nm, 3N ~ 3 x 10%!, whereas
when d is deceased to 2.5 nm, 3 N ~ 3 x 103, a decrease by 18 orders of magnitude!
The result is that the phonon spectrum can no longer be treated as a continuous
function of frequency. This is especially true at the lower frequencies.

Figure 15.5 shows the results of calculations by Liu et al. who modeled the
nanoparticle as a sphere and calculated all the spherical and torsional modes [2].
The speed of sound was assumed to be 3,500 m s7!, and the calculations were
carried out for nanoparticles of diameters 20 and 10 nm. The spectra show the two
effects of decreasing the particle size; (1) the disappearance of the low frequency
phonons, and (2) the movement from the continuous to the discrete. We note that
these effects become very pronounced for nanoparticles less than 10 nm. For particle
size increases to 100 nm or larger, these effects are likely not to play an important
role in the luminescence from the rare earth ions in solids.

Finally, it is instructive to look at the actual number of phonons in a crystal.
Treating the phonon density of states as a spectrum as a discrete function of
frequency, we let the function ¢,,,,(v;) represent the number of phonon modes at
frequency v;. The number of phonons at this frequency is given by the number of
modes at frequency v; weighted by the occupancy of that mode.

1

n(v;) = ¢n‘”’0(vi)ehv/k—T_1 (15.13)
bnano(v) must be calculated (e.g. see [2]), and the phonon occupancy of each mode
is given by the Bose-Einstein distribution (see Fig. 15.6). Figure 15.5 clearly shows
that the highest occupancy numbers are for those phonon modes with low phonon
frequencies. Given that these low phonon frequency modes do not exist in the
nanoparticle, then the total number of phonons per unit volume in a nanoparticle
is much less than that in the bulk.
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Fig. 15.5 The phonon density of states of the spherical and torsional modes of spherical
nanoparticles of radius (a) 20 nm and (b) 10 nm. The velocity of sound was assumed to be 3,500 m
sTH2]

15.2.3 Placement of Rare Earth Ions and Surface States

In bulk crystals, the placement of the rare earth ion in the lattice during crystal
growth is usually assumed to be randomly distributed among the allowed sites.
Though this not always the case, it is largely true that in a bulk crystal any variations
in “equivalent” sites in bulk crystal is very small. These small site-to-site variations
manifest themselves in the generally narrow linewidths for the transitions within the
4f" configuration. The contribution of these site-to-site variations to the linewidth
are best determined by measuring the linewidths at low temperature, where the
thermal broadening is negligible.

In nanocrystals, the linewidths of the 4f" transitions at low temperature are much
broader than in bulk crystals, indicating a larger variety of sites (i.e. local crystalline
fields) at which the rare earth ion is located. In the literature, this large variety of
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Fig. 15.6 The phonon occupancy as a function of frequency at different temperatures. We see that
as those modes with the highest occupancy are always the low frequency modes

sites is often explained as being due to the surface-to-volume ratio as the particle
size decreases or, differently stated, to the proximity of surface states. The idea is
that the rare earth ions located at the surface will experience a significantly different
crystalline field as those in the bulk, and this will cause the energy levels to be
shifted resulting in a broader spectral line.

The explanation is, of course, very plausible. However, it is qualitative, and
so does not explain any details of the observed linewidth. Unresolved questions
regarding the placement of rare earth ions in nanoparticles include the following.
Does the rare earth ion have to be at the surface to experience a different crystalline
field, or will it experience different fields from the bulk even at a distance of several
lattice parameters in from the surface? Exactly how do the local fields vary as one
moves from the center of the nanoparticle to the surface? Where is the rare earth
ion most likely to be situated, closer to the center of the nanoparticle or closer to
its surface? Despite the vast amount of work that has been done on these systems,
these questions remain open.

Luminescence Spectroscopy can help answer these questions. For example, one
may conduct site-selective spectroscopy experiments, examining one (or more)
subsets of sites at any time. One may also excite all sites, and look at the statistical
distribution of sites. Linewidth and lineshift studies under these conditions will give
information on the variety of sites in the crystal. Also, examining the response of
these systems under pulsed excitation can reveal information on these sites, since
the lifetimes will vary site-to-site. Another useful way to probe these questions is
to do energy transfer studies. The variation in the energy levels may affect energy
transfer processes in the nanoparticles, where presumably it would be less likely
to find ions in resonance and reduce the energy transfer. If the energy levels are
far enough form resonance, on may expect less diffusion among like ions, different
transfer rates between unlike ions, and reduced concentration quenching affects.
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In the next section, we present only two examples of experimental results that
demonstrate some of the spectral features that can be observed in nanoparticles as
compared to analogous results in bulk crystals.

15.3 Spectroscopy of Rare Earth Ion Doped Systems

In this section we provide experimental results on Pr-doped YAG and on Er-doped
Y,0,S. The data on the Pr:YAG system show some general spectroscopic features
(e.g. linewidth and lifetime) of single crystals and of nanoparticles of various
sizes. In the Er-doped Y,0,S system, we shall see direct evidence of the how the
confinement, through the density of phonon states, can affect the luminescence from
these systems.

15.3.1 Spectroscopy of Pr-Doped YAG — Bulk vs. Nano

As an example of comparing the spectroscopic properties of rare earth ions in
bulk vs. nanoparticles, we present in this section on some luminescence features of
praseodymium-doped Yttrium Aluminum Garnet. Figure 15.7 shows time-resolved
luminescence spectra at 29 K of the *Py and ' D, emission lines from Praseodymium
(Pr) (a) in nanocrystals (average d =58 nm) and (b) in a large single crystal
(~0.5 cm®). The samples were excited at 460 nm into the 3P, level, which is
followed by a fast relaxation to the *Py level. The small line near 611 nm is from the
D, to 3Hy4, while the main lines above 615 nm originate from the 3P, level.

In comparing the two spectra, it is clear that the linewidths are much greater in
the nanocrystals than in the bulk. This is related to the large variety of environments
for the Pr ion in nanocrystals compared with the bulk. We also notice that some
of the lines (near 627 nm, for example) change width and shape as the delay
between the laser pulse and detection time is changed. This may be explained by
the variety of environments, and the fact that ions in different environments decay
at different rates.

Figure 15.8 shows the decay patters of the 3Py, following the excitation at 460 nm.
In these decay patterns, no attempt was made to isolate the different sites, so the
decay pattern represents a sum of exponentials from the various sites. We note that
in the bulk Pr-YAG single crystal, the lifetime is very close to a pure exponential.

The lifetime data show evidence, consistent with the spectral data in Fig. 15.7, of
the multiple sites for Pr to be situated in the nanocrystals. Each site will generally
have its own lifetime, but all sites emit close in energy to one another. Thus the
observed decay pattern is the sum of decays patterns of ions from the various sites.
We note also that the decay times are shorter for nanoparticles than for bulk crystals.
This result seems to be generally true in all rare earth ion doped insulators. It is
speculated, reasonably so, that the shorter lifetime is due to the surface effects.
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Fig. 15.7 Time resolved luminescence spectra of the nanocrystalline YAG:Pr’*+ (a) and bulk
YAG:Pr*t (b) with the time delays 2, 8, 20, and 100 s in the 605 and 630 nm wavelength range
at 29 K (The excitation was into the Py level with the dye laser tuned at 460 nm) (Ozen et al.
private communications)

Those to the surface will have a greater chance to decay non-radiatively. Given that,
and the fact that electronic energy may migrate throughout the nanocrystal, then as
the particle size decreases a shorter lifetime is expected.
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Fig. 15.8 Decay curves of the 3Py level of YAG:Pr* in bulk crystal and in the 58 nm particles.
While the decay patterns in the nanoparticles exhibit a strong non-exponential decay, in the single
crystal the patterns are nearly pure exponential

15.3.2 Affect of Phonon Density of States on the Luminescence
of Er-Doped Y,0,S Nanoparticles

In the previous section, we gave an example of some of the general affects observed
when rare earth ions are doped into nanoparticles. These features can be explained
by the number and variety of different sites present in nanoparticles in comparison
with the bulk. In this section we give experimental evidence of the reduced density
of phonon states (see Sect. 15.2.2) due to confinement.

The work presented here was conducted by G. Liu at Argonne National Labora-
tories, and to this author’s knowledge is the only data of its kind, and represents
perhaps the clearest evidence to date indicating the phonon density of states is
indeed reduced in nanoparticles. The excitation and emission spectra were obtained
using a tunable pulsed laser as a source. This laser was operated at 10 Hz and had
a pulsewidth of 5 ns. Acquisition of the data was done with a boxcar integrator set
a delay of 5 s after the pulse and a gate width of 1 ps. Figure 15.9 shows the
excitation spectrum of Er-doped Y,0,S at low temperature (2.6 K) in particles of
diameter of ~400 nm (bulk) and of diameter ~25 £ 15 nm [3]. We first assume
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Fig. 15.9 Excitation spectrum of the ’F, to *I;5, emission in bulk (dotted line) and in 10-40 nm
diameter nanocrystals (solid line) of Er:Y,0,S at 2.6 K [3]

that before the experiment starts the energy levels of the system are in thermal
equilibrium, so that at 2.6 K all the ions are in their ground state. That is, all ions
are in the crystal field level labeled “1” in Fig. 15.9.

In the larger particles (dotted line) the excitation spectrum shows four absorption
transitions (1 — a, b, ¢, d) that lead to emission. This behavior is completely
unsurprising, and is consistent with the assumption of thermal equilibrium among
the energy levels of the system.

In the nanocrystals (solid line), however, the excitation spectrum shows numer-
ous lines in addition to the four lines observed in the bulk spectrum. An analysis
of the energies of these lines shows that they represent transitions from crystal field
levels 1-5 of the ground 41,5/, manifold to the crystal field levels a—d of the excited
*Fy/, manifold. This is rather surprising, since thermal equilibrium demands that
only the lowest energy level be occupied at T =2.6 K. The data clearly indicate,
however, that the upper crystal field levels of the ground state manifold have are
occupied. Evidently, thermal equilibrium among the various energy levels is not
readily achieved in these nanoparticles These spectral lines that result from the
occupation of levels not in thermal equilibrium with the phonon bath are sometimes
called “hot bands”.

The results shown in Fig. 15.9 can be explained as follows. In the excitation
experiment, absorption of the exciting laser light into the *F7/ level is followed by a
fast relaxation to the lower *Ss/, level. This relaxation, which is accompanied by the
emission of phonons, can be fast enough to occur before the laser pulse has ended.
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Fig. 15.10 Energy level —
diagram of the *I;5, and *F7 4F
manifolds of Er in Y,0,S. 7/2
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Fig. 15.11 Phonon processes that can cause the ion to transition between energy levels: (a) Direct
(one phonon) process, (b) Raman (two-phonon) process, and (¢) Orbach (two-phonon) process

These phonons can be absorbed by a nearby Er ion in its ground state, causing that
Er ion to become excited to one of the excited levels in its ground state manifold.

To understand how this happens, it is useful to refer to Fig. 15.10, which gives the
energy levels of the ground state *I;5,, manifold, and also to Fig. 15.11, which shows
three phonon process that can cause some of the upper levels of the *I;5/, manifold
to become occupied. These processes include the absorption of a single phonon,
known as a direct process. Also shown in Fig. 15.11 are two two-phonon processes
that involve the emission and absorption of phonons. These are the Raman process
and the Orbach process, the difference between them being that the Orbach process
proceeds through a real intermediate state, whereas the Raman process involves a
virtual intermediate state.

We must also recall that the phonon density of states is different in nanoparticles
than the bulk, and is characterized by a low phonon cutoff frequency, a discrete
spectrum, and a drastic reduction in low energy phonons. For the sake of this
argument, we shall pretend that the low phonon energy cutoff frequency is 50 cm™!.
In this scenario, the energy levels at 23 and 45 cm™! cannot become occupied by
absorbing a single phonon because the required phonon energies are below the
cutoff energy, and hence do not exist in the nanoparticle.
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We make the following points.

1. At low temperatures, only those energy levels of the *I;;, manifold above
50 cm™! can become occupied by a direct process.

2. The energy levels at 23 and 45 cm™' will require two phonon processes to
become excited, since phonons of those frequencies are not available due to the
small particle size. Both Orbach and Raman processes are possible, providing
the appropriate phonon energies are available.

3. Following excitation with a photon, the ion can produce phonons of several
different frequencies, so that many frequencies are likely available. The phonons
at a particular frequency can be produced during the relaxation process or
afterward in some scattering process if anharmonic terms are present in the
vibrational potential energy curves.

4. The radiative decay from the excited electronic states (e.g. *Fy2) to the upper
levels of the *I;s,, manifold can populate direction these levels without involving
any phonon participation.

The points outlined above can lead to the population of the upper levels of the
115, manifold. To explain the spectrum in Fig. 15.9, all this must happen before
the end of the laser pump pulse (5Sns FWHM). Also, the system must remain in
that state for a significant period of time (on the order of ns). This may occur for
ions in nanoparticles, since the low energy phonons would not be available and the
phonon density of states is drastically reduced. Assuming these conditions are met,
there is time for the ion to absorb a photon before the laser pulse ends. In the bulk,
the phonon density of states is such that thermal equilibrium is established on the
picosecond time scale, and so there is very little time to absorb a photon from the
laser pulse before its return to the ground state.

Exactly which process or processes are mainly responsible for the population of
the upper levels of the *1,5,» manifold in unknown, but the observation of excitation
lines from these levels at low temperature clearly indicates the effect of confinement
on the density of phonon states in nanoparticles. We note that once the temperature
is raised above 7 K in this system, the hot bands disappear. Apparently, even at
such low temperatures the two-phonon processes are fast enough so the thermal
equilibrium can be established on a sub-ns timescale.

Further evidence of this non-equilibrium condition in nanoparticles is shown in
the emission representing the *S3, to *I;s, transition (Fig. 15.12) of Y,0,S:Er*t.
At 2.6 K in the bulk, the emission originates from only the lowest energy level of
the *Ss, manifold. In the nanoparticles, however, hot emission bands are observed.
Pumping into the upper *Fy;, level, the creation of phonons that accompany the
decay to the S5, resulting in the population of the upper crystal field level of that
manifold. As with the excitation spectrum, no hot bands were observed above ~7 K.

In principle, the confinement effects on the phonon density of states can
be observed in several ways other than a system’s inability to rapidly attain
thermal equilibrium. Essentially all luminescent-related phenomena are affected
by phonons, including multiphonon relaxation, thermal broadening and shifting of
spectral lines, and energy transfer, including diffusion (energy migration through a
lattice) and upconversion processes.
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Fig. 15.12 The luminescence of the *S3/; to ;s transition of bulk (dotted line) and of 10-40 nm
diameter nanocrystals (solid line) of Er:Y,0,S at 2.6 K [3]

Many observations have been made of these processes that are not discussed in
detail here. Meltzer et al. for example, have studied the thermal line broadening
by conducting spectral hole burning experiments in Eu,O3 and found a~ T3
dependence in nanoparticles as opposed to a T’ dependence in crystals [4]. This
was explained by the elimination of the low frequency phonons in the crystal and
the associated reduction in the Raman scattering process, which is responsible
for the broadening [5]. Also, upconversion has been studied in nanoparticles of
Er-doped oxides. These results indicate a substantial difference in the dynamics
of the upconversion process under 980 nm pumping between the bulk and the
nanoparticles. In the nanoparticles, the red emission is enhanced relative to the green
emission as the particle size decreases. The reader is referred to [6] for details. A
review article by Tanner contains many more references for the different aspects of
rare earth ion doped nanoparticles [7].
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16
Is There Segregation of Rare Earth Ions
in Garnet Optical Ceramics?

Georges Boulon, T. Epicier, W. Zhao, M. Guzik, Y. Pan, and B. Jiang

16.1 Optical Materials: From Single Crystals to Ceramics

Research on advanced optical materials for a large variety of applications is always
increasing. As an example, we can note high progress in solid-state laser sources like
laser-diode (LD) — pumped solid-state lasers (DPSSL) including developments of
new materials and high-power laser diode led to high-power and tuneable solid-state
lasers. A wide variety of materials has been studied to develop more efficient and
high power microchip lasers [1]. In end-pumping schemes, in particular, materials
with a short absorption length for the LD pump beam are strongly anticipated
for highly efficient operations because of the excellent match between the mode
and pump beam profiles. High Nd** concentrations were so considered such as
NdPsO14, LiNdP4O;, (LNP), and NdAl3(BO3)O4. However, crystal growths of
these compositions are not so easy. Cubic crystals are much more researched. When
looking at the literature for actual applications, we see immediately the importance
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of cubic garnet crystals for which dodecahedral (Y31), octahedral (A1) and
tetrahedral (AI’1) sites are considered as a reservoir for many activators like: Ce’t,
Nd**t, Ef*, Tm**t, Ho’*, Yb?* rare earth ions in dodecahedral symmetry sites
and transition metal ions like Cr** in the octahedral symmetry sites or Cr** in
the tetrahedral symmetry sites. Among garnet crystals, Y3AlsO;, (YAG) host is the
most used, commercially produced by the Czochralski method. However, in the case
of the most used Nd**: YAG laser crystal, the Nd** concentration that affects the
performance in laser applications, is strongly limited to 0.2—1.4 Nd** at. % as a
result of the segregation distribution coefficient [1].

Consequently, the technique of sintering mono-crystalline grains to large opti-
cally transparent ceramics was developed. Ceramics have advantages in their sizes,
mechanical strengths and manufacturing costs. New chemical compositions, which
cannot be achieved with single crystals, may be also achieved, because the laser
sintering method works in high-temperature (2,000 K) environment. Ikesue et al. 2,
3]. first demonstrated the possibility of fabricating transparent Nd**:YAG ceramics
of sufficient quality for solid-state lasers with reasonable efficiency. More recently,
a number of studies have shown that transparent polycrystalline Nd**: YAG is
equivalent or better than single crystals grown by the Czochralski method [4-6]. In
the polycrystalline Nd**: YAG ceramics, the doping concentration can be increased
to as much as 9 at. %. Such high concentration of Nd** ions into the YAG ceramics
has been successfully attained to overcome the short absorption length in Nd3™:
YAG single crystals and 2.3 times higher output power than a 0.9 at. % Nd**: YAG
single crystal laser has been reported in a 3.4 at. % Nd**: YAG ceramic laser [7],
thus providing the possibility to develop more efficient and higher power microchip
lasers. Systematic studies of Nd**: YAG ceramic lasers for different doping levels
such as fabrication process, optical properties and thermal properties have been
reported [2, 3, 8-10]. It has been shown that if we dope Nd**-ions higher than
4 at. %, it is difficult to keep the large grain size, although the thermal conductivity
is unchanged. Then, the number of grain boundaries will increase within the same
path length and the cavity loss increases accordingly. Although high efficiencies
have been demonstrated, one limitation seems due to Nd3T segregation at grain
boundaries in transparent Nd3*: YAG ceramics lasers [11].

The second important application within this scientific area is the development
of inorganic crystals for scintillators which are playing a major role in many
fields of radiation detection, including medical imaging, astrophysics, and exploring
resources like oil [12]. Garnet crystals also play an important role like Ce**-doped
YAG crystals and the higher density analogue Ce?*-doped LuAG crystals proposed
as fast and efficient scintillator materials. Naturally, Ce*"-doped YAG ceramic
scintillators have already been manufactured, and their gamma-ray responses
evaluated [13] as well as temperature dependences as a scintillator [14].

The third recent application of Ce**-doped YAG luminescence to be mentioned
is the use under single-crystalline disks to monitor and control the dose of VUV
radiation in wafer steppers.

Another known application of Ce?T-doped YAG crystal has received renewed
interest related to the use as colour converter in (In,Ga)N-based phosphor-converted
LEDs (pc-LEDs). At present, Ce3 doped YAG is the most widely applied phosphor



16 Is There Segregation of Rare Earth Ions in Garnet Optical Ceramics? 335

in white light LEDs. Part of the blue light from the (In,Ga)N LED is absorbed by a
thin layer of Ce3*-doped YAG and is converted into yellow light. The combination
of blue and yellow gives a bright white light source with an overall energy efficiency
that is approaching that of the compact fluorescent lamp [15]. Lastly, active-tip
based near-field optics is realized by coating a standard tips with Ce**-doped YAG
particles [16].

In front of such development of new rare earth ions-doped crystals, there is
also a need to know if rare earth ions-doped ceramics would provide better optical
performances. Among parameters playing a role in efficiency, especially, rare earth
ion distribution is important for quenching processes. Then, we should know on the
rare earth ion distribution inside grains and across grain boundaries.

We have chosen Ce®" rare earth ions from the beginning of the lanthanide
family and Yb’T at the end of this family to see any difference concerning
the segregation behaviour as it was analysed previously in crystals [17-19]. We
have found good optical quality samples with both Ce**-doped YAG at the
Shanghai Institute of Ceramics [20] and Ce"-doped ceramic from a new chemical
composition scintillator, Ce3*-doped (Gd,Y)3AlsO1,, namely Ce**-doped GYAG,
at the Japanese Konoshima Company, in which heavy Gd*™ ions allow to achieve a
higher stopping power to gamma-rays [12]. Ce** has also been selected due to high
intensity in visible range under blue or UV excitations, by using complementary
tool as Imaging Confocal Microscopy [21]. Yb?T, the last active luminescent of the
rare earth family, has been also obtained from the Shanghai Institute of Ceramics
[22] in YAG laser ceramic.

In this report, we present our successful approach in characterizing by Trans-
mission Electronic Microscopy (TEM), rare earth ion distribution in Ce** and
Yb**+-doped garnet ceramics [20, 22], the first and the last active ions among rare
earth family.

16.2 Experimental Procedures

16.2.1 Elaboration of Samples at the Shanghai Institute
of Ceramics

The raw materials, a-Al,O3, Y,03, and CeO; (or Yb,03) were commercial powders
with high purity (99.99%), they were weighed according to the stoichiometric ratio
of Ce3T-doped Y3Al5015, (or Yb**-doped Y3Al501,), and 0.5 wt. % tetraethyl
orthosilicate (TEOS) was added as a sintering aid. The starting powders were mixed
and ball milled for 10-12 h using a high energy ball milling apparatus. Anhydrous
alcohol was used as ball milling medium. The slurry was dried, sieved, and finally
pressed to biscuits of 20mm by a cold isostatic pressing (CIP) under 200 MPa.
All biscuits were sintered at 1,750°C for 10-40 h under vacuum of 10-3 Pa. After
sintering, they were annealed at 1,450°C for 10-20 h in air to remove the possible
existed oxygen vacancies introduced during the sintering process.
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Fig. 16.1 Photograph of Ce>T— doped YAG transparent ceramics with different doping concen-
trations: 0.1 at. %, 0.3 at. %, 0.5 at. %, and 1.0 at. %.(double face polished, @14 mm x 1.0 mm).
Yellow color characterizes Ce*% ions

Fig. 16.2 Photographs of Yb’>+— doped YAG transparent optical ceramics with different doping
concentration of Yb31: 5 at. % Yb: YAG, double face polished, size: @23 mm X 3.9 mm and 10%
Yb: YAG, double face polished, size: @23 mm X 3.9 mm. They are completely transparent since
Yb3T jons don’t absorb within visible range

The YAG phase was identified by X-ray diffraction (XRD, Model D/MAX-
2550V, Rigaku Co., Japan) [22].

Photographs of two YAG transparent ceramic samples can be seen in Figs. 16.1
and 16.2.

16.2.2 Transmission Electronic Microscopy Technique (Tem)

TEM Experiments were conducted at the CLYM (Centre Lyonnais de Microscopie)
and the laboratory “Matériaux, Ingénierie et Sciences (MATEIS)”, CNRS UMR
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5510, Université de Lyon, INSA-Lyon, France”, on thin foils classically prepared
by ion beam thinning (PIPS Gatan), using a JEOL2010F field emission gun
transmission electron microscope operating at 200 kV (Fig. 16.3). The microscope is
fitted with an Oxford EDX (energy dispersive X-ray) analyser which was used for all
elemental chemical analysis (Fig. 16.4). The microscope was fitted with an Oxford
EDX (energy dispersive X-ray) analyser and a Gatan DigiPEELS spectrometer with
a standard photodiode array detector. EELS spectra were acquired according to the
following conditions (unless otherwise specified): probe convergent half-angle of
11 mrad, probe size of 2.4 nm, collection half-angle of 9.4 mrad, energy resolution
(FWHM of the zero-loss peak) of 1.2 C/KO0.2 eV, acquisition times of individual
core loss EELS spectra of 30 s.

16.3 Characterization of the Distribution of Ce3t and Yb3+
Rare Earth Ions by TEM

16.3.1 Ceé’*-Doped Yag Ceramic

In order to improve the spatial segregation characteristic with respect of our
former results on Imaging Confocal Technique [20, 21], we have used the EDX
measurements in a Transmission Electronic Microscopy (TEM), which is more
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Analytical TEM: Energy-Dispersive X-ray spectroscopy (Oxford EDX)
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resolved system at the nanometric size. Visualization of grains and grain boundaries
based on spatially resolved techniques can be seen in Fig. 16.5. According to
EDX measurements, most of the Ce** cations were sited on the grain boundaries
with concentrations of about 0.07 at. % in the grain bodies and about 0.32 at. %
on the grain boundaries. Thus, about four times difference was detected when
concentrations of the Ce*™ were compared.

Details of mean chemical composition analysis for the left and right grains and
for the grain boundary are illustrated in Table 16.1. The normalization of the as
measured results to the garnet formula unit (with 12 oxygen anions) confirmed
authenticity of the obtained experimental data. It is noted that Fe and Co elements
belong only to the sample holder of the TEM apparatus. From these measurements,
the accuracy is estimated to be better than 0.05 at. % for the Ce** cations. All EDX
measurements with 1-2.4 nominal nano-probe were done with a 1 min acquisition
time. This leads to a very high Signal-to-noise (SNR) ratio of about 30-50 for the
major elements (Al, Y), and a SNR of 5 for a Ce*t content of about 0.3 at. %.
Several grain-boundaries have been simultaneously studied by EDX and HRTEM
imaging, but only one example has been detailed here for sake of brevity.
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Fig. 16.5 High Resolution TEM image of a typical grain boundary in Ce’*-doped YAG ceramic.
Length of the white marker (right-bottom side of the image) is 2 nm. Results of chemical analysis in
the vicinity (+/—10 nm) of the grain boundary are shown. Three sections are distinguishable from
left to right: (i) 10-15 nm long part of the left grain with constant Ce/Y value of approximately
0.005, (ii) 10-20 nm thick grain boundary with maximum Ce/Y value of about 0.018, and (iii) 10—
15 long part of the right grain with again constant Ce/Y value of approximately 0.005. Linescan
with a probe of “2.4 nm” (measured FWHM = 2.6 nm). Lateral step across the boundary = 4.8 [20]

Like in Confocal Microscopy Technique [20], a clear tendency of higher Ce*™
concentration is unambiguously evidenced in the grain boundaries by EDX. We
can conclude to a clear trend of increasing spatial inhomogeneities in Ce**
concentration between grains and grain boundaries at the nanometric probe size,
with much higher concentration in the grain boundaries.
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Table 16.1
L-grain R-grain Boundary

Location atom Measured Normalized Measured Normalized Measured Normalized
Y 1.267 3.055 1.263 3.007 1.265 2.998

Al 2.042 4.924 2.033 4.840 1.950 4.622

Ce 0.006 0.014 0.008 0.019 0.027 0.064

Fe 0.022 0.053 0.021 0.050 0.021 0.050

Co 0.021 0.051 0.022 0.052 0.020 0.047

(0] 4.976 12.000 5.040 12.000 5.063 12.000
Total 8.334 20.098 8.387 19.969 8.346 19.781

16.3.2 Comparison With Nd**-Doped Yag Ceramic

These observations make sense with two recent works. The first observation
involved on micro-structuration induced differences in the thermo-optical and
luminescence properties as seen in Nd**-doped YAG fine grain ceramics and
crystals where it has been shown that grain boundary diffusion in the presence of
impurities involves a complex interplay between grain boundary and bulk regions
that is dictated, at least in part, by the impurity concentration [23]. The second
observation is connected with the role of segregating impurities in grain-boundary
diffusion in which the results are interpreted in the variation of the grain-boundary
diffusivity in un-doped and doped ceramic oxides. The retardation of diffusion in
doped ceramics is the result from segregation of the impurity concentration in the
grain boundaries [10, 23].

Recent experimental studies performed on Nd**-doped YAG ceramics by using
Confocal Imaging and TEM techniques demonstrated also that Nd** rare earth dop-
ing ions in ceramic garnets are mostly sited in the vicinity of the grain boundaries
[10]. Such results show that spatial distribution of these dopants correlates well with
low segregation coefficients of Nd** and Ce®* in the garnet crystals grown from
the melt and/or flux [17-19]. These cations (Nd** and Ce3™) are both too large for
the dodecahedral sites of unit (with 12 oxygen anions) confirmed authenticity of the
obtained experimental data.

16.3.3 Yb’*-Doped Yag Ceramic

We have applied to this sample the same procedure as for Ce3*-doped YAG ceramic
in order to evaluate the segregation phenomenon of Yb** cations located at the
opposite side of the rare earth family. Visualization of grains and grain boundaries
based on spatially resolved techniques can be seen in Fig. 16.6. First of all, we
observe from several analyses in different positions of the sample that the average
composition has been found as: Y49 Alsz9 O12.00 Ybo.16 Fepos Cogp3. It means
after normalization at 100%:
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Fig. 16.6 High Resolution TEM image of a typical grain boundary in Yb>+-doped YAG ceramic.
Length of the white marker (right-bottom side of the image) is 2 nm. Results of chemical analysis
in the vicinity (+/—25 nm) of the grain boundary are shown in Table 16.2. Linescan with a probe
of “2.4 nm” (measured FWHM = 2.6 nm). Lateral step across the boundary = 4.8

Yo.125 + 0.001 Alo.264+ 0.002 O0.600 Ybo.008+ 0.001 Fe0.002:+ 0.001 C00.002+ 0.001

So that there is a contamination by Fe and Co transition metal ions belonging
only to the sample holder of the TEM apparatus like in the case of Ce3"-doped
YAG ceramic sample.

We also have noted that the amount of Yb3T cations is much less (0.73 at. %)
than the 5 at. % announced by elaboration.

The most striking feature according to EDX measurements and to our main
purpose of this study is connected with much more uniform distribution of Yb3*
cations between grains and grain boundaries than for Ce3™ cations. Yb** cations
were not detected concentrated on the grain boundaries contrary to Ce®™ cations
as it can be seen from the values measured in six zones of the grain boundary in
Fig. 16.6. For each zone equally distributed between the zone 1 and the zone 6 in
Fig. 16.6, we have measured and indicated Yb3T % concentrations in Table 16.2,
systematically on the three positions of the grain boundary, below and above the
grain boundary respectively at +/— 25 nm. So that we can easily compare with
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Table 16.2 Yb>T % concentrations for the 6 positions along the grain boundary in

Fig. 16.6.
Zones 1 2 3 4 5 6
Grain Boundary 0.69% 1.17% 0.89% 0.9% 0.85% 0.81%

Grain at 25 nm below GB  0.74% 0.94% 0.77% 0.78% 0.82% 0.78%
Grain at 25 nm above GB 0.73% 0.92% 0.70% 0.89% 0.70% 0.76%

Ce’*-doped YAG ceramic in Fig. 16.5 where about four times difference of the
Ce’* concentrations between grain boundary and grains was detected on the similar
nanometric size variation of +/— 20 nm.

Due to near infrared emission of Yb>t rare earth ions, it was not possible to
observe segregation by using Confocal Microscopy Technique and then we have
only analysed TEM measurements in the evaluation of the Yb** ion distribution.
However this is the most precise technique for such quantitative goal and we can
conclude here a clear tendency of uniform Yb** distribution unambiguously evi-
denced by EDX between grains and grain boundaries at the nanometric probe size.

TEM analysis at nanometric scale was also recently performed with the same
equipment (HRTEM and EDX) on new samples of Yb*T-doped YAG ceramic
provided by the Institute of Science and Technology for Ceramic, National Research
Council, Faenza in Italy, prepared by reactive sintering of commercial oxides and
using polyethylene glycol (PEG) as dispersant [24]. Our previous predictions on the
absence of the phenomenon of segregation of Yb** rare earth element in YAG have
been confirmed.

16.4 Correlation Between Segregation of Rare Earth
Dopants in Melt Crystal Growth and Ceramic
Processing for Optical Applications

These experimental results correlate well with low segregation coefficients of Ce*
and Nd*™ large rare earth cations and the higher segregation coefficient for small
rare earth cations like Yb3T in the garnet structure observed in the melt crystal
growth and thin film liquid phase epitaxy from flux [17, 25-27]. Indeed, previous
essays had been done to understand the nature of rare earth segregation by growing
enormously multi-component garnet films [17] by liquid phase epitaxy (LPE) from
the fluxes that contained equal atomic fraction of ten or over ten different rare-earth
elements. The growth rates in these experiments were set to be extremely low (about
1 wm/min) to ensure practically equilibrium segregation of rare-earth cations. This
way, it was possible to compare segregation coefficients of various rare-earth cations
introduced into the garnet structure in the same unique process.

We think that the segregation in solid-state grain growth might be qualitatively
similar to that observed in melt/flux growth of garnet single crystals. The data
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on segregation in melt/flux crystal growth are widely available and can be used
for preliminary estimation of the dopant distribution in the solid-state ceramic
processing. The lower is the segregation coefficient of the dopant in the melt growth,
the greater amount of dopant will be collected on the grain boundaries of the ceramic
material. This could help to predict uniform distribution of doping [28].

This suggests that, although acceptable optical properties have been reported for
Nd**-doped YAG ceramics up to the several % of dopant level, the material quality
is in fact reduced at high Nd** concentrations, at least regarding its spectroscopic
properties. This inhomogeneity may also be responsible for the higher passive losses
inferred from laser experiments on Nd** high-concentration ceramics [1, 29].

In this way, the higher homogeneity of rare earth ions in YAG laser ceramics
positioned at the end of the lanthanide family like Yb®T ion is another important
advantage to get higher quality of the optical properties, especially for laser
applications where the profile of the beam plays an important role. In [28] we have
shown the dependencies of the segregation coefficients of various rare earth ionic
radii for the following garnets of iron and gallium:

(Yb,Tm,Er,Ho,Y,Dy,Tb,Gd,Eu,Sm)3Fe5012 and

(Lu,Yb,Tm,Er,Ho,Y,Dy,Tb,Gd,Eu,Sm,Nd,Pr)3Ga5012.

The case of Y3Al50;, an Al garnet, had been only estimated and a very low
segregation coefficient for Ce’™ and much higher for Yb? were expected. This is
well in coincidence with the experimental values measured recently in this garnet at
the Shanghai Institute of Ceramics [30]: 0.08 for Ce** and 1.09 for Yb**. The large
difference of values of segregation coefficient between Ce?™ and Yb3™ explains
the respective behavior of the distribution of luminescent cations inside ceramic
materials.

16.5 Conclusion

The present TEM analyses confirm previous predictions on the phenomenon of
segregation in the grain boundaries of rare earth elements in YAG optical ceramics
depending on their position in the lanthanide family. For the first elements like Ce®*
and also Nd*" ions, strong segregation and spatial variations of content between
grains and grain boundaries have been visualized by quantitative data obtained from
EDX spectroscopy, whereas no significant segregation in the grain boundaries has
been detected for Yb>Tion, the last active element one.

Qualitative suggestions have been made by considering the variation of rare earth
dopants segregation coefficients in solid-state grain growth of YAG ceramics from
previous observations in melt/flux growth of garnet single crystals.
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17
Random Lasing in Solid State Materials

J. Fernandez, R. Balda, S. Garcia-Revilla, J. Azkargorta, and I. Iparraguirre

17.1 Introduction

In 1967, Letokhov theoretically predicted the possibility of generating laser-like
emission starting from scattering particles with negative absorption, the so-called
random or powder laser. Random lasers are the simplest sources of stimulated
emission without cavity, with the feedback provided by disordered-induced light
scattering due to spatial inhomogeneity of the medium [1]. The specific feedback
mechanism and behaviour of a given system depends on its particular nature and
morphology. A detailed discussion about the latest results and theories concerning
the mechanisms responsible for random lasing and the precise nature of the random
laser modes can be found in Refs. [2-6].

Since 1986 when Markusheyv et al. demonstrated laser-like behaviour in a powder
of NasLa; xNdx(MoQy)4 at liquid nitrogen temperature [7], similar random laser
experiments have been conducted at room temperature in numerous Nd-doped
pulverized materials and highly scattering Nd-doped ceramics. The history and the
state of the art of these neodymium-activated random lasers are reviewed by Nogi-
nov in Ref. [3]. Among these materials, the stoichiometric NdAl;(BO3)s powder
was regarded as a promising room temperature solid-state random laser material
[8] because it presents many desirable features, such as a low laser threshold, a
high gain, high Nd** concentration, and excellent physical and chemical properties
[9, 10].
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We present here the random laser performance of ground powders of the yttrium
borate family, Nd,Y | xAl3(BO3)s (x=0.5-1). In particular, the dependence of
their random laser threshold, slope efficiency, and emission kinetics on the Nd3+
concentration. Although the obtained results are qualitatively similar in all the
explored powders, our findings show a reduction of the onset of laser-like emission
and an increase of the slope efficiency when increasing the Nd3* content [11].
At a first glance this behaviour seems to be unexpected due to the luminescence
quenching at high concentrations; however, account taken of the short build up
time of the random laser pulses, the lifetime shortening of the excited state, as
concentration increases, does not affect the random laser process. It is therefore
clear that for a random laser material high effective gain within the build up time
scale of the pulse construction is the important issue. Following these results,
we have looked for alternative crystal laser materials having higher stimulated
emission cross-sections than borates and which could allow using low rare-earth
concentration doping but keeping the effective gain still optimal for random laser
operation. Among those possible candidates Nd-doped orthovanadate crystals have
been proved to be efficient laser materials for diode-pumped solid state lasers due to
their large absorption and emission cross sections, high chemical stability, and high
damage threshold. Among vanadates Nd**:LuVOy has attracted much attention
since it has the highest absorption and emission cross-sections, 6.9 x 10™'% cm? at
808 nm and 14.6 x 10~ cm? at 1.06 pum respectively. Moreover, the relevance of
Nd**:LuVOy crystal has been recently confirmed by the demonstration of passively
Q-switched laser-diode pumped nanosecond self-Raman laser operating at cascade
downconverted frequency [12].

Here we show the most relevant features of the random lasing action both in the
spectral and temporal domains of a low concentrated Nd** -doped lutetium vanadate
powder [13]. Laser threshold and emission efficiency were comparable to those
obtained in stoichiometric borate crystal powders obtained under the same focusing
and measuring conditions.

17.2 Experimental

17.2.1 Synthesis and Characterization of the Powder Laser
Samples

Polycrystalline powders of NdcY;xAl3(BO3)s (x=0.5, 0.6, 0.7, 0.8, 0.9, and
1) have been prepared at the Materials Science Institute of Madrid by Pr