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Preface

This book on Magnetic Nanostructures in the Springer Series on Modern Physics
contains seven chapters, highlighting several aspects of this fascinating modern field
of condensed matter physics ranging from spin currents and spin torques in magnetic
nanostructures to the manipulation of single spins in quantum dots. It complements
the Springer book on Magnetic Heterostructures: Advances and Perspectives in
Spinstructures and Spintransport published in 2008 [1]. These two books cover
much of the scientific progress made possible through the collaborative effort of
teams of experimental and theoretical physicists working together in a collaborative
research center (SFB 491) for more than 10 years to provide a better understanding
of static and dynamic magnetism in novel nanostructures.

The term ‘‘nanostructure’’ is not well defined. Thin films of only a few nano-
meters thickness are nanostructured in one direction normal to the film. However,
by the term nanostructure we usually understand an object which has a size on the
nanoscale in at least two directions. Artificial islands, wires, dots, rings, pillars,
etc., are nanostructures when their extension is confined to the nanoscale in more
than one direction. Nanostructures can be fabricated artificially or may be arranged
from nanoparticles via self-assembly. The fabrication of nanostructures from
different materials, metals, oxides, and semiconductors is essential for the explo-
ration, and further development of their fascinating properties.

In the late 1990s, the interest in magnetic properties of nanostructured materials
has increased dramatically. This interest was fueled for two reasons: technical and
scientific. From a technical point-of-view the down-scaling of physical sizes of
magnetic data bits and magnetic sensors required investigations of magnetic prop-
erties on the submicron scale. From a scientific point-of-view nanostructures—by
the choice of their shape or material—offer the possibility to stabilize single mag-
netic domains or to tailor specific domain structures with well-defined domain walls.
An early realization of magnetic nanostructures dates back to Meiklejohn and Bean,
who have created magnetic nanoparticles by a bottom-up approach of naturally
occurring Co/CoO [2]. The more recent interest was ignited by a publication of
Cowburn, showing with magneto-optical hysteresis measurements the vortex state
of domains in circular islands [3]. Shortly after, Shinjo and coworkers imaged the
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vortex core in circular islands with MFM and demonstrated its stability in external
fields at different angles of inclination [4]. Rüdiger and coworkers studied the
development of magnetic domains in nanostructures of different shape and aspect
ratio [5], and Ono demonstrated how domain walls propagate in narrow wires with a
well-defined speed [6]. Katine et al. and Grollier et al. showed that spin currents can
produce a torque that switches the magnetization direction in GMR devices,
allowing a control via an electric field instead of a magnetic field [7, 8]. All these
early experiments inspired many more experiments during the past 10–15 years. The
latest twist being the arrangement of magnetic islands with single domain dipole
character into two-dimensional arrays with intrinsic geometric frustration for the
study of artificial spin ice [9]. In this book, only a few but important aspects of
magnetic nanostructures are covered by reviews of developments which took place
over the last 15 years or so.

In Chap. 1 by J. Lindner et al. and also partially in Chap. 2 spin torque
experiments are discussed. The concept of spin torque was introduced indepen-
dently by Slonczewski [10] and Berger [11] in the mid-1990s. They pointed out
that the spin-polarized current carries an angular momentum that can switch the
magnetization of a layer when the torque is absorbed by its magnetization. This
leads to a new type of switching mechanism. Instead of switching via an external
magnetic field in conventional GMR and TMR devices, in spin torque devices the
switching is provided by a change of the direction of the spin current, i.e., by the
direction of an electric field. This principle has been demonstrated for the first time
by Katine et al. [7] and has inspired many new experiments and device concepts.

In Chap. 2 by M. Farle et al. the spin dynamics in magnetic nanostructures is
considered. Experimental detection schemes to analyze the relaxation of the
magnetization after microwave excitation are discussed. Modern techniques
operating in the time domain, which are able to ‘‘visualize’’ the precession of the
magnetization vector are discussed in connection with classical resonance tech-
niques, detecting resonance frequencies of the precessing magnetization as well as
more modern magneto-resistive schemes that are based on spin-polarized current
driven ferromagnetic resonance. New schemes on how to distinguish different
relaxation channels (intrinsic versus extrinsic) are discussed. Examples of how to
control such phenomena are presented. For example, by gently structuring the
magnetization extrinsic two-magnon scattering can be controlled, offering a bridge
to the new field of lithographically patterned magnonic crystals [12] and magnonic
electronics [13], possibly called ‘‘soft magnonics’’.

The Chap. 3 by K. B. Efetov et al. is devoted to proximity effects between
superconductors and ferromagnets in nanostructures. These two ground states of
the electronic system in solids are antagonistic, since ferromagnetism requires a
parallel alignment of the spins, whereas conventional singlet superconductivity
requires an antiparallel alignment. The proximity effect in superconductor/ferro-
magnet nanostructures has raised considerable interest during the last 15 years and
has been reviewed at several places [14, 15]. The present review is devoted to
recent experimental and theoretical progress in the physics of the proximity effect
with special emphasis on the occurrence of odd triplet superconductivity, which
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may occur at superconducting/ferromagnetic interfaces in case where the mag-
netization of the ferromagnetic layer is inhomogeneous. Recent experiments with
Josephson tunneling junctions including a ferromagnetic barrier provided evidence
for the existence of a long range odd triplet component of the supercurrent [16,
17]. Further topics include experimental progress concerning the realization of
superconducting spin valves and experimental evidence for the existence of an
inverse proximity effect [18].

Chapter 4 by H. Herper et al. on Heusler alloys includes discussions on their
electronic properties and magnetic moment formation, and recognizes the
importance of this class of materials for magnetic nanostructures and spintronic
devices [19]. The extensive interest in Heusler alloys is due to their unique
magnetic properties, such as a predicted 100 % spin polarization at the Fermi level
and very high Curie temperatures, which make them suitable for various appli-
cations. The present review focusses on nanostructured Heusler alloys as needed
for magneto-electronic applications, with special emphasis on the effect of com-
position, disorder, and structural deformation on the magnetic properties. As the
quality of spintronic devices crucially depends on the interfacial properties of
Heusler alloys and specific substrates, these aspects are considered in detail.

Chapter 5 on magneto-electric materials by W. Kleemann and Ch. Binek
reviews a new development in magnetic nanostructures and spintronics, i.e., the
control of the ferromagnetic hysteresis via the polarization of a ferroelectric
material in spin valve devices. The classic magneto-electric effect was discovered
by a combination of an antiferromagnet Cr2O3 with a switchable ferromagnetic
surface magnetization in contact with a ferromagnetic layer in a spin valve
device [20]. Similarly, in multiferroic materials like BiFeO3 and BiMnO3 similar
exchange bias was controlled by the application of electric fields [21]. This review
provides an overview of these new and exciting developments and shows per-
spectives for novel multiferroic ordering types including potential applications.

Chapter 6 by O. Hellwig et al. describes in contrast to Chaps. 1 and 2 the
magneto-static properties of different nanomagnetic systems, which are commonly
used in spin valve arrays, such as in bit patterns of magnetic storage media or in
random access memory devices. In either case, proximity effects via magneto-
static interaction are an issue. Vice versa, the magnetostatic interaction can be
beneficial in magnetic dipole arrays, which form artificial spin ice structures with
various degrees of frustration [9, 22]. This chapter also contains a section which
treats self-organized magnetic nanocluster, which are considered as a potential
route to new applications in memory devices, immunology, and cancer treatment.
At the same time, magnetic nanoclusters provide new aspects for the investigation
of magnetic ordering and phase transitions.

Chapter 7 which is the final chapter by A. Ludwig et al. is devoted to the
discussion of spins in quantum dots. Several approaches are discussed for spin
injection into quantum dots and how the spins can be detected via the circular
polarization of the emitted light of quantum dot LED devices. Furthermore, spin
injection concepts into single quantum dots are discussed as well as schemes for
pulsed spin injection on a sub-nanosecond time scale. Finally, a theoretical
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description of the minimal model for spin accumulation and relaxation in metal–
semiconductor hybrids is described and extended to the case of coupled spins in
distinct quantum dots.

We hope that these reviews are useful for students entering the field of magnetic
nanostructures as well as experts working already in this and/or neighboring fields.
Clearly, the present volume cannot treat all aspects of magnetic nanostructures
because of size restrictions. But it gives an updated perspective on a good fraction
of this exciting and fast developing field. For all missing parts, we would like to
refer to other reviews, books, and topical monographs published on magnetic
nanostructures.

Finally, we would like to thank all authors of the chapters in this book for their
time, effort, and dedication to realize this book project in time in spite of all other
pressing daily duties. Furthermore, we would like to thank our colleagues, who
have critically read and commented selected chapters, thereby providing essential
suggestions for the improvement of the content: Prof. M. Albrecht (Universität
Chemnitz), Prof. H. J. Elmers (Universität Mainz), Prof. M. Fiebig (ETH Zürich),
Prof. B. Hillebrands (Universität Kaiserslautern), Prof. U. Kunze (Ruhr-Univer-
sität Bochum), Prof. Strunk (Universität Regensburg). Last but not least, we would
like to thank the Deutsche Forschungsgemeinschaft for supporting the collabora-
tive research center on ‘‘Magnetic Heterostructures’’ (SFB 491) for the last 12
years. Without this support, this focussed research and the present book project
would not have been possible.

Bochum and Duisburg Hartmut Zabel
May 2012 Michael Farle
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The Influence of Magnetic Anisotropy
on Current-Induced Spindynamics

Jürgen Lindner, Daniel E. Bürgler and Stéphane Mangin

Abstract The chapter provides a short and intuitive introduction to the basic concept
of spin-transfer torque and the field of spin-torque driven magnetization dynamics
in nanopillar systems. The influence of spin-polarized currents on magnetic nano-
objects may lead to current-induced magnetization reversal as well as current-driven
magnetization dynamics. The quantities that determine the critical currents for mag-
netization switching and the influence of the relative orientation of magnetization
and current polarization are discussed. We focus on the nanopillar geometry and
address the influence of magnetic anisotropy on the spin-torque driven spindynamics.
Selected experimental examples are given to illustrate the interplay between mag-
netic anisotropy and spin-transfer torque.

1 Introduction

The first prediction and experimental verification of spin-transfer torque driven
magnetization dynamics dates back to the work of Berger in the 1970s and 1980s.
He predicted current-driven domain wall movement [1] and later provided the
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experimental proof [2]. However, the current pulses used to drive the domain walls
in thin films had magnitudes of 45 A, being impractical for direct application. Thus,
the effect did not attract much attention. The starting signal to again study the effects
of electric currents on the magnetization dynamics was given by theoretical work
of Slonczewski [3] and, independently, Berger [4] in 1996, this time considering
nanostructured ferromagnets. They predicted a spin-transfer torque resulting from
the interaction between a spin-polarized current and the magnetization of the fer-
romagnet. A spin-polarized current carries angular momentum that may be partly
transferred to the magnetization due to the angular momentum conservation principle.
After the first experimental verification of current-induced magnetization reversal
by Katine et al. [5] many investigations followed. It is noteworthy that the origi-
nal argument of Slonczewski and Berger is quite general: As angular momentum is
conserved in a system comprising itinerant electrons and local magnetic moments,
any divergence of the spin-polarized current carried by itinerant electrons will be
accompanied by an opposite and equal change of the angular momentum of the
local moments (spin-transfer torque). Spin-transfer torque phenomena may also be
seen as the inverse effect of giant magnetoresistance (GMR). Indeed, for GMR the
current is affected by magnetization orientation, i.e. the resistance changes as the rel-
ative orientation of the magnetizations evolves. On the other hand, for spin-transfer
torque the magnetization orientation is affected by the polarized current. Experimen-
tal verification of the spin-transfer torque has been carried out in magnetic nanowires
(lateral geometry) as well as in vertical spin valve pillar structures with either metallic
interlayers exploiting the GMR or insulating barriers that make use of the tunneling
magnetoresistance (TMR).

This chapter does not aim at giving a complete overview about theory and experi-
mental results on spin-torque driven dynamics. There exist excellent overview papers
discussing the topic on a detailed basis (see e.g. Stiles and Miltat [6] and the series
of review articles in Ref. [7–15]). Moreover, the field of current-driven domain
wall motion in lateral structures will not be presented (see e.g. [16] for a detailed
overview). The focus of the present paper is merely on introducing the mechanisms
of current-driven magnetization dynamics in a simple yet intuitive manner (Sect. 2)
and discussing the role and benefits of magnetic anisotropy in spin-torque systems
(Sect. 3).

2 Spin-Torque Driven Magnetization Dynamics—Basics

Spin-transfer effects provide a local means of manipulating magnetization rather
than relying on the long-range effects mediated by a remote current via its Oer-
sted field. Potential applications include spin-transfer written magnetic random
access memory (MRAM) cells [17] and high frequency non-linear spin-torque nano-
oscillators [18] providing an approach for solid state memories, magnetic logic
units, and chip-based, nanoscale, and tuneable microwave sources. However, sev-
eral advances are needed to realize practical devices [17, 19]. For current-induced
magnetization switching one key point is the reduction of the critical currents required
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to reverse magnetization while maintaining the thermal stability of the free layer.
There have been a range of approaches to lower the switching currents by opti-
mizing the material properties, modifying the layer sequence or sample architecture
[17, 20–24]. For spin-torque nano-oscillators, the main challenges are to increase
the power and reduce the linewidth of the output signal to meet the requirements of
applications and to achieve operation without applying an external field.

2.1 Origin of the Spin-Transfer Torque: A Simple Explanation

Figure 1 schematically shows the situation of an electric current flowing perpendic-
ularly through a nanopillar structure that consists (from bottom to top) of a bottom
electrode, a polarizing layer, a spacer layer, the switching layer (sometimes also
called analyzing or free layer), and the top electrode. While for the electrodes non-
magnetic materials with high conductivity are usually preferred (Au, Ag, or Cu), the
polarizer and switching layer consist of ferromagnetic materials. The magnetization
of the polarizing layer (Mp) should remain fixed, while the switching layer’s magne-
tization is easy to rotate (note that the switching layer’s magnetization denoted Mfree
in Fig. 1 is simply termed M from now on).

In the following the basic idea of spin-torque driven magnetization reversal is
explained in a simplified, yet demonstrative way. First we consider the switching
of the free layer from antiparallel to parallel alignment with respect to the polar-
izer, which—for typical conditions, e.g. Co/Cu/Co trilayers—is achieved for elec-
trons flowing from the polarizer to the switching layer. Opposite behavior can occur
for specific material combinations [25, 26] and is called inverse current-induced
magnetization switching.

Figure 1a and b shows a side and a top view of the pillar structure for an electron
flow from the polarizer to the switching layer. The top view shows the direction
of the magnetization at the height position indicated by the black arrow in the
side view. The two spin channels are shown separately. At the polarizing layer
(a) the majority spins are transmitted, while the minority spins are reflected or
transformed to majority spins via spin-flip scattering processes within the polar-
izer. This leads to a spin polarization of the current leaving the polarizer given by
P = ∣

∣I↑ − I↓
∣
∣ /(I↑ + I↓) = ∣

∣ρ↑ − ρ↓
∣
∣ /(ρ↑ + ρ↓) [3], where I↑(↓) is the current

carried by the majority(minority) spins and ρ↑(↓) the respective resistivity. The latter
is usually written as ρ↑(↓) = 2ρ∗(1∓δ), δ being the bulk spin asymmetry factor [27].
For a non-magnetic material δ = 0 and the two spin channels have the same resistiv-
ities, while they differ in ferromagnetic materials. Assuming spin asymmetry in the
bulk only, P = δ follows. However, at the interface δ may be quite different (inter-
face spin asymmetry coefficient, often called γ ), so that a more complex description
is required [27]. The quantity P can be determined from tunnelling experiments into
a superconductor at low temperatures. Values of P for the ferromagnetic materials
Fe, Co, Ni, and Gd are 0.40, 0.35, 0.23, and 0.14 [28] and the value for Py is 0.73 [29].
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Fig. 1 Schematic side and top view on a pillar structure used for current-induced switching studies.
While a and b show the situation for a current flowing from the polarizing ferromagnet to the
switching layer (I > 0), c and d show the case of the opposite current direction. The arrow on the
left side indicates for which position within the pillar the top view is plotted. The two channels for
the different spin directions are shown separately. The direction of the spin-torque is indicated by
the arrow labeled τ in the top views. Taken from [23]

Next, the spin-polarized current is injected into the spacer material. This layer is
needed to magnetically de-couple polarizer and switching layer. It has, however, to be
thin enough to maintain the spin polarization of the electric current. The electron’s
mean free path is the length scale for momentum relaxation and determines the
resistivity of a material. In many materials this length is typically ≤10 nm [27].
The distance over which the spin orientation is maintained (called the spin diffusion
length) is much larger because a spin-flip process can only be mediated by either
exchange interaction or spin-orbit coupling at defects or impurities. For Cu the spin
diffusion length can be as large as 500 nm [30]. For heavier elements, however, it is
reduced due to the stronger spin-orbit coupling (for Au the spin diffusion length is
about 60 nm [30]). This explains why Cu has been widely used as spacer material.
In ferromagnets, due to the presence of exchange fields, the spin diffusion length is
strongly reduced. In Co it is about 60 nm [31] and in Py 5 nm [29].

After passing through the spacer layer the spin-polarized current reaches the
switching (or free) layer (see Fig. 1b), which we assume to have a magnetization
direction slightly tilted with respect to the polarization axis of the current, i.e. the
magnetization direction of the polarizing layer. In this case the spin-polarized current
exhibits a transverse spin component with respect to the magnetization of the switch-
ing layer. Due to the large energy contribution of the transverse spin component due
to exchange interaction, it is strongly absorbed within the interface region. It is this
absorption of the transverse spin current that results in a spin-torque acting on the
switching layer trying to align the magnetizations of the free layer parallel to that of
the polarizer.
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When the direction of the electric current is reversed as shown in Figs. 1c and d, the
direction of the spin-torque also becomes reversed, i.e. the torque now destabilizes the
parallel alignment of polarizer and switching layer. For this reversed current polarity,
the current is first spin-polarized by flowing through the switching layer and then
reaches the polarizer. At the interface, however, the direction of the magnetization
of the polarizer differs with respect to the spin polarization, again due to an assumed
small misalignment of the magnetizations of polarizing and free layer. This defines a
new quantization axis with respect to which the incoming spin-polarized electrons are
described by a superposition of spin-up and spin-down components. The component
with parallel alignment is transmitted into the polarizing layer, while the antiparallel
component is predominantly reflected to the switching layer, where it gives rise to a
spin-torque as discussed above. Therefore, depending on current polarity, electrons
transmitted through or reflected from the polarizer are responsible for the spin-torque.
This implies that the situation is not symmetric with respect to the current direction
and, consequently, also the spin-torques differ in magnitude.

2.2 Quantitative Model of Spin-Transfer Torque

In the following a more rigorous quantum-mechanical approach to the spin-torque
effect is given similar to that of Stiles and Zangwill [32].

2.2.1 Framework of the Model

Space is defined by a direct orthogonal basis (ex , ey , ez) corresponding to the three
directions of space (x, y, z) with z the quantization axis. We will consider a single
electron flowing in the z direction with a wave vector k, whose spin is polarized in
the xz plane at an angle η with respect to the z direction (see Fig. 2). In the basis
(|↑, |↓) formed by the spin-up and the spin-down states this electron is represented
by a plane wave function of the form

|ϕ〉 = exp (ikz)√
Ω

(a|↑〉 + b|↓〉) , (1)

where Ω is a normalization volume. It is incident onto a ferromagnet, whose mag-
netization points in the z direction. This ferromagnet is described in the Stoner
model. Inside the ferromagnet, the electrons experience an exchange splitting Δ,
which shifts the states of the spin-down electrons to higher energy than the spin-up
electrons. Consequently, the electrons scatter at the interface with the ferromagnet
from a rectangular potential energy step that depends on the spin state. For sim-
plicity, we will consider that the height of the potential energy step is zero for the
spin-up state and Δ for the spin-down state (see Fig. 2). Assuming the dispersion of
free electrons and for the energy E of the electrons E > Δ, the electrons have a
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Fig. 2 Scheme of the poten-
tial energy step in the Stiles
model [32]

Δ

z
0

V

V

ez

ex
E

η

wave vector k = √
2m E/� outside the ferromagnet and wave vectors k↑ = k and

k↓ = √
2m(E −Δ)/� inside the ferromagnet for the spin-up and spin-down states,

respectively.

2.2.2 Quantum Definition of Spin Current Density

In the following we discuss the calculation of spin current densities. A spin current
density represents a number of spins flowing through a surface per surface and time
units. It is related to the orientation of the spins in space and to the direction of
their flow. Thus, it is a second order tensor quantity. Classically, it is given for a
single electron by the outer product of the average electron velocity with the spin
j s = v ⊗ s.

In quantum mechanics, the spin is associated to the operator �

2 σ , where σ is one
of the Pauli matrices. In the framework of the model described here, they are three
2 × 2 matrices stated in the basis (|↑〉, |↓〉), one for each space direction,

σ x =
(

0 1
1 0

)

, σ y =
(

0 −i
i 0

)

, σ z =
(

1 0
0 −1

)

. (2)

The operator associated to the velocity is �

im ∇ and the average velocity of a

single electron wave function |ϕ〉 is therefore �

im 〈ϕ|∇|ϕ〉 related to the probability

current density �

m �(ϕ∗∇ϕ). By analogy with the classical formulation, the quantum
expression of the spin current density is given by

j s = �
2

2m
� (

ϕ∗σ ⊗ ∇ϕ
)

. (3)
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2.2.3 Calculation of the Wave Functions

To calculate the variation of spin current density, we first need to calculate the wave
function of an electron flowing in the energy landscape described in Fig. 2. This is a
scattering problem, so we have to calculate the expressions of the incident, reflected,
and transmitted part of the wave function. The general forms are given by Eq. (1).

The incident part of the electron wave function propagates in the non-magnetic
material and its projections on the spin-up and spin-down states are determined by the
orientation of the spin with respect to the quantization axis. After solving a system
of two equations, one obtains the expression of the incident wave function,

|ϕin〉 = exp (ikz)√
Ω

(

cos
η

2
|↑〉 + sin

η

2
|↓〉

)

. (4)

As soon as the incident wave function reaches the interface with the ferromagnet,
one part of it is reflected and the other is transmitted through the magnet. The reflected
wave function propagates in the non-magnetic material and the transmitted wave
function propagates inside the ferromagnet, where the spin-up and spin-down states
do not have the same wave vectors. The coordinates of the wave function in the basis
(|↑〉, |↓〉) are determined by the continuity of the wave function and its derivative
with respect to the space coordinate at the interface with the ferromagnet. Solving
these equations leads to the expressions for the reflected and the transmitted parts of
the wave function,

|ϕre〉 = exp (−ikz)√
Ω

k − k↓
k + k↓

sin
η

2
|↓〉, (5)

|ϕtr〉 = exp
(

ik↑z
)

√
Ω

cos
η

2
|↑〉 + exp

(

ik↓z
)

√
Ω

2k

k + k↓
sin

η

2
|↓〉. (6)

Equations (4), (5), and (6) contain all necessary ingredients to calculate the spin
current density throughout the entire system.

2.2.4 Calculation of the Spin Current Densities

Each wave function contributes to the total spin current density, and we calculate the
respective spin current densities taking into account that the second order tensor of
the spin current density is reduced to a vector, since the wave functions propagate in
z-direction only.

Applying Eq. (3) to the incident, reflected, and transmitted wave functions (4),
(5), and (6) yields the spin current densities
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j in
s = �

2k

2mΩ
(sin ηex + cos ηez) , (7)

jre
s = �

2k

2mΩ

(
k − k↓
k + k↓

sin
η

2

)2

ez, (8)

j tr
s = �

2k

2mΩ

[

sin η cos
[(

k↑ − k↓
)

z
]

ex − sin η sin
[(

k↑ − k↓
)

z
]

ey

+
(

cos2 η

2
− 4kk↓
(k + k↓)2

sin2 η

2

)

ez

]

. (9)

2.2.5 Calculation of the Spin-Transfer Torque

The expressions for the spin current densities show that the spin current density
flowing on the left side of the magnet j in

s + jre
s is not equal to the spin current

density flowing through the magnet j tr
s . Therefore, the spin angular momentum

of the spin-polarized current is not conserved. This net variation of spin angular
momentum of the spin polarized current can be transferred to the magnetization of
the ferromagnet such that the total angular momentum of the system is conserved.
Assuming that the totality of this variation is transferred to the magnetization, the net
variation of spin angular momentum per unit of time absorbed by the magnetization,
i.e. the torque exerted on the magnetization, is given by τ str = A( j in

s + jre
s − j tr

s )

with A the surface of the interface. Plugging Eqs. (7), (8), and (9) in this formula,
the the spin-transfer torque becomes

τ str = A
�

2k

2mΩ
sin η

[(

1 − cos
[(

k↑ − k↓
)

z
])

ex + sin
[(

k↑ − k↓
)

z
]

ey
]

. (10)

2.2.6 Analysis of the Spin-Transfer Torque

The model presented here shows that a spin-polarized current propagating from a non-
magnetic metal to a ferromagnet loses spin angular momentum, which is transferred
to the magnetization. This transfer of spin angular momentum generates a torque
acting on the magnetization, the so-called spin-transfer torque, given by Eq. (10).

This novel torque is perpendicular to the magnetization and equal to zero if the
magnetization and the spin polarization are perfectly collinear (η = 0 or η = π ). The
angular evolution of the spin-transfer torque with η is discussed in detail in Sect. 2.5.
The spin-transfer torque also vanishes if k↑ = k↓, indicating that it originates from
the spin filtering effect of the ferromagnet.

This model also describes how the transfer of spin angular momentum could take
place. The spin-transfer torque is composed of a constant term called the Slonczewski
term τ sl

str = A �2k
2mΩ sin ηex, which is absorbed at the interface due to the potential

energy step. It is equal to the component of the incident spin current density per-
pendicular to the magnetization. The remaining terms of the spin-transfer torque
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in Eq. (10) form a term τfl
str = A �2k

2mΩ

(

cos
[(

k↑ − k↓
)

z
]

ex + sin
[(

k↑ − k↓
)

z
]

ey
)

.
This term is called field-like because its action on the magnetization is the same as
that of an external field applied in z-direction: The magnetization precesses around
the z axis. The field-like term is due to oscillations of the transmitted spins around the
effective magnetic field as they propagate through the ferromagnet. The wavelength
of these precessions 2π

k↑−k↓ is very short for typical transition metals, i.e. of the order
of few atomic layers. In a more rigorous calculation, one has to take into account the
fact that the electronic states contributing to the current lie on different parts of the
Fermi surface (in other word they propagate in different space directions). Therefore,
their precessions are neither in phase nor of the same wavelength. Integrating over all
contributing states at the interface, their precessions quickly dephase and the mean
value of the field-like term becomes very small. In the end, the spin-transfer torque
mainly originates from the absorption of the component of the incident spin current
density perpendicular to the magnetization, at least in a spin-valve with a metallic
spacer material:

τ str  A( j in
s · ex)ex = A

�
2k

2mΩ
sin ηex. (11)

Indeed, in magnetic tunnel junctions, where the spacer is an insulator, the trans-
port of the spin current from the polarizer to the free layer is due to tunneling.
The tunneling probability depends exponentially on the component of the electron
momentum perpendicular to the tunneling barrier leading to a strong k-space selec-
tion even for amorphous barrier materials such as AlOx . In addition, matching of
the band structures in epitaxial junctions can select a few specific states to domi-
nate the tunneling current. This is most prominent in epitaxial Fe/MgO/Fe junctions
[33, 34]. Under these conditions, the dephasing/averaging process mentioned above
for metallic junctions is less efficient. Therefore, the field-like term remains sizable
and has to be taken into account when dealing with insulating spacers. This also
holds when the ferromagnet is a magnetic semiconductor.

Finally, we want to mention that this model gives the false impression that the exis-
tence of a spin current is always associated with a charge current in the same space
region. Spin currents can actually flow in parts of a device, where there is no charge
current. As a consequence, the spin-transfer effect can occur in a ferromagnet that
does not carry a charge current. This is a phenomenon pointed out by Slonczewski
[35] when calculating the interlayer exchange coupling in magnetic tunnel junctions.
Pure spin currents have recently been studied intensely in non-local geometries of
multiterminal devices, where a charge current is injected between two selected termi-
nals and a spin current can diffuse in other parts of the device, where it is probed via
further terminals. A first experimental demonstration of pure spin-current-induced
reversible magnetization switching was given by Yang et al. [36].
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2.3 Macrospin Description: Landau–Lifshitz–Gilbert Equation

Within the macrospin approximation, i.e. assuming that the magnetization of the
switching layer can be treated as a macroscopic vector, one can easily derive a term
attributed to the spin-torque that is added to the Landau–Lifshitz–Gilbert (LLG)
equation of motion and can be used to describe the current-induced spin dynamics.
A polarized current with the polarization direction given by the magnetization direc-
tion of the polarizing layer is assumed to enter into the switching layer. Based on the
result of the previous sections we consider the transverse component of the electron’s
magnetic moment that is given by �μ⊥

e = Pμe sin η, with the spin polarization P
and the angle η between the spin polarization direction and the magnetization of
the switching layer. Using the relation γ = gμB/� for the gyromagnetic ratio, one
derives�μ⊥

e = P |γ | sin η ·�/2. The relation between the angular momentum Le of
the electron and its magnetic momentμe = − |γ | Le yields for the (transverse) angu-
lar momentum transfer�Le = − P�

2 sin η. For dN = I dt/ |e| electrons (I being the

electric current, e the electron’s charge) one obtains �Lall
e = − P�

2
I dt
e sin η, which

can be directly converted into the term dμall
e

dt = |γ | P �

2|e| I sin η. This provides an
expression for the total change in magnetic moment, if the complete injected trans-
verse spin angular momentum is absorbed. Using finally M = μ/V (V : volume of
switching layer) as a definition of the switching layer’s magnetization and identifying
dμall

e /dt as the total magnetic moment change due to the spin-polarized current, the
time derivative of the magnetization of the switching layer, when written in vectorial
form, is

dM
dt

= − �

2 |e|
|γ | P I

M2V
M × (M × iS) = − �

2 |e|
|γ | P J

M2d
M × (

M × mp
)

. (12)

Here, iS is the unit vector of the spin current, mp the unit vector of the magne-
tization in the polarizer, J = I/A the current density, and d the thickness of the
switching layer (V = A · d with the cross section A of the switching layer). Note
that the sign of the spin-transfer torque vector describes the fact that for a positive
prefactor (i.e. for a positive current flowing from the polarizer to the free layer) the
torque prefers a parallel alignment of the two magnetizations (see also Fig. 1). The
complete LLG equation of motion including spin-torque effects is given by

dM
dt

= − |γ | M ×Beff + α

M
M × dM

dt
−|γ | aJ

M
M × (

M × mp
)−|γ | aJ ξM ×mp

(13)
with the factor aJ given by aJ (P, η) = �/(2 |e| Md) · g(P, η)J . Here, we have
replaced P by a more general function g(P, η) for reasons that will be discussed
below. aJ has the dimension of a magnetic field and characterizes the amplitude of
the spin-transfer torque. For completeness we have introduced a term proportional
to M × mp in addition to the so-called Slonczewski term derived in Eq. (12). The
additional term was introduced in [37], where it was shown that the spin current
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also gives rise to an effective field parallel to the polarizer’s magnetization, which in
general also contributes to magnetization reversal. Note that a field-like term already
appeared in the discussion of the simple model used in Sect. 2.2.5 [see Eq. (10)]. ξ is a
measure of the relative strength of the two terms and has been shown to be a function
of the thickness of the free layer divided by the length λJ , ξ = f (d/λJ ) [37]. λJ

describes the typical length scale on which the exchange interaction between the local
magnetic moments of the ferromagnet and the spins of the conduction electrons of
the spin-polarized current operates, finally resulting in the spin polarization of the
current being aligned parallel to the local magnetization. Since it is the transverse
spin component of the spin-polarized electrons that is absorbed on the length scale
of λJ it sometimes is called transverse spin diffusion length. Using λJ = 2.5 nm and
a typical experimental thickness of about d = 2.5 nm, yields ξ ≈ 0.3. For d > λJ ,
however, ξ rapidly decreases to zero. The Slonczewski term has a dependence on
d/λJ , too, given by a different function h(d/λJ ). While h ≈ 0.8 for d = 2.5 nm
and λJ = 2.5 nm, h = 1 in the limit of large d values. Thus, the prefactor of the
Slonczewski term approaches the 1/d behavior as in Eq. (12).

Note, that the simple calculation presented above did not take into account that the
spin polarization P itself is a function of the relative orientation of the magnetization
of polarizer and switching layer given by the angle η. Formally this dependence can
be accounted for by replacing the constant P by the spin efficiency function g(P, η),
as in Eq. (13). The explicit form of g(P, η) is discussed in Sect. 2.5

The effective magnetic field Beff is composed of all magnetic fields acting on
the magnetization of the switching layer. In general, Beff = B0 + Bdip + Bip +
Boop/2, where B0 is the externally applied magnetic field, Bdip the dipolar field
originating from the stray field of the polarizer acting on the switching layer, Bip is the
in-plane anisotropy field, and Boop the effective perpendicular anisotropy field of the
free layer, given by the sum of the shape anisotropy field and the intrinsic out-of-
plane anisotropy field, i.e. Boop = Bshape − B⊥ = μ0 M − B⊥. Obviously, choosing
appropriate geometries and materials with specific anisotropy contributions allows
for tailoring the properties of spin-torque systems.

We note that the effective field—excluding the effective field due to spin-torque,
see Eq. (12)—can be derived from an expression of the free energy F of the system.
To show this for a simple example we consider a system in which the free energy
is supposed to depend only on the angle θ of the magnetization with respect to an
anisotropy axis. If θB is the angle of the external field relative to this axis, the free
energy can be written as F = Fa − M · B0 cos(θ − θB), where the first term is the
anisotropy energy and the second the Zeeman contribution of the external field. The
equilibrium angle of M can be found from ∂F

∂θ
= 0 = ∂Fa

∂θ
+ M · B0 sin(θ − θB) =

∂Fa
∂θ

+ |M × B0|. This equation means that in equilibrium the torque M × B0 due to
the external field is balanced by the torque due to the magnetic anisotropy field given
by − ∂Fa

∂θ
(the opposite sign indicates that the torques are antiparallel). When B0

causes a turn of M of δθ , the torque due to the anisotropy field is proportional to δθ

and given by − ∂Fa
∂θ

= c · δθ . Thus, for δθ → 0 c = − ∂2 Fa
∂θ2

∣
∣
∣
δθ=0

and the equilibrium
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condition becomes c · δθ + M · B0 sin δθ ≈ − ∂2 Fa
∂θ2

∣
∣
∣
δθ=0

· δθ + M · B0δθ = 0. From

this equation the anisotropy field is found to be

Ba = − 1

M
· ∂

2 Fa

∂θ2

∣
∣
∣
∣
δθ=0

(14)

Note that the derivative has to be taken at the equilibrium angle, for which δθ = 0.
In contrast to the effective field due to anisotropies the ‘spin-torque’ effective field
given by Eq. (12) cannot be derived from a ‘spin-torque’ free energy. This has been
discussed in detail by Stiles [38].

From a stability analysis of the LLG equation including the spin-transfer torque
term it is possible to derive the critical current threshold for which the free layer’s
orientation becomes unstable. This is an important information since for the appli-
cation of current-induced switching, integration with existing electronic technology
requires switching current densities below 105–106 A/cm2 [17]. The critical current
in general is given by

Ic = 2e

�

αMV

g(P, η)
Beff. (15)

Therefore, the critical current density depends apart from the material proper-
ties entering g(P, η) on all details that define Beff. We will discuss the two cases
of in-plane and perpendicularly magnetized switching layers in Sects. 3.1 and 3.2,
respectively.

2.4 Current-Induced Magnetization Oscillations

As discussed in [39, 40] the LLG equation of motion as given by Eq. (13) can be
rewritten in the form (for details, see Appendix).

1

|γ |
dM
dt

= −A · M × (

Beff − αaJ mp
)

−A · M
M

× [

M × (

αBeff + aJ mp
)]

. (16)

Here, A = 1/(1 + α2). Note that we have neglected the field-like term given in
Eq. (13) and solely considered the Slonczewski term. The form of Eq. (16) clearly
shows that the Slonczewski spin-torque term introduces two contributions: One has
precessional character, the other within the second term on the right hand side of
Eq. (16) generates additional damping or antidamping. The sign of aJ and the direc-
tion of mp with respect to Beff decide if the spin-torque increases or decreases
the Gilbert damping. An interesting situation arises if the spin-torque contribu-
tion compensates or even overcompensates the Gilbert damping. In this case the
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spin-transfer torque can drive magnetization dynamics. Indeed, current-driven mag-
netization oscillations have been observed experimentally in many different systems
(see e.g. [41–45]).

In the macrospin approximation the current-driven magnetization dynamics
results in precession-like motion of the magnetization vector, but with much larger
excitation (cone) angles (as large as 180◦) and strong deviations from circular preces-
sion due to anisotropy. The shape anisotropy of the thin-film geometry, for instance,
tends to flatten the precession trajectory to an ellipse with large excursions of the
dynamic magnetization in the sample plane and smaller ones in the perpendicular
direction (for examples see Fig. 7). These oscillatory dynamic modes are not attain-
able with magnetic fields alone. When relaxing the macrospin approximation, spin
wave excitations have to be considered in addition to the uniform precession-like
modes.

Any oscillatory motion of the free layer magnetization with respect to the fixed
layer results, due to the GMR or TMR effect in the ferromagnet/spacer/ferromagnet
layered structure, in a variation of the resistance. Therefore, the DC current that gives
rise to the spin-torque excitations generates a periodic voltage drop across the pillar.
The frequencies are typically similar to those of ferromagnetic resonance (FMR)
experiments, i.e. in the GHz range. This phenomenon can be employed for fabricat-
ing nanoscale microwave generators, whose frequency can be tuned by varying the
DC current and/or the external field [43, 46]. Such devices are called spin-torque
nano-oscillators (STNO). A detailed theoretical discussion of STNO properties in
the framework of non-linear auto-oscillator theory has been given by Slavin and
Tiberkevich [47].

2.5 Comparison of Spin-Transfer Models—Efficiency Functions

The difference between the various models that have been applied to quantitatively
describe the spin-transfer torque is mainly resulting from different expressions for
the magnitude and angular dependence of the spin-torque efficiency function g(P, η)
introduced in Eq. (13).

The calculation of the spin-torque efficiency function g(P, η) was addressed by
different authors using different approaches. In the simplest approximation as the one
used in Sect. 2.2 the angular dependence of the spin-torque magnitude is symmetric
and proportional to sin(η) (see Fig. 3a). The factor sin(η) results from the double-
cross product in Eq. (12) that represents the transversal component of the incident
spin current and is common to all models. Therefore, in the simple model of Sect. 2.2
the spin-torque efficiency function is a constant, g(P, η) = P . In general, however,
the magnitude of the spin-torque is connected to the spin-dependent transport prop-
erties of the structure and, thus, transport calculations have to be performed. In the
first publication on spin-torque Slonczewski assumed purely ballistic transport and
included spin-dependent scattering at the interfaces only, i.e. no scattering is allowed
when the electrons propagate from one interface to another [3]. In this limit g(P, η)
takes the form
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Fig. 3 Angular variation of the spin-torque (the quantity aJ sin(η) is plotted) in various approaches:
a for aJ = 1, b according to a model by Slonczewski that assumes purely ballistic transport and
interface scattering only [3], c for the most general approach given by a solution of the Boltzmann
equation [48], and d for the drift-diffusion approximation assuming fully diffusive transport
[50, 51]

gballistic(P, η) =
[

−4 + (3 + cos η)
(1 + P)3

4P3/2

]−1

. (17)

Figure 3b shows the spin-torque for J > 0 (electrons flowing from the polarizer
to the switching layer) as a function of η (i.e. the quantity aJ · sin(η), see Sect. 2.3)
for the Slonczewski approach. For exact parallel and antiparallel alignment of the
two magnetizations the torque vanishes and in between the curve is asymmetric
with larger values for near antiparallel alignment. The torque is positive for the
whole range of η values indicating that the parallel alignment is favored. The torque
increases more rapidly with η when starting from the antiparallel orientation. For
a negative current (i.e. electron flow from switching layer to polarizer) the shape
of the torque curve would be the same but with negative torque values preferring
an antiparallel alignment. As the current needed to induce magnetization switching
is correlated to the slope of the torque curve, the shape of the curve implies that
one needs a higher current density for switching from the parallel to the antiparallel
orientation (torque increases less rapidly with the angle ηwhen starting from parallel
alignment) than for switching from antiparallel to parallel alignment. This is indeed
observed in most experiments (see e.g. the first experiment by Katine et al. [5] and
discussion in Sect. 3.2.1).

A more rigorous way to treat the transport of electrons is to use the Boltzmann
equation, which assumes that the electronic system can be described by the local occu-
pation probability as given by the distribution function f (r,k, t) of well-defined bulk
states for the two spin directions (for details on the form of the distribution function,
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see [27]). The Boltzmann equation then provides the evolution of f . It can be used
to describe both, the ballistic as well as the diffusive limit, in which the electrons
scatter multiple times when propagating from one interface to another. In general,
however, it has to be solved numerically [48]. To obtain analytical expressions, dif-
ferent approximations to the Boltzmann equation were employed. Slonczewski used
circuit theory in connection with an approximate Boltzmann equation [49]. He found
an analytical expression for the case that the structure is symmetric, i.e. with the two
magnetic layers being identical. The assumption was to treat the spacer in the bal-
listic limit and to include diffusive transport in the magnetic layers only. In this
approximation g takes the form [48, 49]

gpartly
diffusive(P, η,Λ) = PΛ2

(Λ2 + 1)+ (Λ2 − 1) cos η
, (18)

whereΛ = G R with the overall resistance R = 1/2(R↑ + R↓) and the conductivity
G of the spacer material (for a parabolic band G = Ae2k2

F/π
2
� with the Fermi

wave vector kF and the cross-sectional area A of the structure). In the symmetric
case,Λ = 1, gpartly

diffusive becomes a constant and the torque is equal at both interfaces as
for the simple model discussed before (see Fig. 3a). For Λ �= 1, the torque exhibits
skew as in the fully ballistic case of Fig. 3b. However, while in the fully ballistic case
it is the spin polarization P that governs both, torque and angular dependence, in the
case of diffusive transport within the magnets, P affects the amplitude of the torque,
while there is another parameter (Λ) that influences both, amplitude and angular
dependence. For Λ < 1 the skew becomes even opposite to the fully ballistic case,
i.e. larger torque amplitudes for η < 90◦.

Xiao et al. have solved Slonczewski’s equations for the general asymmetric case
of two different ferromagnetic layers [48]. In this case there are two different torques
acting at the left and right interfaces between the spacer and the adjacent ferromag-
netic layers. Denoting the interface to the polarizing ferromagnet by the subscript
L and the one to the free ferromagnetic layer by R, the efficiency function for the
torque acting on the interface between spacer and free layer becomes

gpartly
diffusive(Pi , η,Λi ) = q+

A + B cos η
+ q−

A − B cos η
. (19)

with

q± = 1

2

[

PLΛ
2
L

√

Λ2
R + 1

Λ2
L + 1

± PRΛ
2
R

√

Λ2
L − 1

Λ2
R − 1

]

A =
√

(Λ2
L + 1)(Λ2

R + 1)

B =
√

(Λ2
L − 1)(Λ2

R − 1). (20)



16 J. Lindner et al.

For the asymmetric case there are different Λi (i = L , R) values and spin
polarization factors Pi (i = L , R) for the two interfaces. In the symmetric case
ΛL = ΛR = Λ and PL = PR = P , which yields q− = 0. The equations reduce to
Slonczewski’s form for the symmetric system given by Eq. (18) [49].

In Fig. 3c the typical angular variation of the torque according to the solution
of the Boltzmann equation for an asymmetric case is plotted. The most promi-
nent difference between the ballistic approach by Slonczewski (Fig. 3b) and the
result from using the Boltzmann equation (Fig. 3c) is given by the non-vanishing
q− term resulting in a small bump in the angular range 0 < η < 45◦ (as mentioned
before note that the bump results only in case of an asymmetric structure). This bump
was shown to play a key role for current induced magnetization oscillations in spin
valve systems [48].

The study of Xiao et al. [48] clearly shows that diffusive transport plays the key role
for most of the experimental structures with layer thicknesses of several nanometers.
Therefore, the so-called drift-diffusion approximation that ignores the details of the
scattering near interfaces and, thus, describes transport in the diffusive limit, was
introduced [50, 51]. In this model which can be directly derived from the Boltzmann
equation the electron current density is expressed as a sum of two components: The
drift component which is driven by the electric field and the diffusion component
caused by the gradient of the electron concentration. The typical angular dependence
resulting from this approach is shown in Fig. 3d. It can be seen that it reproduces all
main features obtained by solving the full Boltzmann equation which indicates that
scattering at the interfaces is negligible unless very thin layers are considered.

Finally, we mention that in special cases the efficiency function can adopt more
complex shapes including “wavy” behavior with zero crossings for non-collinear
alignment of the magnetizations. Examples include asymmetric spin valves due to
different materials with different spin diffusion lengths for the two magnetic layers
[31, 52] and the 90◦-state of symmetric trilayers discussed in detail in Sects. 3.1.3
and 3.1.4.

3 Influence of Magnetic Anisotropy on Spin-Torque Systems

The general expression for the critical current [Eq. (15)] derived in section “Macrospin
Description: Landau–Lifshitz–Gilbert Equation” shows a direct influence of mag-
netic anisotropies via Beff on the current-driven magnetization switching. This also
holds for the general case of spin-torque driven magnetization dynamics describing
the motion of magnetization under the action of spin-transfer torque in an energy
landscape, which to a large extent is shaped by magnetic anisotropies. Below we
distinguish two cases with either dominant in-plane anisotropy forcing the static mag-
netization in the plane of the sample (Sect. 3.1) or dominant out-of-plane anisotropy
in perpendicularly magnetized structures (Sect. 3.2).
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3.1 Spin Transfer Torque and In-Plane Anisotropy

In this section we consider a pillar stucture with in-plane magnetized magnetic layers
in an external field, which is applied in the plane of the layers. For thin films shape
anisotropy favors the in-plane magnetized state, if we assume that the intrinsic out-
of-plane field B⊥, e.g. due to perpendicular interface anisotropy, is much weaker
than μ0 M . In the remainder of this section we neglect B⊥ to keep notation short.
If needed, B⊥ can be accounted for by an effective magnetization Meff in the shape
anisotropy term.

3.1.1 Critical Switching Current for In-Plane Magnetized Structures

We rewrite Eq. (15) for Ic taking into account the external field B0, the dipolar
coupling field between the layers Bdip, the total in-plane anisotropy field Bip, and
the shape anisotropy:

I P→AP
c = 2e

�

αMV

g(P, η = 0)

(

B0 − Bdip + Bip + μ0

2
M

)

(21)

I AP→P
c = −2e

�

αMV

g(P, η = π)

(

Bdip − B0 + Bip + μ0

2
M

)

. (22)

The effective field expressions for parallel and antiparallel configurations are
different for two reasons: (i) the external field always favors the parallel state and
thus increases(decreases) I P→AP

c (I AP→P
c ). The dipolar interaction via the stray field

favors antiparallel alignment and thus acts opposite to B0. Note, that even for free
layers with in-plane anisotropy the demagnetizing field appears in the expression
for the critical current. This results from the fact that the magnetization reversal or
excitations involve a significant out-of-plane component of the magnetization. Once
the magnetization rotates out of the plane due to spin-torque, the demagnetizing field
is added to the effective field in the LLG equation.

The stability of the switching layer (typically a nanoscale disk-shaped magnet)
against thermal excitation giving rise to unwanted changes of the magnetization state
is given by the energy barrier U = KipV = (MV Bip)/2, where Bip = 2Kip/M . This
barrier has also to be overcome to switch the magnetization within the film plane by
spin-torque [17]. Therefore, the critical current for switching from the parallel to the
antiparallel configuration (for B0 = 0) can be written as

I P→AP
c = 2e

�

2α

g(P, η = 0)

(

U + μ0

4
M2V

)

. (23)

The basic result of Eq. (23) is that the critical current scales linearly with the
thermal stability energy but includes a large additive term resulting from shape
anisotropy (∝ M2) that increases Ic, but does not contribute to thermal stability.
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This behavior will be contrasted with the situation for out-of-plane magnetized struc-
tures in Sect. 3.2.

3.1.2 Magnetocrystalline Anisotropy in Spin-Torque Pillars

In the context of spin-torque pillars, there are three main origins for an in-plane
anisotropy field Bip: Magnetocrystalline anisotropy, shape anisotropy, e.g. in an ellip-
tically shaped nanodisk [53], and exchange anisotropy due to direct exchange of the
ferromagnetic layer with an antiferromagnet. Exchange bias is unidirectional and fre-
quently used to stabilize the polarizer in spin-torque systems [54–56]. Here, we are
interested in anisotropies acting on the free layer, in particular magnetocrystalline
anisotropy with higher symmetry than the uniaxial shape anisotropy of elliptical
nanodisks.

Our model system is an epitaxial, singlecrystalline Fe(2 nm)/Ag(6 nm)/Fe(20 nm)
multilayer that we grow by thermal evaporation on a Ag(001) buffer layer on a
GaAs(001) wafer. All layers grow with (001) orientation with low lattice mismatch.
The epitaxial relationships are confirmed by low-energy electron diffraction (LEED).
We then employ photo and e-beam lithography in combination with ion-beam etching
to pattern nanopillars with a diameter of 70 nm [26, 57]. The etching is timed such
that only the top 2-nm-thick Fe layer is structured, while the 20-nm-thick bottom
Fe layer remains extended over the width of the bottom electrode (several tens of
micrometers, see inset of Fig. 4b). Although it is well established that Fe/Ag/Fe(001)
multilayers grown according to this recipe are of high crystalline quality with sharp
interfaces and well developed magnetocrystalline anisotropy, it is not obvious that
these properties are still present after nanofabrication of the 2-nm-thick circular disk
with a diameter of 70 nm. In particular the ion-beam etching process could impair
the crystalline order and thus the magnetocrystalline anisotropy. However, we find
from CPP-GMR measurements and the respective Stoner-Wohlfarth fits (Fig. 4a)
that both Fe layers remain in-plane magnetized and exhibit clear four-fold in-plane
anisotropy of magnetocrystalline origin. The fit yields an anisotropy constant of the
free layer KMC = 63 kJ/m3, which basically corresponds to the value of bulk Fe. An
interesting magnetic configuration occurs after decreasing the field to zero, where
the two magnetizations rest in two different easy axes and, thus, include an angle of
η = 90◦. For a standard, symmetric angular dependence of the normalized resistance
r(η) = R(η)−R(0◦)

R(180◦)−R(0◦) would be r(90◦) = 0.5. Instead we find a much lower value
of 0.3 (dashed line). This deviation originates from enhanced spin accumulation
at the Fe/Ag(001) interfaces and yields in Slonczewski’s model [49] introduced in
Sect. 2.5 an asymmetry parameter ΛG M R = 1.6. The definition of the parameter Λ
is given in the context of Eq. (18). The subscript GMR indicates that this Λ value is
determined from a GMR measurement.ΛG M R > 1 suggests an angular dependence
of the spin-torque magnitude as shown in the top right panel of Fig. 3.
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Fig. 4 a CPP-GMR data (blue) measured at 5 K with the magnetic field applied along a hard axis
of the single-crystalline Fe(001) layers. Thick and thin red lines are least and second least energy
solutions of a Stoner-Wohlfarth fit, respectively. Pairs of red arrows indicate the relative alignment
of magnetizations as derived from the fit. b Two-step current-induced magnetization switching of
a single-crystalline Fe/Ag/Fe(001) nanopillar measured at 5 K. Mfree switches first from parallel to
perpendicular and then to antiparallel alignment relative to Mfixed and vice versa for the decreasing
current branch (green). The diagrams on the right-hand side represent the in-plane anisotropy energy
landscape. The four minima correspond to easy axis directions. Taken from [57]

3.1.3 Two-Step Switching Process

Figure 4b shows the differential resistance through the pillar versus DC current taken
at a magnetic field of 7.9 mT applied along a hard axis. This field is much weaker
than the anisotropy field of about 40 mT. Therefore, both magnetizations are aligned
along an easy axis and the measurement starts at zero DC current in a low resistive
state. In contrast to the usually observed behavior [5] the switching occurs here in
two steps via an intermediate resistance level. Note that the abscissa is scaled from
positive to negative currents to conform to the (arbitrary) convention of this chapter
that a positive current corresponds to an electron flow from the polarizer to the free
layer. At a negative current Ic1 the free layer starts to rotate with respect to the fixed
layer. The anisotropy energy minimum at 90◦ stabilizes the orthogonal state. Only at
an even higher current Ic2 the local energy minimum is overcome and the free layer
switches to the antiparallel alignment. Upon reversing the current, a similar behavior
is observed.

At first glance, it is surprising that there are two switching events at different
critical currents, because the anisotropy energy barriers to overcome are in both
cases the same. The macrospin simulations in Fig. 5 show that the different critical
current densities arise from the angular dependence of the spin-torque efficiency
function g(η). For the analysis of the data we use Slonczewski’s model [49] and
the efficiency function gpartly

diffusive(P, η,Λ) [Eq. (18)], for details see [58]. Figure 5a
shows the trajectory of the first switching step from parallel to perpendicular with
respect to the fixed magnetization. The direction of the damping torque (red) and the
spin-torque (blue) during the switching are shown in Fig. 5c. The viewing direction
is along the −x-direction. As expected, the spin-torque always points outward and,
thus, acts as an excitation. Therefore, the cone angle of the precession around the
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Fig. 5 Spin-torque induced switching of a macrospin in the presence of cubic magnetocrystalline
anisotropy and demagnetizing field. Mfree switches under the influence of a persistent DC current
first from parallel (+x-direction) to a 90 ◦-orientation (+y-direction) with respect to Mfixed and
then from the 90 ◦-orientation to the antiparallel alignment (−x-direction). (a, b) Trajectories of
the two switching events. (c, d) representation of the spin-torque (blue arrows) and damping torque
(red arrows) viewed along (b) the initial, parallel and (c) the 90 ◦-orientation of the macrospin. Only
a fraction of the trajectory in the immediate vicinity of the switching event (a) is shown in (c) and
(d). Taken from [58]

initial state increases, until the anisotropy energy barrier between the initial and the
90 ◦-state is overcome. Figure 5d shows the torques after the switching; now with
the viewing direction in −y-direction (note the different abscissae of Fig. 5c and d).
The symmetry of the spin-torque after switching is completely different. For mx < 0
(right half of Fig. 5d) the spin-torque is still pointing outward and is an exciting
torque. For mx > 0 (left half of Fig. 5d), however, the spin-torque points towards
the precession axis and damps the oscillatory motion. The total action of the spin-
torque along one revolution tends to cancel out. Therefore, the magnetization relaxes
towards the +x-direction after the first switching step as can also be seen in Fig. 5a.
The simulation also reproduces the second switching step at a higher DC current
from the 90 ◦-state to the antiparallel state (Fig. 5b). Again, the angle of the precession
around the initial state increases until the switching occurs. (In this specific simulation
the switching is a bit more complicated, because the magnetization overcomes the
energy barrier on the ‘wrong’ side of the trajectory, which requires it to reach the final
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state via a ‘detour’.) But how can the spin-torque in Fig. 5d excite the magnetization
at a higher current and induce the switching? The answer is found by looking at the
efficiency function g(η) in Fig. 3b. The magnitude of the spin-torque is not constant
along the trajectory. In fact, for mx < 0 (right half of Fig. 5d) it is stronger than for
mx > 0 (left half of Fig. 5d). Therefore, the total action along one revolution does
not completely cancel out and a small exciting net torque remains. For a large enough
critical current Ic2 this net torque is sufficient to overcome the damping torque and
induces the second switching step.

The comparison between the experimentally determined ratio of the critical cur-
rents Ic2/Ic1 with corresponding values extracted from simulations with varying
asymmetry parameterΛ yields –this time based on spin-transfer torque experiments–
ΛST T = 3.4 [57]. This experiment and the GMR data of the previous section
represent the first direct determination of the asymmetry parameter Λ for GMR
and spin-torque in the same sample. Using spin-dependent interface area resistances
calculated by Stiles and Penn [59] we obtain a theoretical value Λ = 4. The devi-
ations between the theoretically expected value of Λ (4.0) and those determined
from GMR and spin-torque data (1.6 and 3.4, respectively) most likely arise from
imprecise knowledge of material parameters and from simplifying assumptions of
the Slonczewski model, such as the complete neglect of the minority channel, which
is only approximately fulfilled for Fe/Ag(001) [57].

3.1.4 Zero-Field Excitations in the 90 ◦-State

The simulations in Fig. 5 suggest that a steady-state oscillatory mode can be excited
at a low external field, if the system is prepared in the 90 ◦-state and a DC current
between Ic1 and Ic2 is applied. Figure 6a shows microwave spectra measured under
these conditions [58]. The frequencies of the observed modes slightly shift with
increasing current strength to higher frequencies. A corresponding macrospin sim-
ulation is shown in Fig. 7a and b. We indeed find a precessional trajectory around
the +y-direction, which is the static direction of the free magnetization in the 90 ◦-
state. The analysis of the torques in Fig. 7b yields a similar picture as for the second
switching step in Fig. 5: The excitation of the spin-torque on the right hand part of
the trajectory is larger than the damping on the left hand part due to the asymmetry
of g(η). The integrated action of the spin-torque along one revolution almost cancels
out. Only a relatively small net excitation remains.

Figure 6b shows for comparison microwave spectra measured in a saturating
field of 120 mT. We observe the “normal” in-plane precession that mainly results
from the counteraction of spin-torque and externally applied magnetic field. The
high-frequency modes show a dependence on the field direction since we need to
apply higher currents to excite microwaves when the field is applied parallel to an
easy axis of the Fe layers. The observed frequencies also differ for the two cases.
The magnetocrystalline anisotropy increases(decreases) the effective field when the
external field is applied along an easy(hard) axis yielding higher(lower) frequencies.
The difference of 0.5 GHz at 10.4 mA can be translated to a difference of the mean
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effective field of 19 mT. The estimated maximum anisotropy field contribution to the
effective field is 40 mT. In contrast to FMR experiments the precession frequencies
of the current-driven large-angle precessions are determined by the average over one
trajectory and, thus, many different directions with respect to the crystalline axes.
Therefore, the frequency shift is smaller than expected for FMR-like small-angle
precessions. Figure 7b and d shows corresponding simulations of excitation in a
saturating field of 120 mT. In this typical situation for current-driven magnetization
dynamics, the spin-torque acts as an excitation everywhere along the trajectory and
therefore leads to much larger excitation angles. The shape anisotropy flattens the
precessional motion in z-direction to the so-called clamshell-type trajectory.

The observation of a steady-state precession at low external or even zero field is of
importance from the application point of view, because the usual need for an exter-
nal field exceeding the coercivity of the oscillating layer (see for instance the phase
diagram in Fig. 9) is disadvantageous as it increases the complexity and cost of
STNOs. There are different ways to circumvent the necessity of an external field. One
recently presented possibility is to shape the angular dependence of the spin-transfer
torque by using different magnetic materials as free and fixed layer [52]. If these
provide complementary spin scattering parameters, a reversal of the sign (direction)
of the spin-torque between the parallel and the antiparallel alignment of the magneti-
zations can be achieved. Both alignments are therefore destabilized/stabilized by the
given current polarity and can cause a steady oscillatory motion at zero applied mag-
netic field [52]. A second possibility is to pin Mfixed in a 90 ◦ orientation with respect
to the easy axis of the shape anisotropy of the free layer magnetization, i.e., the long
axis of the elliptically shaped free layer [53]. In this geometry the in-plane demag-
netizing field counteracts the spin-torque in such a way that no hysteretic switching,
but only precessional motion of the magnetization is enabled. In our case shown in
Figs. 6a and 7a, b, the role of the external field is taken by an internal field, namely
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Fig. 7 Comparison of spin-torque induced excitation of low-field precession in the 90 ◦-state
(a, b) and in the saturated, parallel state (c, d) in the presence of cubic magnetocrystalline anisotropy
and demagnetizing field. (a, c) Simulated trajectories and (b, d) representations of the spin-torque
(blue arrows) and damping torque (red arrows) viewed along −y-direction (b) and −x-direction
(c). Taken from [58]

the magnetocrystalline anisotropy field [58]. Therefore, the observation of low-field
excitations in the 90 ◦-state is—as is the case for the two-step switching process pre-
sented in Fig. 4b—a direct consequence of the interplay between magnetocrystalline
anisotropy and the spin-transfer torque.

3.2 Switching Layer with Out-of-Plane Anisotropy

For switching layers with intrinsic out-of-plane anisotropy the effective anisotropy
field is given by Boop = Bshape − B⊥ = μ0 M − B⊥ and the critical current [Eq. (15)]
thus becomes

I P(AP)→AP(P)
c = +(−)2e

�

αMV

g(P, η = 0(π))

[+(−)B0 + (−)Bdip + (μ0 M − B⊥)
]

.

(24)
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This case yields the possibility to influence the effective out-of-plane anisotropy,
i.e. to reduce shape anisotropy. Note that in this geometry the stray field tends to
stabilize the parallel alignment of switching layer and polarizer. The thermal stability
barrier is now given by U = (MV Boop)/2, yielding the following critical current
for switching from parallel to antiparallel alignment

I P→AP
c = 2e

�

2α

g(P, η = 0)
U. (25)

In contrast to the in-plane case [Eq. (22)] the critical current scales linearly with
U without additive term. This difference makes perpendicularly magnetized pillars
attractive for applications requiring low critical current densities for switching in
combination with a large thermal stability, such as MRAM memory cells.

Several studies have been performed using layers with perpendicular anisotropy
to investigate spin-transfer torque, see e.g. [44, 60–66]. It is a critical issue to
develop new magnetic memories based on this effect [17]. Indeed, the efficiency for
magnetization reversal of a spin-valve with out-of-plane anisotropy is larger than with
in-plane anisotropy. Thanks to this perpendicular anisotropy, the critical switching
current can be reduced by one order of magnitude, while keeping enough thermal
stability for applications [67, 68]. Figure 8 shows a current-swept measurement
obtained for a nanopillar with elliptical cross section of 50 × 300 nm2 based on a per-
pendicularly magnetized (CoNi)-multilayer as switching layer and a (magnetically
harder and also perpendicularly magnetized) composite (Co/Pt)/(CoNi)-multilayer
as polarizer. The DC current was swept at constant magnetic field, given by the sum of
the dipolar stray field from the polarizer and the external magnetic field. One observes
two distinct jumps in the resistance, which correspond to the switching from parallel
(P) to antiparallel (AP) alignment or vice versa. Clearly, the switching field from the
AP to the P orientation occurs for smaller current values. This is a direct consequence
of the larger torque close to the AP alignment given by the function g(P, η = π)

(see Fig. 3b). First experiments on the (CoNi)-system revealed an average switching
current density of 6.4×107 A/cm2 for a 50 × 100 nm2 pillar [44]. By optimizing the
magnitude of the out-of-plane anisotropy, magnetization reversal for a CoNi pillar
with 45 nm diameter at critical currents as low as 120μA (corresponding to about
7 × 106 A/cm2) was reported [67]. This shows that out-of-plane systems indeed are
promising candidates for reducing the critical current for magnetization reversal. As
can be already seen from the expression for the switching current [see Eq. (24)] the
intrinsic anisotropy in this case reduces the overall out-of-plane anisotropy, which is
given by the sum of intrinsic and shape anisotropy.

Note, that in perpendicular anisotropy structures with composite free layers it
should be possible to further decrease the critical switching current while maintaining
a good thermal stability [24].

In Table 1 we have given an overview about different systems that have been
used in spin-torque experiments. We provide the effective out-of-plane uniaxial
anisotropy energy density Keff = MS Boop/2 = μ0

2 M2
S − K⊥, the magnetocrystalline
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Fig. 8 Current-swept mea-
surement on an elliptical 50
× 300 nm2 nanopillar system
with free layer based on a
(Co/Ni)-multilayer exhibiting
out-of-plane easy axis of mag-
netization. Taken from [76]
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Fig. 9 Theoretical IDC/B0
phase diagram calculated
for an elliptical 50 × 300
nm2 nanopillar system
with free layer based on a
(Co/Ni)-multilayer exhibiting
out-of-plane easy axis of mag-
netization. For the calculations
an uniaxial macrospin model
at T = 0 was assumed [76]
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out-of-plane anisotropy energy density K⊥, the magnetization MS, the critical switch-
ing currents I AP→P

c and current densities J AP→P
c as well as the stability barriers U .

3.2.1 Theoretical IDC/B0 Phase Diagram

A useful plot to get an overview about stable configurations of a spin-torque system
is provided by the IDC/B0 phase diagram which can be derived from solving the
LLG equation. Such theoretical phase diagrams have been described in the literature
by different methods [44, 69, 70]. Figure 9 shows an example of a calculated phase
diagram of an elliptical 50 × 300 nm2 nanopillar with perpendicular anisotropy.
The magnetically hard layer acting as a spin polarizer is given by a (Co/Pt)/(Co/Ni)-
multilayer, while the free (switching) layer is a (Co/Ni)-multilayer. Both layers are
separated from each other by a copper spacer layer. For details on the (Co/Ni) system
we refer to [44].
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The calculated IDC/B0 phase diagram (see [76] for details) clearly shows regions
for which the parallel (antiparallel) alignment (labelled P and AP, respectively) being
the stable configuration. In this case positive (negative) currents stabilize parallel
(antiparallel) alignment of polarizer and free layer. Since the spin-transfer torque is
more efficient in the antiparallel configuration than in the parallel one, the slopes of
the two borders, which depend on the efficiency function g(P, η) see (Sect. 2.5) are
different [76]. Note, that the stray field originating from the perpendicular polarizer
and acting on the free layer as additive field Bdip has been included in the calculation
and shifts the whole phase diagram towards negative fields. This can be seen when
looking to the switching fields for the field hysteresis at IDC = 0 for which the
stray field leads to a shift towards negative magnetic field values by about 30 mT.
For positive currents (which according to the definition in [76] refer to electrons
flowing from the polarizer to the free layer) and negative fields a precessional state is
expected in the macrospin approximation, which was assumed for the calculations.

3.2.2 Experimental IDC/B0 Phase Diagram

While Fig. 9 showed the calculated IDC/B0 phase diagram of an elliptical 50 ×
300 nm2 nanopillar spin-valve, in Fig. 10 the measured phase diagram is plotted.
The three experimental curves shown around the phase diagram in Fig. 10 represent
measurements along the respective solid lines. A useful way to present a state dia-
gram is to plot the half sum of resistances between the increasing and the decreasing
parts of the hysteresis loop, that is to say Rsum(B0) = 1/2[Rinc(B0) + Rdec(B0)].
This method transforms the hysteresis loop into a step curve where each step corre-
sponds to a specific region of the phase diagram. State diagrams obtained from the
half sum highlight non-hysteretic behavior as the one obtained in the high field and
current regions. Note that the measurements were recorded at constant DC current
while the external magnetic field was swept. These field-swept measurements have
the advantage of not producing a parabolic background signal, which is present in
the current-swept measurements due to Joule heating (see Fig. 8). There are lots of
similarities between the theoretical state diagram shown in Fig. 9 and the experimen-
tal result. Both of them are composed of two borders dividing the (IDC , B0) plane
into four regions. At high positive fields and currents, the spin-valve is in the parallel
state, whereas at high negative fields and currents it is in the antiparallel state. At high
positive fields and negative currents, it can be either parallel or antiparallel, this is the
bistable region characterized by hysteresis loops. Finally, at high negative fields and
positive currents it is neither parallel nor antiparallel. When the two borders cross,
the hysteresis loops give rise to series of peaks or dips in the differential resistance
RAC = dU/dI in the experimental phase diagrams. The differential resistance can
be detected by measuring the response of the system to the DC current on top of
which an AC current with small amplitude is added by means of a Lock-in amplifier.
In general the voltage drop across the nanopillar is a function of the resistance and
the current, i.e. U = U (RDC, I ). The differential resistance thus is given by
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Fig. 10 Experimentally measured IDC/B0 phase diagram of an elliptical 50 × 300 nm2 nanopillar
spin-valve with a hard layer made of (Co/Pt)/(Co/Ni) and a free layer made of (Co/Ni) obtained
from the half sum method (Rsum(B0) = 1/2[Rinc(B0)+ Rdec(B0)], see also explanation in the text)
along with three characteristic hysteresis loops at IDC = −13 mA, IDC = 0 mA and IDC = 11 mA

dU

dI
= RDC + I · dRDC

dI
(26)

Assuming that the system is ohmic such that dRDC/dI = 0, then dU/dI = RDC.
If, however, there are current-induced changes in the resistance that are reversible
with the AC current, we need to include the second term, I dRDC/dI , in dU/dI =
RDC. This second term can add or subtract to RDC depending on the sign of the
slope of dRDC/dI at I = 0 and the sign of I . Thus, peaks and dips observed in
the phase diagramm are compatible with magnetization precessions as predicted by
theory (see the theoretical phase diagram of Fig. 9 and Ref. [77]). One should note
that besides using Lock-In detection of the differential resistance such precessions in
spin-valves are commonly recorded with at least one magnetization in-plane because
they generate an alternating voltage thanks to the angular dependence of the giant
magnetoresistance. However, in all perpendicular spin-valves, a uniform precession
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of the magnetization of the free layer around the out-of-plane axis does not affect the
angle between the magnetizations of the free layer and of the polarizer. As a conse-
quence, no alternating voltage is generated in first approximation, so that in this case
the precessions have to be detected indirectly by means of differential measurements
and Lock-in technique [44]. It should, however, be noted that these methods cannot
guarantee that every measured peak is a consequence of magnetization precession.
Note, that a method using GHz microwave irradiation has been developed to enhance
and detect spin-torque driven magnetization precession in nanopillars with magnetic
perpendicular anisotropy [76].

The borders determined by the switching fields or currents evolve linearly in a large
range of current and field, however around the zero current switching fields a strong
deviation from this linearity occurs. Experimentally it seems that the magnetization
reversal becomes virtually independent of the injected current around these two
fields and the current has to reach a critical value before the linear evolution appears.
This observation seems paradoxical contrary to the theoretical predictions because
the spin-transfer effect is expected to always modify the damping by increasing or
decreasing the impact of the damping torque. The experimental state diagrams in
this perpendicular geometry are actually much closer to the state diagrams in the
planar geometry, see [70, 78–81]. It has been shown that this discrepancy is mainly
due to a break in the uniaxial symmetry [82]. Indeed, it shows that above a critical
angle of application of the magnetic field, the injected current has no impact on the
magnetization reversal [83].

Nevertheless, it is clear that non-uniform magnetization reversal plays an impor-
tant role in the magnetization reversal processes. Indeed, it was shown that the for-
mation of domains and domain walls could be observed even for nanopillars as small
as 50 × 100 nm2 [84–86].

3.2.3 Magnetization Dynamics

Magnetization reversal dynamics has also been studied in samples with perpendic-
ular anisotropy. Perpendicular anisotropy was shown to influence the fast dynamics,
see [87, 88], as well as the slow magnetization switching dynamics. The reversal
dynamics was determined by measuring the switching probability P as a function of
time for a 50 × 100 nm2 square (Co/Pt)/(Co/Ni)-(Co/Ni)-nanopillar exhibiting per-
pendicular anisotropy. Current pulses of variable amplitude and duration have been
applied and the sample state was determined by measuring the device resistance
using an AC-current. The same pulse amplitude and duration was repeated 100 to
10,000 times to determine the switching probability. Figure 11 shows the switching
behavior from the antiparallel to the parallel state over nine orders of magnitude in
current pulse duration. The pulse amplitude I for P = 0.5 corresponding to the
observation of switching for half of the events is plotted versus pulse duration τ on a
logarithmic scale. For short pulse durations (τ <10 ns) the pulse amplitude required
to switch the nanomagnet increases dramatically. For long pulses the pulse amplitude
depends weakly on pulse duration, varying logarithmically for τ >10µs.
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Fig. 11 Pulse switching results for pulses of duration 0.3 ns to 1 s: Pulse amplitude for P=0.5
vs pulse duration measured for a 50 × 100 nm2 square (Co/Pt)/(Co/Ni)-(Co/Ni)-nanopillar with
perpendicular anisotropy. Inset: switching rate 1/τ vs pulse amplitude for short pulses showing
behavior ∝ (I − Ic0). The intercept at 1/τ = 0 is Ic0. The dashed line in the main figure shows this
behavior on a logarithmic scale. The dash-dotted line is a fit to the long-time data using Eq. (27).
Taken from [88]

The short- and long-time switching characteristics are thus quite distinct. The
inset of Fig. 11 shows 1/τ plotted versus pulse amplitude at short pulse durations.
This regime follows the form 1/τ = A(I − Ic0), which is expected based on the
conservation of angular momentum [89]. The zero temperature critical current Ic0
in this expression reflects the portion of the spin-angular momentum that is needed
to overcome the magnetization damping. The dashed line in the main part of Fig. 11
shows this same fit to the short-time data on a logarithmic pulse duration scale,
showing that this form describes the data up to pulse durations of 5 ns. At longer
times the switching boundary was fit (dash-dotted line) to the form given in [90, 91]

I = Ic0

[

1 − kBT

U0
ln

(
τ

τ0 ln(1 − P)

)]

(27)

where U0 is the energy barrier in the absence of the spin current. And τ0 is the
Arrhenius prefactor. This expression fits the data for τ > 6μs well, as seen by the
dashed-dotted line in Fig. 11. The slope of the curve gives the ratio U0/kB T = 63
and the intercept of this curve with Ic0 yields the Arrhenius prefactor, τ0 = 24 ps.
Figure 11 also shows that at intermediate time scales, from 10 ns to 6μs, the switching
boundary follows neither the short- or long-time forms, i.e., this is a crossover regime.

The results demonstrate that there is an optimal pulse length that minimizes the
energy required to reverse the magnetization. Non-uniform magnetization is found to
play an important role in the switching dynamics. Time-resolved scanning transmis-
sion X-ray microscopy measurements were performed to study the current induced
magnetization switching mechanism. Direct imaging of the magnetization demon-
strates that, after an incubation time of about 1 ns, an ellipsoidal device switches via
domain nucleation and propagation. Domain-wall velocities on the order of 100 m/s
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were reported [92]. In the thermally activated regime domain walls nucleate and prop-
agate leading to telegraph noise that may be studied in the light of the Néel-Brown
model [93].

4 Conclusions

We have discussed spin-transfer torque effects in nanopillars. The transfer of
spin angular momentum from a spin-polarized current to the local magnetization
is described by an additional torque acting on the magnetization, which has to
be taken into account when solving (in the macrospin approximation or in full-
scale micromagnetic simulations) the equation of motion of the magnetization
(Landau-Lifshitz-Gilbert equation) to describe current-driven magnetization dynam-
ics. Magnetic anisotropies of various origins (shape, magnetocrystalline, interface)
enter this term on equal footing with the external field and, thus, have a strong influ-
ence on the current-driven magnetization dynamics.

For current-induced magnetization switching the critical current densities strongly
depend on the total anisotropy, which favors either the in-plane or out-of-plane
orientation of the static magnetization of the free layer. In terms of the applica-
tion of spin-transfer torque as a writing scheme in MRAM cells, the perpendicular
magnetized switching layer yields the better combination of low switching current
and high thermal stability.

For current-driven magnetization excitations the shape and symmetry of the total
anisotropy function determine the excitation trajectories, which can involve large
excitation angles and thus strongly deviate from simple circles, in clear contrast
to the small angle precessions in FMR. Anisotropies with higher symmetry enable
fundamental studies addressing the angular dependence of the spin-torque efficiency
function g(η), e.g. the determination of the spin-torque asymmetry parameter Λ.
Furthermore, they allow for steady magnetization oscillations in zero external field,
which is a favorable condition for the application of spin-transfer torque in STNOs.
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Appendix

In the following we show that Eq. (13) and Eq. (16) are indeed eqvivalent. We start
from Eq. (13),

dM
dt

= − |γ | M × Beff + α

M
M × dM

dt
− |γ | aJ

M
M × (

M × mp
)

. (28)
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Inserting dM/dt on the right hand side yields:

dM
dt

= − |γ | M × Beff − |γ | aJ

M
M × (

M × mp
) + α

M
M

×
[

− |γ | M × Beff + α

M
M × dM

dt
− |γ | aJ

M
M × (

M × mp
)
]

. (29)

Using the relation a × (b × c) = b(a · c)− c(a · b) and considering that M ⊥ Ṁ
one easily derives

M ×
(

M × dM
dt

)

= M
(

M · dM
dt

)

− dM
dt

· M2 = −dM
dt

· M2

M × (

M × mp
) = M

(

M · mp
) − mp · M2

M × [

M × (

M × mp
)] = −M × mp · M2. (30)

This in turn yields:

dM
dt

= − |γ | M × Beff − |γ | α
M

M × (M × Beff)− α2 dM
dt

+ |γ |αaJ M × mp − |γ | aJ

M
M × (

M × mp
)

. (31)

Reorganizing the terms finally leads to

1

|γ |
dM
dt

= −A · M × (

Beff − αaJ mp
) − A · M

M
× [

M × (

αBeff + aJ mp
)]

,

(32)

which is Eq. (16).

References

1. L. Berger, J. Appl. Phys. 50, 2137 (1979)
2. P.P. Freitas, L. Berger, J. Appl. Phys. 57, 1266 (1985)
3. J.C. Slonczewski, J. Magn. Magn. Mater. 159, L1 (1996)
4. L. Berger, Phys. Rev. B 54, 9353 (1996)
5. J.A. Katine, F.J. Albert, R.A. Buhrman, E.B. Myers, D.C. Ralph, Phys. Rev. Lett. 84, 3149

(2000)
6. M.D. Stiles, J. Miltat, in Spin Dynamics in Confined Magnetic Structures III, ed. by B. Hille-

brands, A. Thiaville. Topics in Applied Physics, vol 101 (Springer, Berlin, 2006), p. 225
7. D.C. Ralph, M.D. Stiles, Series of review articles. J. Magn. Magn. Mater. 320, 1190 (2008)
8. J.A. Katine, E.E. Fullerton, ibid, p. 1217
9. J.Z. Sun, D.C. Ralph, ibid, p. 1227

10. D.V. Berkov, J. Miltat, ibid, p. 1238



The Influence of Magnetic Anisotropy on Current-Induced Spindynamics 33

11. T.J. Silva, W.H. Rippard, ibid, p. 1260
12. G.S.D. Beach, M. Tsoi, J.L. Erskine, ibid, p. 1272
13. Y. Tserkovnyak, A. Brataas, G.E.W. Bauer, ibid, p. 1282
14. H. Ohno, T. Dietl, ibid, p. 1293
15. P.M. Haney, R.A. Duine, A.S.Núñez, A.H. MacDonald, ibid, p. 1300
16. C.H. Marrows, Adv. Phys. 54, 585 (2005)
17. J.A. Katine, E.E. Fullerton, J. Magn. Magn. Mater. 320, 1217 (2008)
18. D.C. Ralph, M.D. Stiles, J. Magn. Magn. Mater. 320, 1190 (2008)
19. K. Inomata, IEICE Trans. Electron. E84C, 740 (2001)
20. D. Chiba, Y. Sato, T. Kita, F. Matsukura, H. Ohno, Phys. Rev. Lett. 93, 216602 (2004)
21. P.M. Braganca, I.N. Krivorotov, O. Ozatay, A.G.F. Garcia, N.C. Emley, J.C. Sankey, D.C.

Ralph, R.A. Buhrman, Appl. Phys. Lett. 87, 112507 (2005)
22. O. Ozatay, P.G. Gowtham, K.W. Tan, J.C. Read, K.A. Mkhoyan, M.G. Thomas, G.D. Fuchs,

P.M. Braganca, E.M. Ryan, K.V. Thadani, J. Silcox, D.C. Ralph, R.A. Buhrman, Nat. Mater.
7, 567 (2008)

23. J. Lindner, Superlattices Microstruct. 47, 497 (2010)
24. I. Yulaev, M. Lubarda, S. Mangin, V. Lomakin, E.E. Fullerton Appl, Phys. Lett. 99, 132502

(2011)
25. M. AlHajDarwish, H. Kurt, S. Urazhdin, A. Fert, R. Loloee, W.P. Pratt Jr, J. Bass, Phys. Rev.

Lett. 93, 157203 (2004)
26. H. Dassow, R. Lehndorff, D.E. Bürgler, M. Buchmeier, P.A. Grünberg, C.M. Schneider, A.

van der Hart, Appl. Phys. Lett. 89, 222511 (2006)
27. T. Valet, A. Fert, Phys. Rev. B 48, 7099 (1993)
28. R. Meservey, P.M. Tedrow, Phys. Rep. 238, 174 (1994)
29. T. Taniguchi, S. Yakata, H. Imamura, Y. Ando, Appl. Phys. Express 1, 031302 (2008)
30. T. Kimura, J. Hamrle, Y. Otani, Phys. Rev. B 72, 014461 (2005)
31. M. Gmitra, J. Barnas. Phys. Rev. Lett. 96, 207205 (2006)
32. M.D. Stiles, A. Zangwill, Phys. Rev. B 66, 014407 (2002)
33. W.H. Butler, X.-G. Zhang, T.C. Schulthess, J.M. MacLaren, Phys. Rev. B 63, 054416 (2001)
34. J. Mathon, A. Umerski, Phys. Rev. B 63, 220403 (2001)
35. J.C. Slonczewski, Phys. Rev. B 39, 6995 (1989)
36. T. Yang, T. Kimura, Y. Otani, Nat. Phys. 4, 851 (2008)
37. S. Zhang, P.M. Levy, A. Fert, Phys. Rev. Lett. 88, 236601 (2002)
38. M.D. Stiles, W.M. Saslow, M.J. Donahue, A. Zangwill, Phys. Rev. B 75, 214423 (2007)
39. R. Lehndorff, D.E. Bürgler, A. Kakay, R. Hertel, C.M. Schneider, IEEE Trans. Mag. 44, 1951

(2008)
40. E. Martinez, L. Torres, L. Lopez-Diaz, M. Carpentieri, G. Finocchio, J. Appl. Phys. 97, 10E302

(2005)
41. M. Tsoi, A.G.M. Jansen, J. Bass, W-C. Chiang, M. Seck, V. Tsoi, P. Wyder, Phys. Rev. Lett.

80, (1998)
42. S.I. Kiselev, J.C. Sankey, I.N. Krivorotov, N.E. Emley, R.J. Schoelkopf, R.A. Buhrman, D.C.

Ralph, Nature 425, 380 (2003)
43. W.H. Rippard, M.R. Pufall, S. Kaka, S.E. Russek, T.J. Silva, Phys. Rev. Lett. 92, 027201

(2004)
44. S. Mangin, D. Ravelosona, J.A. Katine, M.J. Carey, B.D. Terris, E.E. Fullerton, Nat. Mater. 5,

210 (2006)
45. S. Bonetti, P. Muduli, F. Mancoff, J. Åkerman, Appl. Phys. Lett. 94, 102507 (2009)
46. Haiwen Xi, Kai-Zhong Gao, Yiming Shi, Appl. Phys. Lett. 84, 4977 (2004)
47. A. Slavin, V. Tiberkevich, IEEE Trans. Magn. 45, 1875 (2009)
48. J. Xiao, A. Zangwill, M.D. Stiles, Phys. Rev. B 70, 172405 (2004)
49. J.C. Slonczewski, J. Magn. Magn. Mater. 247, 324 (2002)
50. L. Berger, J. Appl. Phys. 89, 5521 (2001)
51. M.D. Stiles, J. Xiao, A. Zangwill, Phys. Rev B 69, 54408 (2004)



34 J. Lindner et al.

52. O. Boulle, V. Cros, J. Grollier, L.G. Pereira, C. Deranlot, F. Petroff, G. Faini, J. Barnas, A.
Fert, Nat. Phys. 3, 492 (2007)

53. T. Devolder, A. Meftah, K. Ito, J.A. Katine, P. Crozat, C. Chappert, J. Appl. Phys. 101, 063916
(2007)

54. Y. Jiang, T. Nizake, S. Abe, T. Ochiai, A. Hirohata, N. Tezuka, K. Inomata, Nat. Mater. 3, 361
(2004)

55. Y. Jiang, S. Abe, T. Ochiai, T. Nozaki, A. Hirohata, N. Tezuka, K. Inomata, Phys. Rev. Lett.
92, 167204 (2004)

56. Hoang Yen Thi Nguyen, Hyunjung Yi, Sung-Jung Joo, Kyung-Ho Shin, Kyung-Jin Lee,
Bernard Dieny, Appl. Phys. Lett. 89, 094103 (2006)

57. R. Lehndorff, D.E. Bürgler, A. Kakay, R. Hertel, C.M. Schneider, Phys. Rev. B 76, 214420
(2007)

58. R. Lehndorff, D.E. Bürgler, A. Kakay, R. Hertel, C.M. Schneider, IEEE Trans. Magn. 44, 1951
(2008)

59. M.D. Stiles, D.R. Penn, Phys. Rev. B 61, 3200 (2000)
60. T. Seki, S. Mitani, K. Yakushiji, K. Takanashi, Appl. Phys. Lett. 88, 172504 (2006)
61. H. Meng, J.P. Wang Appl, Phys. Lett. 88, 172506 (2006)
62. A. Kent, B. Ozyilmaz, E. del Barco, Appl. Phys. Lett. 84, 3897 (2004)
63. A.D. Kent, Nat. Mater. 6, 399 (2007)
64. K.J. Lee, O. Redon, B. Dieny, Appl. Phys. Lett. 86, 022505 (2005)
65. D. Houssameddine, U. Ebels, B. Delaët, B. Rodmacq, I. Firastrau, F. Ponthenier, M. Brunet,

C. Thirion, J.-P. Michel, L. Prejbeanu-Buda, M.-C. Cyrille, O. Redon, B. Dieny, Nat. Mater.
6, 447 (2007)

66. Y. Zhou, J. Åkerman, Appl. Phys. Lett. 94, 112503 (2009)
67. S. Mangin, Y. Henry, D. Ravelosona, J.A. Katine, E.E. Fullerton, Appl. Phys. Lett. 94, 012502

(2009)
68. H. Yoda, T. Kishi, T. Nagase, M. Yoshikawa, K. Nishiyama, E. Kitagawa, T. Daibou, M.

Amano, N. Shimomura., S. Takahashi, T. Kai, M. Nakayama, H. Aikawa, S. Ikegawa, M.
Nagamine, J. Ozeki, S. Mizukami, M. Oogane, Y. Ando, S. Yuasa, K. Yakushiji, H. Kubota,
Y. Suzuki, Y. Nakatani, T. Miyazaki, K. Ando. Curr. Appl. Phys. 10, e87 (2010)

69. Y.B. Bazaliy, B.A. Jones, S.C. Zhang, J. Appl. Phys. 89, 6793 (2001)
70. Y.B. Bazaliy, B.A. Jones, S.C. Zhang, Phys. Rev. B 69, 094421 (2004)
71. K. Aoshima, N. Funabashi, K. Machida, Y. Miyamoto, N. Kawamura, K. Kuga, N. Shimidzu,

T. Kimura, Y. Otani, F. Sato, IEEE Trans. Magn. 44, 2491 (2008)
72. J.H. Park, M.T. Moneck, C. Park, J.G. Zhu, J. Appl. Phys. 105, 07D129 (2009)
73. Y.S. Yuasa, T. Nagahama, A. Fukushima, H. Kubota, T. Katayama, K. Ando, Appl. Phys.

Express 1, 041302 (2008)
74. X. Jiang, L. Gao, J.Z. Sun, S.S.P. Parkin, Phys. Rev. Lett. 97, 217202 (2006)
75. H. Sukegawa, S. Kasai, T. Furubayashi, S. Mitani, K. Inomata, Appl. Phys. Lett. 96, 042508

(2010)
76. N. Reckers, J. Cucchiara, O. Posth, C. Hassel, F.M. Römer, R. Narkowicz, R.A. Gallardo, P.

Landeros, H. Zähres, S. Mangin, J.A. Katine, E.E. Fullerton, G. Dumpich, R. Meckenstock,
J. Lindner, M. Farle, Phys. Rev. B 83, 184427 (2011)

77. W. Lin, J. Cucchiara, C. Berthelot, T. Hauet, Y. Henry, J.A. Katine, E.E. Fullerton, S. Mangin,
Appl. Phys. Lett 96, 252503 (2010)

78. S.I. Kiselev, J.C. Sankey, I.N. Krivorotov, N.C. Emley, R.J. Schoelkopf, R.A. Buhrman, D.C.
Ralph, Nature 425, 380 (2003)

79. J. Grollier, V. Cros, A. Hamzi, J.M. Georges, G. Faini, J. Ben Youssef, H. Le Gall, A. Fert,
Phys. Rev. B 67, 174402 (2003)

80. H. Morise, S. Nakamura, Phys. Rev. B 71, 014439 (2005)
81. J. Xiao, A. Zangwill, M.D. Stiles, Phys. Rev. B 72, 014446 (2005)
82. J. Cucchiara, E.E. Fullerton, A.D. Kent, J.Z. Sun, Y. Henry, S. Mangin, Phys. Rev. B 84,

100405 (2011)
83. Y. Henry, S. Mangin, J. Cucchiara, J.A. Katine, E.E Fullerton, Phys. Rev. B 79, 214422 (2009)



The Influence of Magnetic Anisotropy on Current-Induced Spindynamics 35

84. D. Ravelosona, S. Mangin, Y. Lemaho, J. Katine, B. Terris, E.E. Fullerton, Phys. Rev. Lett.
96, 186604 (2006)

85. D. Ravelosona, S. Mangin, J.A. Katine, E.E. Fullerton, B.D. Terris, Appl. Phys. Lett. 90,
072508 (2007)

86. C. Burrowes, D. Ravelosona, C. Chappert, S. Mangin, E.E. Fullerton, J.A. Katine, B.D. Terris,
Appl. Phys. Lett 93, 172513 (2008)

87. D. Bedau, H. Liu, J-J. Bouzaglou, A.D. Kent J.Z. Sun, J.A. Katine, E.E Fullerton, S. Mangin,
Appl. Phys. Lett 96, 022514 (2010)

88. D. Bedau, H. Liu, J.Z. Sun, J.A. Katine, E.E. Fullerton, S. Mangin, A.D. Kent, Appl. Phys.
Lett 97, 262502 (2010)

89. J.Z. Sun, Phys. Rev. B 62, 570 (2000)
90. Z. Li, S. Zhang, Phys. Rev. B 69, 134416 (2004)
91. M. Apalkov, P.B. Visscher, Phys. Rev. B 72, 180405 (2005)
92. D.P. Bernstein, B. Bräuer, R. Kukreja, J. Stöhr, T. Hauet, J. Cucchiara, S. Mangin, J.A. Katine,

T. Tyliszczak, K.W. Chou, Y. Acremann, Phys. Rev. B 83, 180410 (2011)
93. J. Cucchiara, Y. Henry, D. Ravelosona, D. Lacour, E.E. Fullerton, J.A. Katine, S. Mangin,

Appl. Phys. Lett 94, 102503 (2009)



Spin Dynamics in the Time and Frequency
Domain

Michael Farle, Tom Silva and Georg Woltersdorf

Abstract The current status of experimental approaches to analyze the spin wave
dynamics in ferromagnetic nanoscale structures is reviewed. Recent developments
in frequency- and field swept spectroscopy to determine the resonant response of
nanoscale ferromagnets are described together with time-resolved measurements
in the GHz frequency and pico second time domain, respectively. Examples for
the analysis and manipulation of different mechanisms for the relaxation of the
magnetization after microwave excitation into its ground state are presented.

1 Introduction

Dynamics (from Greek—dynamikos “powerful”) in general refers to the time evo-
lution of physical properties. In magnetism the term “spin dynamics” refers to the
time evolution of the static macroscopic magnetization after thermal, electromagnetic
(e.g. microwave) or matter wave/particle (e.g. neutron, electron or phonon) excita-
tions. As the magnetization is the vector sum of all atomic magnetic moments—
each containing an orbital and spin magnetic moment—(neglecting here the small
nuclear magnetic moment which however is easily detected in magnetic resonance
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experiments, see for example [1]), one has to keep in mind that orbital dynam-
ics which couples the spin moment to the crystal lattice is an important ingredient
in spin dynamics. The orbital contribution is often hidden in a so-called effective
spin model [2] or neglected due to its small contribution (<10 %) to the overall
magnetization for example in 3d ferromagnets. In nanoscale structures, however, the
contribution of orbital magnetism to spin dynamics may become important due to the
increased percentage of magnetic moments which are located at surfaces and inter-
faces where they experience a low-symmetry electrostatic potential (crystal field)
causing an enhanced orbital magnetic moment. Here, we will restrict our discussion
to the model of effective spins or effective magnetization, respectively.

This chapter is organized as follows. We will begin with a short reminder on at
first sight different manifestations of “spin dynamics” in ferromagnetic materials
followed by a short overview of experimental techniques to record ferromagnetic
resonance phenomena in materials with sub-micron dimensions. Magnetoresistive,
microwave resonance, and optical detection schemes will be presented in a more
detailed form in respective sections. This experimental part is preceded by a general
discussion of the current understanding of how a magnetization relaxes to its ground
state after resonant microwave or spin current excitation.

In spin dynamics—like in any other type of time evolution of a physical quantity—
one has to consider the magnetic response in relation to the type (i.e. vector or scalar),
amplitude and energy spectrum of the excitation as well as the relaxation rates and
likely different dissipation channels allowing the stored energy to dissipate to the lat-
tice. A wide energetic range of excitations produced by time varying magnetic fields
has been investigated in the frequency and time domain of spin dynamics. Depending
on the amplitude of the excitation linear- and non-linear magnetic responses which
are described by the field- and frequency-dependent magnetic susceptibility tensor
χ can be monitored. The phenomena can be subdivided into ultrafast magnetization
processes (few tens to hundreds of femtoseconds) and processes evolving on the ps to
ns timescale [3]. We will restrict our discussion to the later, that is resonant processes
at 1 − 100 GHz frequencies.

The temperature dependence of the magnetization is governed by the thermally
excited energy spectrum of elementary excitations of the magnetization called spin
waves or magnons [4]—which are always present at finite temperatures (at 295 K
there are app. 1021−1022 cm−3 magnons). Spin waves follow dispersion relations
[5] which depend on crystallographic orientation, size and shape of the ferromagnet
[6, 7]. The dispersion relations for the spin wave vector (q) covering momentum
transfers over the full Brillouin zone and the energy range from µeV to several
tens of meV (Stoner excitations), or that is in wavelength covering the range of
tens of micrometers to nearest neighbor atomic distances, have been confirmed by
experimental techniques like Brillouin Light Scattering (BLS) (see for example [8]),
inelastic neutron scattering and energy loss spectrocopy (see for example [9]).

The term spin dynamics also covers the research areas of thermally induced
“spin fluctuations” and “spin excitations” which for example become visible in the
temperature dependence of the interlayer exchange coupling of two ferromagnetic
layers coupled across a normal metal spacer layer like Cu [10], the temperature
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dependence of the macroscopic magnetic anisotropy energy density (MAE) or at the
para-ferromagnetic phase transition in form of the so-called critical broadening of
the magnetic resonance linewidth at the Curie temperature (see for example [11]).
A very straight forward way to see the effect of spin excitations is the temperature
dependence of the magnetization at low temperatures (T 3/2 law). As evidenced in
cubic nanoparticles the changes of the magnon excitation spectrum due to confine-
ment are readily reflected in a modified temperature dependence of the macroscopic
magnetization [12]. Also, it has been shown by scanning tunneling spectroscopy that
the lifetime of a localized excited spin state of an Fe atom [13], which is a sensitive
measure of magnetic dipole-dipole and exchange interactions with its local and dis-
tant environment, varies between 50 and 250 ns depending on its local coordination.

Available techniques cover the non-linear (large excitation amplitudes) and lin-
ear response regime. In the latter case the exciting microwave power is limited to
a few tens of mW and the precession angle of the magnetization is only a few
degrees. Ideally, only coherent precession of the magnetization is excited, that
is to say we consider dispersion relations in the long spin wavelength (λ) limit
that is 2π/λ = q �→ 0. The discussion will be restricted to recent advances
in modeling and experimental techniques, since the state of the art of measuring
and modeling magnetization dynamics in confined magnetic structures has been
described up to the year 2006 in three excellent books edited by B. Hillebrands and
K. Ounadjela [14].

In recent years a number of time-resolved techniques have been developed with
the aim to measure and image magnetization dynamics in magnetic micro and nanos-
tructures. The magnetization state is probed using X-rays or light in the visible range.
The contrast mechanism is X-ray magnetic circular dichroism or the magneto-optical
Kerr effect respectively. While X-ray based techniques such a X-ray photoemission
microscopy (XPEEM) or scanning transmission X-ray microscopy (STXM) [15]
can have a spatial resolution as high as 20 nm, their time resolution is limited by the
electron bunch length of the synchrotron to about 30 ps, i.e. a few GHz. Brillouin
light scattering (BLS) (see for example [8, 16]) and time resolved Kerr microscopy
(TRMOKE) [17] on the other hand can achieve only a moderate spatial resolution of
200–300 nm. The sub picosecond time resolution, however, allows to follow magne-
tization dynamics well into the THz regime [18]. Recent developments also include
element-resolved spectroscopies in alloyed or composite ferromagnetic materials
like X-ray Detected Magnetic Resonance (XDMR) [19] in which X-ray Magnetic
Circular Dichroism (XMCD) [20, 21] can be used to probe the resonant precession
of local magnetization components in a strong microwave pump field up to the THz
regime and X-ray Resonant Magnetic Scattering (XRMS) which probes the motion
of the magnetization stroboscopically as a function of time after magnetic field pulse
excitation [22, 23].



40 M. Farle et al.

(a) (b)

Fig. 1 a Simplified scheme showing the relaxation of the magnetization vector after microwave
excitation. Restoring torques according to the Landau-Lifshitz-Gilbert equation are indicated.
b Block diagram of the two most simple relaxation channels after microwave excitation. q is
the wavevector of a magnon. Adapted from [24]

2 Energy Dissipation Channels for Reversal and Relaxation
of the Magnetization

In general, one can say that the understanding of spin dynamics in nanomagnets
requires a detailed knowledge of the precessional motion of the magnetization vec-
tor, involving the conditions for spin wave generation and dispersions and differ-
ent relaxation channels after excitation. It involves various research areas in theory
as well as in experiment (resonance, spin-torque, spin-injection, magnetic rever-
sal, non-linear dynamics) to interpret the different modes of magnetic damping,
relaxation and magnon scattering. Topics which will be touched upon involve linear
versus non-linear processes, spin-spin versus spin-orbit driven mechanisms, frequency-
versus time-domain measurements, ground state magnetism versus magnetism in an
excited state. For all these mechanisms characteristic differences between metallic
and insulating ferromagnets exist. Another interesting problem is the classification
in dissipative and non-dissipative mechanisms in regard to the energy of the spin
system.

We start very simply with the discussion of the relaxation of the magnetization by
considering the phenomenological model of a precessing macroscopic magnetization
of a ferromagnetic material Fig. 1a. In this model one considers a homogeneous
magnetization which is the vectorial sum of initially collinear magnetic moments.
The Larmor frequency of the precessional motion is well described by the Landau-
Lifshitz equation from which the static magnetic properties appearing in the equation
can be determined by angular- and frequency dependent FMR measurements. As
discussed in [25] the resonance frequency ω is calculated by:

(
ω

μB g/�

)2

= 1

M2 sin2 (θ)

[

∂2 F

∂θ2

∂2 F

∂φ2 −
(
∂2 F

∂θ∂φ

)2
]

(1)
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where ω is the microwave frequency, g—the g-factor, φ and θ—azimuthal and polar
equilibrium angles of the vector of magnetization M . Different forms of the free
energy density functional F can be used. The following exemplary expression is
valid for the geometry of an ultrathin film [25]:

F = −μ0M · Hext − μ0 M H⊥ cos2 θ + K ||
2 sin2 θ sin2 (

φ − φK2

)

+ K4 sin2 θ − K4

8
(7 + cos 4φ) sin4 θ (2)

that includes the Zeeman term, the perpendicular anisotropy field H⊥, the in-plane
uniaxial anisotropy K ||

2 with its easy axis defined by the in-plane angle φK2 and
the cubic magneto-crystalline anisotropy K4. The anisotropy fields Ki/M can be
obtained with an accuracy of <1 %. The error of the anisotropy constants is domi-
nated by the uncertainty of the saturation magnetization of ≤10 %, evaluated from
magnetometry measurements.

This analysis determines only the eigenfrequency of the uniform precession of the
macroscopic magnetization, that is only the magnons with q = 0. If one considers
regionally non-collinear or in other words in time and space varying (out-of-phase)
excited states, one can derive dispersion relations ω(q) for magnons which in the
case of a thin film are for example given by [26] :

ω = γ

[(

μ0 H + μ0 Ms

(

1 − 1 − e−qd

qd

)

sin2 φq + Dq2 + HMAE1

)

×
(

μ0(H + H⊥)− μ0 Ms

(

1 − 1 − e−qd

qd

)

+ Dq2 + HMAE2

)]1/2

(3)

ω is a function not only of the wave vector q, but also of the external magnetic field H
and sample parameters such as saturation magnetization Ms , effective perpendicular
field H⊥, spin wave stiffness D, film thickness d, the spectroscopic splitting factor
γ = μB g/�, and parameters HMAE1 and HMAE2, which are functions of very small
anisotropy fields. Here,φq describes the angle between the magnetization and the spin
wave vector. As explained in detail in Ref. [26] φq is very small, so that sin φq ≈ 0.

The dynamic response of the magnetization is described by the equation of motion
given by Landau and Lifshitz and the damping term suggested by Gilbert.

dM
dt

= −γ (M × μ0Heff)+ α

M

(

M × dM
dt

)

(4)

where M is the magnetization. The damping parameter α in SI units is related to the
commonly used Gilbert damping factor G in CGS units by α = G4π/μ0 Mγ .

In a recent review by Fähnle et al. (see [3] and references therein) it was sum-
marized that this phenomenological picture can be also understood in terms of
electron-magnon scattering. It was calculated that the dominant contributions to the
dissipative part of the dynamics in metallic ferromagnets arise from the creation of
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electron-hole pairs and from their subsequent relaxation by spin-dependent scatter-
ing processes which transfer angular momentum to the lattice. Effective field theories
(generalized breathing and bubbling Fermi-surface models) have been developed [3]
which show that the Landau-Lifshitz-Gilbert equation of motion should be extended
for the description of ultrafast magnetization processes, but in general provides an
quantitatively excellent approach for the description of spin dynamics. Recently,
Barsukov et al. [28] established by detailed frequency dependent FMR measurements
and ab initio electronic structure calculations using the fully relativistic Korringa-
Kohn-Rostoker Green’s function method within spin-density-functional theory that
the damping factor α is isotropic and depends on the composition in Fe1−x Six thin
films. These films show for all compositions 0 < x < 40 a very small composition
dependent anisotropy K4 (Fig. 2a). This may explain the observed and calculated
isotropic behavior of α which in general should reflect the anisotropy of the orbital
magnetic momentμl . As already pointed out by Kambersky (see [29] and references
therein), for magnetic metallic systems two processes Eq. (5) for the relaxation of the
net magnetization dominate the Gilbert damping factor G. Both ordinary and spin-
flip scattering processes depend on the density of states at the Fermi level N (EF )

and on the electron scattering time τ . They are directly proportional to the square of
the deviation of the g-factor from its free spin-value [29]:

Spin − flip − scattering : G =
(
γ�

2

)2

N (EF )(g − 2)2/τ (5)

Ordinary − scattering : G =
(γ

2

)2
N (EF )λ

2
SO(g − 2)2/τ (6)

Since the magnetic anisotropy energy density is related to the anisotropy of the
orbital magnetic moment δμl and since the g-factor measured in FMR (see for exam-
ple [30]) is a measure of the orbital-to-spin magnetic moment ratio, one could hope
to identify anisotropic Gilbert-type (spin-orbit) damping only in materials with large
magnetic (uniaxial) anisotropy [31]. It must be noted, however, that the identifica-
tion of such a intrinsic anisotropic Gilbert damping may be impossible due to the
presence of the so-called two-magnon scattering which can also cause an angular
dependent relaxation rate.

In a very simple scheme the relaxation channels of the excited magnetization
can be described by the cartoon in Fig. 1b which dates back to discussions by
H. Suhl recently reviewed in [32, 33]. The scheme indicates that uniform magnons
with q = 0—that is the uniformly precessing magnetization in Fig. 1a—are excited
by microwave (RF) excitation. The uniform magnons can relax either via spin-orbit
coupling and phonon-magnon interaction directly to the lattice or by dissipationless
magnon-magnon scattering into non-zero wave vector magnon states followed by
relaxation to the lattice. The intrinsic Gilbert damping path leads to heating of the
lattice which for example can be used to detect magnetic resonance in a nanomagnet
[34]. The other route indicated by the dashed arrow represents an initially dissipation
free channel. Uniform magnons scatter into magnons with q �= 0 but with the same
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(a)

(b)

(c)

Fig. 2 Magnetic anisotropy energy and magnetic damping constant of Fe1−x Six as a function of
Si concentration. a Magneto-crystalline anisotropy constant K4. Red dots show experimental data
extracted from combined SQuID and FMR measurements on thin films grown on MgO(001). Error
bars are 10 % due to the error in determining the magnetic volume. Black dots show the results of
the DFT calculations for Fe-Si bulk-systems at 0 K. b Gilbert-damping parameter: black squares
are results of the DFT calculation showing a minimum at x ∼= 20 %. Red dots are experimental data
obtained by frequency-dependent FMR measurements. Dashed line is a guide to the eye according
to the theoretical data. c Average spin magnetic moment μs and electron density of states at the
Fermi edge n(EF ). The dependence on Si concentration correlates with the dependence of the
Gilbert parameter. From [27]

energy �ω as the q = 0 state. Such a process is only feasible if the momentum transfer
q = 0 �→ q �= 0 is negligible and degenerate states in energy are available (compare
Fig. 1b). The Suhl (q �= 0) magnons eventually lose their energy to the lattice. In the
literature these two principally different relaxation channels are either referred to as
intrinsic versus extrinsinc or Gilbert-type versus dissipation free channels. They are
associated with different relaxation times T1 and T2 or in other words a longitudinal
and transverse relaxation time as can be described by the Bloch-Bloembergen form
of the Landau-Lifshitz equation:
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dmz

dt
= −γ (m × μ0Heff)z − mz − MS

T1
(7)

dmx,y

dt
= −γ (m × μ0Heff)x,y − mx,y − MS

T2
(8)

In regard to the simple relaxation scheme of Fig. 1a one realizes that the dissipa-
tion free relaxation channel (dashed arrow) in the Scheme 1b results in a temporary
decrease of the length of the magnetization vector associated with the transverse
relaxation time T2 or in other words a dephasing of the coherently precessing mag-
netic moments. A pure Gilbert type of relaxation would not lead to a change of the
magnitude of the magnetization, and the tip of the vector would spiral along the sur-
face of a sphere to its ground state. Finally, by annihilation of the Suhl magnons the
system recovers its full magnetization given by the longitudinal relaxation time T1.

The two-magnon scattering mechanism has been described theoretically by Arias
and Mills [26, 35] based on the linear response theory and experimentally confirmed
by several groups. In a two-magnon process a uniform magnon (q‖ = 0) initially
created in a thin film with the magnetization lying in plane is scattered into a non-
uniform state with the same energy and different wave vector q‖S �= 0, as shown
in Fig. 3 (straight dotted line). Due to the local nature of this scattering process the
momentum conservation can be violated [36]. In Fig. 3 the magnon dispersion for
an ultrathin film magnetized in-plane including dipole-dipole interaction is shown.
For the spin wave vector in-plane and parallel to the magnetization (φ = 0 < φC )
the blue dispersion relation is obtained. Energetically degenerate states q‖S and q‖0
exist which can be coupled via the scattering potential FSC AT . Usually, FSC AT is
given by randomly distributed defects in a thin film. If the angle φ between the in-
plane direction of the magnetization and the wave vector increases beyond a critical
angle φC , the degeneracy of the q‖0 and q‖S states is lifted, and the two-magnon
scattering process becomes inoperative- allowing a straight forward identification in
the experiment.

For applications that require certain relaxation times one wants to control the
relaxation rate while maintaining the desired static magnetic properties of a material
such as its magnetic anisotropy energy density, the saturation magnetization and
interlayer exchange coupling. Some concepts for modifying the local damping in
metallic ferromagnets, which unfortunately involve the risk of altering the static
magnetic properties are:

• Doping with different elements [37–39]
• Ion mixing [40]
• Ion-induced segregation [41]
• Surface patterning of metallic layers by ion implantation [28]
• Formation of a regular defect pattern by oblique deposition in binary alloy films

(e.g. Fe3Si [42]).

An interesting possibility to minimize the unwanted changes of the static para-
meters of a ferromagnetic layer is the so-called spin-pumping effect [43]. By adding



Spin Dynamics in the Time and Frequency Domain 45

Fig. 3 Dispersion relation (including dipolar interaction) for magnons in a thin film. A number of
uniform (q||0) magnons are annihilated (a−) and a number non-uniform magnons (nS) with q||S �= 0
are created (a+). This process is mediated by the scattering field FSC AT which couples both magnon
states. The number of uniform magnons (n0) is increased by the microwave excitation and reduced
by relaxation processes like the two-magnon scattering

a non-ferromagnetic metallic layer a spin-sink for a diffusive spin-current gener-
ated by the precessing magnetization after microwave excitation across the ferro-
magnetic/normal metal interface is created. Here, one has to be aware that this is
a non-localized form of magnetic relaxation. The spin current carries away angu-
lar momentum from the ferromagnet into the normal metal where it is dissipated.
Considerable effects have been seen in multilayered structures in which the relative
orientation of two ferromagnetic layers separated by a normal metal layer determines
the magnitude of the additional spin-pumping contribution to the intrinsic Gilbert
damping [44]. The addition of the normal metal layer, however, may also modify
the local crystalline structure by strain relief or creation [45] and thereby modify the
static magnetic parameters like the magnetic anisotropy energy density.

Recently, a new approach for mesoscopically sized magnetic structures has been
suggested based on the control of the two-magnon scattering mechanism. This
approach realizes one possible route to extrinsically influence the longitudinal relax-
ation time—as indicated by the box of ‘interfering fields” or scattering potentials for
magnons in Fig. 1b. By artificially designing a periodic potential whose periodicity
is adapted to the dominating magnon excitations the scattering rate can be enhanced
and thereby the extrinsic or longitudinal relaxation time shortened. This is indicated
in Fig. 3 by the scattering field Fscat .

The analysis of experimental FMR linewidths should at least include four different
contributions ([46] and references therein):

B(ω,ψB) = BGilbert(ω,ψB)+Bmosaic(ω,ψB)

+B2mag(ω,ψB)Binhom (9)



46 M. Farle et al.

Here B denotes the peak-to-peak linewidth of the FMR signal. ψB denotes the
two angles θB and φB , the first being the polar angle of the external field measured
with respect to the film normal and the latter the azimuthal angle of B measured with
respect to the in-plane [100]-direction.

The four different contributions to the FMR linewidth of Eq. (9) are:

(i) The Gilbert contribution BGilbert.
In various magnetic systems, the damping can be described by the phenom-
enological Gilbert damping parameter G. If the Gilbert damping represents the
entire intrinsic damping, then it follows from the Landau-Lifshitz-Gilbert equa-
tion of motion that the FMR linewidth should depend linearly on the microwave
frequency [31]. In order to determine G or α, frequency-dependent FMR mea-
surements over a large range of microwave frequencies are needed. Note, that
the linear frequency dependence of FMR linewidth is valid only when the mag-
netization and external magnetic field are parallel to each other. Otherwise the
so-called field dragging contribution has to be included. If one wants to express
relaxation rates in terms of linewidths, i.e. to convert from frequency-swept to
the field-swept linewidth measured by FMR one can use the following conver-
sion:

B(ω,ψB) = γ
d Bres(ω,ψB)

dω
·

(
ω

γ

)

. (10)

Here(ω
γ
) is the frequency-swept linewidth written in magnetic field units. The

suffix ‘res’ indicates that d Bres(ω,ψB)/dω has to be calculated at the resonance
condition. In Eq. (10) ω is a function of B and ψB(B), therefore Eq. (10) can
be written as

B(ω,ψB) = γ
∂Bres(ω,ψB ≡ constant)

∂ω
·

(
ω

γ

)

+ γ ∂Bres(ω ≡ constant, ψB)

∂ψB
· dψB

dω
·

(
ω

γ

)

. (11)

The second term in Eq. (11) is commonly called the field-dragging contribution,
because the partial derivative gets large at angles for which the magnetization
M is dragged behind B = μ0H due to magnetic anisotropy effects. Along the
hard and easy axes of magnetization, for which M and µ0 H are parallel, this
dragging contribution vanishes. The Gilbert damping contribution in Eq. (9) is
therefore given by:

BGilbert(ω,ψB ≡ β) ≈ 2√
3

α

γ

ω

cosβ
(12)
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where β is the angle between the magnetization M and external field μ0H. For
the in-plane configuration β = φeq −φH and for the out-of-plane configuration
β = θeq − θH .

(ii) Line broadening due to mosaicity (Bmosaic).
The second term in Eq. (9) is the so called mosaicity term. It is caused by a
small spread of sample parameters on a very large scale. This variation can be
found in the internal fields, thickness, or orientation of crystallites within the
sample. The individual regions thus have slightly different resonance fields. The
overall signal will be a superposition of these local FMR lines yielding a broader
linewidth. We consider the fluctuations of the directions of the anisotropy fields
by the mosaicity contribution given by:

Bmosaic(ω,ψB) = ∂Bres(ω,ψB)

∂φB
φB + ∂Bres(ω,ψB)

∂θB
θB (13)

where φB and θB represent the average spread of the direction of the easy
axes in the film plane and normal to the film, respectively. Note that for fre-
quency dependent measurements along the easy and hard axes the partial deriv-
atives are zero and thus the mosaicity contribution vanishes.

(iii) The two-magnon scattering contribution B2mag.
The two-magnon scattering is a process, where the q = 0 magnon excited by
FMR scatters into degenerate states of magnons having wave vectors q �= 0.
This process requires that the spin-wave dispersion allows for degenerate states,
and that there are scattering centers in the sample. The geometrical separation of
the scattering centers is connected to the extension of the final magnon states in
real space. If long wavelength spin-waves are involved in the relaxation process,
defects of the order of several 100 nm rather than atomic defects act as scattering
centers. The existence of two-magnon scattering has been demonstrated in many
systems of ferrites.

The linewidth B2mag caused by the two-magnon scattering mechanism is a
measure of the scattering rate of the uniform (q = 0) magnons into other spin-wave
modes (q �= 0). For a homogenously magnetized thin film,B2mag can be expressed
as [47]:

B2mag(ω,ψB) ∝
∑

〈xi 〉
�〈xi 〉 f (φB − φ〈xi 〉)

× arcsin

⎛

⎝

√
√
√
√

√

ω2 + (ω0/2)2 − ω0/2
√

ω2 + (ω0/2)2 + ω0/2

⎞

⎠ U
(

θeq − θc
)

(14)

withω0 = γμ0 Meff = γ (μ0 M − 2K2⊥/M) andμ0 Meff being the effective magne-
tization that consists ofμ0 M and the intrinsic out-of-plane anisotropy field 2K2⊥/M .
μ0 Meff can be determined by analyzing the angle dependent FMR resonance field.
The factor �〈xi 〉 denotes the strength of the two-magnon scattering along the



48 M. Farle et al.

principal in-plane crystallographic direction 〈xi 〉. This parameter will be fitted to
the experimental data. The f (φH − φ〈xi 〉)-term allows for the two-magnon contri-
bution to depend on the in-plane direction of μ0H relative to the principal in-plane
crystallographic directions 〈xi 〉 given by the angles φ〈xi 〉. An angle dependent two-
magnon scattering may occur when the scattering centers are not isotropic within the
sample. In the case that the centers are given by lattice defects, the angular depen-
dence should reflect this lattice symmetry. In the case that different contributions
of two-magnon scattering along the principal crystallographic directions 〈xi 〉 occur,
one has to sum up these contributions weighted by their angular dependence given
by f . The step function U

(

θeq − θc
)

in Eq. (14) is equal to 1 for θeq > θc and zero
for θeq < θc. It is used to describe the ‘switching off’ of the two-magnon scattering
at a critical out-of-plane angle of the magnetization. Theoretically, it is shown that in
oblique configuration, when the magnetization is tipped out of the film plane, finite
wave vector modes are degenerate with the FMR mode for |θeq| > |θc| = 45◦. Thus
the two-magnon scattering should be operative in this regime of the tipping angle,
but it should shut off for |θeq| < |θc| = 45◦. It has been shown that the angular
dependence of the two-magnon scattering can be approximated by a step function.

3 Ferromagnetic Resonance Detection in the Frequency Domain

3.1 Cavity Ferromagnetic Resonance

For macroscopic bulk samples Ferromagnetic Resonance has been measured using
standard microwave technology based on microwave cavities working at fixed fre-
quencies in a narrow band of about 1, 2, 4, 9, 26.5, 35 and 75 GHz (so called L-,S-,
C-, X-, K-, Q- and W-band). The magnetic field part of the microwave field is perpen-
dicular with respect to the external magnetic field which can be swept from 0 to 2.3
Tesla using electromagnets. The appearance of the resonance is observed by moni-
toring the reflected rectified microwave power from the microwave cavity. Setups for
measurements of the Ferromagnetic Resonance (FMR) (or Electron Spin Resonance
(ESR) for paramagnetic molecules) in ultrahigh vacuum have been developed (see
[25] and references therein). For example, the temperature dependence of the mag-
netic properties of ferromagnetic monolayers under ultrahigh vacuum conditions,
surface states (dangling bonds) at silica surfaces, and sub-monolayer coverages of
paramagnetic molecules/atoms at low temperatures has been successfully analyzed
[1, 48]. Standard cavity based spectrometers offer a detection limit of 1010 to 1014

paramagnetic moments with spin S = 1/2 provided the resonance linewidth is nar-
rower than 10 mT [49]. This corresponds to a coverage of paramagnetic atoms or
molecules on a cm2 surface of 10−4 to 1 monolayer. Recently, the “cavity” concept
was successfully miniaturized to the micron scale [50]. Due to the increased filling
factor different spin wave modes in a single permalloy micron-sized stripe could be
detected and quantitatively compared to the results of micromagnetic simulations.
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This new approach offers currently an ultimate sensitivity of 106 magnetic moments
corresponding to a nanoparticle of less than 100 nm diameter.

In the FMR experiment the presence of different relaxation channels (Fig. 1b) as
discussed in the previous section is identified by the frequency dependence of the
linewidth (B) of the resonant spin precession [45, 46, 51]: The Gilbert damping
exhibits a linear frequency dependence, whereas the two-magnon scattering follows
the curved arcsin-like Eq. (14) behavior [26]. Although non-monotonous linewidth
behavior had been considered for disordered polycrystalline systems previously [36],
only recently (see for example references in [35, 52, 53]) systematic investigations
on how to unambiguously identify and eventually control the two magnon relaxation
mechanism have been published. Here we will discuss two examples beginning with
the effects of a network of defects created in Fe3Si ultrathin films by oblique deposi-
tion of the constituents. In the following chapter the frequency-selective enhancement
of the magnetic relaxation rate by designing the periodicity of the defect structure
will be demonstrated.

In [42] oblique angle deposition of Si during the deposition of 40 nm thick Fe3Si
epitaxial thin films on MgO(001) was used to create a network of defects with
a preferential orientation. It could be demonstrated that this procedure created an
effective scattering field for two-magnon scattering with 2-fold symmetry, whose
preferential direction can be chosen by the deposition angle during film growth and
whose scattering rate � = 0.2 GHz is comparable with the Gilbert damping of Fe3Si
in X-band. In Fig. 4 the experimental data which were extensively discussed and
compared to theory in [42] are reproduced. By the uniaxial symmetry of the oblique
deposition process an additional twofold contribution to the two-magnon scattering
process can be controlled in magnitude and orientation by creating chemical disorder
with a symmetry axis along any given in-plane direction and thus independently of
the fourfold contribution from the network of unavoidable defects reflecting the
cubic symmetry of the crystal lattice. The Si is deposited under an oblique angle of
approximately 15◦ with respect to the film normal and the projection of the incident
Si stream on the film plane is referred to as axis β (Fig. 4a). Such growth conditions
are known to provoke so-called shadow effects.

Figure 4b shows the in-plane angular dependence of the resonance field Bres of a
40 nm thick film measured at 9.3 GHz and 295 K (Sample #2). Using the saturation
magnetization MS = 0.96(8)106 A/m measured by SQuID magnetometry, the effec-
tive perpendicular anisotropy field is B⊥ ≈ 1 T and the in-plane magnetocrystalline
anisotropy constant K‖4 ≈ (3.3 ↔ 4.3)103 J/m3 can be calculated from the fit (solid
line) to the data (red circles). The in-plane uniaxial anisotropy constant is small
and amounts to K‖2(0.1 ↔ 0.5)103 J/m3. Except for this small uniaxial anisotropy,
a comparison with anisotropy values of the samples grown by non-oblique depo-
sition reveals that the modified growth conditions do not considerably change the
static magnetic parameters. However, there is a correlation of the in-plane uniaxial
anisotropy K‖2 and the sample preparation. The hard axis of K‖2 is aligned parallel
to the in-plane projection β of the Si flow. Indeed, stripelike defects caused by the
shadow effect are known to induce such magnetic anisotropy in thin films by means
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Fig. 4 a Sketch of the film
deposition geometry. Oblique
deposition of Si causes stripe-
like defects with the symmetry
axis perpendicular to the
projection of the Si-flow β.
b–d: 40 nm Fe3Si/MgO(001)
FMR data at 9.3 GHz. b
In-plane angular dependence
of FMR resonance fields,
revealing the 4-fold crystalline
anisotropy K‖4 and the small
uniaxial anisotropy K‖2.
FMR linewidth: c The native
4-fold contribution �4- f old
caused by crystalline defects
is superimposed by the 2-fold
contribution �2- f old . The
maximum of the latter one
is parallel to the hard axis of
the uniaxial anisotropy and
corresponds to the in-plane
projection of the Si-flow:
φ2- f old = φuniax = β.
d Linewidth of the sample #1,
for which the axis β was set
close to the [110] direction.
From [42]

(b)

(a)

(c)

(d)

of the dipolar interactions among the defects. The low value of K‖2 suggests a low
density of these defects.

The FMR linewidthBpp allows to identify the relaxation processes in the sam-
ple. In Fig. 4c the experimental linewidth (black line) is shown as a function of
in-plane angle φB of the magnetic field. This in-plane angular dependence exhibits
a behavior remarkably different from that of a regular film grown with a non-tilted
Si evaporator [46]. While it has the typical fourfold symmetry of Fe3Si/MgO(001)
films, one also finds an additional twofold contribution superimposed. The latter
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Table 1 Static and dynamic magnetic parameters (at X-band) of Fe3Si/MgO(001) prepared under
different growth conditions

Sample, Si deposition and K||
4 K||

2 �max〈100〉 �max〈110〉 �max
twof old φtwof old

film thickness (103 J/m3) (103 J/m3) (107 Hz) (107 Hz) (107 Hz) (deg)

#1 Oblique, 40 nm 4.0 0.2 51 13 20 49
#2 Oblique, 40 nm 3.8 0.5 58 30 33 74
#3 Oblique, 40 nm, not annealed 2.7 0.25 269 95 33 74
#5 normal, 40 nm (from Ref. [46]) 3.3 − 53 26 − −
Error bar of anisotropy constants: <10 %, of �max

ζ : ∼30 %, of �max
twof old : <10 %, and of φtwof old :

<5◦

turns out to be of the same order of magnitude as the fourfold contribution and the
Gilbert contribution. The simulation (red line) of the experimentalBpp is the same
as of the afore mentioned contributions to the FMR linewidth whose fitted angu-
lar dependences are shown by the green (fourfold two-magnon, extrinsic), brown
(twofold extrinsic), blue (inh mosaicity, extrinsic) and yellowgreen (isotropic Gilbert,
intrinsic) solid lines. The corresponding equations have been given in [42] and are not
reproduced here. This angular dependence can be compared with the one of a nearly
identical sample (#1) which was deposited with a change of the plane of incidence
of the oblique Si stream. The angular dependence ofBpp reveals the change of the
plane of incidence from β#2 to β#1 (Fig. 4d). The calculated fit parameters for the
magnetic anisotropy constants and two-fold and four-fold scattering rates are given
in Table 1 in comparison to a non-annealed film and a film deposited with normal
incidence of Si.

As shown in the Table 1, the modified growth conditions do also not affect the
4-fold two-magnon scattering process � f our f old . Its intensity is comparable with
results presented in [46]. The effective size of the rectangular, randomly located
defects assumed for the fitting procedure lies in the range of few hundreds of
nanometers—being plausible for the distance between crystalline defects in this sys-
tem. Comparing the results of samples #1 and #3 reveals, that despite the modified
growth the � f our f old intensity can be decreased by means of sample annealing.

3.2 Non-Cavity Approaches to FMR Detection

In this section we will briefly refer the reader to a selection of detection schemes of
Ferromagnetic Resonance in the frequency domain which do not require the classical
microwave cavity approach. The following list gives a few examples of such schemes.

• Ferromagnetic Resonance Force Microscopy [54]
• Photothermally Modulated Ferromagnetic Resonance (PM-FMR) for locally

resolved and depth dependent measurements [55]
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• Scanning Thermal Microscopy Ferromagnetic Resonance (SThM-FMR) [56],
offering a lateral resolution of <100 nm and a sensitivity of 106 spins

• High-sensitivity broadband microwave spectroscopy with small non resonant coils
[57]

• Broadband bolometric detection of resonant absorption in ferromagnetic nanopar-
ticles [34]

• Broadband resonance detection of paramagnetic inclusions in weak links of
Josephson junctions [58]

• Micro-resonators at fixed frequencies [50])
• Stripline and shorted wave guide based FMR techniques (see [51] and references

therein).

Each of these schemes has certain advantages for specific materials and appli-
cations. Some of these techniques allow to sweep the frequency in a range of 1 to
10 GHz or even higher microwave frequencies, while in others the magnetic field is
swept at constant microwave frequency. Also, one has to consider if one needs to
characterize materials under ultrahigh vacuum (UHV) conditions, as a function of
temperature, frequency and/or applied magnetic field strength/angle (see for exam-
ple [25]). It is worthwhile to note that Kalarickal et al. [51] showed experimentally
for three methods that frequency or field swept techniques yield the same FMR
linewidth.

In the following we present a recent experimental result (Fig. 5) showing the
possibility of manipulating the relaxation rate of permalloy films by introducing an
artificial periodic scattering field FSC AT . As described in detail in [28] a well-defined
periodically modulated surface magnetization (scattering field FSC AT , Fig. 3) of a
permalloy film was prepared by low-dosage Cr implantation along stripes of width
s0 and separation s1. In regard to the schematics in Fig. 3 one may expect to see
characteristic changes in the relaxation rates due to extrinsic (two magnon) damp-
ing contributions. According to the theory developed by Landeros and Mills [59]
increases of the FMR linewidth as a function of frequency are expected at character-
istic spin wave vectors qp reflecting the periodicity of the magnetization modulation.
In Fig. 5 the first experimental observation [28] of this effect is shown. Using a newly
developed shortened-coaxial-waveguide setup [60], which is UHV compatible, the
FMR linewidth was determined in a quasi-continuous frequency range of 2 – 26 GHz.
In Fig. 5a the experimental frequency dependence of the linewidth for the magnetic
field applied parallel to the stripes with periodicity l = s1 + s0 = 250 nm is shown.
The general behavior of the linewidth frequency dependence is not affected by the
direction of the external magnetic field. The convex curvature is related to the high
modulation field used to increase the signal-to-noise ratio. Additional measurements
showed no isotropic two-magnon relaxation channel due to, e.g., grain-grain effects
[61] in these polycrystalline samples. When the external magnetic field is applied
perpendicular to the stripes, the behavior of the linewidth-frequency dependence
becomes non-monotonous and is related to the two-magnon scattering process, which
is known to be activated in such a configuration. One finds a large peak at 12.7 GHz
and two smaller ones at 5.4 and 21.2 GHz. These appear only for the direction
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(a)

(b)

(c)

Fig. 5 Frequency dependence of the FMR linewidth of two samples structured with stripelike
defects. While the general behavior is the same within one single sample for B parallel to the stripes
(a) and B perpendicular to the stripes (b), for the latter configuration additional peaks due to the
two-magnon scattering occur. Increasing the defects periodicity l from 250 to 400 nm in the second
sample changes the position of the peaks and therefore the frequency dependence of the overall
spin relaxation. In (c) the frequency range is limited due to technical reasons. Solid lines are guides
for the eye

perpendicular to the stripes. Upon changing the periodicity to l = 400 nm the spac-
ing of the relaxation rate (linewidth) peaks becomes smaller. This behavior is clearly
distinct from the original monotonous arcsin-like Eq. (14) frequency dependence. In
order to understand the appearance of these peaks one has to consider the disper-
sion relation of magnons parallel to the magnetization of a thin film Eq. (3). In a
two-magnon process a uniform magnon with q||0 is scattered into a nonuniform state
with the same energy and different wave vector q||S , as shown in Fig. 3. In order to
find the wave vector of such a final-state magnon one needs to solve the equation
ω(q|| = 0) = ω(q||S ). The wave vector of the final-state magnons qS(ω) can be
calculated using the values of the effective perpendicular field, anisotropy fields, and
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g factor. The scattering process itself is enabled by the scattering field, which couples
the uniform with the final-state magnons. The coupling strength and consequently
the FMR linewidth scale with the square of the Fourier transform of the scattering
field for q = qS . Using this model a very good qualitative agreement with the theory
has been achieved [28].

3.3 Spin-Torque Ferromagnetic Resonance

Spin-torque ferromagnetic resonance (ST-FMR) is an alternative approach to mea-
sure spin dynamics in magnetic nanostructures [62–72]. The general approach is
quite straightforward; an ac current is applied to a magnetic nanodevice that exhibits
either giant magnetoresistance or tunneling magnetoresistance, and a dc voltage is
generated that has a resonant structure when the ac frequency matches the resonance
condition for FMR. The physical mechanism that gives rise to the dc voltage may
be understood as follows. In a process commonly referred to as spin-momentum-
transfer, or spin-torque, the non-equilibrium spin currents generated in such a device
due to charge current flow between the different magnetic layers necessarily impart
angular momentum to the magnetic layers in the device due to the sharp gradient in
the spin current at the surface of a magnetic conductor.1 The resultant ac torque at
the surface of the magnetic layer gives rise to motion of the magnetization, thereby
causing an ac variation in the device resistance. If the device resistance has a com-
ponent that is in-phase with the ac current, rectification gives rise to a dc voltage. As
will be shown below, the rectification is maximized when the excitation frequency
approaches the FMR frequency, though the details of the voltage signal near reso-
nance are strongly dependent on the symmetry of the spin torque in the structure.

Let U be the magnetic free energy for a rigid magnetic body. The equation of
motion for magnetization M in a field H = − |γ | [(dU

/

dmx
)

x̂ + (

dU
/

dmy
)

ŷ
]

is
given by

dM
dt

= − |γ |
[

μ0
(

1 + αm̂×)

M × H − Js

δ

(

ε⊥ + ε||m̂×)

m̂ × ŝ

]

(15)

where γ is the gyromagnetic ratio, μ0 is the permeability of free space, α is the
Landau-Lifshitz damping parameter, Js is the transverse spin-current-density inci-
dent upon the magnet, δ is the thickness of the magnetic layer, ε⊥ is the efficiency of
the perpendicular, or “field-like” spin-torque, ε|| is the efficiency for the parallel, or
“damping-like” spin-torque, and ŝ is the polarization direction of the spin-current.2

The spin-current density has units of energy density, J/m3. For all-metal systems, it

1 For a more detailed description of spin torque, see Chap. 2 by J. Lindner et al. in this book.
2 A similar equation is presented in Chap. 2 by J. Lindner et al, though in terms of the Landau-
Lifshitz-Gilbert damping phenomenology rather than the Landau-Lifshitz formulation employed
here. In the limit of small damping, both equations are equivalent.

http://dx.doi.org/10.1007/978-3-642-32042-2_2
http://dx.doi.org/10.1007/978-3-642-32042-2_2
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is generally understood that ε⊥ � ε||. However, both data and theory indicate that
ε⊥ and ε|| are of comparable scale for magnetic tunnel junctions (MTJs), though
they have very different dependencies on the bias voltage applied across the tunnel
barrier [69].

For the case of field-driven FMR (FD-FMR) with Js = 0, an ac field hac =
h0e−iωt ŷ, and M ∼= mx x̂ + my ŷ + Ms ẑ, where mx ,my � Ms , the excitation
torque-density NF M R = μ0M × hac is

NF M R ∼= −μ0 Msh0eiωt x̂ (16)

Thus, the excitation torque is necessarily at right angles to the excitation field. To
understand the relationship of the magnetization to the excitation torque, we need to
consider the small-amplitude motion of the magnetization as a function of excitation
frequency, which can be easily derived from the Polder susceptibility tensor for the
Landau-Lifshitz equation of motion,

(

mx

my

)

= χ

(

hx

hy

)

(17)

where

χ ∼= fM

f 2
0 − f 2 − i f f

(

fy + iα f −i f
i fx fx + iα f

)

(18)

with f = ω
/

2π , fM = |γ |μ0 Ms
/

2π , f 2
0 = fx fy ,  f = α

(

fx + fy
)

,

fx,y = |γ | Ms

(

d2U ′
/

dm2
x,y

)

, and U ′ does not include the excitation field.3 If

we consider the simplest high symmetry case with fx = fy = f0 and α � fx,y
/

f ,
the equation of motion for the component of magnetization parallel to the applied ac
field becomes

my = f0 fM h0

f 2
0 − f 2 − i2α f f0

(19)

In the limit of f � f0, we have my = (

fM
/

f0
)

h0; my is 180◦ out-of-phase with
the excitation torque NF M R along the x-axis, as depicted in Fig. 6. At resonance with
f = f0, we have my = (

i
/

2α
) (

fM
/

f0
)

h0; my is 90◦ advanced relative to NF M R

and 90◦ retarded relative to hac, but mx is now 180◦ out-of-phase with NF M R . The
resonance condition is shown schematically in Fig. 6. This is an important general
result of ferromagnetic resonance that is independent of the excitation source: m · x̂
and NF M R · x̂ are anti-phased on resonance such that the excitation torque acts purely
to counteract the damping torque, thereby maintaining a steady-state precessional

3 This particular form of the susceptibility tensor presumes that d2U ′/(

dmx dmy
) = 0, i.e. the x

and y coordinates have been chosen to lie along principal axes of the anisotropy, and the applied
field is perpendicular to the x − y plane.
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(a) (b)

Fig. 6 Sketch of excitation torque acting on magnetization in field-driven FMR

orbit of maximum amplitude.4 We will return to this point when we discuss the case
of spin-torque FMR below.

The output signal for a field-driven FMR measurement depends on the type of
detection method. If the detection is based upon an inductive measurement, then we
have

V = i2πμ0 f Amy (20)

Now we will consider the case of spin-torque FMR (ST-FMR) with hac = 0.
The device structure now consists of two magnetic layers: A fixed reference layer
that sets the direction of the spin current polarization, and an excited layer. Let us
again assume small-amplitude magnetization motion of the excited layer about the
saturation direction along ẑ. Let the polarization of the absorbed spin current ŝ lie in
the y-z plane, as depicted in Fig. 7. When the ac spin current is Jac = J0e−iωt , the
excitation torque density NST is

NST ∼= J0

δ

(

ε⊥ x̂ + ε|| ŷ
)

eiωt (21)

This allows us to define an effective ac excitation field hST for the purposes of
calculating the magnetization response, where

hST = |γ |J0eiωt

2π fMδ

(

ε|| x̂ − ε⊥ ŷ
)

(22)

The relationship between the spin-current polarization vector ŝ and the effective
spin torque ac field hST is shown in Fig. 7. Let us now examine the signal produced
by the spin-torque excitation. The output signal V (t) due to giant magnetoresistance

4 One must remember that the magnetization and angular momentum are antiparallel for electrons.
Thus, a torque that is antiparallel to the magnetization will act to increase the magnetization along
the torque.
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Fig. 7 Cartoon sketch of excitation torque acting on magnetization in spin-torque FMR

is given by

V (t) =
[

Re [I (t)]R

Ms

]

Re [m (t)] · ŝ

= 1

4

R

Ms

[
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2
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]

sin(θ)

(23)

where θ is the angle between the magnetizations of the reference layer (the presump-
tive source reservoir for the spin current) and the excited layer. The resultant voltage
has a dc component Vdc given by

Vdc = 1

2

( |γ |J0

2πFMδ
· I0R

Ms

)[

fM (i f ε|| − fxε⊥)
f 2
0 − f 2 − i f f
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f 2
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]
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2πδ
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) [

ε⊥ fx ( f 2
0 − f 2)+ ε|| f2 f

( f 2
0 − f 2)+ ( f 2 f )2

]

sin(θ) (24)

We immediately see that the parallel spin torque gives rise to an even-symmetry
resonance response, whereas the perpendicular spin torque results in an odd-
symmetry resonance spectrum. We can understand this quite easily since we know
that the time-varying effective resistance is proportional to m · ŷ, and NST · ŷ is
180◦ out-of-phase with my when on resonance. Thus, only the y-component of the
spin torque contributes to the output signal when on resonance, resulting in a peak
amplitude that is proportional to ε||. Conversely, NST · x̂ due to the perpendicular
component of spin torque is 180◦ out-of-phase with mx when on resonance, but any
voltage signal due to NST · x̂ is necessarily 90◦ out-of-phase with the excitation spin
current, resulting in an odd-symmetry response curve.

An important prerequisite for the measurement of ST-FMR, as seen in the Eq. (24),
is the mis-orientation of the active and reference layers. To accomplish this, various
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Fig. 8 Examples of the first ST-FMR spectra obtained with a magnetic tunnel junction device. The
data show how the resonance frequency depends on an in-plane applied magnetic field, as expected
for FMR. From Ref. [62]

approaches have been successfully used. For example, use of materials with greatly
differing magnetic moment for the active and reference layers can result in strong
misalignment of the magnetization orientation for the case of a perpendicular applied
field.

While ST-FMR has yielded some of the first data for FMR in individual nanoscale
magnetic structures, it suffers from inflexibility with regard to the thickness of the
structure in question. This is immediately apparent in Eq. (24), where we see that the
ST-FMR signal scales inversely with device thickness as a result of the interfacial
nature of the spin-torque effect. Thus, only very thin devices are amenable to such
measurements, leaving unanswered questions as to the role of phenomena such as
spin-pumping in determining the overall damping in nanomagnets.

Spin-torque FMR was first demonstrated by Tulapurkar et al., by use of a
100 × 200 nm MgO-based magnetic tunnel junction (MTJ) device with a TMR ratio
100 % and a zero-bias, low-resistance of 150 ohms [62]. The applied magnetic field
was in the film plane of the device. The device was excited at room temperature by
ac currents ranging from 200 to 640 μA. The output dc voltage scaled quadratically
with excitation current as expected for a rectification effect, and output signals as
large as 35 μV were reported. Spectra were obtained by sweeping the excitation
frequency, an example of which is shown in Fig. 8. The presented spectra exhibited a
single peak at the resonance frequency with both even and odd symmetries, indica-
tive of both the in-plane and perpendicular components of spin torque in the MTJ, as
theoretically predicted for such devices [12]. The resonance frequency scaled with
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applied dc magnetic field, and fitting of the data with the Kittel equation yielded an
in-plane anisotropy of 176 Oe and an effective magnetization of 12.8 kOe. However,
a dc bias voltage was not applied to the device, thus precluding any determination
of the bias dependence for the different spin torque components in this particular
device.

The first demonstration of ST-FMR in an all-metallic current-perpendicular-to-
plane giant-magnetoresistive (CPP-GMR) device was reported by Sankey et al., for
a 30×90 nm device with a 20 nm-thick Permalloy reference layer and a 5.5 nm-thick
Py65Cu35 active layer [2]. The measurements were performed at cryogenic tempera-
tures (<10 K), presumably to enhance the signal-to-noise ratio of the measurement.
The applied magnetic field was out of the film plane and of sufficient strength to satu-
rate the active layer magnetization out of the plane, while insufficient to do the same
for the reference layer. The excitation currents ranged from 12 to 990 μA, and the
maximum output signal was approximately 5 μV. Spectra were obtained by sweep-
ing the excitation frequency, and multiple peaks were reported, indicative of multiple
excitation modes in both the active and reference layers. In the absence of a dc bias
current, the resultant spectra exhibited even symmetry about the resonance frequency
at low ac currents. However, at high ac currents, the spectra acquired a distinct asym-
metry that suggests nonlinear magnetization dynamics [9]. For these measurements,
a dc current was also applied to modify the effective damping of the active layer,
as shown in Fig. 9, which also includes an exemplary spectrum for zero dc current.
Analysis of the data for linewidth vs. dc current yielded a zero-current damping of
α = 0.04 and a critical current (α = 0) of Ic = 0.4 mA at an applied field of 0.535 T.
Conventional room-temperature FMR measurements of unpatterned blanket films of
the same composition as the active layer yielded a = 0.021. It was conjectured by
the authors that the discrepancy in damping could be attributed to exchange coupling
between the patterned active layer and an antiferromagnet oxide on the edges of
the device that is below its blocking temperature for such cryogenic measurements.
The absence of such extreme damping enhancement in subsequent room temperature
measurements, as discussed below, corroborated this conjecture. However, an erro-
neous formulation for the dependence of the frequency-swept linewidth on damping
was used for the data analysis. This was addressed in a subsequent publication from
the same group, discussed below [66].

A theoretical treatment of ST-FMR in CPP-GMR devices was initially presented
by Kupferschmidt et al. [64]. Their approach was to find a self-consistent solution of
the charge- and spin-current propagation through a one-dimensional structure sub-
ject to appropriate boundary conditions. The methodology included an accounting
for the reactive emission of spins from precessing ferromagnets into the nonmagnetic
spacers, also known as spin pumping [43]. An important finding from the theoretical
analysis was the contribution of the non-equilibrium spin accumulation in the non-
magnetic spacer layer to the dc voltage signal due to the generation of a nonzero dc
chemical potential at the various ferromagnet/conductor interfaces within the device.
It was determined that the contribution of the spin emission component to the net
dc voltage signal was comparable to that due to simple rectification when the spin
pumping component of the damping was of the same scale as the intrinsic damping.
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To date, however, an experimental confirmation of this result remains lacking. A
subsequent theoretical analysis by Kovalev et al., using similar methods, arrived at
the same conclusion [65]. Another important result shared by both theories is the
manifestation of an odd-symmetry component of the resonance even if ε⊥ = 0.
The origin of the odd-symmetry is purely geometrical in origin, stemming from the
possible misalignment of the effective spin-torque ac field hST with respect to the
principle anisotropy axes of the device [64].

Fuchs, et al. first reported room temperature measurements for 50 × 10 nm all-
metal CPP-GMR nanopillars [66]. An in-plane applied magnetic field was used. As
was presented in the first work by the same group [63], the damping was inferred by
measuring frequency-swept linewidth as a function of dc current, then using a linear
fit to determine the zero-current linewidth. Since the dependence of frequency-swept
linewidth on damping is proportional to the sum of the stiffness frequencies fx and
fy , it is necessary to determine the effective anisotropy that establishes the FMR
frequency. To see this, we consider the dependence of frequency-swept linewidth on
damping,

 f = α( fx + fy) (25)

where fx and fy are defined earlier in this chapter. Let us now consider the derivative
of resonance frequency with respect to applied field,

d f0

d H
= γμ0

4π f
( fx + fy) (26)

Thus,

α = γμ0

4π f0

 f
(

d f0
d H

) (27)

We clearly see that determination of the damping from frequency-swept data
is facilitated by a commensurate determination of the resonance frequency depen-
dence on applied field. However, such data were not forthcoming in Ref. [66] which
required an estimation of the stiffness frequencies by modeling the active elements
as uniformly magnetized elliptical cylinders. The systematic errors associated with
such an estimate were not determined. Nevertheless, the authors concluded that the
extracted values for the zero-current damping were essentially identical (with 50 %
error bars) to the measured values for unpatterned blanket films presented elsewhere
in the literature.

A more accurate determination of damping in nanostructured CPP-GMR devices
was presented by Chen et al. [67, 68]. This work used a Co/Ni multilayer active layer
with perpendicular anisotropy, although the interfacial anisotropy was insufficient
to overcome the intrinsic shape anisotropy for a thin film. The applied magnetic
field was perpendicular to the film plane. The large difference in the net anisotropy
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(a) (b)

Fig. 9 Example of ST-FMR spectrum and dependence of spectral linewidth on dc current for
metallic GMR device. a An example of a ST-FMR spectrum without any additional dc current.
The applied field of slightly more than 0.5 T is oriented out of the film plane and is sufficient
to saturate the excited layer out of the film plane. b The dependence of the ST-FMR linewidth
on dc current. The observed linear dependence is in agreement with theoretical predictions (see
Eq. 15). The critical current Ic for self-oscillations is extrapolated from a linear fit to the data. From
Ref. [63]

of the active and reference layers allowed for the requisite misalignment of the
magnetization angles over a wide range of applied magnetic field. Here, the field-
swept linewidth was determined as a function of excitation frequency, permitting
an unambiguous determination of the damping parameter as α = 0.033 ± 0.003,
which was within error bars of a conventional FMR measurement for an unpatterned
multilayer film with α = 0.036 ± 0.002. The linewidth vs. frequency data for both
ST-FMR and FD-FMR are presented in Fig. 10. Similar to Fuchs et al., the authors
concluded that patterning of the active layer nanomagnet did not cause a detectable
change in the intrinsic damping. While micromagnetic simulations predict [73] and
data have shown [74, 75] that multiple modes should be present in such finite-sized
active layers, the experimental signal-to-noise was not sufficient to clearly determine
the presence of such higher order modes. In addition, the shift of the device resonance
frequency from that of the unpatterned film was approximately a factor of two less
than what simulations predicted for the lowest order normal mode. The discrepancy
between modeling and experiment was not explained, though it was conjectured
that the actual device size may have been substantially different from the nominal
dimensions of 50 × 150 nm.

The use of ST-FMR to study tunnel junction devices was revisited by Sankey et al.
in an IBM/Cornell collaboration [69]. The devices under study (500 × 100 nm and
50 × 150 nm) utilized a CoFeB (3 nm)/MgO (1.25 nm)/CoFeB (2.5 nm) stack. In this
case, the authors were less concerned with the damping of the active layer. Instead,
the intention was to determine the dependence of the spin torque on bias voltage.
It was observed that the ST-FMR lineshape exhibited both even and odd symmetry
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(a) (b)

Fig. 10 Dependence of ST-FMR spectral peak position (a) and linewidth (b) on microwave fre-
quency. The applied field is perpendicular to the plane of the device. The linewidth for FD-FMR is
also shown in (b) with the filled square data points. The linewidth exhibits classic linear dependence
on frequency, as expected for Landau-Lifshitz damping processes. From Ref. [67]

components Eq. (24) that had different dependencies on bias voltage. It was found
that the parallel, or “damping-like”, torque (referred to as the “in-plane” torque in
Ref. [69]) only displayed a weak dependence on bias voltage for voltages as large as
0.4 V, even though the TMR ratio was reduced by a factor of two at such a bias voltage.
In addition, the perpendicular, or “field-like”, torque was comparable in magnitude
to the parallel torque over the range of bias voltages, although its dependence on bias
voltage appeared linear with a zero-intercept at zero bias.

Nonlinear resonance effects were indicated by Chen, et al. in another work from
the NYU group that utilized CPP-GMR structures with Co/Ni active layers [70]. It
was found that the field-swept resonance lineshape took on a distinctive “saw-tooth”
shape with increasing microwave current excitation, as shown in Fig. 11. Such a line-
shape results in a shift of the peak resonance frequency to lower applied magnetic
fields with increasing microwave excitation. The saw-tooth shape is a tell-tale sig-
nature of nonlinear bistability in FMR measurements [76–78]. However, hysteresis
of the lineshape, another essential feature of bistability, was very weak in compar-
ison to macrospin simulation results. The authors speculate that thermally driven
fluctuations might obscure the observation of such hysteretic effects.

ST-FMR has also been demonstrated with point-contact spin-torque devices,
where the active layer is not lithographically patterned [71]. Instead, the current is
injected into a blanket spin-valve stack using a lithographically defined point contact
[79]. Again, the extracted value of damping was found to be in rough agreement with
previously published results for the same material as the active layer, a Co/Ni multi-
layer with a net perpendicular anisotropy of only 64 mT. In addition, the determined
ST-FMR resonance frequency dependence on applied field at zero bias current was
found to coincide with the onset frequency of auto-oscillations at the critical current,
demonstrating that the excitation generated by dc current in this particular device
was of small amplitude at threshold.
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Fig. 11 ST-FMR spectra ver-
sus ac current amplitude for
metallic GMR device. From
bottom to top, the rf current
amplitude was 1.4, 2.1, 3.3,
4.6, 6.2, 7.8, and 9.0 mA. The
saw-tooth shape for large exci-
tation amplitudes is evidence
for large amplitude precession
of the active layer magneti-
zation. The shift in the peak
resonance frequency from that
for small excitation amplitude
is linearly proportional to the
decrease in the z-component
of the magnetization at the
maximum precession ampli-
tude. From Ref. [70]

4 Ferromagnetic Resonance Detection in the Time Domain

4.1 Time Resolved Kerr Microscopy

Time resolved Kerr microscopy is a very convenient technique to study the mag-
netization dynamics in the time domain. In this method light from a pulsed laser is
coupled into an optical microscope with polarization analysis. Due to the magneto-
optic Kerr effect (MOKE) the polarization of light that is reflected from a magnetic
sample is altered as a function of the orientation of the magnetization vector. Here
this effect is used to study the dynamics of the magnetization vector in the sample.
Time Resolved (TR)-MOKE is a pump-probe technique where the sample is peri-
odically excited by an external stimulus (e.g. optical pulse or magnetic field pulse)
which is synchronized to the laser pulses. The time resolution of such experiments
is only limited by the duration of pump and probe events. For the experiments dis-
cussed in the following a Ti:sapphire laser is used to generate light pulses of 150 fs
duration at a repetition rate of 80 MHz and at a central wavelength 800 nm. The laser
light is split into two parts, which are referred to as pump and probe beams. The
pump pulses are used to trigger magnetic field pulses which excite magnetization
dynamics in the sample. The probe pulses sample the state of the system at a delay
timet which is determined by the time delay between pump and probe pulse. In the
present experimental setup the detection of the magneto optic Kerr effect is such that
only the polar component of the magnetization vector contributes to the measured
signal. However in principle it is possible to detect all components of magnetization
vector in TR-MOKE experiments using a more sophisticated detection scheme [80].
In order to measure the time dependence of the magnetization an opto-mechanical
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delay stage can be used to scan the optical path of the pump pulses with respect to
probe events.

It is necessary to perform TR-MOKE measurements in a stroboscopic fashion
since the signal of a single pump-probe event is too small to be detected. In order to
obtain a sufficient signal to noise ratio the same experiment is typically repeated many
million times at a fixed delay time while the pumping is modulated at a frequency
of a few kHz. This modulation allows lock-in detection of the small dynamic Kerr
signal. In addition, for experiments with pulsed excitation two conditions should
be fulfilled. First, the relaxation of the system back into its ground state should be
completed before the next pump pulse arrives. For the experiments discussed here
the repetition rate of the laser is 80 MHz, i.e. this relaxation should take place within
12.5 ns. Second, the response of the system to the pump event has to be reproducible.
All stochastic processes, such as variations of the response due to slightly different
experimental conditions or thermal magnon excitation average out.

In the experimental setup the fundamental near infrared beam of the Ti:Sapphire
laser (λ ∼ 800 nm) is focused into a lithium-borate (LBO) crystal, where the
light is partly frequency doubled to λ ∼ 400 nm by second harmonic generation.
The spatial resolution xmin is obtained by scanning the sample laterally under the
objective lens of a microscope using a piezo-mechanical stage. The resolution is
diffraction-limited and determined by the numerical aperture of the objective lens
and the wavelength of the light. The objective lens that is used has a numeri-
cal aperture of NA = 0.90. Therefore a spatial resolution of xmin = λ

2NA ≈
230 nm can be achieved. The the polarization state of the reflected light is ana-
lyzed by means of a Wollaston polarizer and the difference signal is measured
by two photo diodes. This difference signal is fed into a lock-in amplifier and
sensitive to the time dependent magnetization state of the sample. In addition
the intensity i.e. the sum signal of both photo diodes represents the reflectivity of the
sample at the laser spot position. This signal allows to record the topography of the
sample simultaneously with the magneto-optic response.

In the following sections experiments with pulsed and continuous wave (cw)
excitation are discussed with the aim to illustrate the potential of the TR-MOKE
technique.

4.2 Pulsed Experiments

In this section two experiments with pulsed excitation will be discussed. In the first
experiment short current pulses are generated by optical pump pulses in a photo-
conductive switch. In a second experiment microwave bursts are generated by a
signal generator. These rf-currents are coupled into a micro structured transmission
line and the corresponding rf-magnetic field excites magnetization dynamics in the
magnetic sample. The pump-probe experiments allow to record the ring down of the
excitation by measuring the Kerr signal as a function of the delay time between pump
and probe pulses. In the first experiment the interaction between a magnetic vortex
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Fig. 12 Illustration of the time resolved Kerr microscopy setup. Part of the fundamental infrared
beam of the Ti-Sapphire laser (∼800 nm) is frequency doubled using a LBO crystal. This frequency
doubled blue beam (∼400 nm) probes the perpendicular magnetization component by means of
the polar magneto-optic Kerr effect. The red laser pulses are delayed by means of a mechanical
delay stage and focused onto a fast photo diode which triggers the generation of phase-synchronized
microwaves. The microwave current passes through the coplanar waveguide structure of the sample,
leading to an rf-magnetic field h which excites the precession of the magnetization. The sample is
placed on a piezo scanning stage which is used to scan the sample laterally under the fixed laser
focus. Static magnetic fields H can be applied in any direction in the sample plane by a rotatable
electromagnet

core and spin wave eigenmodes in a magnetic disk will be examined. In the second
experiment the propagation of spin-wave pulses which are excited by microwave
bursts is studied.

4.2.1 Interaction Between Spin-Waves and a Vortex Core

In this experiment the magnetization in a disk of Ni80Fe20 with a diameter of 1.5μm
and a thickness of 15 nm is excited by in-plane magnetic field pulses. The current
pulses which create an in-plane magnetic rf pumping field are generated by pulsed



66 M. Farle et al.

(a)

(d)

(b)

(c)

Fig. 13 Principle of imaging of eigenmodes by local Fourier transformations. a first a series of
images of the Kerr contrast is recorded by TR-MOKE at various delay times after pulsed excitation
of a Ni80Fe20 disk with a diameter of 1.5μm and a thickness of 15 nm. Second the time dependence
in each pixel of these images (shown in b) is Fourier transformed (c). d shows the amplitude and
phase of the Fourier transformation (FFT) visualized as a function of frequency. Adapted from [82]

illumination of a photo-conductive switch as illustrated in Fig. 12 and the magnetic
disk is placed on top of the signal line of a coplanar waveguide. The magnetization
dynamics is recorded by TR-MOKE. For a given time delay between pump and probe
pulses snapshots of the magnetic excitation as shown in Fig.13a can be recorded. For
each pixel of the snapshot the time evolution of the magnetic excitation can be plotted
as can be seen in Fig. 13b. The application of a Fourier transformation to these time
dependent data allows to identify the spin-wave eigenmodes [81]. In the frequency
domain one can identify peaks corresponding to the excited eigenmodes (Fig. 13c).
The amplitude and phase of the Fourier transformed spectra can be reassembled to
form images as a function of frequency (see Fig. 13d). The eigenmodes are clearly
visible. An in-plane field pulse applied to vortex state with its circulating magneti-
zation mostly excites the first azimuthal mode (1,±1) as the M × hrf term has the
opposite sign on both sides of the disk [82]. In addition also the magnetic vortex core
is excited to gyrate around the center of the disk.

From the Fourier transformed data that were spatially averaged over one half of the
disk as shown in Fig. 14a one can see that the intrinsic degeneracy of the clockwise
and counter clockwise rotating first azimuthal modes (1,+1) and (1,−1) is lifted. In
the amplitude and phase images at both peaks one can see that they correspond to the
first azimuthal mode. However the phase of the lower peak rotates clockwise while
the phase of the higher frequency peak rotates counterclockwise. This splitting is a



Spin Dynamics in the Time and Frequency Domain 67

(a) (b)

Fig. 14 a Fourier spectrum of measured dynamics averaged over one half of a Ni80Fe20 disk with
a diameter of 1.5 μm and a thickness of 15 nm. b Spectral amplitude and phase images of the two
azimuthal modes (1,+1) and (1,−1) measured by TR-MOKE. Adapted from [82]

consequence of the interaction of the spin-wave eigenmodes with the vortex core. We
have demonstrated in [82] that the removal of the magnetic vortex core (by etching
a hole in the center of the disk) results in a disappearance of the splitting. Guslienko
et al. have shown theoretically that the dynamic interaction between the rotating
spin-waves and the vortex core motion is responsible for the mode splitting [83].

4.2.2 Spin-wave Propagation

In order to study the propagation of spin-waves extended magnetic structures are
needed. For this purpose this section discusses the propagation of spin-wave packets
in large Ni80Fe20 film structures upon pulsed microwave excitation. Traditionally the
spin-wave propagation and the propagation of non-linear spin-wave packets (bullets
or spin-wave solitons) has been investigated mostly for the ferrimagnetic insulator
Yttrium Iron Garnet due to its small intrinsic damping. In experiments employing
inductive detection the propagation of spin-waves in ferromagnetic thin Ni80Fe20
films was observed over distances of up to 50 μm [84]. Here the direct TR-MOKE
observation of the propagation of spin-waves in a 20 nm thick continuous Ni80Fe20
film is demonstrated.

The sample considered in the following consists of a 20 nm thick Ni80Fe20 film
with lateral dimensions of 200 × 200 μm2 patterned onto a GaAs substrate. Subse-
quently a coplanar stripline (CPS) is patterned over one edge of the Ni80Fe20 film
using optical lithography (see Fig. 15a). A microwave generator is synchronized to
the 80 MHz repetition rate of the Ti:Sapphire laser system in order to provide a
phase-stable correlation between microwave excitation and the laser probe pulses. In
addition a frequency mixer is added into the microwave circuit in order to generate
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(a) (b)

Fig. 15 a Sample layout. The 200 nm thick CPS fabricated from Au is placed over one edge of the
Ni80Fe20 film. b Propagation of spin wave packets. Profile of the 4 GHz microwave pulse with a
duration of 1 ns (lowest line) and scans in time of the spin wave packet at various distances from the
CPS (the distance in microns is indicated above the individual lines). The curves have been offset
for clarity. Adapted from [85]

microwave field pulses as short as 1 ns at a carrier frequency given by a multiple of
the 80 MHz repetition rate of the laser. By measuring the Kerr signal as a function
of delay time at various distances from the excitation source (waveguide) one can
follow the propagation of a spin-wave packet directly. This allows one to observe the
propagation of spin-wave packets in space and time as shown in Fig. 15b.

For a continously applied microwave excitation the response of the magnetization
is given by the product of the q-dependent excitation and the q-dependent susceptibil-
ity. The q-vector where this product has a maximum is determined by the waveguide
and the direction and magnitude of the applied magnetic field. This means that the
magnetic film ‘picks’ the wave vector with the largest susceptibility from the Fourier
spectrum of the CPS at a given driving frequency. By measuring line scans as a
function of time the phase velocity vPh of the spin-waves can be directly determined
from the slope �x/�t of the oscillatory signal. The phase velocity can easily be con-
verted into a q-vector: q = 2π f

vPh
. By performing such measurements as a function of

frequency one can experimentally determine the dispersion relation for spin-waves
[85].

When only short bursts of microwave excitation are applied to the sample one can
study the propagation and dispersion of spin-wave pulses. Delay scans recorded at
various distances from the CPS are shown in Fig. 15b. It can clearly be observed how
the microwave burst triggers a spin-wave packet that propagates along the x-direction
and broadens considerably as a function of time due to dispersion. In addition, the
signal is damped according to the intrinsic damping parameter of the Ni80Fe20 film.
Nevertheless, we are able to detect a response at distances up to 80 µm from the CPS.
From these data of the pulsed excitation the group velocities of the spin-wave packets
are readily determined. The measured group velocities vG = ∂ω

∂q are highest (up to
17 km/s) when the wave vector of the spin-wave and magnetic field are orthogonal
(Damon Eshbach geometry), while they are smaller for intermediate field directions
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Fig. 16 Synchronization between continuous microwave excitation and laser probe pulses. Due to
the repetition rate of the laser, the magnetization is probed every 12.5 ns. The microwave phase is
the same for each probe event. 180◦ phase modulation of the microwaves is performed with a low
frequency in the kHz-range. Note that at t = 40 ns, the phase of the excitation field is switched by
180◦

and close to zero when q-vector and applied magnetic field are parallel (backward
volume geometry).

4.3 CW Experiments: Ferromagnetic Resonance

Instead of applying a short magnetic field pulse or a microwave burst to the magnetic
system the sample can be excited by means of a cw rf-field which is phase-locked to
the laser pulses [86]. By measuring the TR-MOKE signal as a function of the time
delay between microwave signal and optical probe one obtains the amplitude of the
oscillating out-of-plane component of the precession. In addition, the phase of the
response can be measured by comparing the phase of the Kerr signal to the phase of
the microwave signal measured by a sampling oscilloscope.

For a fixed microwave frequency one can also measure ferromagnetic resonance
(FMR) spectra by sweeping the external field. Depending on the relative phase
between the probe pulses and microwave field, such FMR-TR-MOKE spectra are a
combination or real and imaginary parts of the rf-susceptibility. The expected line
shapes for real (in-phase) part χ ′ and imaginary (out-of-phase) part χ ′′ of the sus-
ceptibility are shown in Fig. 17. The static magnetization is assumed to point along
the x-direction and the tip of the precessing magnetization is assumed to precess
on a circular path in the y-z-plane due to the microwave excitation. The dots label
the position of the tip of M at the point in time when the probe pulse samples the
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Fig. 17 Illustration of the different line shapes in Kerr-FMR measurements. (Left side)
z-components of the magnetization mz versus external magnetic field H for two different microwave
phases. The static magnetization lies along the x-direction. The circles represent the precessing mag-
netization in the y-z-plane. The dots label the position of the tip of the magnetization vector for
different field values at the moment when the probe pulses sample the polar component (mz).
(Right side) Depending on the phase correlation, the resulting spectra can have a symmetric (a) or
an asymmetric line shape (b)

z-component of M. Far away from resonance (H � HR and H � HR), the preces-
sion amplitudes are small, expressed by the smaller circles. At resonance (H = HR),
the precession amplitude is maximum. In addition, the phase between excitation field
hrf and the precessing magnetization M has to be considered. For high magnetic
fields, hrf and M move in phase (ϕ = 0), since the frequency of the microwave field
excitation is much lower than the resonance frequency. The phase changes gradu-
ally from 0 to π/2 when the external field is decreased. At resonance, the phase
lag of the precessing magnetization behind the excitation field is exactly π/2. In
order to perform such measurements a microwave generator is synchronized with
the laser pulses and an electronic line stretcher allows precise adjustment of the
microwave phase. The rf-signal is delivered to the sample by a coplanar waveguide.
In order to ensure both the excitation of the sample and the phase synchronization
of the microwave signal with the probe laser pulses the microwave signal is mon-
itored using a sampling oscilloscope. The synchronization between excitation and
probe pulses is shown schematically in Fig. 16. Since the microwave phase is mod-
ulated by 180◦ (cf. Fig. 16), the output signal from the lock-in amplifier represents
the difference signal of magnetization vector from opposite sides of the precession
cone (cf. Fig. 17). TR-MOKE with cw excitation allows to combine two experimen-
tal techniques: ferromagnetic resonance (FMR) and time-resolved scanning Kerr
microscopy. FMR-TR-MOKE allows one to perform spatially resolved resonance
measurements. Thus this technique can be used to image magnetic modes in con-
fined magnetic structures or to visualize local variations of the internal fields [87].
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In the following the capabilities of this technique will be demonstrated by two
examples. First this technique is used to measure the dynamics due to pure spin
currents in metallic multilayers. In the second example local magnetic resonance
spectroscopy is used to obtain the magnetic anisotropies in stained nano-structures
of a magnetic semiconductor.

4.3.1 Spin Pumping in Magnetic Bilayers

In this section the FMR-TR-MOKE technique is used to study the magnetization
dynamics due to pure spin currents. Spin polarized currents offer the possibility to
exert a large torque on nano-magnets [88, 89]. In recent years current induced mag-
netization dynamics was successfully demonstrated in magnetic nanostructures [79,
90, 91]. Such current induced dynamics is mostly studied in spin valve structures
using columnar nano-magnets. In a nonlocal crossed wire geometry even the switch-
ing of a magnetic nano-particle by a spin current was demonstrated [92]. In all these
experiments the spin polarized currents are driven by charge currents. The precession
of the magnetization in a ferromagnet which is in contact with a normal metal layer
leads to the emission of a pure spin current into the normal metal [93]. This effect
is known as spin pumping and leads to an increased damping for the magnetization
dynamics in the layer that emits the spin current [94, 95].

In the FMR-TR-MOKE experiment that is discussed in the following it is shown
that rf-precession can be excited by the absorption of a pure spin current which is
generated by spin pumping. For this an epitaxial stack of layers consisting of Fe
and Au grown on GaAs(001) is investigated. It is known that the magnetic layers
in Au/Fe/Au/Fe/GaAs structures are dynamically coupled via spin pump and spin
sink effects [17, 95]. In such a magnetic bilayer the magnetization dynamics in the
presence of spin pump and spin sink effects can be described by the following coupled
set of modified Landau-Lifshitz-Gilbert equations [95]:

dmi
dt = −γμ0 [mi × Heff ] + αi

[

mi × dmi
dt

]

+ αi
SP

[

mi × dmi
dt − m j × dm j

dt

]

(28)
where m1,2 are unit vectors along the instantaneous magnetization directions of the
two ferromagnetic layers F1 and F2. The strength of the spin pump and spin sink

effects is given by the parameter αSP = gμB
g↑↓
Ms

1
t1

, where t1 is the thickness of F1,

g↑↓ (in units of e2/h) is the real part of the spin mixing conductance [95] and μB is
the Bohr magneton. The exchange of spin currents is a symmetric concept and the
equation of motion for layer F2 can be obtained by interchanging the indices i � j in
Eq. (28). The net spin current generated by layer F1 propagates away from the F1/N
interface [93] and is absorbed at the N/F2 interface if N is thinner or comparable to
the spin diffusion length (spin-sink effect) [96]. Conservation of angular momentum
requires that layer F1 looses spin momentum which leads to an increase of the Gilbert
damping parameter of layer F1. Subsequently, the spin current absorbed at the N/F2
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(a) (b)

Fig. 18 a Calculated resonance frequency vs. applied field for 20Au/10Fe/250Au/16Fe/GaAs(001)
(numbers are in monolayers) with the magnetic field applied along the [110] direction of Fe.
The FMR frequencies for the 10Fe(F2) and 16Fe(F1) layers are shown in the red and blue lines,
respectively. Note, that the blue line is shifted upwards compared to the red line. This shift is caused
by the in-plane uniaxial interface anisotropy at the Fe/GaAs interface with the easy axis along the
[110] direction. Layer F2 has a weak cubic anisotropy with easy 〈100〉 directions. Above 20 mT
both layers are aligned parallel with their resonance frequencies separated by several GHz. The
inset shows the experimental configuration. b Optical image of the actual sample. The signal line
has a width of 30 μm. The magnification shows the Kerr signal of the 25 × 8 μm2 rectangle in a
bias field of 65 mT at a frequency of 8.08 GHz. From [17]

interface creates an rf-torque on the magnetic moment in F2. Since F2 is an ultrathin
ferromagnet the interface torque results in a homogeneous precession of the layer F2
at the resonance frequency of F1. In an inductive FMR experiment this effect cannot
be observed directly since the rf-response is dominated by the FMR signal from F1.

The single crystalline magnetic double layer structures that are used in the exper-
iment are grown by molecular beam epitaxy in ultra high vacuum on GaAs(001)
substrates, further details can be found in [94]. The different interface anisotropies
of the two ferromagnetic layers can be used to split the resonance frequencies of
F1 and F2 by several GHz. The expected resonance frequencies for F1 and F2 as
a function of bias field applied along the [110] direction are shown in Fig. 18a. As
shown in Fig. 18, for fields above 40 mT the magnetic moments of layers F1 and F2
and the dc field are collinear and parallel to the [110] direction of Fe.

A cw-signal of 10 GHz was applied to the micro structured coplanar transmission
line (shown in Fig. 18b) and as expected from Fig. 18a the FMR-TR-MOKE signal
for the layer F2 occurs at a field of 96 mT, as can be seen in Fig. 19a. At the resonance
field of layer F1 a typical antisymmetric line (corresponding to the real part of the
rf-susceptibility χ ′) and a symmetric line (corresponding to the imaginary part of the
rf-susceptibility χ ′′) are found in the tails of the out-phase and in-phase rf-response,
respectively. These signals at the F1 resonance field are in agreement with the spin
pumping theory. F2 is driven by the spin current generated by F1, see Eq. (28),
which is proportional to the time derivative of the rf-magnetization of layer F1.
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(a) (b)

Fig. 19 a Measured real (red line) and imaginary (black line) parts of the perpendic-
ular rf-susceptibility of layer F2. A frequency of 10 GHz was used and the magnetic
dc-field was swept parallel to the [110] direction of Fe. The corresponding calculations
using Eq. (28) are shown as dotted lines. The inset magnifies the region of interest. b
The ratio of the signal amplitudes (FMR signal/ spin pumping signal) is plotted for a
series of samples with Au spacer layer thicknesses between 30 and 60 nm. These data
allow one to estimate of the spin diffusion length for Gold to be λsd = 34 nm. [97]

Therefore this driving is phase shifted by about π/2 with respect to the applied
rf-field. Consequently, the additional driving due to spin pumping exchanges the
resonance line shapes for the real and imaginary parts in the rf-susceptibility. I.e. in
the imaginary (real) part of the F2 susceptibility has a contribution at the F1 resonance
which has the line shape of the real (imaginary) part of the susceptibility of F1, see
Fig. 19a. All these experimental features are well reproduced by the spin pumping
theory using Eq. (28). The measured signal agrees with the calculations in its shape,
however due to spin relaxation in the Gold spacer layer the amplitude is reduced by
70 % compared to ballistic spin transport, (c.f. dashed lines in Fig. 19a).

In the measurements the direct Kerr signal from the bottom layer is suppressed
using an optical compensator [17]. In addition one should point out that dipolar cou-
pling between the ferromagnetic layers e.g. caused by roughness would always lead
to a symmetric line at the F1 resonance but cannot result in the observed antisym-
metric line shape. Therefore one can firmly conclude that the signal measured at the
F1 resonance in Fig. 19a is a sole consequence of the absorbed spin current in F2.

It is worthwhile to point out that the technique presented here can be used to
estimate the spin diffusion length in the metallic spacer layer [17, 97]. For this the
decay of the signal due to spin pumping is measured as a function of spacer thickness
and compared to theory. This is shown in Fig. 19b. For the interpretation it is important
to take spin diffusion effects into account [97]. The value one obtains for the spin
diffusion length from these data at room temperature in Gold is λsd = 34 nm [97].
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4.3.2 Local Magnetic Anisotropies

In this section it is shown that the FMR-TRMOKE technique can be used to deter-
mine the magnetic anisotropies with high spatial resolution. For this purpose mea-
surements of the magnetic anisotropy of are performed in a spatially resolved manner
on nanostructures of the magnetic semiconductor (Ga, Mn)As.

Due to the low Curie temperature of the diluted magnetic semiconductor, the
experiments are carried out low temperature in a microscope cryostat. The magnetic
properties of the diluted magnetic semiconductor (Ga, Mn)As have been studied
previously using ferromagnetic resonance, SQUID, magnetotransport or Hall-effect
measurements. In (Ga, Mn)As the magnetic anisotropies depend on temperature
and hole concentration [98]. It was shown that the magnetic anisotropies can be
manipulated by applying mechanical stress to the sample [99]. It has also been
demonstrated that the easy axis of the magnetization can be rotated by varying the
hole concentration using a strong electric field [100]. However, these techniques do
not resolve magnetic anisotropies in (Ga, Mn)As micro-and nanostructures locally.

The experiments presented in the following show spatially resolved measurements
of the magnetic anisotropy with a resolution of 500 nm. A (Ga, Mn)As film grown
on GaAs(001) was investigated. Due to the lattice mismatch between (Ga, Mn)As
and GaAs this sample is compressively strained. The strain gives rise to a strong
perpendicular magnetic anisotropy with a hard axis along the film normal. By pat-
terning a (Ga, Mn)As film into small structures this strain can be partially relieved,
strongly affecting the magnetic anisotropies. The FMR-TR-MOKE approach com-
bines the advantages of two experimental techniques: angle-dependent FMR provides
direct access to the energy landscape and the magnetic anisotropies and TRMOKE
microscopy allows spatially resolved measurements. Thus these experiments can
serve to visualize local variations of the magnetic anisotropy.

In the following a 50 nm thick Ga1−xMnxAs film with a nominal Mn content x =
0.06 grown on a GaAs(001) substrate is studied. This sample has a Curie temperature
of 170 K. Further details concerning the sample preparation can be found in [101].
The magnetic elements are defined by electron beam lithography and dry etching
steps. The etch depth into the GaAs substrate is approximately 30 nm. Stripes having
a width ranging from 200 nm up to 4 μm patterned along different crystallographic
directions ([100], [110], [010]) and disks with different diameters were prepared. For
the excitation of the magnetization with microwaves in the GHz-range a coplanar
waveguide was defined in a subsequent lithography step. The magnetic elements are
placed in the gap between the 30 μm wide signal line and the ground plane resulting
in a out-of-plane rf-excitation, cf. Fig. 20a.

In order to determine the magnetic anisotropies FMR spectra are recorded for a
series of applied field angles. Fig. 20b shows angle dependent FMR spectra for a
large 60 × 60 μm2 (Ga, Mn)As reference sample which represents the response of
on an isotropically strained ’unpatterned’ film. The individual TR-MOKE spectra
are fitted to Lorentzian line shapes in order to determine the resonance fields. The
resulting angular dependence of the resonance fields is shown in Fig. 20. By fitting this
angular dependence the magnetic anisotropy constants in the free energy density can
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(a) (b)

Fig. 20 a Sketch illustrating the waveguide and the rf excitation of the magnetic elements. b FMR
spectra for various angles ϕH of the magnetic field in the film plane (001) for f = 3.84 GHz and
T = 7 K for the reference structure. The resonance fields are obtained by fitting the experimental
data to an asymmetric Lorentz function and are indicated by open dots. The red solid line represents
the fit which is used to extract the anisotropy constants. From [101]

be determined [25, 101] : F = −μ0 M H (cos(ϕM − ϕH ))− 1
8 K4‖(3 + cos 4ϕM)−

K2‖ sin2
(

ϕM − π
4

)

, where M is the magnetization and ϕM and ϕH are the angles
of the magnetization and the external magnetic field H with respect to the [100]-
direction. K2‖ and K4‖ are the uniaxial and cubic in-plane anisotropy constants.

The angular dependence shown in Fig. 20b (isotopically strained film) is domi-
nated by the intrinsic cubic anisotropy K4. The difference in resonance field observed
along the [110] and [11̄0]-directions is due to the in-plane uniaxial anisotropy K2‖.
The experimental data can be fitted well using the above energy density. The result-
ing anisotropy constants are K4‖ = 2.2 × 102 J

m3 , K2‖ = −1.1 × 102 J
m3 and

K2⊥ = −3.0 × 103 J
m3 .

Next, the patterned (Ga, Mn)As structures are addressed. First we focus on narrow
stripes. The four-fold symmetry of the reference sample shown in Fig. 20b changes
into a pronounced two-fold symmetry when the (Ga, Mn)As film is patterned into a
narrow stripe with a width of a few hundred nm (Fig. 21a). As the lattice can relax
partially only along the side of the stripe for all three orientations of the stripes
([100], [010], [110]) the easy axis always coincides with the long axis of the stripe;
in agreement with earlier studies using SQUID and magneto-transport measurements
[102]. From these measurements we estimate the magnitude of the strain induced
anisotropy KU = 1.8×103 J

m3 for the 400 nm wide stripe. For narrow stripes (below
a width of 500 nm) the induced anisotropy saturates since the strain can be fully
relaxed across the stripe width. These results clearly demonstrate that the magnitude
of the induced uniaxial anisotropy can be well adjusted by using stripe widths ranging
between 500 nm and 1.5 μm.

In the following disk-shaped elements are addressed. The angular dependence of
the resonance fields for a disk with a large diameter (d = 10μm, black symbols) and
a small diameter (d = 1.5 μm, red symbols) is shown in Fig. 22a. The experimental
data for the 10 μm-diameter disk were obtained at the disk center where the strain
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(a) (b)

Fig. 21 Resonance field as a function of the external field angle ϕH for stripes patterned along
different crystallographic axes (a) and different stripe width w (b). All data was obtained at
f = 7.2 GHz and T = 7 K. The solid lines are fits to the experimental data. From [101]

relaxation is almost zero. It should be emphasized that for a narrow rectangular
structure the strain can only relax in one direction giving rise to a strong uniaxial
anisotropy (Fig. 21a). For a disk-shaped element we expect isotropic strain relaxation.
For this reason the in-plane anisotropies K2‖ and K4‖ should remain constant while
the strain-induced perpendicular anisotropy K2⊥ should be reduced. This reduction
is indeed observed (Fig. 22a) as the resonance fields are only shifted to higher field
values. The fits to the experimental data show that K2‖ and K4‖ remain almost
constant while K2⊥ is reduced by approximately 20 % for the disk with 1.5μm
diameter.

Finally we demonstrate the ability to visualize the local variations of the mag-
netic anisotropies for both the disk-shaped and the rectangular (Ga, Mn)As structures.
Figure 22c–e show spatially resolved images of the Kerr signal obtained at a fixed
excitation frequency f and applied field H . One finds laterally isotropic strain relax-
ation (indicated by the thick arrows in Fig. 22b). Furthermore one can distinguish
two regions as illustrated in the figures: (i) the boundary of the structure where the
strain relaxation takes place and a strong uniaxial strain induced magnetic anisotropy
can be expected. And (ii) the central region of the structure where the (Ga, Mn)As
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(a)

(b) (c) (d) (e)

Fig. 22 a Angular dependence of the resonance field for disk-shaped (Ga, Mn)As elements for
f = 5.8 GHz and T = 7 K. The full black and the open red dots represent the experimental data
for a disk with a diameter d = 10 μm and d = 1.5 μm, respectively. The solid lines are obtained
by fitting the experimental data. c–e Images of the polar Kerr signal for a disk-shaped element with
a diameter of 10 μm at a microwave frequency of f = 5.8 GHz. From [101]

lattice remains fully strained and the magnetic anisotropy is unchanged compared to
the extended (Ga, Mn)As film. As a consequence the magnetic anisotropies and the
direction of the easy axes of the magnetization are varying locally. Based on previ-
ous results we expect the local easy axes (shown by the thin arrows) to be parallel to
the boundary of the elements, whereas in the central region we expect the film-like
behavior with easy axes along the 〈100〉-directions [101].

Spatially non-uniform magnetic anisotropies lead to a non-uniform magnetic
response for uniform excitation. This behavior is clearly observed in Fig. 22c and e.
The resonance field measured at the disk center (which for ϕH = 45◦ is approx-
imately μ0 HU = 140 mT, see Fig. 22a) leads to a uniform magnetic response
(Fig. 22d). However for H < HU two ring shaped modes at the disk boundary
(Fig. 22c) and for H > HU two modes localized at the edges are found (Fig. 22e).
Note that while for H < HU these ring shaped modes are aligned along the field
direction, for H > HU the modes are aligned perpendicular to H. The ring-shaped
modes can be explained in the following way: Due to the lattice relaxation at the disk
boundary the easy axis follows the circumference. Based on the results for narrow
stripes where the easy axis of the magnetization prefers alignment along the long
axis of the stripe we expect that the local easy axis is aligned tangentially to the
boundary for curved elements like disks. For the ring shaped areas the external field
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is aligned along the local easy axes which means that the resonance is observed at
a lower bias field than the main resonance. In contrast for the areas located at the
bottom and top of the image the bias field is aligned along a local hard axis, which
results in a higher resonance field.
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Spin-Polarized Electrons in
Superconductor/Ferromagnet Hybrid Structures

Konstantin B. Efetov, Ilgiz A. Garifullin, Anatoly F. Volkov
and Kurt Westerholt

Abstract We review recent experimental and theoretical progress in the physics of
the proximity effect in thin film structures combined of superconducting (S) and
ferromagnetic (F) layers with special emphasis on the occurrence of odd triplet
superconductivity. In the theoretical works it has been shown that a long range odd
triplet component (LRTC) of the superconducting condensate function can appear at
S/F interfaces, if the magnetization of F is inhomogeneous. In Josephson junctions of
the type S/F/S the ferromagnetic barriers must have an internal F′/S/F′ structure with
the magnetization direction of F′ rotated with respect to the magnetization direction
of F in order to create a superconducting LRTC current. Recent experiments are in
accord with these predictions. The experimental progress concerning the realization
of superconducting spin valves and recent experiments proving the existence of the
inverse proximity effect are also reviewed.

1 Introduction

The mutual influence of magnetism and superconductivity in superconductor/ferro-
magnet (S/F) thin film hybrid structures has been an exciting topic in solid state
physics during the last 15 years (see, e.g., the reviews [1–5]). The interplay between
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the superconducting and the ferromagnetic order in systems such as an S/F bilayer
or an S/F/I/S Josephson junction (I denotes an insulating interlayer) is due to the
proximity effect (PE), i.e. due to Cooper pairs penetrating into the ferromagnetic
layer (direct PE) and/or due to a ferromagnetic magnetization induced in the super-
conductor (inverse PE).

Superconductivity and ferromagnetism are antagonistic phenomena, since ferro-
magnetism requires a parallel alignment of the spins whereas conventional singlet
superconductivity requires an antiparallel alignment. The exchange splitting of the
conduction bands in typical transition metal ferromagnets is larger than the pairing
energy of the electrons in the Cooper pairs by orders of magnitude. Therefore singlet
pairing is strongly suppressed by the exchange field and Cooper pairs can penetrate
into a diffusive F layer only over the small distance given by the superconducting
penetration depth ξF = (4�DF/I )1/2 (where DF is the diffusion coefficient of the
conduction electrons in the F layer and I is the exchange splitting) [6]. For strong
ferromagnets like Fe, Ni or Co ξF is typically of the order of 1 nm or smaller (see,
e.g., [7]).

The coexistence of superconductivity and ferromagnetism close to the interfaces
in S/F systems leads to unusual and interesting phenomena, part of which are well
established in the literature now, others being under current debate. One of the first
intriguing properties for S/F structures is the spatial oscillation of the Cooper pair
wave function within the F-layer [1–5]. This leads to a non monotonic dependence of
the critical temperature on the thickness of the F layer in S/F bilayers and to an oscil-
latory dependence of the critical Josephson current in S/F/S Josephson junctions.
These oscillations were first predicted in Ref. [8, 9] and later observed experimen-
tally [10–17]. Nowadays S/F/S Josephson junctions with negative critical current,
so-called π−junctions, are used for the realization of Qubits, the basic operating
units of future quantum computing [18].

A particularly interesting phenomenon at S/F interfaces is the occurrence of a
new type of superconducting pairing function, the so-called odd triplet pairing, first
predicted theoretically in Ref. [3, 5, 19]. This pairing can arise due to the proximity
effect in an F layer with a nonhomogeneous magnetization. In case of an uniform
magnetization, the pair wave function in F consists of the singlet component fsng ∼
〈ψ↑(t)ψ↓(0)−ψ↓(0)ψ↑(t)〉 and the ordinary triplet component with zero projection
of the total spin of the Cooper pairs in the direction of the magnetization M , f0 ∼
〈ψ↑(t)ψ↓(0) + ψ↓(0)ψ↑(t)〉. Both components oscillate in space and decay on a
short length scale of the order of ξF .

In the case of a nonuniform magnetization in F not only the components fsng

and f0 may arise in the F layer, but also the odd triplet component f1(t) ∼
〈ψ↑(t)ψ↑(0)+ ψ↑(0)ψ↑(t)〉 with a nonzero projection of the total Cooper pair spin
in the direction of M. This component is insensitive to the exchange field and can
penetrate into the F layer over a distance much larger than ξF . Without spin-orbit
interaction and scattering by magnetic impurities this distance may be comparable
to the penetration length of the superconducting condensate into a normal (nonmag-
netic) metal, which is given by ξN = (�DF/2πT )1/2. This is the reason why the
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superconducting odd triplet component is sometimes referred to as the long-range
triplet component (LRTC).

It is important to realize that the odd triplet component of the superconducting
condensate function is symmetric in momentum space and, as a consequence, is
insensitive to scattering by ordinary (nonmagnetic) impurities. In this respect the
LRTC differs drastically from the ordinary triplet component ftr which describes
superconductivity in Sr2RuO4, e.g., [3, 5, 20]. The ordinary triplet component is
antisymmetric in momentum space and therefore is destroyed by nonmagnetic impu-
rity scattering. It changes sign by permutation of the operators ψ↑(t) and ψ↑(0)
as it should be according to the Pauli principle. The Pauli principle claims that
the Fermi operators ψ↑(t) and ψ↑(0) anticommute at equal times. This means that
f1(0) ∼ 〈ψ↑(0)ψ↑(0)+ψ↑(0)ψ↑(0)〉 = 0, i. e., the function f1(t) is an odd function
of time t , or, in other words, it is an odd function of the frequency ω in the Fourier
representation. This is the origin of the term odd triplet component for ftr . As will
be detailed in the main part of this paper, the occurrence of LRTC does not arise
in any system with a nonuniform magnetization, but requires a specific symmetry
of the magnetization vector with respect to the interface plane. On the experimental
side, in recent years an increasing number systems corroborating the existence of
LRTC have been detected [21–27].

An interesting new phenomenon in S/F-layer systems is the so called inverse
proximity effect. As predicted theoretically in Refs. [28–30] first, besides the ordinary
PE (penetration of the superconducting pair wave function from the superconductor
into the ferromagnet) the inverse PE (penetration of the magnetic moment from
the ferromagnet into the superconductor) should also arise at S/F interfaces. In the
diffusive limit, which is realized in most experimental systems, the magnetic moment
induced in the superconductor has a direction opposite to the magnetization direction
in the ferromagnet, thus the superconducting condensate has the tendency to screen
the ferromagnetic moments. Therefore the inverse PE has also been called the spin
screening effect [28–30]. As will be discussed in the main part of this paper, first
experimental evidence using nuclear magnetic resonance (NMR) techniques [31, 32],
the magneto optical Kerr effect [33] and scanning tunnelling spectroscopy [34] has
been reported in the recent literature.

There is an interesting thin film device based on the proximity effect, the so-called
superconducting spin valve, where in recent years essential experimental progress
was achieved, as will also be reported below. This device combines two ferromagnetic
layers F1 and F2 with a superconducting layer S. The basic idea of the device is
to change the superconducting transition temperature Tc by switching the relative
magnetization direction of F1 and F2 from parallel to antiparallel. The first theoretical
prediction dates back to 1997 [35], where the authors proposed a F1/F2/S layer
sequence, i.e. an S layer deposited on top of two F layers. Two years later an F1/S/F2
layer sequence combining the spin valve was proposed theoretically by Tagirov
[36] and Buzdin et al. [37, 38]. Subsequent experimental work confirmed these
predictions [39–42]), however, the difference in Tc accompanying the switching
of F1 and F2 from parallel to antiparallel was quite small, actually smaller than the
width of the resistive superconducting transition. Only quite recently an experimental
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superconducting spin valve with a full switching effect was successfully designed.
[43, 44].

A device similar to the superconducting spin valve but based on the Josephson
effect in S/F1/I/F2/S junctions has also been under theoretical investigation recently.
As first shown in Ref. [45] and later in Ref. [46, 47], the critical current Ic(↑↓) for the
antiparallel orientation of F1 and F1 can by far exceed the critical current Ic(↑↑) for
the case of parallel orientation of F1 and F2 and even may be larger than the critical
current of a comparable S/I/S tunnel junction. First experimental confirmation of this
effect has been reported recently in Ref. [48].

In the following sections we will review the recent theoretical and experimental
progress on different S/F systems. In section “Josephson Effect in Multilayered
S/F/S Junctions” we summarize a theoretical study of the dc Josephson effect in an
S/F1/F2/F3/S junction [49], mimicking closely the experimental system investigated
in Ref. [23] which gave the clearest evidence for the existence of LRTC until now.
In section “Long-Range Proximity Effect in High-Tc Superconductors” we describe
the theory of a huge PE in multilayered S/F/S/F structures with high-Tc, d-wave
superconductors, which is caused by the LRTC arising at magnetic domains in the
ferromagnetic layers [50].

In section “Experimental Evidence for Triplet Superconductivity in S/F Hybrid
Structures” the experimental situation concerning the evidence for triplet supercon-
ductivity in S/F/S Josephson junctions will be reviewed, followed by a summary
of the recent experimental observations on the spin screening effect (inverse PE) in
S/F structures in section “Spin Screening Effect” [31–34]. In the final experimental
section “Superconducting Spin Valve Effect ” we review the recent achievements con-
cerning the experimental realization of the superconducting spin valve [43, 44, 51],
and finally, in section “Summary and Conclusions”, we summarize, draw some con-
clusions and discuss the perspectives.

2 Josephson Effect in Multilayered S/F/S Junctions

2.1 Theoretical Studies of Long-Range Triplet Superconductivity

In this subsection we briefly describe recent theoretical studies of the LRTC in S/F
structures with nonhomogeneous magnetization. Most predictions in these works
still need experimental verification.

In Ref. [19] the LRTC in a diffusive S/F bilayer was predicted. It was assumed
that a domain wall with a width w much larger than the electron mean free path is
located at the S/F interface. A more general case of a DW with of arbitrary width with
respect to the mean free path and an arbitrary impurity concentration was studied
in Ref. [52]. The LRTC in diffusive S/F structures with a Neel-type DW has been
analyzed in Ref. [53, 54]. The case of a half-metallic ferromagnet in S/F or S/F/S
structures was investigated in Refs. [55–57]. Braude and Nazarov [58] studied the
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LRTC in S/F structures with highly transparent interfaces so that the amplitude of
the condensate functions induced in the ferromagnet was not small (strong proximity
effect). Ballistic S/F structures with a nonhomogeneous magnetization were studied
in Refs. [56, 59–61] and it was shown that the LRTC could be created. The papers
[62–64] were devoted to the study of the LRTC in spiral ferromagnets attached to
superconductors.

In other papers [55, 56, 65–67] the LRTC was investigated in S/F structures with
so-called spin-active interfaces. In this approach the properties of the S/F interface
are characterized by a scattering matrix with elements treated as phenomenological
parameters. One does not need to know the detailed structure of the S/F interface,
but proceeds calculating the physical quantities using these parameters. From the
physical point of view the region with a narrow DW considered in Ref. [52] can be
regarded as a spin-active S/F interface. If the width w is comparable to the Fermi
wave length, one has to go beyond the quasi-classical theory and derive the boundary
conditions from first principles (see [68] as well as [66, 69] and references therein).

The possibility to create the LRTC in an S/F structure with a nonhomogeneous
magnetization in the form of a magnetic vortex in the F layer was put forward
in Ref. [70]. The dc Josephson effect in S/F/S junctions with a magnetic vortex in
F was studied in Refs. [71]. Bobkova and Bobkov [72] suggested to control the critical
Josephson current Ic in an S/F/S junction by injection of spin polarized electrons into
the F layer with an nonuniform magnetization. The current Ic is caused by the LRTC
and the amplitude depends on concentration of the spin-polarized electrons. The spin
current was discussed in Refs. [71, 73].

Theoretically the dc Josephson effect in S/F/S junctions with a non-collinear
magnetization has been studied in several works. In Refs. [59, 74] the Josephson
current in ballistic S/F/S junctions was calculated. Diffusive S/F/F/S junctions with
two F layers were considered in Refs. [75, 76]. However, it was found that the long-
range Josephson effect in these junctions does not occur. The Josephson critical
current Ic is exponentially small, unless the total thickness of the ferromagnetic
layer, L F + L F ′ , is comparable to the short length ξF : Ic ∼ exp(−(L F + L F ′)/ξF ).

The reason for the absence of the long-range Josephson effect in Josephson junc-
tions with only two F layers is the following: Obviously, at least one of the F layer
should be thin enough (L F ′ ≤ ξF ); otherwise Cooper pairs do not penetrate through
the F layers. If L F ′ ≤ ξF and the magnetization in the F and F′ layers is not collinear,
the LRTC may arise on the left side of the S‘/F/F′/S junction and spread through the
F′ film. However, the Josephson current due to the LRTC is zero because it stems
from the overlapping of the condensate functions of the same symmetry penetrating
the junction from the left and right side. The symmetry of the singlet and short-range
triplet component arising at the right differs from the symmetry of the LRTC pene-
trating from the left, and thus its product is zero. In order to establish the long-range
Josephson effect, one needs two LRTCs arising at the left and right sides of the
junction simultaneously, as is possible in an S/F/F′/F/S junction with non-collinear
magnetizations.

Diffusive Josephson junctions with three ferromagnetic layers with non-collinear
magnetization have been analyzed in Refs. [77, 78] and in a recent paper [49].
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The authors of Ref. [77] considered the F′/S/F/S/F′structure with different magneti-
zation directions in the F and F′ layers. In Ref. [78] a slightly different S/F′/F/F′/S
layer structure with different M directions in the F and F′ layers was analyzed, this
structure seems more suitable for an experimental realization. In both papers the
exchange energy in F and F’ was assumed to be equal.

The amplitude of the LRTC, f1, and the Josephson critical current due to this
component IcL R have been calculated in both works. Although the layer sequence
studied in Refs. [77, 78] are different, the results obtained are similar. The final
formula for the critical current can be written in both cases as

IcL R = F(Lh) sinαl sinαr (1)

In Eq. (1), αl,r are the angles between the z-axis and the magnetization vectors
in the left (right) F′ layers, while the magnetization M in the F layer is assumed
to be parallel to the z-axis. The function F(Lh) is a non-monotonic function with
a maximum at Lh ∼ ξh . This function vanishes at small and large thickness Lh

of the F′ layers (see Eq. (12) in Ref. [77] and Fig. 2 in Ref. [78]). Qualitatively, this
prediction agrees with the observations in Ref. [23]. However, the experimental para-
meters presented in this publication are well defined and this makes a more detailed
comparison of the theoretical predictions for the LTRC with the experimental results
quite interesting.

In the next subsection, we discuss theoretical results on the Josephson effect in a
multilayered Josephson junction in more detail. Our analysis is based on the results of
Ref. [49] where the critical Josephson current was calculated for a SF′/F(↑)/F(↓/)F′/S
junction. The middle F(↑)/F(↓) layers are assumed to be magnetized in antiparallel
directions.

2.2 Long-Range Josephson Effect in S/F′/F/F′/S Junctions

We consider the multi-layer S/F Josephson junction drawn schematically in Fig. 1.
It consists of two superconductors, S, and three ferromagnetic layers F, F′

r,l. The
middle F layer may consist of two domains or layers with parallel or antiparallel
orientations of the magnetization M . This structure is more similar to the experi-
mental one of Ref. [23] than those analyzed theoretically in Refs. [77, 78] before.
We assume that the exchange energies in the F′ and F layers (h an H respectively)
are different and that the S/F′ interface is not perfect and the proximity effect weak.
This assumption allows one to linearize the Usadel equation and to calculate the
critical Josephson current Ic at any temperatures T . We also analyze the situation
where the F layer consists of two domains with parallel and antiparallel orientations
of the magnetization, as in the experimental realization in Ref. [23].

The presence of the normal N layers in the experimental S/N/Fl /N/F/N/Fr/N/S
structures cannot change qualitatively the results for the S/F′

l/F/F′
r/S structure con-

sidered here, because the scattering in the N layers does not depend on the spin
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Fig. 1 (color online) Josephson structure under consideration. The F′(F) layers are weak (strong)
ferromagnets. The middle F layer consists of two layers with parallel or antiparallel (shown in
figure) magnetization orientation. The arrows denote the directions of the magnetization in the F′
and F layers

(we assume that spin-orbit scattering is weak and can be neglected). Therefore, all
the superconducting components, singlet and triplet, decay in the N layers in a sim-
ilar way over a large distance of the order ξN . The exchange fields acting on the
electron spins are h in the F′ layers and H in the middle F layer. The magnetization
vector M in F is supposed to be aligned along the z-axis and to have the compo-
nents M(0, sinαl,r , cosαl,r ) in the F′

l,r layers. The magnetization in the F layer is
oriented along the z-axis, but may have parallel or antiparallel orientations in the
regions (−L H < x < 0) and (0 < x < L H ).

For the calculations the quasiclassical Green’s function technique is exploited,
which is the most efficient tool for studying S/F structures (see reviews [1–3, 79–82]),
and it is assumed that all ferromagnetic layers are in the diffusive regime, so that the
Usadel equation can be used. The amplitude of the condensate wave function in the
ferromagnetic layers is assumed to be small (weak proximity effect) and therefore
the Usadel equation can be linearized. The small amplitude of the condensate wave
function may be either due to a mismatch of the Fermi velocities in S and F, or due
to the presence of a tunnel barrier at the S/F interfaces.

The anomalous (Gor’kov) quasiclassical Green’s function in the considered case
of a spin-dependent interaction is a 4 × 4 matrix f̌ . We are interested in the dc
Josephson current Ic, i.e. in a thermodynamical quantity. Therefore we can use the
Matsubara representation for the matrix f̌ and consider f̌ as a function of the
Matsubara frequency ω = πT (2n + 1) and coordinate x normal to the interfaces:
f̌ = f̌ (ω,x). The linearized Usadel equation for f̌ has the form (see [3], Eq. (3.15))

∂2 f̌ /∂x2 − κ2
ω f̌ − i(κ2

F/2) cosα(x)

× {tanα(x)τ̂3⊗[σ̂2, f̌ ] + [σ̂3, f̌ ]+} = 0 (2)

where κ2
ω = 2|ω|/D, κ2

F = 2sgnω · h/D in the F′
l,r layers and κ2

F = 2sgnω · H/D
in the F layer, the Pauli matrices τ̂i ,σ̂i operate in the particle-hole and spin space
respectively. The angle α is equal to αl,r in the F′

l,r layers and to zero in the F layer
in the case of the parallel orientation of the magnetization M in the domains. In the
case of the antiparallel orientation α(x) = π in the interval (−L H < x < 0 ) and
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α(x) = 0 in the interval (0 < x < L H ). The diffusion coefficient D is assumed to
be the same in all the ferromagnetic layers.

The matrix f̌ can be represented for the system under consideration in form of
an expansion in the spin matrices σ̂i as

f̌ = f̂0⊗σ̂0 + f̂1⊗σ̂1 + f̂3⊗σ̂3 (3)

The matrices σ̂0 and σ̂1,3 are the unit matrix and the σ̂x,z Pauli matrices, respec-
tively. The f̂0,1,3 matrices are matrices in the particle-hole space. The first term is the
short range triplet component with the zero projection of the total spin on the z-axis,
the second term is the LRTC with the non-zero projection of the total spin, and the
third term is the singlet component of the condensate Green’s function (see [3, 77]).

Equation (2) should be complemented by boundary conditions. We consider the
simplest model of the S/F heterostructures assuming that the interfaces have no effect
on spins (spin-passive interface). These boundary conditions have the form [83, 84]

∂ f̌ /∂x|x=±L = ±γB f̌S|x=±L , (4)

where γB = 1/(RBσ), RB is the S/F interface resistance per unit area, σ is the con-
ductivity of the ferromagnet. The matrix f̌S is the Gor’kov’s quasiclassical Green’s
function in the left and right superconductors. It has the form

f̌S|x=±L = fSσ̂3⊗(τ̂2 cosϕ± τ̂1 sinϕ), (5)

where fS = Δ/
√
ω2 +Δ2, ±ϕ is the phase in the right (left) superconductor, so

that the phase difference is 2ϕ.
If there is a spin-dependent interaction in a thin layer at the interface (exchange

field, spin-dependent scattering etc.), the boundary condition acquires a more com-
plicated form. In particular, the coefficient γB becomes a matrix with matrix elements
containing very often unknown phenomenological parameters. Such interfaces are
called spin-active interfaces. In many papers the LRTC is studied in S/F systems with
spin-active interfaces [55–57, 66, 67].

The F/F′
l,r interfaces are assumed to be ideal and therefore the function f̌ (x)

and its derivative ∂ f̌ /∂x must be continuous at these interfaces. Solving the linear
equation (2) with the boundary conditions (4) one can calculate the dc Josephson
current using the formula [2, 3]

jJ = (σ/8)2πT
∑

ω≥0

T r{σ̂0⊗τ̂3 f̌ ∂ f̌ /∂x}, (6)

This problem can be solved in the general case of an arbitrary thicknesses of the
F and F′ layers (L H and Lh) and angles αl,r .

However, these general results seem too cumbersome. In order to present ana-
lytical formulas in a more or less compact form, we present here the results for
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two limiting cases: a) thin F′
l,r layers (Lh � ξh, ξN ) and arbitrary angles αr,l , b)

arbitrary thicknesses L H , Lh , but small angles αr,l (α � 1). First, we consider the
case a).
a) Thin F ′ layers

Assume that the F′
l,r layers (or h-layers) are very thin, so that the inequality

|κh |Lh � 1 is satisfied, where κ2
h = 2sgnω(h/D) (usually κh  κN = √

πT/D
and therefore the condition κN Lh � 1 is also fulfilled). Then we can easily obtain
the form of the short-range and singlet components, f0,3, neglecting their variations
in the thin F layers. These components are 4 × 4 matrices f̌ and obey the Usadel
equation

∂2 f̌ /∂x2 − κ2
ω f̌ − iκ2

H cosα(x)σ̂3⊗ f̌ = 0, (7)

where κ2
H = 2sgnω(H/D) and α(x) = 0 in the case of parallel orientation of

magnetizations in the middle layer and α(x) = π in the interval (−L H < x < 0)
and α(x) = 0 in the interval (0 < x < L H ) in the case of the antiparallel orientation.

In zero order approximation in the parameter |κh |Lh a solution of Eq. (7) consists
of only short-range components f̂0,3 that can be easily found [49]. Having found
these components, one can obtain effective boundary conditions for the LRTC f1 at
the F/F′interface. In the considered limit of thin F layers, Lh � ξh , one can integrate
the Usadel equation for the f0,3 components over the thickness of the F′-layers and
come to effective boundary conditions for the triplet component

∂ F̂1/∂x|x=±L H = ±γ1 f̂3(±L H ) sinαr,l , (8)

where γ1 ≡ κ2
h Lh . We have introduced in Eq. (8) a matrix F̂1 = τ̂3⊗ f̂1 describing

the LRTC. This matrix F̂1 satisfies an equation that directly follows from Eq. (2)

∂2 F̂1/∂x
2 − κ2

ω F̂1 = 0. (9)

The solution for the matrix F̂1 can be written as

F̂1 = Â1 cosh(κωx)+ B̂1 sinh(κωx) (10)

From the effective boundary conditions (8) we find

Â1 = γ1

2κω sinh θω
[ f̂3(L H ) sinαr + f̂3(−L H ) sinαl ],

B̂1 = γ1

2κω cosh θω
[ f̂3(L H ) sinαr − f̂3(−L H ) sinαl ]. (11)

where γ1 = 2sgnω(h/D)Lh , i.e. the matrix F̂1 is an odd function of the Matsubara
frequency.

The solution for F̂1, Eq. (10), demonstrates that the LRTC described by the func-
tion F̂1 decays slowly at a large distance of the order κ−1

ω ∼ ξN . Its amplitude is
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related to the amplitudes of the singlet component f̂3 penetrating the ferromagnet
F due to the PE in the vicinity of the F′ layers. As it should be, the function F̂1(x) turns
to zero in the absence the exchange field or in the case of collinear magnetization
because γ1 = κ2

h Lh ∼ h and sinαr,l = 0 in the case of collinear M orientations.
Equations (10–11) determine the LRTC. Using these functions and formulas for

the short-range components [49], we calculate the Josephson current in subsection c).
b) Arbitrary thicknesses of ferromagnetic layers at weak non-collinearity.

Consider now a more interesting case of an arbitrary thicknesses of the ferromag-
netic layers F′, F (or h, H -layers). We restrict ourselves with the case of the parallel
M orientations in the F layer because there is no qualitative difference between the
behavior of the LRTC in the P and AP magnetic configurations. For simplicity we
assume that the angle α is small, α � 1. In this case the amplitude of the LRTC is
proportional to the small parameter α. In the zero order approximation only the sin-
glet component, f̂3 , and the short range triplet component, f̂0, with zero projection
of the total spin of Cooper pairs on the z-axis are not zero. Indeed, we will look for
a solution of Eq. (2) in the form f̂3(x) ∼ f̂0(x) ∼ f̂1(x) ∼ {cosh(κx), sinh(κx)},
where κ is the eigenvalue.

In the ferromagnetic layers we obtain the following equations for the eigenvectors

f̂0(κ
2 − κ2

ω)− f̂3iκ2
F cosα = 0 (12)

f̂3(κ
2 − κ2

ω)− f̂0iκ2
F cosα− F̂1κ

2
F sinα = 0 (13)

F̂1(κ
2 − κ2

ω)+ f̂3κ
2
F sinα = 0 (14)

where the matrix F̂1 introduced in Eq. (8) describes the LRTC. This set of equations
has three eigenvalues

κ2
1,2 ≡ κ2

F± = κ2
ω ± iκ2

F , κ
2
3 = κ2

ω (15)

Two of them, κF± , describe a sharp decay of the density of Cooper pairs in the
ferromagnet (in the case {H, h}  T,Δ) and the latter one, κω (κω = 1/ξL R), is
an inverse characteristic length of decay of the LRTC in the ferromagnet. By order
of magnitude it is equal to κ2

ω ≈ πT/D, which shows that the length ξL R is rather
large and does not depend on the exchange energies h, H . Spin-orbit interaction or
a spin-dependent impurity scattering make this length shorter [71, 85, 86]

κ2
3 = κ2

ω + κ2
m (16)

where κ−2
m ≈ min{Dτm, Dτsp−orb}, τm and τsp−orb are characteristic times related

to the spin-dependent impurity scattering or spin-orbit interaction. The lengths κ−1
F±

also depend on κ2
m and can be found by shifting κ2

F± ⇒ κ2
F± + κ2

m F .

It is seen from Eqs. (12–14) that the LRTC arises only at non-zeroαwhen F̂1 �= 0.
In the zero-order approximation (α = 0) we should find the matrices f̂0,3 in each
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ferromagnetic layer. As follows from Eqs. (12–13), at α = 0 only the eigenvec-
tors f̂0± = ± f̂3± corresponding to the eigenvalues κ± can be finite and found
easily [49].

Again, as in the previous subsection, the LRTC can be expressed in terms of the
short-range components. We write the equation for the matrix F̂1 in the h-region
projecting of Eq. (2) on the σ̂1 matrix in the spin space

∂2 F̂1(x)/∂x
2 − κ2

ω F̂1(x) = −κ2
h sinα · f̂3(x), (17)

where the function f̂3(x) is the singlet component.
The solution of Eq. (17) can readily be obtained (see Ref. [49]).

c) Josephson current.
Using the Green’s functions, f̂0,1,3 obtained in section “Long-Range Joseph-

son Effect in S/F′/F/F′/S Junctions” one can now calculate the dc Josephson cur-
rent. Substituting the expansion (3) into Eq. (6), we obtain for the Josephson current
density

jJ = iσπT
∑

ω≥0

T r{τ̂3[ f̂0∂ f̂0/∂x+ f̂3∂ f̂3/∂x+ f̂1∂ f̂1/∂x]}, (18)

The first two terms in Eq. (18) are the contribution from the short-range compo-
nents ( f̂0,3) and the third term is due to the LRTC ( f̂1 = τ̂3 F̂1). Using this equation
and formulas for the amplitudes of the short-range, f̂0,3 (triplet and singlet), and of
the LRTC, f̂1, one can calculate the Josephson current jJ in an analytical form [49].
We present here the results of these calculations in Figs. 2 and 3.

In Figs. 2a, b we show the dependence of the normalized total current, Ic =
SjJ ,(solid thin line) on the thickness of the middle F layer as well as the partial
currents IcS R and IcL R caused by the short-range (point line) and long-range (solid
thick line) components (here S is the area of the junction). The exchange energy in
the F layer H is chosen equal to H = 70Δ0 (Fig. 2a) and H = 170Δ0 (Fig. 2b).
It is clearly seen that if the width of the F layer L F exceeds 0.6

√
D/Δ0 (Fig. 2a)

or 0.4
√

D/Δ0 (Fig. 2b), the total critical current is caused by the LRTC and decays
rather slowly with increasing L F .

The curves shown in Fig. 2 correspond to the case of a thin F′ layers. In Fig. 3a, b
we present the dependence of the total critical current Ic on L F ′ using the formulas
for the amplitudes f̂0,1,3 in the case of arbitrary thickness of the F′ layers. It is
seen from Fig. 3a that the current Ic reaches a maximum at some thickness L F ′ the
magnitude of which depends on the exchange energy h in these layers. On the other
hand, the position of the maxima is weakly dependent on the exchange energy H in
the F layer (Fig. 3b).

The dependencies shown in Figs. 2 and 3 are in semi-quantitative agreement with
experimental data obtained by Khaire et al. [23]. The exact quantitative comparison
can not be carried out because it was assumed in a theoretical model [49] that the
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Fig. 2 (Color online) The
dependence of the normalized
critical current due to the SR
component (point line), LRTC
(solid thick line) and the total
critical current (solid thin
line) on the thickness of the
H -layer for H̃ = 70 (A) and
H̃ = 170 (B). The normalized
temperature is equal to 0.1.
Other parameters are the same
as in Ref. [49]

(b)

(a)

diffusion coefficients for minority and majority electrons in F and F′ layers are equal.
In fact they are different.

3 Long-Range Proximity Effect in High-Tc Superconductors

In this section we consider the possibility of the appearance of the LRTC in high-Tc

layered superconductors [50]. We will see that the LRTC leads to an anomalous,
or long-range, proximity effect (PE). The long range PE was usually studied in S/F
heterostructures with conventional superconductors (s-wave singlet superconductiv-
ity). At the same time, S/F heterostructures can be fabricated using high temperature



Spin-Polarized Electrons 97

Fig. 3 (Color online) a Nor-
malized critical current due to
the LRTC as a function of the
thickness of the h-layer for
different exchange energies h
for the P orientation. The para-
meters are: h̃ = 2, 5, 20 (solid
thin, solid thick and point
lines, respectively). The other
parameters are H̃ = 50, T̃ =
0.25, τmΔ = 0.1, L̃ H = 0.5.
B) The same dependence for
different H̃ : H̃ = 5 (thin solid
curve), H̃ = 20 (thick solid
curve) and H̃ = 100 (point
curve). The parameter h̃ = 5.
Other parameters are the same
as in Ref. [49]. All the curves
correspond to the P orientation

(a)

(b)

superconductors (HTS) [87, 88], and study of PE in such systems is also important
and interesting.

In a recent work, the authors of Ref. [88, 89] using the scanning tunnelling spec-
troscopy measured the density of states (DOS) ν(ε) at the outer surface of the
ferromagnet in a bilayer YBCO/F (a magnetic material SrRuO was used as the
ferromagnet). They found a dip in ν(ε) at energies ε = eV ≤10 meV in bi-layers
with the thickness of the ferromagnet ≤26 nm, whereas the “magnetic” length ξh

was estimated to be ∼3 nm, that is, much shorter than the thickness of the F layer.
Another interesting finding was that the change of DOS occured only in the vicinity
of DW. As a possible reason for the observed effects, the authors of Ref. [88, 89]
considered LRTC. However, believing that this component had to spread all over the
sample rather than to be located near DW, they finally ruled out this possibility.
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Although the superconducting pairing in both conventional superconductors and
HTS cuprates is singlet, one cannot just use for HTS the theory developed previously
for the conventional superconductors because of a special symmetry of the order
parameter Δ in these materials.

The HTS cuprates are layered compounds with a weak coupling between the
layers. The symmetry of the order parameter in HTS differs from that in the BSC
superconductors [90, 91]. In the simplest version the order parameter Δ in HTS
has the structure: Δ(p) = Δ0(p2

a − p2
b)/p2 = Δ0 cos 2(φ − φ0), where φ is the

azimuthal angle in the (a, b) plane normal to the c crystallographic axis, pa and
pb are projections of the momentum on the axes a and b. Such a dependence of
the order parameter in HTS leads to many interesting phenomena specific to HTS.
For example, the gap in the excitation spectrum turns to zero for certain directions.
In addition, the sign-variable angular dependence of Δ is the reason for the sign
change of the Josephson current in tunnel junctions composed of two HTS with
different orientations of crystallographic axes [90, 91].

In this section we analyze proximity effects of the HTS in contact with disordered
ferromagnets containing domain walls. We concentrate on the most interesting situa-
tion when the c-axis is perpendicular to the interface, such that the layers of the HTS
are parallel to the interface. This geometry corresponds to the experiment [88, 89]
and is special because, in cases when c-axis is not orthogonal to the interface, PE is
similar to the one in an s-wave S/N (or S/F) bi-layer.

We will see below that in the geometry considered the superconducting d-wave
condensate penetrates a normal metal with the mean free path l over a distance of
order l, which is much shorter than the length ξN , characterizing the penetration of
the s-wave superconductivity. One can say that PE is almost absent in this case but,
as we will show, it is restored if one replaces the normal metal by a ferromagnet
with domain walls perpendicular to the interface. In this case an odd triplet s-wave
component is induced near DW and this is just the LRTC predicted in Ref. [19]
for S/F heterostructures with conventional superconductors. It penetrates over much
longer distances of order ξN . Previously, inhomogeneities of the exchange field lead
to generation of the odd triplet s-wave condensate from the conventional s-wave
singlet superconductor. Now the presence of DW leads to formation of the same
s-wave component but starting from the d-wave singlet superconductivity.

As in the previous section, we will use the method of quasiclassical Green’s
functions. These functions obey the Eilenberger equation. In order to simplify the
problem we assume a weak PE, which corresponds to a small transmission through
the HTS/F interface. In this case the amplitude of the condensate function f in the
ferromagnet is small and the Eilenberger equation can be linearized. As a result, this
equation takes in the ferromagnet the following form (see, e.g., [3, 52])

sgnω · l(n · ∇)τ̂3⊗ f̌ + κω f̌ − iλh{cosα(y)[σ̂3, f̌ ]+
+ sinα(y)τ̂3⊗[σ̂2, f̌ ]} = 〈 f̌ (n, r)〉, (19)



Spin-Polarized Electrons 99

Fig. 4 Schematic picture of a
HTS/F bi-layer with a domain
wall DW of the Bloch type
(the shadowed stripe). The
signs in the circles denote the
direction of the magnetization
in domains

where κω = 1 + 2|ω|τ ,λh = hτsgnω,ω = πT (2n + 1) and n = p/p is the unit
vector parallel to momentum. The products hτ , |ω|τ are assumed to be small. The
angle brackets mean the angle average, [σ̂3, f̌ ]+ and [σ̂2, f̌ ] denote anticommutator
and commutator (Figs. 4, 5).

We consider the case when the magnetization is oriented along the z-axis far away
from the DW and rotates in the DW in the {y, z} plane changing asymptotically its
sign (see Fig. 1). This rotation is described by the angle α(y). The c-axis is assumed
to be orthogonal to the interface.

The quasiclassical Gor’kov function f̌ entering Eq. (19) is a 4 × 4 matrix in spin
(σ̂i ) and particle-hole (τ̂i ) spaces and it depends on coordinates r = {x, y} (here the
subindex i = 0,x, y, z and σ̂0, τ̂0 are the unit matrices). This matrix is off-diagonal in
the particle-hole space and contains both the diagonal ( f±) and off-diagonal elements
in spin space. We use the boundary conditions derived in Refs. [83] (a particular
dependence of the order parameter on the momentum p is not essential for their
derivation)

sgn(ω · nx)( f̌ (nx, ny)− f̌ (−nx, ny)) = T(nx)τ̂3⊗ f̌S (20)

where T(nx) is the transmission coefficient, and f̌ S = σ̂3⊗ f̂S, f̂ S = τ̂2 fS is the
quasiclassical Gor’kov function in the HTS. We assume that this function is not
perturbed by the PE due to the smallness of the coefficient T(nx) and write it in the
form fS = Δ(n)/

√

ω2 +Δ2(n) with Δ(n) = Δ0(p2
a − p2

b)/p2.
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Solving Eq. (19) for f with the boundary conditions, Eq. (20), one can write the
condensate contribution δν(ε) to the DOS at the outer surface of the F film as

δν(ε) = −1

8
T r(τ̂0⊗σ̂0〈 f̌ 2(n,x)〉)|ω=−iε,x=d (21)

The solution of Eq. (19) can be found in a way similar to the one used in Ref. [50].
First, we make a transformation introducing a new matrix f̌ = Ǔ f̌U Ǔ+, where
the transformation matrix Ǔ = exp(i τ̂3σ̂1α(y)/2) describes a rotation in the spin
space. Then, we represent the matrix f̌U as a sum of symmetric and antisymmetric in
momentum space parts: f̌U = š + ǎ. Substituting the matrices š and ǎ into Eq. (19),
one can express the antisymmetric matrix in terms of the symmetric one.

−l2(n · ∇)2ŝ1 + κ2
ω ŝ1 = κω〈ŝ1〉 + iny[l2(n · ∇)(Qτ̂3⊗ŝ0)− il Qκωsgnωâ0],

(22)

It is seen that the component s1 can be easily found from this equation and
expressed in terms of the short-range components â0 and ŝ0 [50].

Now we come to the demonstration that the presence of the ferromagnetism and
DW restores the long range penetration of the superconducting condensate. This
phenomenon occurs because such an inhomogeneous configuration of the exchange
field induces the odd triplet s-wave component of the superconducting condensate
with the projections of the spin Sz = ±1.

Substituting the matrices ŝ0 and â0 into Eq. (22) (see [52]), one can obtain the
equation for the triplet, Sz = ±1, component, ŝ1. We represent ŝ1 in the form:
ŝ1 = ŝ1av + ŝ1∼ with ŝ1av ≡ 〈ŝ1〉, such that, ŝ1av does not depend on angles and
〈ŝ1∼〉 = 0. Equations describing ŝ1av and ŝ1∼ have quite different forms. Since
〈ŝ1∼〉 = 0, one can see from the left-hand side of the equation for ŝ1∼ that the
characteristic scale for decay of ŝ1∼ is the mean free path l (in the considered dirty
limit κ2

ω ≈ 1). In the equation for ŝ1av the second term on the left hand side and
the first term on the right hand side almost compensate each other and one has:
κ2
ω ŝ1av − κω〈ŝ1〉 ≈ (2|ω|τ )ŝ1av. Therefore the angular averaged part of ŝ1 decays

over a large distance of the order of l/
√|ω|τ ∼ √

D/T and this is just the Sz = ±1
odd frequency triplet component.

In the main approximation the equation for ŝ1av reads

− l2 ∂
2ŝ1av(q)

∂x2 + κ2
q ŝ1av(q) = 3il2(∂Q/∂y)q〈n2

y ŝ0(x)〉, (23)

ŝ1av(q) = ∫

dyŝ1av(y) exp(iqy) and κ2
q = 6|ω|τ + q2l2.

The function ŝ0(x) decays over a distance of the order l,whereas the characteristic
scale for ŝ1av(x, y) is much longer: l/

√
6ωτ ≈ √

D/2πT . Therefore, the term on the
right hand side can be replaced by Bδ (x), where B does not depend on x. Solving
Eq. (23) in this approximation and Fourier transforming back to y, one can obtain
the function ŝ1av(d, y) that determines the contribution δν(ε) of the superconducting
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(a) (b)

Fig. 5 a Normalized correction to the DOS versus normalized energy ε/Δ0 for d = 2ξΔ,m =
Δ0τm0.3 (solid curve) and d = ξΔ,m = 0.6 (point curve), where ξ2

Δ = D/(2Δ0); b Dependence
of LRTC amplitude on the normalized y-coordinate at x = d for w = ξω, d = 0.5ξω (point curve);
w = ξω, d = ξω (upper solid curve) and w = 0.2ξω, d = ξω (lower solid curve). The y-coordinate
is measured in units ξω

condensate to the density of states on the outer side of the ferromagnet. The solution
for the LRTC ŝ1av(x, y) at the x = d can be presented in the form

ŝ1av(d, y) = (3/4)i τ̂1λh cos(2ϕ0)Tav fSavS(y) (24)

where Tav and fSav are the angle-averaged transmission coefficient and condensate
function in S and the Fourier component of the function S(y) is equal to: S(q) =
l2(∂Q/∂y)q [κq sinh(κqd/ l)]−1.

We emphasize that, in contrast to the singlet component f̂ S , the LRTC, ŝ1av , is an
odd function of the Matsubara frequency because λh ∼ sgnω (see Eq. (19)). Thus,
the odd-frequency triplet s-wave component ŝ1av arises as a result of the influence
of the non-homogenous magnetization in the DW on the d-wave singlet component.
One can see that the LRTC is zero if the nodes in the spectrum of the d-wave
superconductor lie in the plane of the DW.

One can express the spatial dependence of this component in an explicit form in
limiting cases. If DW is broader than the LRTC penetration depth we write, using
Eq. (21), the correction δν(ε) = ν(ε)− 1 to the density of states

δνe f f (ε) = δν(ε)[(3/2)l2λhTav(∂Q/∂y)]−2 (25)

The function νe f f (ε) is calculated numerically and represented in Fig. 2a an effec-
tive local correction to the DOS δνe f f (ε) at x = d caused by the LRTC.

In the opposite limiting case a simple form for the LRTC can be obtained if
the DW is approximated by a step-like function (Q = π/w for |y| < w/2 and
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Q = 0 for |y| > w/2). In this approximation we calculate the spatial dependence
of Sef f (y) = −(w/ l)S(y), for various values of w and d (Fig. 2b). We see that the
LRTC decays exponentially from DW over a long distance of order ξN .

Note that spin-dependent scattering makes the characteristic length of the LRTC
decay shorter [3, 52]. In this case the effective decay length equals ξNef f =
1/

√

ξ−2
ω + ξ−2

m , where ξm = √
Dτm , τm is the spin-dependent scattering time. The

amplitude of LRTC contains a small parameter (l2/wd). If this parameter is not
small, the formulas given above are valid qualitatively.

These results can help to explain the experimental data on the density of states in
a setup analogous to that considered here [88, 89], but more information about the
DW, barrier transparency T(nx) etc., is needed for a detailed comparison.

Therefore, the presence of a domain wall at the interface of a high temperature,
d-wave superconductor/ferromagnet bi-layer leads to the generation of an odd fre-
quency triplet s-wave component of the condensate. As a result, the superconducting
condensate penetrates the ferromagnet along DW over distances by far exceeding
the penetration depth of the d-wave condensate into a normal metal. This explic-
itly demonstrates the enhancement of the proximity effect by an inhomogeneous
exchange field.

4 Experimental Evidence for Triplet Superconductivity in S/F
Hybrid Structures

In recent years one notices an increasing number of different experimental systems
giving clear indications in favor of the existence of LRTC in S/F hybrid structures.
[21–27]. The first experimental evidence came from Keizer et al. [21], who studied the
Josephson current in an S/F/S Josephson junctions with the ferromagnetic half metal
CrO2. They observed a superconducting dc current through such junctions with the
F layers being much thicker than the penetration depth ξF . This current cannot be
carried by singlet Cooper pairs, because the spins of the conduction electrons in
this material are perfectly polarized in one direction (the exchange splitting of the
conduction band in this material is larger than the Fermi energy). Later-on these
results were reproduced in a similar experiment [27]. The LRTC in CrO2 may be
created at the interfaces (spin active interface) [55, 92] and penetrate into the F layer
over a long distance.

In a different work Sosnin et al. [22] measured the conductance of a ferromagnetic
wire (Ho) attached to a superconducting layer. The conductance variations below
Tc was too large to be explained by a short-range component of the condensate func-
tion penetrating into the F wire from the superconductor. Since the Ho ferromagnet
has a spiral magnetic structure, it is reasonable to assume that the conductance vari-
ations are caused by the LRTC predicted theoretically [62–64, 93].

Probably the most convincing experimental results in favor of the LRTC pene-
tration in a ferromagnet until now have been presented in experiments on multilay-
ered Josephson junctions [23, 26]. In Ref. [23], a multilayered S/N/F/N/F′/N/F/N/S
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Josephson junction is used in which F and F′ are weak (PdNi or CuNi) and strong
(Co) ferromagnets, respectively. The middle F layer was a trilayer structure consist-
ing of two F layers with antiparallel orientation of the magnetization M and of a thin
layer (Ru) providing an antiferromagnetic interlayer exchange coupling between the
F layers. For different thicknesses L of the F′ and F layers (we denote the thicknesses
of the F′ and F layers as Lh and L H layers, respectively) the authors measured the
critical current.

It was demonstrated that in the absence of the F′ layers (Lh = 0) the critical
current Ic was negligible, if the thickness of the F layer L H essentially exceeded the
small length ξH = √

D/H , where H is the exchange energy in the F layer. This is
what one expects for conventional singlet superconductivity. However, adding the F′
layers resulted in an increase of the critical current Ic by several orders of magnitude.
thus these F layers, in which the magnetization vectors are not collinear with F′, are
essential for the appearance of LRTC. The dependence of Ic(Lh) is non-monotonous:
the critical current is small at small and large Lh , reaching a maximum at Lh ∼ ξh .
The authors of Ref. [23] suggested an explanation of these results in terms of the
LRTC.

In Ref. [26] the ferromagnetic layer F in the multilayered S/F/S junction was
designed as a combination of two spiral Rare earth magnets (Ho) with a strong
ferromagnet (Co) in the middle. The LRTC was created in Ho layers and could
penetrate the rather thick Co layer, the critical current caused by the LRTC decayed
very slowly with increasing thickness of the Co layer

4.1 Triplet Superconductivity in Josephson Junctions with
Ferromagnetic Cu2 Mn Al Heusler Barriers

In a recent paper Josephson junctions of the type S/F/I/S with Nb as the supercon-
ducting layers, a thin isolating layer I, and one single Cu2MnAl-Heusler layer as the
ferromagnetic layer F were studied [24] and strong evidence for the existence of a
LRTC was reported. The results could be modelled closely in a recent theoretical
paper assuming LRTC [93]. The ternary metallic alloy Cu2MnAl has very peculiar
magnetic properties unknown for conventional transition metal ferromagnets and
responsible for the formation of an intrinsic F/F′/F structure.

When prepared at room temperature, the Cu layers are non ferromagnetic (Fig. 6).
At room temperature Cu grows in the A2-structure with a random distribution of
all atoms on a bcc lattice [94–96]. In the A2-structure nearest neighbor Mn atoms
are coupled by strong antiferromagnetic exchange interactions, whereas Mn-next
nearest neighbors with an Al-atom in-between are coupled ferromagnetically via a
superexchange type of interaction [97]. The competition of these two interactions and
the randomness of the atomic distribution in the A2 structure gives rise to spin glass
type of magnetic order with a freezing temperature of 240 K [98]. Upon annealing
at 240 ◦C the unit cell symmetry transforms to the ordered L21 Heusler structure,
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Fig. 6 (Color online) Magnetic moment (measured at 1 kOe and 15 K) divided by the sample area
versus the thickness of the Heusler layer in the as-prepared state (diamonds) and after anneal-
ing at 240 ◦C for 24 h (dots). The dashed linear slope corresponds to a magnetic moment of
2.9 μB /Mn-atom. The inset shows hysteresis loops measured at 15 K for samples in the annealed
state with the Heusler layer thickness dF = 5.4 nm (inner loop, blue), dF = 10.2 nm (middle loop,
red) and dF = 17 nm (outer loop, black) (Data taken from [24])

which is combined of four interpenetrating fcc-sublattices occupied by Mn, Cu and
Al, exclusively [99]. With this symmetry in Cu there are no Mn-Mn nearest neighbors
and the ferromagnetic Mn-Al-Mn exchange interactions leads to ferromagnetic order
with a magnetic moment of about 3.2μB per Mn-atom and a ferromagnetic Curie
temperature above 600 K [98].

In the inset of Fig. 6 we show examples of ferromagnetic hysteresis loops of
Cu-layers in the Josephson junctions for different thicknesses of the Heusler layers
after annealing at 240 ◦C for 24 h. A ferromagnetic hysteresis loop is only observed
above a critical thickness dF = 5 nm. For dF < 5 nm the spin glass state still exists.
Above dF = 5 nm the saturation magnetic moment increases gradually over a very
broad thickness range, up to about dF = 30 nm where it reaches a constant slope
corresponding to a value of 2.9 μB /Mn-atom. This behavior of the Heusler layers
indicates a gradual transition of the magnetic order from pure spin glass to high
moment ferromagnetism across intermediate phases with coexisting spin glass order
and low moment ferromagnetism. The magnetization profile inside each Heusler
layer also reflects these different phases: there is a low moment spin glass type of order
close both interfaces and larger moment, ferromagnetic type of order at the core of
the Heusler film. The microscopic origin of this behavior is an intrinsic gradient
of the degree of L21-type atomic order inside the Heusler layer with a low degree
of order at the interfaces and a higher degree of order in the interior of the film.
[100, 101].

The thickness dependence of the normalized critical current density (normalized
to the junction area and the junction resistance in the normal state) in the as-prepared
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Fig. 7 (Color online) Critical
current density versus the
Heusler layer thickness in
the as-prepared state (black
crosses and triangles) and
the annealed state (red circles
and squares). Measurement
done at 4.2 K. Dashed line
ξ = 5.7 nm; dash-dotted line
ξ = 0.8 nm. (Data taken from
[24])

state is plotted in Fig. 7. One observes an exponentially damped curve with a decay
length ξ = 0.8 nm. The decay length of a dirty metal with inelastic pair breaking scat-
tering is given by ξ = √

DF/Eie with the diffusion constant DF and the scattering
energy Eie = �/τie (scattering time τie).With the electrical resistivity measured on
separate samples and the other parameters taken from the literature one can estimate
DF and get Eie = 45 meV for the inelastic scattering energy.

After annealing the junctions at 240 ◦C for 24 h, the Heusler layers develop ferro-
magnetic order (see Fig. 6). Whereas below a thickness of about dF = 8 nm in Fig. 7,
the critical current in the annealed state is slightly smaller than in the as-prepared
state, there is an strong increase above, up to a thickness of dF = 10.5 nm. Above
10.5 nm there is a sharp drop-off and the critical current approaches the value for the
as-prepared state again.

The theory for singlet pairing of a Josephson junctions with a ferromagnetic barrier
of variable thickness dF in the dirty limit predicts the functional dependence

jc(dF ) = j0

∣
∣
∣
∣
cos

(
dF

ξF2

)∣
∣
∣
∣
exp

(

− dF

ξF1

)

(26)

with the decay length ξF1 and the oscillation length ξF2 [2]. Without pair break-
ing scattering both lengths are given by the penetration depth in a ferromagnet
ξF1 = ξF2 = ξF . With pair breaking scattering the decay length decreases and
the oscillation length increases compared to ξF [2]. The first term in the equation
describes the transition from a 0-junction to a π-junction and leads to a deviation
of the current density from an exponentially damped curve towards smaller values
when approaching the transition range, in sharp contrast to what is observed for
the annealed state in Fig. 6. In the plateau region in Fig. 7 the decay length has a
value of ξF = 5.7 nm, which in the framework of singlet superconductivity cannot be
interpreted in any reasonable way, thus leading to the conclusion that in the plateau
region a LRTC shows up.
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The appearance of a LRTC is due to the intrinsic magnetization profile inside very
thin single Heusler layers. In the thickness range just above the onset of ferromag-
netism, where the LRTC appears (see Fig. 7), ferromagnetic order already exists in
the core of the Heusler layers, whereas at the interfaces spin glass order still pre-
vails. The coupling between the two types of magnetic order parameters induces
a small ferromagnetic magnetization close to the interfaces, however, with some
canting of the local magnetization with respect to the magnetization direction of the
core, because of the coupling to the coexisting spin glass type of order. Essentially,
the interface layers with canted moments play the role of the F′ layers in an artifi-
cial F′/F/F′ trilayer structure, which, according to the theory, presents the minimum
requirement for the generation of LRTC. With the development of full ferromagnetic
order in the Heusler layers at larger thicknesses, the canting and thus the LRTC of
the superconducting condensate function vanishes [93]. This gives rise to the sharp
drop-off of the critical current density above dF = 10.5 nm.

5 Spin Screening Effect

Qualitatively the physical origin of the spin screening effect in S/F layer systems can
be understood as follows: Assuming an S/F bilayer with highly transparent inter-
faces and with the F layer very thin compared to the superconducting penetration
depth ξF , the Cooper pairs penetrate freely from the S-layer into the F-layer. Due
to the exchange field in F the conduction electron spins at the Fermi level combin-
ing the Cooper pairs are polarized in one direction, predominantly. These electrons
have their Cooper partners deep in the S layer, at a distance of the order ξs , the
superconducting coherence length in the S-layer. Thus, due to the superconduct-
ing correlations, a spin polarization with a direction antiparallel to the magnetiza-
tion direction in F is induced. Theoretically it has been shown that for this ideal
model the induced magnetic moment in the S layer should exactly compensate the
magnetic moment in the F layer [30], i.e. one should have perfect so-called spin
screening.

For a real experimental S/F bilayer system with low transparency of the inter-
face and a finite thickness, the amplitude of the magnetization induced by the spin
screening effect is expected to be very small. Thus for an experimental proof of
the spin screening effect one needs a method which can sensitively probe small
changes of the spin polarization in the S layer below Tc. In the literature the measure-
ment of the Knight shift by nuclear magnetic resonance (NMR) techniques [31, 32],
the magneto-optical Kerr effect (MOKE) [33] and scanning tunnelling spectroscopy
(STM) [34] has been applied to prove the existence of the spin screening
effect.
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Fig. 8 NMR spectra for a
single V layer (thickness
d = 30 nm; Tc = 4.7 K) in the
normal a and superconducting
b states for the parallel (‖)
and the perpendicular (⊥)
orientation of the magnetic
field. The NMR spectra are
fitted by the Gaussian line
shape (circles). The vertical
line shows the NMR line
position for 51V nuclei in an
insulator. (Data taken from
[31])
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5.1 Observation of the Spin Screening Effect by NMR

In the investigation of Ref. [31, 32] the Knight shift of the 51V nuclei of a supercon-
ducting V film as part of F/S/F trilayers was analyzed using an ultra sensitive NMR
spectrometer especially designed for this study. Conventional NMR spectrometers
can hardly detect the small changes of the Knight shift occurring below Tc. The
reason for the high sensitivity needed is the small number of the V nuclei in the
sample and the rather thick V-layer one must use. Since the spin screening effect is
expected to occur on a length scale of the order of ξs , which for V films is about
10 nm, typically, it would be best to limit the thickness of the V-layer to dV < 20 nm.
However, V layers of this thickness in F/S/F trilayers are not superconducting any
more (see, e.g., [7], thus the minimum thickness ds needed is limited to about 4ξs .

The experimental evidence for the spin screening effect by NMR is based on the
expected change of the spin susceptibility in the superconducting V layer caused by
the spin polarization in V below Tc. The spin polarization of the conduction electrons
is part of the Knight shift of the NMR resonance line.

In Fig. 8 we present the NMR signals for a single V layer above and below Tc.
These spectra provide a reference for a comparison with the subtle changes of the
resonance line observed for F/S/F trilayers. In the normal state (Fig. 8a) the resonance
line shape is well described by the derivative of a Gaussian absorption curve for the
parallel as well as for the perpendicular orientation of the dc magnetic field relative
to the film plane. For the Knight shift in the normal state of V, which is defined as
the ratio of the NMR line shift relative to its position in an insulator to the position
of the NMR line in an insulator, 0.59 ±0.01 % results from these measurements, in
good agreement with previous work [102–104].
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Fig. 9 NMR spectra for
Ni/V/Ni trilayers (a dV =
44 nm, dNi = 5 nm, Tc =
4.1 K and b dV = 70 nm,
dNi = 5 nm, Tc = 4.4 K)
in the superconducting state
(parallel magnetic field). The
dotted line is a theoretical
fits taking the spin screening
effect into account. (Data
taken from [31])
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In Fig. 8b the NMR spectrum for the single V layer below Tc for both field orienta-
tions is depicted. Compared to the normal state (Fig. 8a) the resonance line is shifted
towards higher magnetic fields and definitely broadened in case of the perpendicu-
lar orientation (ΔB = 15.5 G). The broadening of the NMR line is caused by the
inhomogeneous magnetic field distribution in the vortex state for the perpendicular
orientation of the field [105–107]), the line shift is due to the change of the spin
susceptibility below Tc.

For a Ni/V/Ni trilayer in the normal state above Tc, the NMR resonance line
position and the line width observed was virtually identical to that observed for the
single V layer in Fig. 8a. In the superconducting state in Fig. 9, however, the NMR
spectra are characteristically different. There also is a shift of the resonance line to
higher magnetic fields, but, simultaneously, the line shape is markedly changed with
the high-field wing of the NMR line strongly distorted.

The change of the NMR line shape of the F/S/F trilayers on the transition to the
superconducting state is a clear indication of the spin screening effect. Taking the
spatial distribution of the spin polarization in the S layer into account, the NMR
line shape was calculated quantitatively and good agreement was found (see Fig. 9).
A careful inspection of all data leads to an exclusion of other possible explanations for
the change of the line shape, such as quadrupole effects or local field distributions in
the vortex state [31, 32]. The same anomalous change of the NMR line shape below
Tc was also observed for the NMR spectra of Pd1−xFex/V/Pd1−xFex trilayers with
x = 0.02 and 0.03 in the superconducting state [31, 32].

5.2 Other Experiments on the Spin Screening Effect

Measurements of the magnetization using the polar magneto-optical Kerr effect on
S/F bilayers above and below the superconducting transition temperature Tc have
also been employed to search for the spin screening effect [33]. Using Pb/Ni and
Al/CoPd bilayers, a slight change of the magneto-optical response across Tc gave
indication of an induced magnetization in S. Making use of the possibility to have the
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optical penetration depth of the light much smaller than the thickness of the S layer,
the Kerr effect from the F-layer was suppressed to a large extend, thus enhancing the
sensitivity for small magnetization changes in S. For the Pb/Ni bilayer system, with a
superconducting coherence length ξs of about one half of the thickness of the S layer,
the amplitude of the signal was very small. For the Al/CoPd bilayer system with a
much larger ξs the effect was more distinct and the signal was found to increases
in amplitude when lowering the temperature below Tc. This is in accordance with
predictions within the framework of the theory of the inverse proximity effect in
Ref. [28, 29].

Another interesting recent experiment using scanning tunnelling electron spec-
troscopy has also been tentatively interpreted as giving evidence for the spin screening
effect [34]. The authors have grown islands of ferromagnetic SrRuO3 on a c-axis
oriented thin film of the high Tc superconductor YBa2Cu3O7−δ . When measuring
the tunnelling current on the ferromagnetic islands, the density of states was found
to exhibit a small gap like feature, consistent with the expected short range pene-
tration of the superconducting order into the ferromagnet. On the superconducting
film in the vicinity of ferromagnetic islands the authors found anomalous split-gap
structures, possibly providing evidence of the inverse proximity effect. However,
the length scale of this effect inside the superconductor was found to be an order of
magnitude larger than ξs , inconsistent with the theoretical prediction of a penetration
depth of the order of ξs [28, 29]. As discussed in Sect. 4 above, the effect should
better be associated with triplet superconductivity close to an S/F interface.

6 Superconducting Spin Valve Effect

As mentioned in the Introduction, in recent years there has been essential progress
in the experimental realization of the superconducting spin valve based on the S/F
proximity effect. As proposed in the theoretical papers [35–38] there are two possible
designs for a spin valve, the F1/F2/S layer scheme with two ferromagnetic layers on
one side of the S layer, or the F/S/F trilayer with the superconducting layer inter-
leaved between two ferromagnetic layers. The differenceΔTc between the transition
temperature with the parallel and antiparallel orientation of the two F layers in F/S/F
type spin valves turned out to be quite small [39–42].

6.1 Superconducting Spin Valve Effect in Epitaxial Fe/V Layer
Structures

In a recent systematic study of superconducting spin valves based on the Fe/V layer
system grown epitaxially on MgO substrates [51], the maximum shiftΔTc = 20 mK
could be achieved using FeV alloys as the ferromagnetic layers (Fig. 10). In these
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Fig. 10 Resistive superconducting transition of a spin valve with the layer sequence CoO(3 nm)/
Co(7 nm)/Fe24V76(3.7 nm)/V(24 nm)/ [Fe24V76(2.4 nm)/Fe(0.44 nm)]8 in an applied magnetic of
+450 Oe and −450 Oe. In the positive field the ferromagnetic layers are oriented in antiparallel
direction, in the negative field in parallel direction. (Data taken from [51])
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Fig. 11 Magnetic moment versus magnetic field measured at 10 K for the sample Pd(5 nm)/
V(24 nm)/[Fe(3Ml)/V(12Ml)]25 (Ml denotes a monolayer). (Data taken from [51])

spin valves the top ferromagnetic layer is pinned by the exchange bias effect from an
antiferromagnetic CoO layer so that the magnetization direction of the bottom ferro-
magnetic layer can be reversed without affecting the pinned top ferromagnetic layer.
One sees that the shift of the superconducting transition is definitely smaller than the
transition width, so that the there is no real switching behavior between the normal
and superconducting state, as would be desirable for a superconducting switch.

The second possible spin valve design, the layer scheme S/F1/F2, found much less
attention in the literature until now, but has possibly superior potential for exhibiting
larger ΔTc shifts. This was demonstrated using a superconducting V-film grown
epitaxially on an epitaxial [Fe/V]n superlattice with antiferromagnetic interlayer
exchange coupling between the Fe layers [108].

In Fig. 11 a magnetization curve for one of the [Fe/V]n superlattices stud-
ied is shown. The magnetization curve reveals an antiferromagnetic interlayer
exchange coupling between successive Fe-layers. With increasing magnetic field the
magnetization direction of subsequent Fe layers is gradually rotated from an
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Fig. 12 Squared parallel upper critical magnetic field versus temperature for the same sample as

in Fig. 11. The solid straight line describes the temperature dependence for (H P
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2
above 5 kOe2.

Another straight line shows the (H P
c2)

2
versus temperature for unchanged mutual orientation of

magnetizations of the subsequent Fe layers in the multilayer. (Data taken from [51])

antiparallel alignment in zero field to a parallel alignment for the saturation field
above 2 kOe.

In Fig. 12 the square of the upper critical magnetic field for the same sample has
been plotted. For the field direction in-plane the upper critical field of the V-layer is
in the two-dimensional limit, thus the upper critical field is given by [109]:

H P
c2(T ) = Φ0

2πξ2(0)

√
12

dS

√
(

1 − T

Tc

)

(27)

with the flux quantum Φ0, the thickness of the film dS and the Ginzburg-Landau
correlation length ξ,

As shown in Fig. 12, the straight line describes the temperature dependence of the
upper critical field for the field range above the saturation field of 2 kOe perfectly. At
lower fields there is an increasing deviation. From the extrapolation of the straight line
one gets a superconducting transition temperature ΔTc which is more than 200 mK
below the true transition temperature measured at zero field. This difference in Tc of
200 mK is due to the superconducting spin valve effect i.e. due to the rotation of the
sublattice magnetization from antiparallel to parallel orientation. The amplitude of
the spin valve effect is about one order of magnitude larger than typically observed
in F/S/F-type spin valves, thus indicating the superior potential of the F1/F2/S spin
valve design.

6.2 Full Switching in F1/F2/S-Type Superconducting Spin Valves

In the following we reproduce the essential findings of Ref. [43, 44] on spin valves
of the F1/F2/S-type, following the design originally proposed in Ref. [35]. The layer
sequence is CoOx/Fe(1)/Cu/Fe(2)/In, prepared on a high quality single crystalline
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Fig. 13 Magnetic hys-
teresis loop measured at
10 K for a spin valve
CoOx/Fe(1)/Cu/Fe(2)/In with
the thickness dFe(1) = 2.4 nm
and dFe(2) = 0.5 nm. (Data
taken from [43])
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MgO(001) substrate. In this spin valve a 4 nm thick antiferromagnetic CoO layer pins
the first ferromagnetic Fe(1) layer by an exchange bias field, a 4 nm thick Cu-layer
magnetically separates the second Fe layer Fe(2) from Fe(1). The superconducting
layer is an In-layer of 230 nm thickness. The Fe(1) layer has a thickness of typically
2.3 nm, the Fe(2) layer is thinner, in order to allow a penetration of the supercon-
ducting pairing function into Fe(1).

The magnetic hysteresis loop of one of the spin valves, measured at 10 K after
field-cooling in a field of 4 kOe, is shown in Fig. 13. One sees two well defined
magnetic states with parallel and antiparallel magnetization orientation of Fe(1) and
Fe(2), respectively.

The sample was cooled down in a magnetic field of 4 kOe applied parallel to the
sample plane and measured at 4 K. The magnetic field was varied from 4 to −6 kOe
and back again to the value of 4 kOe. Both limits correspond to the orientation of the
magnetization of the Fe(1) and Fe(2) layers parallel to the applied field.

Minor hysteresis loops and parameters of the corresponding resistive supercon-
ducting transition are plotted in Fig. 14. The resistive transition was measured at
positive and negative fields +H0 and −H0, respectively, during re-magnetization of
the Fe(2) layer. The resistive transition is strongly broadened in the multidomain
state and very sharp in magnetic saturation of Fe(2) in the parallel (P) as well as the
antiparallel (AP) orientation of the magnetization of Fe(2) with respect to Fe(1).

In magnetic saturation one notices a sizable differenceΔ Tc = T AP
c − T P

c for the
two orientation of the magnetization of Fe(2), this is the superconducting spin valve
effect, which for the sample in Fig. 15 amounts to ΔTc = 19 mK. Actually this shift
is not the largest one among the data published before (see, e.g., Ref. [41], where
ΔTc � 41 mK at δTc ∼100 mK). However, most important, it is substantially larger
than δTc which is of the order of 7 mK at the saturation field H0 = 110 Oe. Thus one
can switch the superconducting current off and on by reversing the magnetic field,
as required for the operation of a superconducting switch (see details of Fig. 15).

Remarkably it was found that the sign ofΔTc depends sensitively on the thickness
of the layer Fe(2) and is positive for dFe(2) <1 nm and turns negative for dFe(2) ≥
1 nm. This dependence of the spin valve effectΔTc on the thickness of the Fe(2)-layer
is shown in Fig. 16.
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Fig. 14 Minor hystere-
sis loops (a) width of the
resistive superconducting
transition δTc (b) and the
shift of the superconduct-
ing transition temperature
ΔT ∗

c (c) for the same sam-
ple as in Fig. 13. ΔT ∗

c =
Tc(−H0) − Tc(+H0) = δTc
at the saturation field. (Data
taken from [44])

(a)

(b)

(c)

One sees that theΔTc(dFe(2))-dependence exhibits an oscillating character in the
thickness range 0.5 nm ≤ dFe(2) ≤ 2.6 nm. The origin of this interesting behavior is
under intense discussion in the literature, since it reveals that the superconducting
spin valve effect obviously is more complex than assumed in the previous theoretical
work [35], which only predictsΔTc > 0. In Ref. [43, 44] different possible scenarios
were discussed: (i) occurrence of magnetic domains in the Fe layers; (ii) a spin
accumulation in the S layer; (iii) quantum mechanical interference of the Cooper pair
wave function in the S/F multilayer. The authors argued in favor of the possibility
(iii) and excluded (i) and (ii).

In a recent theoretical treatment by Fominov et al. [110] modelling the experi-
mental spin switch scheme, an oscillatingΔTc(dFe2) was reproduced, and although
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Fig. 15 (Color online)
Switching between normal
and superconducting states in
a spin valve sample during a
slow temperature sweep by
applying the magnetic field
H0 = −110 Oe (closed cir-
cles) and H0 = +110 Oe
(opened circles) in the sample
plane. (Data taken from [44])
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of the Tc shift ΔTc on
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to the calculated function
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the assumptions in the theory seem oversimplified compared to the experimental
situation, it was possible to fit the experimental curve with reasonable set of para-
meters using this theory (see Fig. 16) which basically assumes quantum interference
at the boundaries as the origin for the oscillations.

7 Summary and Conclusions

In this review we have discussed results of recent theoretical and experimental stud-
ies of S/F thin film heterostructures. We summarized the experimental situation
concerning the inverse proximity effect, i.e. the spin polarization of the Cooper
pairs in a superconducting layer. Experimentally, a partial screening of the magnetic
moment of the ferromagnetic layer in S/F systems has clearly been observed recently
[31, 32].

We also have reviewed the recent progress in the experimental realization
of the superconducting spin valve effect. The absolute value of the shift in the
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superconducting transition temperature Tc between the two magnetic states (mag-
netization of the two F layers either parallel or antiparallel) in the F/S/F- as well as
F1/F2/S-type valves is still quite small. However, recently it was at least possible to
design an F1/F2/S spin valve with complete switching behavior, i.e. with the resistive
transition width smaller than the shift in Tc.

The main attention of the present review has been paid to a new type of super-
conducting correlations, the so-called long range triplet component LRTC of the
superconducting condensate function. Theoretically it has been shown that these
triplet correlations, odd in frequency, even in spin and even in momentum, may
occur in S/F thin film heterostructures with a nonhomogeneous magnetization. The
superconductor S can be a conventional singlet BCS- or an d-wave high-Tc super-
conductor.
The superconducting order parameter Δ is determined by electron-electron interac-
tions in the superconductor and has either ordinary BCS or d-wave symmetry. The
singlet component penetrates from the superconductor S into the ferromagnet F over
the short length ξF . In the ferromagnet it creates different triplet components: the
component f0 with zero projection of the total spin of the Cooper pair with respect
to the magnetization vector and the component f1 ( f↑↑ or f↓↓) with nonzero pro-
jection. The latter component (LRTC) penetrates the ferromagnet on a distance large
compared to ξF . The ratio of the penetration length of the LRTC and the singlet
component is of the order ∼√

I/2πT  1. It spreads also into the superconductor
over the length of the order of ξS .

The existence of the LRTC in S/F structures with a nonhomogeneous magnetiza-
tion M(x)has been predicted theoretically a decade ago already [19]. Experimentally,
however, it has been detected only very recently [21–23, 25, 26, 24, 27]. In exper-
imental systems the magnetic inhomogeneity can be realized in different manners,
e.g. in multilayered S/F structures by non collinear M vectors in subsequent F layers,
in a single F layer by a domain wall at the S/F interface, or in Rare Earth ferromagnets
by the intrinsic spiral magnetic structure. An intrinsic inhomogeneity with canted
spins at the interfaces also can be established in Cu2MnAl Heusler layers. The main
experimental evidence of a LRTC is a long range penetration of the superconducting
condensate into the ferromagnetic layer, because only the LRTC is insensitive to the
exchange field and to non magnetic scattering.

We also discussed the LRTC in an S/F structure combining a high-Tc supercon-
ductor Sd-wave with singlet d-wave pairing and a diffusive ferromagnet with a domain
wall (DW) [50]. It turns out that in case of the c-axis normal to the S/F interface the
LRTC arises near the DW and spreads into F over a distance much larger than ξF and
the mean free path l. Therefore the highly anisotropic, singlet d-wave condensate
in the Sd-wave superconductor leads to the creation of a triplet, isotropic condensate
(LRTC) in the ferromagnetic layer. On the other hand, in the case of a contact of a
Sd-wave and a diffusive normal (nonmagnetic) metal Ndif , the condensate penetrates
from the Sd-wave into Ndif over a rather short distance of the order of l and has the
same structure as in the Sd-wave i.e. is also of d-wave symmetry. Thus an anomalous
PE arises in the case of a contact between a Sd-wave and a diffusive F layer with a
DW. This effect has possibly been observed in experiments, already [87, 88].
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As noted in the review [5] “an order parameter such as the LRTC has never been
observed in nature before”. This effect is important not only from the point of view
of fundamental physics, but also from a technical point of view, because multilay-
ered S/F/S Josephson junctions with the LRTC may be applied in future spintronic
devices [5].
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Ferromagnetic Heusler Alloy Thin Films:
Electronic Properties and Magnetic Moment
Formation

Heike C. Herper, Peter Kratzer, Heiko Wende, Bernhard Krumme,
Kurt Westerholt and Peter Entel

Abstract Heusler alloys have attracted huge interest due to their outstanding mag-
netic properties which make them suitable for various applications. Bulk Heusler
alloys are applied in magnetic shape memory and magneto-caloric devices. Here, we
focus on thin films of Heusler alloys as needed for magneto-electronic applications.
Especially, Co- or Fe-based systems such as Co2MnSi are known to be half-metallic
or have at least a high spin polarization and a high Curie temperature making them
appropriate as spintronic materials. In the present paper the influence of composi-
tion, disorder, and structural deformation on the magnetic properties is discussed
from experimental as well as theoretical point of view. Since the quality of a spin-
tronic device crucially depends on the interplay between the ferromagnet and the
substrate the influence of different substrates (GaAs, MgO) on the electronic and
magnetic properties is studied.

1 Introduction

In modern technology magnetic materials play an important role, prominent exam-
ples being data recording, magnetic field sensors, and biomedical applications [1–4].
The development of magnetic devices is achieved by theoretical and experimental
work, searching for new materials and explaining the experimental observations on
the atomic level [5–8].
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One class of materials which has attracted considerable interest in recent years
because of its outstanding magnetic properties are Heusler-type alloys. In bulk their
magnetic properties can be relatively easily controlled by composition and stoichiom-
etry [9–11] which renders them interesting as functional materials for different appli-
cations such as magnetic shape memory alloys (MSMA) [12, 13], magnetic tunnel
junctions (MTJ) [14–16], magneto-caloric devices [17, 18], and topological insula-
tors [19]. Using one and the same material class for different applications opens up a
wide field for future multifunctional applications. Heusler alloy thin films which are
the subject of the present chapter, find their major application in magnetoelectronics,
e.g. MTJs. Hence we discuss their properties with respect to these applications, while
keeping the other two areas in mind.

The magnetic shape memory effect (MSME) [20] is related to the observation
of a magnetic field driven shape change below the martensitic phase transformation
temperature, which is different from the temperature driven change in conventional
shape memory materials. In Heusler type shape memory alloys the shape change
reaches meanwhile 10 % in an external magnetic field of less than 1 T, which actually
is about 100 times larger than in conventional piezoceramics. Small effects have
already been observed in thin Ni2MnGa films [21, 22]. Unfortunately, the prototype
MSMA Heusler materials such as Ni2MnGa are too brittle for practical applications.
In order to overcome the problem, intensive studies have been started by changing
also the composition and stoichiometry of the Heusler alloy [23, 24].

Similar problems also arise for magneto-caloric Heusler alloys. Here the temper-
ature T of a sample is increased (conventional magneto-caloric effect) or reduced
(inverse effect) adiabatically by an amount ofΔT if a magnetic field is switched on.
The inverse magnetocaloric effect has become popular as a possible environmental
friendly refrigerator tool for local cooling [25]. However, the effect is relatively small
and similar to the MSMA, material design by variation of composition is a topical
task. Both, the MSME and the magnetocalorics are intensively studied especially
by theoretical groups in order to find new and better compositions for applications
[26–28].

Here, the focus is on the most advanced application for Heusler alloys namely
magnetoelectronics whereby a combination with the above mentioned features is
desirable as a long term perspective for multifunctional materials. Regarding to
magneto-electronic applications a new aspect enters the search for suitable mate-
rials. While magnetic shape memory and magneto-caloric devices are usually built
of bulk materials, MTJs are naturally layered thin film systems consisting of two
ferromagnetic electrodes and an insulating tunneling barrier such as GaAs(001),
MgO(001), AlOx or TiOx [29], see Fig. 1. Accordingly, it is not sufficient to opti-
mize the properties of the ferromagnet (FM), the interface between the FM and
insulating barrier is important as well [30–32]. In case of GaAs(001) the lattice mis-
match between Fe-Co-Si Heusler alloys and the insulator is rather small (<1 %), but
due to the complex surface structure of GaAs(001), diffusion is likely to occur at the
interface deteriorating the quality of the heterostructure [33]. This effect could be
suppressed by using MgO(001) which shows no significant surface reconstruction,
see Sects. 2.2 and 3.1.2. Alternatively, AlOx or similar amorphous oxides are used,
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Fig. 1 Schematic drawing of a magnetic tunnel junction (MTJ). In this case the magnetization of
the FM is in-plane. The electric current is always oriented perpendicular to the plane of layers. The
magnetization direction of FM2 is changed from antiparallel (gray arrow) to parallel (black arrow)
by applying a magnetic field

however, the quality of the hybrid system strongly depends of the fabrication of the
AlOx layer [34].

The efficiency of a MTJ is expressed by the tunnel magnetoresistance (TMR)
ratio. The TMR measures the change of the resistance when a small magnetic field
is applied to the sample, which is sufficient to switch the magnetization direction of
FM2 in Fig. 1 from antiparallel to parallel alignment compared to FM1. Usually the
resistance in the parallel arrangement is smaller than in the antiparallel configuration.
The change of the resistance is usually defined by

TMR = Ra − Rp

Rp
= G p − Ga

Ga
(1)

where Rp and Ra are the resistances for parallel and anti-parallel alignment of the
ferromagnetic layers FM1 and FM2, respectively, with the corresponding conduc-
tances named G p and Ga . This so called positive definition of the TMR diverges if
only electrons of one spin orientation exist at the Fermi level. The TMR effect was
already discovered in 1975 by Jullière [35], but due to the lack of an appropriate thin
film technology and suitable materials it took until 1995 when the TMR experiences
its Indian summer [36]. Henceforce, an relentless search for new ferromagnets has
started to maximize the TMR value and Heusler alloys seem to fulfill the prerequisites
for huge TMR values.

Heusler alloys with the generic formula X2YZ crystallize in L21 structure with
Fm3̄m symmetry which consists of four interpenetrating fcc lattices, see Fig. 2
whereby in the ideal stoichiometric case sublattices A and B are occupied by the
same species (X). In some cases the so called inverse Heusler structure (proto-
type Hg2CuTi) occurs in which X occupies sublattices A and C. Depending on the
application high Curie temperatures and spin polarizations are necessary (magneto-
etronics, TMR) or the system has to undergo a shape change in the low temperature
phase (MSMA). Designing materials with the desired magnetic properties can be
achieved, for example, by varying the composition of the constituents X, Y, and Z,
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Fig. 2 a Sketch of a Heusler type structure. Different colors indicate the four interpenetrating
sublattices. The ordinary L21 ordered Heusler structure is achieved if sublattice A and B are occupied
by the same species. In case that the same type of atoms sits on A and C, the system is in the
so-called inverse Heusler structure with F4̄3m symmetry. When three sublattices are occupied by
the same material, as in Fe3Si, this leads to D03 symmetry. b Sketch of phase diagram of a ternary
Co-based Heusler alloy Co3−x Yx Z, with Y being a magnetic transition metal, i.e., Fe or Mn. In
case of Heusler systems being interesting for spintronic applications Z is usually a half metal such
as Ge and Si or poor metal like Al

off-stoichiometric composition or impurities which means changing the number of
valence electrons in the system. The focus of the present article is on systems being
possible candidates for spintronics applications, i.e., materials which provide a high
TC and large spin polarization P . Halfmetallic systems (100 % spin polarization)
such as Co2MnSi or Co2FeSi are the most attractive candidates.Theoretically, for
half metals the expected TMR ratio is infinite, since the conductance for the case
of antiparallel magnetization goes to zero (see Eq. 1). Since there are no appropriate
states at the Fermi level of FM2 which could be occupied by electrons tunneling
from FM1 [1, 37]. Unfortunately, these promising predictions are not always con-
firmed by experiments and the measured TMR values may fall behind the theoret-
ical predictions, especially at elevated temperatures [38]. However, there are very
promising experimental results which have been measured for Co2Fe0.5Al0.5Si with
a TMR = 386 % and Co2MnSi 217 % on MgO(001) at room temperature [14, 39].
An overview of the experimental properties such as anisotropy, polarization etc. can
be found in Ref. [40].

The key point for the quality of ferromagnet-insulator hybrid structures is the
design of the ferromagnet-insulator interface. It is quite challenging to build a perfect
interface, because diffusion processes or alloy formation, which may occur at the
interface, can destroy the ideal magnetic properties of the Heusler alloy or in the words
of Swagten “The use of these [Heusler] materials in ferromagnetic-insulator junctions
is obviously extremely tedious due to the crucial role of two barrier interfaces.” [41].

Depending on the fabrication technique the samples are not or at least not fully
L21 ordered but show partially B2 order, which also reduces the spin polarization and
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the TMR [42]. Furthermore, it has been argued that the composition of the Heusler
alloys grown on an insulating substrate may not be completely homogeneous and
deviations from the ideal stoichiometry can influence the magnetic properties as
well [43].

Since there exists a quite large amount of literature dealing with Heusler alloys
and TMR, the aim of the present review is to focus on the mechanisms which are
essentially responsible for the magnitude of the spin polarization and the influence of
the interface. The important aspects are exemplarily discussed for selected systems,
which embrace the quasi-Heusler alloy Fe3Si as a kind of prototype for magnetic
Heusler alloys and the high-TC compounds Co-Fe-Si, and Co-Mn-Si(Ge). The sys-
tems, or in fact their magnetic properties, will be illuminated from two sides: Using
element-specific magnetic methods such as X-ray magnetic dichroism (XMCD) and
density functional theory (DFT). Here, experiment and theory can be viewed to com-
plement each other, which is demonstrated in Sect. 2 where the induced magnetism
in Cu2MnAl and Fe3Si is studied. The main part of the paper is dedicated to Co-Fe-Si
(Sect. 3.1) and Co-Mn-Si(Ge) (Sects. 3.2 and 3.3) Heusler alloys, whereby the dis-
cussion covers both bulk systems (as model for thick films) and thin films. In Sect. 4
a brief overview of transport through junctions with Heusler alloys as electrodes is
given.

2 Induced Magnetic Moments

2.1 The Primary Heusler Alloy: Cu2MnAl

One of the most characteristic features of the ferromagnetic Heusler alloys is the
intimate relationship between structural and magnetic order. The desired crystallo-
graphic structure with the best magnetic properties for the spintronic compounds
such as Co2MnSi is the perfectly ordered L21 structure. However, less well ordered
states such as the B2 structure and the A2 structure and mixtures between those
compete with the L21 structure, with important consequences for the magnetism of
the system.

One focal point of this review is the study of the magnetic properties of Heusler
compounds on a microscopic level. This goal can be achieved by utilizing the element
specificity of the X-ray magnetic circular dichroism (XMCD) technique. Thereby,
the local spin and orbital moments of the magnetic elements can be determined
experimentally and compared to the spin-resolved electronic structure as revealed
by DFT calculations. A detailed analysis can be carried out by directly comparing the
calculated X-ray absorption spectra (XAS) and XMCD spectra with the experimental
results. Since the structural ordering is closely connected to the magnetic properties
of the Heusler compound, the investigation of the magnetism is a sensitive tool to
achieve a more complete understanding of the system. A very delicate ‘detector’ of an
accurate description of the electronic structure is the analysis of induced magnetism
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Fig. 3 Magnetic hysteresis loops of a Cu2MnAl-film measured at room temperature after annealing
for 1 h at the annealing temperature given inside the figure (data taken from [46])

by hybridization effects. The hybridization of the ‘non-magnetic’ elements like Cu
or Si with the magnetic elements as e.g. Mn or Fe can lead to small induced magnetic
moments in Cu or Si, for example in the systems Cu2MnAl or Fe3Si. The element
specificity of the XMCD technique and the advances of the synchrotron radiation
facilities allows to measure even tiny induced magnetic moments. This shall be
demonstrated here for Cu2MnAl and Fe3Si.

We start with an illustrative example which is provided by the original Heusler
compound Cu2MnAl [44]. The magnetism of this compound is exceptionally simple,
because there is only one magnetic atom per formula unit. In the perfectly ordered
L21 structure there are no Mn-Mn nearest neighbors and the strongest exchange inter-
action in the unit cell is a ferromagnetic next nearest neighbor superexchange across
the Al-orbitals, giving rise to ferromagnetism with a ferromagnetic Curie temperature
of 630 K [45]. In contrast, in the B2 and A2-structure in Cu2MnAl Mn-Mn nearest
neighbors exist and very strong nearest neighbor Mn-Mn antiferromagnetic exchange
interactions competing with the ferromagnetic superexchange interactions come
into play. The magnetic ground state then changes drastically to a spin glass state
with a freezing temperature below room temperature [46]. Even for Cu2MnAl bulk
samples after optimum preparation perfect L21 order cannot be achieved [47, 48],
there is always some remnant B2-type site disorder. This implies that Mn-Mn nearest
neighbors always exist and the magnetic ground state even in bulk Cu2MnAl is not
purely ferromagnetic but contains some static spin disorder.

When prepared by sputtering at room temperature Cu2MnAl grows in the com-
pletely disordered A2 structure with nanocrystalline grains [46]. Figure 3 shows
the development of the ferromagnetic magnetization of a Cu2MnAl film of 50 nm
thickness grown on MgO(100) after annealing for one hour at successively higher
maximum annealing temperatures Tann, starting from the as-prepared, low moment
state. The magnetic moment gradually increases with Tann. The development of the
magnetic moment is accompanied by a continuous change of the crystallographic
structure from A2 order to L21 order. The corresponding X-ray Bragg scans in the
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Fig. 4 X-ray Bragg scan using Cu-Kα radiation of a Cu2MnAl film grown on MgO (100) in
the as-prepared state (lower curve) and after annealing at 526 K for 1 h (upper curve) (data taken
from [46])

as-grown state and in the state with the maximum magnetic moment are shown in
Fig. 4. In the as-grown sample state there are no resolvable Bragg peaks, since the
film is nanocrystalline with very small structural coherence length. After annealing
the (200) and the (400) Heusler Bragg reflections show up, indicating a crystalline
state with the expected (100) out-of-plane texture of the Heusler films induced by
the MgO(100) substrate [49].

For an element-specific determination of the magnetic moments the samples were
studied by means of XMCD spectra at BESSY II, the synchrotron radiation facility in
Berlin, Germany. To achieve well ordered films the samples were annealed at 600 K
for 1 h [50]. The experimental results measured at the Mn and Cu L2,3-edges are
presented in Fig. 5. As expected, the magnetic properties of this Heusler compound
are determined by the Mn moments, however, the high sensitivity of the XMCD
technique even allows for the identification of an induced moment in Cu. As can
be seen in Fig. 5d a pronounced XMCD signal is measured at the Mn L2,3-edges
whereas a quite small XMCD signal is detected at the Cu L2,3-edges (Fig. 5b). We
first turn to the analysis of the large magnetic moment of Mn. The usual analysis of
XMCD spectra is carried out by means of the so-called sum rule analysis to determine
the spin and orbital moments μS and μL . However, because of core hole correlation
effects this analysis procedure must be corrected for light 3d elements like Mn (see
e.g. [51] and references therein). For the case of Mn a correction factor of 1.5 for the
spin moment has been used following Ref. [52]. The experimental spin and orbital
moments of Mn are presented in Table 1 and are compared to ab initio calculations
using the Korringa-Kohn-Rostoker (KKR) Green’s functions technique with the SPR-
KKR code [50]. Interestingly, the calculated spin moment μS for the ordered case
μMn

S (theory) = 3.387μB is quite similar as compared to the experimental result
μMn

S (exp.) = (3.36±0.50)μB which is determined with the correction factor of 1.5.
Using this code it is possible to determine the theoretical XAS and XMCD spectra on
the same footing that were used to calculate the spin and orbital magnetic moments.
As can be seen in Fig. 5c, d there is a clear discrepancy between experiment and theory
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(a) (b)

(d)(c)

Fig. 5 Calculated (black and light grey curve) and experimental (dashed curve) XAS (left) and
XMCD (right) spectra of Cu2MnAl films at the Cu (top) and Mn (bottom) L2,3-edges (data taken
from [50]). For the calculations of disordered Cu2MnAl an exchange of 12.5 % of the Mn- atoms
with Al-atoms has been assumed

for the spectral shape at the Mn L2,3-edges. The intensity of the calculated white
line (Fig. 5c) is obviously larger as compared to the experiment. This is also directly
reflected in a larger theoretical XMCD intensity. A possible explanation for this
discrepancy could be atomic disorder. This might be expected because the annealing
of the sample could lead to an intermixing at the interface to the Al capping layer. To
test this, the effect of an intermixing of the Mn and Al sublattices was modeled in the
framework of the coherent potential approximation (CPA) by exchanging 12.5 and
25 % of the Mn atoms with Al atoms, respectively. However, this intermixing only
results in minor changes in the spin and orbital moments of Mn and the corresponding
spectra (see Fig. 5). Hence, there must be other reasons for the deviation of the
calculated XAS and XMCD spectra from the experimental ones. Since the branching
ratio seen in the experimental Mn spectra clearly differ from the statistical value
(white line intensities at L3 to L2-edge = 2:1), the theoretical description has to
go beyond the local spin-density approximation (LSDA) in future calculations e.g.
by applying the dynamical mean-field theory (DMFT) and by treating the core hole
beyond the final-state approximation, as it is discussed e.g. in Ref. [53].

Now we turn to the analysis of the induced moments in Cu in the Cu2MnAl
Heusler compound. The experimental XMCD spectra at the Cu L2,3-edges (Fig. 5b)
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Table 1 Experimental and theoretical magnetic moments of Cu2MnAl obtained from SPR-KKR
calculations and XMCD measurements given in μB per atom [50]

Technique Element mS /μB mL /μB mtot / μB

SPR-KKR ordered Cu 0.038 0.005 0.043
12.5 % disorder Cu 0.034 0.005 0.039
25 % disorder Cu 0.032 0.005 0.037
XMCD Cu 0.033 ± 0.01 0.009 ± 0.001 0.042 ± 0.01
SPR-KKR ordered Mn 3.387 0.008 3.395
12.5 % disorder Mn 3.390 0.008 3.398
25 % disorder Mn 3.402 0.008 3.410
XMCD Mn 3.36 ± 0.5 0.21 ± 0.02 3.57 ± 0.5
SQUID 2.95 ± 0.3

The magnetization measured by SQUID is given in μB per unit cell. An error of 15 % is assumed
for mS and 10 % for mL

demonstrate the existence of these induced moments. Since induced moments orig-
inate from subtle hybridization effects these features represent an interesting bench-
mark for the accuracy of the theoretical description of the relevant details in the band
structure. Therefore, the absolute values of the induced spin and orbital moments in
Cu and the corresponding XAS and XMCD spectra at the Cu L2,3-edges determined
using the SPR-KKR code. Although the induced spin moment is quite small (in the
regime of a few hundredth of a Bohr magneton) the agreement between experiment
and theory is astonishingly good. As can be seen in Table 1 the theoretical result for
the ordered system of μCu

S (theory) = 0.038μB agrees nicely with the experimental
result of the XMCD sum rule analysis of μCu

S (exp.) = (0.033 ± 0.01)μB . The cal-
culated Cu L2,3-edge spectra reveal all the experimental fine structures. Their origin
can be understood from a direct comparison with the density of the (unoccupied)
states above the Fermi level, cf. Fig. 6. The band structure calculations show that the
first peak at the Cu L3-edge stems from a hybridization of the Cu spin-down d-states
(minority states) with the Mn spin-down d-states (minority states), see Fig. 6 left.
Because of this hybridization, the first peak is also responsible for the dichroic signal
detected at the Cu L3-edge. The second peak located at a photon energy slightly
below 940 eV originates from a hybridization of the Cu s- and d-states with the ones
from Al. Consequently, hardly any XMCD signal is seen that correlates with this
second feature. Since the theoretical intensities of the first and second peak at the
Cu L3-edge clearly deviate from the experimental result, we also studied the effect
of atomic disorder on the induced moments and the corresponding XAS and XMCD
spectra. It turns out that the introduction of disorder leads to a smearing of the two
peaks at the Cu L3-edge. However, the obviously smaller intensity of the first peak
compared to the second peak seen in the experimental data cannot be reproduced
by the calculation. The introduction of disorder leads to a small decrease of the
induced spin moment, however, as can be seen in Table 1, the induced moment in Cu
is actually relatively insensitive to disorder.
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Fig. 6 Enlargement of the Cu L3-edge calculated for perfectly ordered Cu2MnAl (right side) and
the corresponding DOS of Al (top left), Mn (middle) and Cu (bottom). For details see text (data
taken from [50])

We have seen in this chapter that the magnetism of the Cu2MnAl Heusler com-
pound is determined by only one element, namely Mn, whereas a small induced
moment can be identified for the element Cu. The magnetic properties crucially
depend on the structural ordering since the magnetization of the samples evolves
when the samples are transformed from A2 order to L21 order by annealing.

We now want to turn to the binary system of Fe3Si which can be viewed as a
quasi-Heusler system that can be considered as a prototype for a possible spin injec-
tor material for future spintronic devices. According to Fig. 2b the Fe3Si system can
be taken as the starting point to discuss more complex ternary Heusler systems, as
e.g. Fe2CoSi and Co2FeSi which will be presented in Sect. 3.1. In the following
chapter we will see in which way the ordering at the interface determines the mag-
netic properties of the system Fe3Si which is crucial for testing the applicability of
Heusler films for spintronic devices. Furthermore, a tiny induced moment can also
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Fig. 7 CEMS of bulklike Fe3Si(001) film (57 monolayers (ML)) on MgO(001) described by two
sextets corresponding to the inequivalent Fe sites Fe(A) and Fe(D)

be identified in Si that serves as a test case for the description of the hybridization
effects in this system by means of DFT methods.

2.2 The Binary Prototype: Fe3Si

The binary system Fe3Si is of interest for (room temperature) spintronic applications,
since it exhibits a relatively high Curie temperature of 840 K [54] and experimentally
a spin polarization of 45 % is reported [55]. In layered systems the magnetic moment
and the spin polarization may be smaller compared to the bulk values. The interplay
of the ordering at the interface and the magnetic properties will be addressed below.

At first, we will describe the ideally ordered structure: the Fe3Si system can also
be discussed as Fe2FeSi. As can be seen in Fig. 2a, in the perfectly ordered D03
structure two equivalent Fe atoms are located at the A and the B sites, respectively,
which are surrounded by 4 Si atoms (located at the C sites) and 4 Fe atoms. Since
the Fe atoms at the A and B sites are equivalent, we will refer to them as Fe(A).
The Fe atoms located at the D sites (Fe(D)) are surrounded by 8 Fe atoms only. This
different local structure results in different magnetic moments for the Fe(A) and
Fe(D) atoms. Because of the hybridization of the Fe(A) d-states with the Si states, a
smaller total magnetic moment of μtot(Fe(A)) = 1.42μB is determined by our SPR-
KKR calculations [56] whereas a total moment ofμtot(Fe(D)) = 2.72μB is found for
the Fe(D) sites. Since these two moments directly lead to different hyperfine fields,
Mössbauer spectroscopy can be used to identify these inequivalent Fe sites.

The Fe3Si films are prepared by molecular beam epitaxy under UHV conditions
utilizing Fe and Si coevaporation on the substrates at 520 K. We found that well
ordered Fe3Si films can be grown on a MgO(001) substrate. This can be demonstrated
by analyzing the conversion electron Mössbauer spectrum (CEMS) of a 57 monolayer
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(ML) Fe3Si film on MgO(001) which is presented in Fig. 7. This spectrum can be
described quite well by the sum of two sextets. The larger moment of the Fe(D)
atoms leads to a hyperfine field of Bh f (Fe(D))≈ 30 T whereas the smaller moment
of the Fe(A) corresponds to Bh f (Fe(A)) ≈ 20 T. Consequently, the energy splitting
seen in the CEMS spectra (Fig. 7) is clearly larger for the Fe(D) sites compared to
the Fe(A) sites, as can be seen easily for the outer lines of the sextets. However, this
facile identification of the in-equivalent Fe sites is only possible if the structure is
well ordered. In the case of larger disorder the Fe atoms can have 0-8 Si neighbours
leading to serious broadening of the Mössbauer spectrum.

So far, we only discussed Fe3Si films grown on the insulator MgO(001) where
the lattice mismatch is 5.2 % when the Fe3Si grows rotated by 45◦. However, for
possible spintronic applications the Fe3Si films need to be grown on semiconduc-
tors as e.g. GaAs in order to serve as spin injectors. Since the lattice mismatch of
Fe3Si on GaAs(001) is only 0.1% this systems appears to be quite promising for
this kind of applications. We studied the magnetic properties of Fe3Si films grown
on two GaAs(001) surfaces, namely the Ga-terminated GaAs(001)-(4×6) and the
As-terminated GaAs(001)-(2×2) surfaces. The growth of the films was studied by
reflection high-energy electron diffraction (RHEED) measurements. In contrast to the
MgO(001) surface, where we find epitaxial growth from the very beginning of the film
growth, the RHEED pattern vanishes for the first few Fe3Si monolayers (ML) [6]. The
Fe3Si reflections start to reappear around 6 ML for faster growth rates [6], whereas
the pattern is immediately detected when lower deposition rates (0.01–0.02 Å/s) are
used [57]. The Mössbauer spectra of 57 ML Fe3Si films on the different substrates
are shown in Fig. 8. Even without a detailed fitting analysis of the spectra it is obvious
that the ordering of the Fe3Si film on MgO is more perfect compared to the two GaAs
substrates. The spectrum for the MgO substrate is very similar to the one discussed
in Fig. 7 which could be modeled by two sextets. In contrast, the two spectra for the
GaAs substrate shown in Fig. 8 are very broad. We interpret this by a larger disorder
on the GaAs substrates as an indication for interdiffusion at the Fe3Si/GaAs(001)
interface. This is supported by our Mössbauer studies utilizing 57Fe-enriched Fe3Si
tracer layers grown directly at the crucial interfaces as presented in Ref. [57]. The
spectra shown in Fig. 8 for the GaAs substrates were fitted with two subspectra (for
details see [6]): The blue subsectrum (1) is determined following a fitting routine
described by Arita et al. [58]. This model starts from a perfectly ordered D03 structure
and then the atoms are randomly replaced. From this procedure long range ordering
parameters can be determined [6]. The green subspectrum (2) is calculated from a
hyperfine field distribution that we assign to the interdiffused interface. The question
is in which way this interdiffusion affects the magnetic moments of this system. The
determination of the magnetic moments by Mössbauer spectroscopy is problematic,
as it can be seen by comparing the ratio of the hyperfine fields for the two inequiva-
lent Fe sites Bh f (Fe(D))/Bh f (Fe(A))≈ 30 T/20 T = 3/2 to the calculated bulk-like
moments for the two sites μtot (Fe(D))/μtot (Fe(A)) = 2.72μB/1.42μB ≈ 2/1. This
deviation indicates that the hyperfine fields cannot be scaled linearly to determine
the magnetic moments. Therefore, we made use of the XMCD technique to analyze
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Fig. 8 Measured CEMS (solid circles) of 57 ML Fe3Si on different substrates at RT together with
fitting curves (lines) as described in the text (data taken from Ref. [6])

the Fe magnetic moments. As we will show below, we can even identify induced
magnetic moments in Si with this highly sensitive technique.

The experimental XAS and XMCD results for 57 ML Fe3Si films on the two
substrates MgO(001) and GaAs(001)-(4×6) are shown in Fig. 9. For comparison the
spectra of a bulk-like Fe film are also presented as a reference. At first, it should
be noted that the two inequivalent Fe sites cannot be disentangled by the XMCD
spectroscopy. The reason is that for this metallic system the L2,3-edge features are
very broad. Hence, from the sum rule analysis only the averaged moment per Fe
atom can be calculated. From this analysis the following averaged Fe total magnetic
moments for the Fe3Si films are determined:μFe

tot (on MgO)=(1.60±0.15)μB ,μFe
tot (on

GaAs-(4×6))=(1.50±0.15)μB andμFe
tot(on GaAs-(2×2))=(1.30±01.5)μB (spectra

not shown). Hence, there is a trend of a slightly reduced magnetic moment for the
GaAs substrates. We have seen before, that the Mössbauer spectra indicate a worse
ordering for these GaAs substrates which we have taken as an effect of interdiffusion
at the interface. Combining these results, disorder leads to a small decrease of the
averaged moment. This trend is confirmed by our DFT calculations which show that
placing Ga or As impurities in Fe3Si leads to a reduction of the averaged Fe moment
(for details see Ref. [6]).

Although the two inequivalent Fe sites cannot be disentangled in the experimental
XMCD spectra, some specific fine structures can be identified in the XAS and XMCD
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Fe(D) 
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Fig. 9 Left normalized XAS (top) and XMCD (bottom) spectra measured at the Fe L2,3-edges
of 57 ML Fe3Si on MgO(001) and GaAs(001)-(4×6) compared to the spectra of a bulk-like Fe
sample as a reference (data taken from Ref. [6]). The spectra were measured at RT. Right calculated
XAS (top) and XMCD (bottom) spectra of the different Fe-sites (Fe(A) and Fe(D)) in bulk Fe3Si
(EF = 0). The insets present an enhancement of the energy region between the L3 and L2 peak. In
order to make these tiny features visible we disclaim smoothing of the theoretical data

spectra: in the experimental XAS spectra of the Fe3Si films a shoulder can be seen
at the L3-edge which is not detectable in the Fe reference spectra. Furthermore, in
the inset of Fig. 9 the enlarged XMCD spectra in the energy region between the
L3 and L2-edge are presented. Also here, clear differences can be seen between
the Fe reference and the Fe3Si films. To understand the origin of these features,
we used the possibility to calculate the XMCD spectra with the SPR-KKR code as
presented on the right side of Fig. 9. The theoretical calculation has the advantage,
that the individual contributions of the Fe atoms at the A and the D sites can be
determined. The shoulder labeled P stems from the Fe(A) atoms which indicates that
this feature might be due to a hybridization of Fe states with Si states. Furthermore, the
“overshoot” (positive contribution in the XMCD signal seen in the inset) originates
from the Fe(D) atoms with the larger magnetic moment. This feature is quite similar
to the one of the Fe reference. This is reasonable, since the Fe(D) atom has 8 Fe
nearest neighbors and no Si nearest neighbors. However, the calculations reveal that
the region between the L2,3-edges is dominated by the Fe(A) atom contributions,
since no “overshoot” is seen in the total contribution (black line in Fig. 9 (right)).
This means that hybridization effects with the Si neighbor are crucial in this energy
regime.

For a closer look at these features we analyzed the calculated density of states
(DOS) which is presented in the vicinity of the Fermi level in Fig. 10. Pronounced
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Fig. 10 Calculated spin-resolved density of states of Fe3Si (data taken from Ref. [6]). The inset
shows the total (not spin-resolved) DOS of the region above the Fermi energy (EF = 0) being
relevant for the calculation of XMCD spectra

Fig. 11 Experimentally obtained and calculated XANES and XMCD at the Si L3,2 absorption edges
and the Si K -edge, respectively (data taken from Ref. [56]). The experimental data were normalized
to fit the calculated XANES intensity in the pre- and post-edge region. To fit the intensity of the
calculated dichroism, experimental XMCD data have been scaled by an additional factor that is
used for an estimation of the magnetic moments of Si in the Fe3Si sample

differences can be seen between the DOS of the Fe d-states at the A and the D sites.
The Fe(D) d DOS is very similar to the DOS of bulk Fe. However, the hybridization
of the Fe(A) atoms with Si strongly alters the DOS, as can be seen for the light
blue solid line in Fig. 10. To understand the origin of the specific features in the
experimental XAS and XMCD spectra, the empty states have to be inspected. The
feature P arises from the hybridization of the Fe(A) d-states with the Si s-states
as it can be seen in the inset of Fig. 10. Hence, the shoulder at the L3-edge in the
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XAS data is a characteristic feature of the (quasi) Heusler system. Furthermore, the
features in the XMCD signal between the L2,3-edges are also dominated by this
Fe-Si hybridization.

A subtle indicator for this hybridization is the induced magnetic moment in
Si. Indeed, an induced magnetic moment in Si can be detected experimentally,
as can be seen in Fig. 11. Here we use again the element specificity and the high
sensitivity of the XMCD technique. The experimental dichroic signal is clearly above
the noise level, as can be seen both at the Si L2,3 as well as at the Si K -edge (Fig. 11).
Interestingly, various fine structures can be identified in the Si XAS and XMCD spec-
tra. For a more detailed analysis we compare the experimental results to SPR-KKR
calculations which are also presented in Fig. 11. It is striking that the agreement of
the line shape, especially for the XMCD, is quite reasonable. For the case of the
Si L2,3-edge XAS spectra the agreement is less good. A reason could be that only
initial state effects are considered in the calculation. However, the splitting of the
L3-and the L2-edge is very small and therefore a strong overlap of the contributions
can be expected. The SPR-KKR calculations predict an induced Si spin moment of
μSi

S (theo.) = −0.121μB and an orbital moment of μSi
L (theo.)= −0.0019μB . The

negative signs indicate that these moments are aligned antiparallel to the Fe moments.
This means that the Si L2,3-edge XMCD is dominated by the spin moment. There-
fore, the experimental spin moment can be determined by scaling the experimental
L2,3-edge XMCD results to the theory. As is shown in Fig. 11 the experimental data
have to be scaled up by a factor eight. Consequently the experimental moment is
μSi

S (exp.) = −0.121/8μB = −0.015μB . Since transitions from the 1s-state to final
p-states are investigated at the K -edge, the initial state does not exhibit a spin-orbit
interaction. Hence, the K -edge XMCD originates from the orbital moment only. This
provides the possibility to determine the experimental orbital moment by investigat-
ing the K -edge XMCD. As the experimental K -edge XMCD spectrum has to be
scaled down by a factor of 0.4 to match the theoretical results (Fig. 11) the exper-
imental orbital moment can be calculated to μSi

L (exp.) = −0.0047μB . Obviously,
detailed fine structures can be seen in the XAS and XMCD. For a closer inspection
of these features we show the spectra at the Si L2,3, the Si K and the Fe L2,3-edge, as
calculated by the SPR-KKR code, in Fig. 12. In this figure the spectra are arranged
according to the photon energy. Two prominent structures can be identified at the
Si absorption edges which are labeled a and b. The indices refer to the respective
absorption edges, i.e. K or L . As we have discussed above, the Si L2,3 egde signal
mostly stems from the induced spin moment. At the Si L2,3-edges predominately
2p → 2d transitions contribute to the signal. Therefore, the empty Si d-states have
to be analyzed to relate the feature aL and bL in Fig. 12 to the calculated spin resolved
density of states (DOS). The spin and orbital resolved DOS as calculated from the
SPR-KKR code is presented in Fig. 13. The strongest XMCD signal at the Si L2,3-
edges can be assigned to feature bL . As we have seen before, the induced moment
in Si originates from the hybridization of the Fe(A) atoms with the Si atoms. The
Si s-states exhibit a clear spin polarization in the region marked ‘b’ in Fig. 13. Via
an intra-atomic hybridization in Si, this polarization is also reflected in a spin polar-
ization of Si d-states (grey line in Fig. 13) which is responsible for feature bL in
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Fig. 12 Calculated XANES and XMCD spectra of Fe3Si at the Si L3,2−, Fe L3,2− and Si K -edges
by means of SPR-KKR (upper panel) (data taken from Ref. [56])
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Fig. 13 The spin and orbital resolved density of states of Fe3Si. Positive and negative sides are for
the spin up and spin-down parts, respectively. The amplitude for Si s-, p-, and d-states are rescaled
by a factor of 10

Fig. 12. The tiny dichroic structure aL originates from the small spin polarization of
the d-states about 1 eV above the Fermi level as can be seen in the DOS in Fig. 13.
Interestingly, the feature aK is much more pronounced in the K -edge XMCD in
Fig. 12. The reason is that 1s → 2p transitions contribute to this X-ray absorption
signal. The empty p-states (red solid line) show a clear spin polarization in the area
marked ‘a’ in Fig. 13 which is responsible for this feature. The smaller contribution
bK can be linked to the smaller spin polarization of the Si p-states in the regime of
4–5 eV above the Fermi level.

The discussion above demonstrates that element-specific spectroscopies can pro-
vide a detailed insight into the magnetism and the electronic structure of this binary
compound Fe3Si. Since the inequivalent Fe sites lead to different magnetic proper-
ties of Fe at the A and Fe at the D sites, this system can serve as a starting point
for the discussion of more complex ternary systems. Furthermore, the importance
of interface effects was illustrated by comparing the effect of different substrates
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(MgO and GaAs) on the magnetic properties. Various similarities will be seen when
discussing more complex Heusler systems in the following sections.

3 Magnetism and Interface Properties in Transition Metal-Based
Bulk Heusler Alloys and Heusler Thin Films

3.1 Co-Fe-Si: Bulk and Thin Films

The discussion of magnetic properties of hybrid structures consisting of ferromag-
netic (FM) films—Heusler alloys in our case—and insulating or semiconducting
surfaces such as MgO and GaAs can be viewed from different perspectives: direct
interface effects such as interface states and matching of the band structures of the
two materials [7, 59] and indirect influence of the interface, e.g., changes due to
diffusion, lattice deformation, and strain which effects also layers far away from
the interface. Since thicker films (>15 nm) often behave bulk-like in the sense that
the measured XAS and XMCD spectra agree well with theoretical findings for the
bulk Heusler system [60], the influence of the direct Heusler/substrate interface may
be of secondary importance. Therefore, in literature the magnetic properties of the
actual hybrid systems are modeled using bulk Heusler compounds by investigating
the influence of lattice strain, volume, and disorder on the magnetic properties [6, 61,
62]. However, local features of the contact cannot be understood from bulk investi-
gations and also for very thin Heusler films this assumption may be too simplifying
and multilayers have to be used for a proper theoretical description.

3.1.1 Bulk Properties

Here, the Fe3−x Cox Si system is discussed as an example of Heusler systems with high
Curie temperature TC and large spin polarization P . The focus is on the influence of
concentration fluctuations on the magnetic properties, because half-metallicity is only
achieved for particular (stoichiometric) compounds such as Co2FeSi [63]. Deviations
from the ideal stoichiometry destroy the half-metallic character and therefore, lower
the TMR ratio which can be achieved, see Sect. 1.

In case of Fe3−x Cox Si an additional problem arises from the fact that the system
undergoes a structural phase transition. The half metallic FM Co2FeSi crystallizes
in L21 structure, whereas the inverse Heusler structure (see Fig. 2) is realized for
Fe2CoSi. The calculated heat of formationΔH reveals that the transition takes place
at x = 1.5, whereby the other structure would decompose into Fe3Si and Co3Si, see
Fig. 14. The heat of formation is here given by

ΔHs = Es
alloy − 1

3

(

(3 − x)EFe3Si + x ECo3Si
)

(2)
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with s indicating L21 or inverse order. Only x = 1.75 provides a metastable inverse
Heusler structure besides the L21 ordered system, i.e., ΔH < 0 for both structures.
The change of the local neighborhood, which takes place from L21 to inverse order,
has a huge impact on the magnetic properties, for example on TC or P . Although,
the Curie temperature of Co2FeSi and Fe2CoSi differ only by about 80 K, i.e. TC =
1,100 K (x = 1) and TC = 1,023 K (x = 2) [62, 64], deviations from stoichiometry
can cause drastic changes of TC . This is shown in Fig. 16, where TC is shown together
with the magnetization curves resulting from Monte Carlo simulations. The finite
temperature behavior is obtained from a combined calculation of ab initio exchange
parameters Ji j and Monte Carlo simulation by mapping the actual system onto a
classical Heisenberg model

H = −1

2

∑

i �= j

Ji j ei e j (3)

with ei representing the orientation of the local magnetic moment on site i . Lichten-
stein’s formula, as implemented in the SPR-KKR code [65–67], has been employed
to determine the ab initio exchange parameters Ji j ,

Ji j = 1

4π

EF∫

d E�TrL(Δi T
i j
σ Δ j T

ji
σ ) (4)

in which σ corresponds to the spin index andΔi is the difference of the inverse single-
site scattering matrices for spin-up and spin-down. The scattering path operator is
denoted by T and the trace runs over the orbital index L .

The largest calculated moment (m = 5.42μB) and the highest TC (898 K) are
obtained for Co2FeSi, however, additional Co by replacing Fe, the Curie tempera-
ture is drastically reduced by about 240 K, see Fig. 16. As expected in case of inverse
ordered systems, the TC values are smaller, but in contrast to the L21 ordered com-
pounds the composition dependence seems to be smaller. The absolute values of TC

given in Table 2 tend to be too small compared to experiment, because the calcula-
tions have been performed within the generalized gradient approximation (GGA) for
the exchange correlation functional. Taking into account the localized character of
the d electrons by employing the GGA+U method [69, 70] the absolute values could
be improved [71]. However, the size of U may depend on the Co concentration x and
the structure, which makes it difficult to determine a proper U for arbitrary compo-
sitions. Apart from the underestimation of the absolute values, the GGA description
is sufficient to illustrate chemical trends. For this kind of Heusler alloys the magneti-
zation and Curie temperature show a significant composition dependence, however,
TC stays well above room temperature. Though the magnetic properties vary with
composition in the cubic phase the changes become even more drastic in presence
of lattice distortions.

When Co-Fe-Si or similar Heusler alloys are grown on a substrate such as
MgO(001), the relatively large lattice mismatch (∼5 %) causes a strained growth
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Fig. 15 Density of states (DOS) of bulk Fe2CoSi for the cubic inverse Heusler phase and a tetragonal
distortion of c/a = 1.2. The data have been obtained from VASP calculations. Both calculations
have been performed using the calculated ground state volume (V = 5.613 a.u.3)

of the ferromagnet which can drastically influence the magnetic properties. Further-
more, it has been pointed out by Hongzhi et al. that the spin polarization of inverse
ordered Heusler alloys such as Fe2CoSi or Fe2NiSi is very sensitive to volume
changes due to the lattice mismatch [62]. Their calculations show that slight volume
changes (lattice constant varies from 5 to 7 %), which are reasonable if grown on
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MgO(001) can lead to sign changes in the spin polarization. This is definitely unde-
sirable with regard to spintronics [62]. In their work the authors have investigated
only stoichiometric compositions and their polarization dependence on the volume.
Instead of changing the lattice constant, it seems more appropriate to study the influ-
ence of the tetragonal distortion which occurs if the Heusler film is grown on an
insulator. This can be modeled by bulk calculations keeping the volume constant and
changing the ratio between the in-plane and out-of-plane lattice constant c/a from
0.8 to 1.5, see Fig. 17. Except for Co2Fe0.5Si1.5 the cubic structure was found to be
the ground state. However, with increasing Co concentration the systems develop a
structural instability and a second metastable state occurs close to c/a = 1.2. For
Co2FeSi (x = 2) the energy difference amounts only to 25 meV per formula unit
(f.u.). In case that Fe is partially replaced by Si, i.e., Co2Fe0.5Si1.5, the tetragonal
phase becomes the ground state, whereas in the opposite case the cubic phase is sta-
bilized (triangles in Fig. 17). No metastable state was found for the inverse ordered
systems. As an example, the result for Fe2CoSi is shown in Fig. 17.

An impression how or whether strain influences the magnetic properties can be
gained from the calculation of the spin polarization depending on the homogenous
lattice strain c/a. Results for the cubic structure and c/a = 1.2 are given in Fig. 15.
The polarization has been obtained from the density of states at the Fermi level for
majority N↑ and minority N↓ spins

P = N↑(EF)− N↓(EF)

N↑(EF)+ N↓(EF)
. (5)

The polarization strongly depends on structure and c/a. As expected the L21
ordered systems close to x = 2 show a relatively large P in the cubic phase, however,
moving away from c/a = 1.0 leads to a drastic decrease of the polarization, i.e.,
about 50 % reduction. There is only one exception for x = 1.25 in which already the
cubic phase has a very tiny polarization. That means small concentration fluctuations
in the sample can already reduce the effective polarization. In case of inverse ordered
systems the situation seems to be more complex, because tetragonal distortions do
not only influence the size of P but may also change its sign. For example Fe2CoSi
shows a large spin polarization in both cases but with opposite sign, because the strain
leads to a shift of the density of states of the d levels, see Fig. 15 which confirms
the findings in Ref. [62]. This effect seems to be located to the region of x = 1.0.
All other concentrations show occasionally strong fluctuations of the size of the
polarization, but no sign change. The polarization of the quasi-Heusler alloy Fe3Si
is not much affected by the lattice strain and together with the high TC it appears to
be a suitable system for magnetoelectronics.

Summarizing this section, lattice distortions can have a huge impact on the polar-
ization, but only in the vicinity of Fe2CoSi a sign change of P , i.e., minority and
majority electrons change their role, could be observed. The reason for the often
reported too small TMR values can be twofold: reduction of the polarization due to
strain and due to small deviations from stoichiometry in the ferromagnet.
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3.1.2 Heterostructures: Influence of the Substrate

Bulk calculations as discussed in the previous section include lattice distortions
and diffusion in a kind of averaging manner. However, they do not reveal detailed
information of atomic arrangements at the interface and neglect the changes which



Ferromagnetic Heusler Alloy Thin Films 141

arise from the variation of the coordination at the interface. In this section the interplay
between ferromagnet and insulator in heterostructures will be discussed for particular
examples, starting with the quasi-Heusler system Fe3Si, which crystallizes in D03
structure, see Fig. 2.

Fe3Si/GaAs(001) and Fe3Si/GaAs(110)

Due to the perfect matching of the lattice constants of GaAs and Fe3Si (and other
Fe-Co-Si Heusler alloys as well) it seemed to be a promising combination for het-
erostructures and epitaxial film growth has been reported for Fe3Si/GaAs(001) [77].
However, GaAs(001) is known to show complex surface reconstructions [78, 79]
which may hinder epitaxial growth depending on the preparation technique, see also
Sect. 2.2. This can cause diffusion or alloy formation which leads in each case to a
degradation of the magnetic properties in the vicinity of the interface or, in the worst
case, to so-called magnetic dead layers [80]. An attempt to figure out the diffusion
processes, which are expected for the highly reactive GaAs(001) surface, has been
undertaken by Mirbt et al. They investigated the interface structure for a model sys-
tem in which reconstruction is neglected and the adatoms are Fe [81]. Obviously,
Fe placed on a GaAs(001) surface occupies most likely the substitutional place of Ga
such that massive segregation effects must be expected. However, assuming that seg-
regation could be suppressed by using Fe3Si instead of bcc Fe, multilayers consisting
of 7 ML Fe3Si and 9 ML GaAs(001) (neglecting surface reconstruction) have been
studied as a model system. Despite the simplifications, this calculation gives already
an impression of the difficulties arising from the complex GaAs(001) surface. The
results shown in Fig. 18 were obtained from DFT supercell calculations employing
VASP [74] and the GGA. A detailed description of the method can be found in Ref.
[68]. The ferromagnet and insulator interfaces are terminated by Fe and As, respec-
tively. As has been chosen, because in experiment additional evaporation of As on the
GaAs(001) wafer seem to abet epitaxial growth [83]. The resulting spin polarization
at the Fe3Si/GaAs(001) interface is of the same size as for bulk Fe3Si (∼ −40 %). But
with increasing distance from the interface the polarization decreases, especially in
the Fe-Si layers. For the 7 ML system shown in Fig. 18 the polarization of the center
layer is only about 15 %. In view of TMR elements it is also essential that energy
gap of the insulating layer remains finite. Unfortunately, at the interface the energy
gap is closed and the DOS slowly decreases with the distance from the interface. At
the interface the polarization amounts to P = 28 %, which indeed decreases with
the distance from the ferromagnet, however, after 5 ML the polarization is still finite
and the band gap is closed. Even if this may partially result from the underestimation
of the band gap (theory: 0.6 eV, experiment: 1.5 eV) and the artificially flat interface,
it shows that the GaAs(001) surface is not the optimal choice for tunneling devices.
This may also explain that despite the larger spin polarization of the bulk system
only a spin injection of 10 % was observed [77].

In view of the small TMR effect and the specific problems due to the complex
surface, GaAs(110) has been discussed as an alternative [84, 85]. The advantage to
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Fig. 19 Schematic view of
the Fe3Si/GaAs(110) interface
without atomic relaxation (a)
and including relaxation (b).
The relaxation mainly effects
the As atom. Fe atoms are
labeled by numbers. Published
in Ref. [82]
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use this surface is that it does not form complex surface reconstruction, but shows
only a small buckling which vanishes after 1 or 2 layers away from the surface
when, for example, overgrown with Fe [85]. In order to investigate the interface
structure in case of (Fe3Si)n (n = 1,2,3) films on GaAs(110) (Fig. 19), total energy
calculations have been performed using density functional theory (VASP), whereby
the position of the Fe3Si film is rigidly shifted on the substrate surface. The energy
surfaces for different film thicknesses are shown in Fig. 20. For all n the minimum
corresponds to the configuration shown in Fig. 19a with Fe and Si atoms sitting on
the hollow positions of the GaAs(110) surface. Relaxation effects on this surface are
small and mainly affect the As atoms, c.f. Fig. 19b. From theoretical investigations it
turns out that the magnetic moments of the quasi-Heusler on GaAs(110) should be
close to the calculated bulk values (m̄ = 1.76μB per Fe atom), c.f. bars in Fig. 21.
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(a) (b) (c)

Fig. 20 Calculated energy surfaces of (Fe3Si)n /GaAs(110) for n = 1 (a), 2 (b), 3 (c). The circles
mark the underlying GaAs(110) layer, c.f. Fig. 19 and the FM film is rigidly shifted on the surface
such that the energy is given relative to the position of the Fe atom marked by “1” in Fig. 19. The
energy increases with the brightness of the color, i.e., dark colors denote low energies. The distance
of the contour lines is 0.4 eV. The minimum (E = 0 eV) appears when Fe “1” occupies the center
of the [−110] axis. Data taken from [82]

However, experimental realization of Fe3Si/GaAs(110) heterostructures seems to
be difficult, because the thermal stability of the interface is low and the estimated
magnetic moment lies in the region of 1.3μB [86]. So what is the problem? From DFT
calculations (T = 0 K) for thin Fe3Si films on GaAs(110) (Figs. 19 and 20) the ideally
ordered interface is found to be stable but configurations with Ga interdiffusion are
only 30 meV/atom higher in energy which corresponds to approximately 350 K. Due
to interdiffusion the magnetic moment is also reduced to 1.26μB which agrees with
the experimental observations. This suggests the conclusion that an ordered structure
could only be achieved in case of an infinitesimal slow growth process. However,
from calculations for (Fe3Si)n /GaAs(110) multilayers (periodic cell, no free surface)
it turns out that even in case of ideal interfaces the system does not justifies the high
expectations. The magnetic moments are indeed large, 1.8–2.0μB per Fe atom in
case of n = 3–7, but the spin polarization strongly varies from layer to layer within
the ferromagnetic film (see Fig. 21) and the average polarization per layer (20 %) is
small compared to the bulk value. Unfortunately, this effect does not vanish with
increasing layer thickness. In case of n = 7 the polarization at the interface and in
the center of the film is about P = −30 %, however, the layer next to the interfaces
provides a small but positive polarization, cf. Fig. 21. Hence, GaAs(110) is suitable
to only a limited extent.

Fe3−x Cox Si/MgO(001)

Besides amorphous oxides such as AlOx [39], MgO(001) is quite frequently dis-
cussed as tunneling barrier for TMR junctions [88, 89]. MgO crystallizes in rocksalt
structure with lattice constant a = 4.21 Å and has a direct band gap of Eg ∼ 8 eV
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Fig. 21 Calculated magnetic moments (bar) and spin polarization (symbols) of
(Fe3Si)n /GaAs(110) multilayers with n = 3, 5, 7. Data taken from Ref. [87]

Table 2 Calculated Curie temperatures T MC
C for Fe3−x Cox Si obtained from Monte Carlo calcu-

lations using ab initio calculated exchange parameters

x T MC
C (K ) T M F

C (K) T exp.
C (K )

0.00 838 1113 838 [72]
1.00 827 1036 1023 [62]
1.50 812 691
2.00 898 1168 1100 [64]
2.25 657 857

For comparison the mean field values T M F
C are given. They have been obtained using the method

of the largest eigenvalue [73]

[90, 91]. The mismatch of the lattice constants between MgO(001) and Fe-Co-Si
(or similar) Heusler compounds is ∼ 5 % and leads to a 45◦ rotated growth pattern
[92, 93]. In case of MgO(001) epitaxial growth has been reported for Heusler films
[94]. In the as-prepared state the films usually have B2 structure, but after annealing
they show L21 order; the degree of ordering essentially determines the quality of
the magnetic properties [94] as much as stoichiometry [60]. In order to discuss the
influence of structure (L21 or inverse) and stoichiometry on the magnetic properties,
we focus here on F3Si, Fe2CoSi, and Co-rich L21 ordered Fe3−x Cox Si compounds.
The subsequent results have been obtained from calculations of periodic supercells
consisting of 5 ML of Heusler compound on 5 ML MgO(001). A detailed descrip-
tion of the computational method can be found in Refs. [68, 60]. In Fig. 22 the layer
resolved density of states is given for Fe3Si/MgO(001), whereby both interfaces are
terminated with Fe such that the actual amount of Fe in the sample is larger than in
the stoichiometric bulk sample (4 Fe to 1 Si). In contrast to the observations at the
(ideal) GaAs(001) interface (Fig. 18), the majority spin channel is almost filled and
mostly minority states are present at the Fermi level. The spin polarization amounts
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Fig. 22 Layer resolved density of states (DOS) of a (5 ML)Fe3Si/(5 ML)MgO(001) multilayer.
The interfaces are terminated with Fe

to −85.7 % decreasing to the bulk value for Fe3Si with increasing distance from the
interface. Unfortunately, there are still oscillations in polarization and the local polar-
ization of the Fe-Si layers amounts only to half of the bulk value, see Table 3. How-
ever, the total polarization of the film is about −38 % which is considerably higher
compared to the GaAs(110) case, cf. Fig. 21. Similar to the previously discussed
GaAs(001), there are induced surface states in the interface layer of MgO(001), see
Fig. 22. The polarization at the direct interface is about −70 %, but in contrast to
GaAs(001) the energy gap (necessary for a tunneling barrier) opens again in the
3rd ML. Together with the larger spin polarization of the ferromagnetic layer, the use
of the inert MgO(001) surface improves considerably the magnetic properties com-
pared to GaAs. This corroborates the experimental findings from X-ray absorption
measurements shown in Sect. 2.2.

From a theoretical point of view the drawback of the binary Fe3Si system is related
to the small spin polarization in the pure Fe-Si layers, c.f. Table 3. It has been shown
that addition of Co cures this problem. In the present case, half of the Fe atoms in the
pure Fe layers are replaced by Co which leads to an inverse ordered Heusler structure
of composition Fe2Co1.2Si0.8, see also Sect. 3.1.

Due to the additional Co, the average moment per Fe atom is mostly unchanged
compared to the pure Fe3Si film, namely m̄Fe = 2.10μB. The average Co moment
amounts to m̄Co = 0.97μB. The values are close to moments obtained for Fe2CoSi
bulk (m̄Fe = 2.02μB, m̄Co = 1.00μB) and Ref. [62]. Although the magnetic
moments do not change much, the overall magnetic properties improve through
Co, especially the fluctuations of the spin polarization are removed, see Fig. 23.
Obviously, the density of states for the interface and central layer are very similar
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Table 3 Influence of the tetragonal distortion c/a on the spin polarization of Fe3−x Cox Si Heusler
alloys obtained from ab initio calculations using the GGA [68]

Structure Composition Polarization (%)
c/a = 1.0 c/a = 1.2 c/a = 1.0 (others)

D03 Fe3Si −37.6 −44.4 12.5a

Fe2.5Co0.5Si −20.3 −15.5
Inverse Fe2CoSi +70.0 −45.0 47.0a

Fe1.5Co1.5Si −16.0 −66.2
Co1.75Fe1.25Si −7.0 −27.0

L21 Co2FeSi −68.9 −29.4 100.0b, −65.0c

Co2.25Fe1.75Si −50.8 −29.4
Co2Fe0.5Si1.5 −78.9 −18.9

aLDA, expt. lattice constant [62]
bLDA+U [71]
cGGA, calc. lattice constant [76]
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interfaces are terminated with Fe, accordingly the actual composition is Fe2Co1.2Si0.8. Data taken
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and the calculated spin polarization was found to range between −63 and −73 %,
cf. Table 4.

In view of the observations for inverse ordered bulk Heusler compounds, the high
spin polarization is quite surprising. Inverse ordered bulk Heusler alloys showed
significant changes of the spin polarization with tetragonal strain to the point of
sign changes (see Sect. 3.1). But note that, the actual composition of the multilayer
does not correspond to the stoichiometric case, since it has a slightly enhanced Co



Ferromagnetic Heusler Alloy Thin Films 147

Table 4 Calculated spin polarization P for multilayers consisting of 5 ML Fe3Si or Fe2Co1.2Si0.8
and 5 ML MgO(001)

System Interface FM 2nd (Fe-Si) Center FM Interface MgO Center MgO

Fe3Si + Fe (D03) −85.7 −15.9 −38.6 −69.9 0.0
Fe2Co1.2Si0.8 (inverse) −66.0 −73.1 −62.8 −52.8 0.0
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Fig. 24 Layer resolved density of states of multilayers consisting of (5 ML) Co1.75Fe1.25Si (a), (b)
and Co2.25Fe0.75Si (c), (d) on (5 ML)MgO(001). The interfaces are terminated with Co such that
the actual composition corresponds to Co2.2FeSi0.8 (a), (b) and Co2.6Fe0.6Si0.8 (c), (d). Data taken
from Ref. [60]

concentration (the number of valence electrons per atom is e/a = 7.5, being the
same as for Co2FeSi).

Following the Slater-Pauling rule, the magnetic moment per formula unit is
expected to be 6μB and the system should be half-metallic [95]. However, Fe-rich
alloys obey less strictly the Slater-Pauling rule [96] and the investigated multilayer
is not half-metallic but provides a high spin polarization which can be understood
from the valence electron argument. Furthermore, in contrast to the homogeneous
distortion discussed in Sect. 3.1.1 here an inhomogeneous strain occurs, which leads
to different layer distances ranging from 1.97 (interface) to 1.20 Å (1st layer of the
Heusler film). In the center layer of the FM the layer distances are close to the bulk
value (1.35 Å, bulk: 1.40 Å). This has additional impact on the magnetic properties.
Obviously, conclusions from bulk calculations are somewhat limited, because the
actual spin polarization depends crucially on the composition and lattice distortions.
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Co-Rich Systems: L21 Ordered

With increasing amount of Co, the order of the Heusler films changes from inverse
to L21 order, see Fig. 2. Many of those L21 ordered Heusler alloys such as Co2YSi
(Y = Fe, Mn) are halfmetals in their bulk phase. If grown on an insulating or semicon-
ducting substrate depending on the growth technique the magnetic properties appear
less promising [94]: the lack of full spin polarization has been ascribed to anti-site
disorder, i.e., Co and Y changing their sites [97]. This leads to a peak in the previ-
ously empty minority spin channel. The investigations are based on bulk calculations,
where the influence of the surface is not included. However, it has been shown in
Sect. 3.1 that deviations from cubic symmetry may strongly influence the magnetic
properties. Therefore, Co-rich L21 ordered multilayers of Fe3−x Co1−x Si/MgO(001)
consisting of 5 ML Heusler compound and 5 ML MgO have been investigated. The
interfaces are Co terminated. Local concentration changes are simulated by replac-
ing a Fe atom by Co and vice versa, i.e., the actual compositions are Co2.2FeSi0.8
and Co2.6Fe0.6Si0.8, respectively. As expected, the average Fe and Co moments vary
with composition, see Table 5, whereby the atoms sitting on the sublattice of the
other species experience the largest change. In case of Fe on the Co site the average
Fe-moment decreases to 2.38 μB compared to 2.80 μB for bulk Co2FeSi, because
the moment of Fe atom on the Co sublattice is only 1.48 μB. Also the Co moments
are by 0.5 μB smaller compared to the ideal bulk value. Placing Co onto the Fe sub-
lattice (Co2.6Fe0.6Si0.8) causes less drastic changes. The moments are quite similar
to the values obtained for Co2FeSi, only Co on the Fe site has a strongly enhanced
moment of 1.9μB. The reduction of the magnetic moment due to local deviations
from the stoichiometry and/or order is in agreement with the experimental findings,
see Table 5; partial disorder reduces the Fe and Co spin moments compared to higher
ordered bulk like samples. Co on the Fe site is an exception, because the average Fe
moment remains almost unchanged compared to its value in bulk Co2FeSi.

Picozzi et al. have shown that Co anti-site disorder, which means the local change
of the atomic environment, has also significant influence on spin polarization [97].
Therefore, it is expected that similar changes can be observed when the composition
of the film slightly deviates from the stoichiometric case. The density of states unveil
clear differences between Co2.2FeSi0.8 and Co2.6Fe0.6Si0.8, see Fig. 24. Since Co
excess leads to a high spin polarization all over the FM film, Fe replacing Co is less
favorable. In the latter case the spin polarization at the interface is about −26 %,
however in the center of the Heusler layer only −9 % polarization survives. This
confirms the previous observations for bulk Fe-Co-Si Heusler alloys with similar
configurations. Co2.25Fe0.75Si has a high spin polarization (−50.8 %) at least in the
cubic phase, whereas the one for Co1.75Fe1.25Si is tiny (−7.0 %). Here, the additional
Co layer at the interfaces, which increases the actual Co concentration compared to
bulk, seems to be of minor importance. The magnetic properties are determined by
the local atomic arrangements in the central part of the Heusler film and the increase
of number of valence electrons per atom (e/a) leads to higher spin polarization.

In summary, it has been demonstrated for the quasi-Heusler Fe3Si that the inert
MgO(001) substrate is preferable compared to GaAs surfaces, independent of the
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Table 5 Average magnetic spin moments for Co2FeSi-type/MgO(001) multilayers

Magnetic moment Excess Fe Excess Co Co2FeSi (bulk) exp. 1a exp. 2b

m̄Fe(μB) 2.38 2.82 2.80 2.46 2.74
m̄Co(μB) 0.84 1.16 1.33 1.07/1.28 1.38

Excess Co (Co2.6Fe0.6Si0.8) and Fe (Co2.2FeSi0.8 ) mean additional Co atoms sit on Fe sites or vice
versa. The experimental values belong to samples with different degree of ordering: Sample 1 is
slightly disordered and not half metallic, whereas sample 2 shows a total moment of 6μB (Remind:
Here, only the spin moments are given)
aTaken from Ref. [94]
bData published in Ref. [60]

orientation. Regarding magnetic properties of the Heusler film Co improves the spin
polarization, which is expected from the Slater-Pauling rule. However, one should
keep in mind the rule works properly only in case of Co2YZ alloys [96]. In view
of magnetoelectronics and TMR L21 ordered systems are preferable, because they
provide a more stable spin polarization in presence of lattice distortions and small
changes in composition. However, a reduction of e/a by placing Fe on Co sites
worsens the magnetic properties. Recently, Co2FeSi has been used successfully as top
electrode in a tunnel junction with crystalline MgO(001) tunnel barrier [88]. Despite
a lattice distortion due to MgO and the bottom electrode, a TMR of 120 % has been
measured. Inverse ordered Fe-Co-Si Heusler alloys are more sensitive to lattice strain
and composition, but apart from the region close to the stoichiometric compound
Fe2CoSi they provide also reasonable spin polarization. From experimental side,
systematic investigations of composition dependence of the TMR are still lacking.

3.2 Co-Mn-Si: Bulk and Thin Films

Perfectly ordered Co2MnSi in the L21 crystal structure is found to be a magnetic
half-metal in scalar-relativistic DFT calculations. However, even in carefully pre-
pared bulk samples (and even more so in thin films, where preparation conditions are
more restrictive), site disorder may have a detrimental effect on the half-metallicity.
In particular, DFT calculations (WIEN2k code) have revealed that Co atoms sitting
on the ‘wrong’ sublattice positions tend to induce electronic states in the half-metallic
gap. As an example, the total density of states (DOS) of the Co–Si swap, is com-
pared to the ideal case in Fig. 25. There are two defect states close to the Fermi
energy that are solely derived from the Co atom at Si site. One of them is occu-
pied and lies slightly below EF , the other one is unoccupied. Due to these states the
remaining spin gap is very small. The DOS of the CoSi antisite is similar to that of the
Co–Si swap showing also the two defect states. In particular, Co-rich Co2−x Mn1+x Si
alloys, i.e. with x < 0, are therefore not useful for TMR electrodes.

For Mn-rich alloys, x > 0, however, the calculations predict a different behavior:
Mn atoms successively replacing Co atom do not introduce gap states up to x ∼ 1.7.
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Fig. 25 The total density of states of ideal Co2MnSi (black dotted line) and the Co–Si swap (red
line). The crucial difference lies in the states in the band gap, i.e. between −0.5 eV and +0.35 eV,
indicated by the two arrows, that are derived solely from the Co atoms at Si sites (data taken from
[98])

While the gap in the minority spin channel becomes smaller with increasing x , only
close to the composition Mn3Si an energetic overlap of the valence and conduction
bands occurs. To monitor the half-metallic property for x > 0 in the DFT calculations,
we sample a large supercell with random occupations of the Co and Mn sublattices
by Mn atoms and use a cluster expansion of the magnetic moment of the supercell
[98].

Since a magnetic half-metal has an integer magnetic moment (an integer number
of electrons in the minority spin channel that displays the energy gap), the magnetic
moment serves as a necessary (although not sufficient) indicator of alloy composi-
tions that possibly show half-metallicity. We find that the exchange of Co by Mn
atoms in the alloy most likely preserves the half-metallic property in a range of
compositions. This is concluded from the results shown in Fig. 26, where the light
gray data points indicate the formation energies of 27 million different configura-
tions screened by the cluster expansion, while the black data points indicate those
configurations for which the cluster expansion predicts an integer magnetic moment.
It is remarkable that the region of black points has a certain width on the energy
scale, indicating that even a configuration different from the ground state, that could
result from a thermally excited atomic configuration or from imperfect annealing of
the sample, might still preserve the half-metallicity for some Mn-enriched Heusler
alloys. Since the integer magnetic moment is just a first indicator of half-metallicity,
additional DFT calculations have been performed to test some selected configura-
tions (circles in Fig. 26). Indeed an energy gap in the Kohn-Sham eigenvalue spectra
of the minority spin channel has been found in all cases. In summary, Fig. 26 estab-
lishes that adding more Mn in the synthesis of Co2−x Mn1+x Si may even enhance its
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Fig. 27 Left ball-and-stick models of the relaxed atomic structures of the CoCo/O interface (top),
and the MnSi/O interface (bottom). Right phase diagram for the epitaxial Co2MnSi(001)/MgO(001)
interface. The colored regions correspond to different interface terminations being stable under the
conditions described by the chemical potentialsΔμi = μi − gi , where gi (i = Co, Mn) is the total
energy of one unit cell of the stable bulk phase of the elements (hcp Co and α-Mn). The polygon
bounded by the red dashed lines indicates the region accessible in thermodynamic equilibrium with
the bulk phases of Mn, Co, Mn3Si or Co3Si (data taken from [102])

half-metallic properties. The robustness of Mn-enriched Co2MnSi alloys for spin-
tronics applications has been confirmed in a recent experimental study [99].

By combining an MgO barrier with Co2MnSi electrodes, TMR ratios as high
as 192 % [100] and even 753 % [14] have been achieved. DFT calculations give
important information about the energetically most favorable atomic structure of the
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Fig. 28 The orbital-resolved DOS of the atoms at the interface (left column) and in the first sublayer
(right column) of the Heusler alloy for the three non half-metallic heterostructures CoCo/O, MnSi/O
and SiSi/Mg (rows). The second label in each sub-plot denotes the species that is projected out. Red
(full) lines show the projected DOS for the ‘out-of-plane’ orbitals (d3z2−r2 + dxz + dyz for Co and
Mn, pz for Si). Blue (dashed) lines show the projected DOS for the ‘in-plane’ orbitals (dx2−y2 +dxy
and px + py). The black (dotted) line is a projection onto the Si-s orbital (data taken from [102])

Co2MnSi(001)/MgO(001) interface. In order to compare the stability of the various
terminations of the Heusler structure that could possibly occur at real interfaces,
we use the method of ab initio atomistic thermodynamics [101]. Depending on the
conditions under which the Heusler electrodes are prepared, i.e., if there is a surplus
of Co or Mn, we find that the alloy will be terminated at the interface either by a
Co layer (Co-rich conditions) or by a mixed MnSi layer (Co-poor conditions), as
evident from the structures within the red dashed polygon in Fig. 27 [102]. For both
terminations, the structure where the transition metal atoms sit on top of the oxygen
atoms is found to be most stable. The interplay between the atomic and the electronic
structure of the interfaces is best analyzed by inspecting the orbital-resolved densities
of states (DOS). Only if the Co2MnSi electrode is terminated by a full Mn layer,
which is not stable in thermodynamic equilibrium, we find that the gap remains free
of interface states. For the other cases, the orbital-resolved DOS in the minority spin
channel is shown in Fig. 28. It is observed that the CoCo/O interface has only a small
DOS at EF which involves both in-plane and out-of-plane Co orbitals, as well as
out-of-plane orbitals of the sublayer Mn atoms. The MnSi/O interface shows a sharp
peak of the DOS at EF arising from the out-of-plane orbitals of the sublayer Co
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Fig. 29 Kohn-Sham band structure projected onto the Brillouin zone of the interface in a
Co2MnSi(001)/MgO(001)/Co2MnSi(001) heterostructure terminated by Co layers. The gap region
in the minority spin channel is shown. The shaded regions correspond to projected bulk bands of
Co2MnSi. The highly dispersive bands inside the gap are Co-induced interface states. The right
panel shows the wavefunction belonging to the interface band at EF . The vertical axis is a spatial
coordinate normal of the interface. The small balls in the middle of the picture symbolize the Mg
and O atoms of the barrier

atoms that hybridize with out-of-plane Mn orbitals in the interface layer, similar to
the surface states studied previously [103]. In case of the SiSi/Mg interface, the half-
metallic gap is completely filled with interface states originating from Si orbitals.
These interface states may drastically reduce the spin polarization of the DOS at the
Fermi level, in particular for the MnSi/O and SiSi/Mg interfaces. For the CoCo/O
interface, a rather high degree of spin polarization, Pint = 67 %, is retained despite
the interface state.

By calculating the Kohn-Sham band structure, we can access the dispersion of
the electronic interface states in the minority spin channel. As an example, Fig. 29
shows the band structure for the interface layer of Co atoms bonding to the oxygen
atoms in the top-most MgO layer. The electrons in this state may contribute to the
tunneling current through the MgO barrier only at finite crystal momentum parallel
to the interface, because the interface band crosses the Fermi level amid the ΓM and
ΓX lines in the Brillouin zone (see Fig. 29, left panel). Moreover, there is a mismatch
in orbital character between the oxygen 2p-states and interface state that has mostly
Co 3d-character. For both reasons, the wave function amplitude of the interface state
is suppressed inside the MgO barrier (Fig. 29, right panel). This is important for the
functioning of the TMR device in the ‘closed’ state, at opposite magnetization of the
electrodes.
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3.3 Co-Mn-Ge: Bulk and Thin Films—Interface Magnetism

One characteristic phenomenon of ferromagnetic Heusler alloys in thin film het-
erostructures is the reduction of ferromagnetism by intermixing, alloying or disorder
at the interfaces with other materials. Examples of devices where the interface mag-
netism is of utmost importance are TMR elements with Heusler/insulator interfaces,
GMR elements with Heusler/normal metal interfaces and spin injection devices with
Heusler/semiconductor interfaces. For all these spintronic devices the reduction of
ferromagnetism even in the range of a few monolayers close to the interfaces is detri-
mental, since it is necessarily accompanied by a reduction or even complete loss of
the conduction electron spin polarization. This is the main reason why the ferromag-
netic Heusler half metals with a theoretically predicted full spin polarization at the
Fermi level in most spintronic devices do not exhibit the performance expected for a
perfect ferromagnetic half metal. Only very recently it seems that in TMR elements
it was possible to avoid this problem by choosing special preparation conditions and
material combinations [14].

The experimental analysis of the magnetization or the spin polarization close to
internal interfaces, which is needed for the characterization of the magnetic quality
of an electrode, is a difficult task. The surface sensitivity of XMCD when measured
by the total electron yield in comparison to the X-ray absorption measured in trans-
mission on the same film has been used to unveil the magnetic moment density close
to the surface of Heusler compounds compared to the bulk [104, 105]. Details of
the magnetization profile at buried interfaces, however, cannot be resolved by this
method.

The only available direct experimental methods for studying the magnetization
profile at internal interfaces of the Heusler alloys is magnetic neutron scattering and
synchrotron radiation based magnetic soft X-ray scattering [106–108]. Using these
methods, the magnetization profile can principally be determined by a comparison
of the experimental X-ray or neutron reflectivity with model calculations assuming
a certain shape for the internal magnetization profile. Principally the methods can
be applied even to single magnetic layers. In practice, however, when a resolution
in the range of a few monolayers is needed, the study of multilayers with very
thin magnetic layers is superior. High quality multilayers of the spintronic Heusler
compound Co2MnGe with Au-interlayers [106], V-interlayers [108] and Al2O3 [107]
have been prepared and studied using X-ray and neutron reflectivity. As an example
in Fig. 30 we show the hard X-ray reflectivity of a [CoMn2Ge(3 nm)/Au(3 nm)]25
superlattice (3 nm thickness, 25 periods) showing superlattice reflections up to 9th
order.

For the analysis of the magnetic moment density soft X-ray reflectivity spectra
with the X-ray energy close to the L2,3 absorption edges of the Co and Mn atoms were
taken. As an example, in Fig. 31 we show an energy scan of the reflectivity at the L2,3-
edges of Co in the [CoMn2Ge(3 nm)/Au(3 nm)]25 superlattice using left hand and
right hand circularly polarized light with the scattering angle fixed at the position
of the first superlattice Bragg reflection. Taking the difference of the two spectra
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Fig. 30 Small angle X-ray reflectivity scan using Cu-Kα radiation of a [CoMn2Ge(3 nm)/
Au(3 nm)]25 multilayer (data taken from [108])

(lower panel in Fig. 31) one derives the magnetic part of the reflectivity spectrum,
which is a very sensitive function of the Co magnetic moment distribution inside the
Heusler layers. Sophisticated data analysis [106] with the magnetic moment profile
as the fitting parameter then leads to the moment distribution profile inside a single
Heusler layer shown in Fig. 32. Since the soft X-ray reflectivity is element-specific
the same procedure was also applied to derive a magnetic moment density profile
of Mn (Fig. 32). The essential finding is that at the Co2MnGe/Au interface there
exists an interlayer of about 0.5 nm thickness with strongly reduced Co-moment.
For Mn this interlayer is even thicker, namely about 1 nm. Similar moment profiles
have also been observed at the Co2MnGe/V interface [108] and at the interface of
Co2MnGe with amorphous Al2O3. Only for the case of the Co2MnGe/MgO interface
the Heusler layer keeps its high moment with only a very slight reduction until very
close to the interface [107].

4 Electronic Transport Through Heusler Alloys

One important application of half-metallic Heusler compounds is the TMR, where
two magnetic electrodes are separated by a very thin (only a few nanometer thick)
oxide barrier, see Fig. 1. The relative magnetization of both electrodes is used to
represent the bit of information stored in the TMR element, while the electrical con-
ductivity of the tunnel junction serves as the read-out signal. The figure of merit is the
TMR ratio, i.e. the difference of the conductance through the TMR device in the two
states where the electrodes are magnetized either parallel or antiparallel to each other,
divided by the smaller of the two values, cf. Eq. 1. Controlling the half-metallicity
in the bulk of the electrodes by suitable alloy composition and materials processing
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Fig. 31 Upper panel soft X-ray reflectivity scan for left- and right hand circularly polarized light
for the [CoMn2Ge(3 nm)/Au( 3nm)]25 of Fig. 30 close to the L2,3 absorption edge of Co. The bottom
figure depicts the normalized difference of the two spectra (data taken from [108])

Fig. 32 Density profiles
inside a Heusler layer of a
[CoMn2Ge(3 nm)/Au(3 nm)]25
multilayer. Black line chem-
ical density profile, red line
Co-magnetic moment density
profile; blue line Mn-magnetic
moment density profile (data
taken from [108])
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(deposition and tempering steps) is prerequisite for achieving a high figure of merit.
However, electronic states inside the gap in the minority spin channel at the interface
between electrode and oxide barrier could act as centers for spin-flip scattering and
could thus significantly diminish the figure of merit. In order to control and possibly
eliminate this detrimental effect, one needs to know whether these interface states
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are localized at only one side of the oxide barrier (in the case of antiparallel magne-
tization of the electrodes), or if they extend through the barrier, and how much they
contribute to the transmission of electrical current. The electronic properties of the
interface states depend on their energetic position relative to the Fermi energy in the
electrodes and on their orbital symmetry. The latter aspect is important for epitaxial,
highly crystalline barriers made of MgO: An s-like character of the interface state
allows for hybridization between the transition metal orbitals and the states derived
from the conduction band in MgO, leading to metal-induced gap states, while a 3d-
like character of these states prevents their hybridization with any states near the
fundamental band gap in the MgO. Which of these alternatives is realized is a ques-
tion that can be answered by DFT calculations of the interface electronic structure.
The role of interface states for TMR is also discussed by Mavropoulos et al. [109].

In order to calculate the transport properties of a heterostructure from ab initio
methods one can make use of the Boltzmann equation [110] or use linear response
theory (Kubo method) [111]. However, in view of tunneling magnetoresistance it is
common to employ the Landauer-Büttiker formula [112, 113], which describes the
conductance G of a mesoscopic system by incoming and outgoing Bloch states

G = e2

h

∑

k‖,k′‖

∣
∣
∣Tk‖,k′‖

∣
∣
∣

2
(6)

where k‖ is the in-plane component of the incoming Bloch vector; the prime denote
the Bloch vector of the outgoing mode (current flows perpendicular to the plane) and
∣
∣
∣Tk‖,k′‖

∣
∣
∣

2
is the transmission coefficient [114]. In case of Fe/MgO(001)/Fe Butler et

al. reported as a result of their calculation a TMR effect of 6,000 % for ideal interfaces
and monocrystalline MgO layers [115]. These calculations show that the symmetry
of states propagating from the FM Heusler electrode match with the decaying states
of the insulator, which is an important criteria for high transmission coefficients. But
note that, this is strictly valid only in case of ideal structures and at T = 0 K. Large
values of the TMR ratio were also obtained experimentally for Co2MnSi Heusler
films on MgO(001) [14, 116]. From experiment it is known that the TMR is strongly
temperature dependent and decreases with increasing temperature [117]. Possible
reasons are structural disorder and spin-flip processes. In a real TMR device, spin-
flip processes related to electronic interface states could invalidate the advantages of
half-metallic electrodes [109]. Even so, spin-selective tunneling may help to operate
these devices with high TMR ratio. Recently, it has been shown that the temperature
dependence can be improved by adding a thin film of a 2nd Heusler material [118].
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5 Summary and Outlook

In the field of solid state magnetism the past decade experienced an unprecedented
surge of interest in ferromagnetic Heusler alloys. This huge class of ternary ferro-
magnetic alloys provides unparalleled examples exhibiting, e.g. the magnetic shape
memory effect, the magneto-caloric effect or, last not least, half metallicity, the key
feature for spintronic materials. In the present review we summarize part of our
recent work on the ferromagnetic Heusler half metals and related compounds with
the main interest on their electronic properties. We focus on non-ideal situations such
as off-stoichiometry, site disorder, mechanical strain and interfaces of the Heusler
alloy with insulators and semiconductors. The technological relevance is obvious,
since experimentally it is known that the half metallicity of the Heusler compounds
sensitively depends on deviations from the ideal, fully ordered bulk crystal structure
and in real spintronic devices these features easily lead to a loss of half metallicity
which leads to smaller TMR values compared to the theoretically predicted ones.

The main part of this review is based on the results of modern electronic energy
band structure methods using the DFT, which reveal in great detail the modifications
of the electronic states induced by deviations from the ideal composition, atomic site
order or by nearby interfaces. The calculations clearly demonstrate the sensitivity
of the electronic structure of the Heusler alloys at the Fermi level. Slight changes
of the stoichiometry, changes of the terminations of the Heusler layers and/or the
substrate can induce drastic changes of the electronic states and the degree of spin
polarization. Experimentally it is very difficult to resolve these detailed electronic
features, especially if buried interfaces of the Heusler alloys with other materials are
involved. However, the theoretical calculations can serve as a valuable guideline for
optimizing spintronic devices.

In the experimental sections of this review we have shown that element specific
X-ray absorption or X-ray reflectivity techniques and, with some limitations, also
Mössbauer spectroscopy and polarized neutron reflectivity can e.g. reveal modifica-
tions of the atomic magnetic moments close to interfaces and in off-stoichiometric
samples. These moments are directly related to the electronic structure and can
favorably be compared with the theoretical calculations, as demonstrated in several
sections of this review.
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Multiferroic and Magnetoelectric Materials

Wolfgang Kleemann and Christian Binek

Abstract Magnetoelectric (ME) materials are of utmost interest in view of both
fundamental understanding and novel desirable applications. Despite its smallness
the linear ME effect has been shown to control spintronic devices very efficiently,
e.g. by using the classic ME antiferromagnet Cr2O3. An electric field can switch its
ferromagnetic surface magnetization and thus control exchange bias based spin valve
devices. Similar nano-engineering concepts exist also for type-I multiferroic single
phase materials like BiFeO3 and BiMnO3. ME response has been realized in stress-
strain coupled multiphase magnetoelectric composites like BaTiO3/Fe and—record
high—in PZT/ FeBSiC, just right for sensorics applications. In type-II multiferroics,
whose ferroelectricity is due to modulated magnetic ordering, the ME coupling is
of fundamental interest. Higher order ME response characterizes disordered type-III
multiferroics and extends the conventional multiferroic scenario toward ME multi-
glass (e.g. Sr1−x Mnx TiO3) or relaxor spin glass (e.g. PbFe0.5Nb0.5O3).

1 Introduction

In the beginning of this century, Hill (now: Spaldin) posed the provocative ques-
tion ‘Why are there so few magnetic ferroelectrics?’ [1]. No doubt, she knew the
answer, at least for the case of oxidic perovskites with the chemical formula ABO3,
where magnetism becomes established via transition metal ions such as Ni2+, Fe3+,
Mn4+. They have partially filled d shells. while virtually all ferroelectric (FE) per-
ovskites contain transition metal ions with empty d shells, such as Ti4+, Ta5+, W6+.
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Fig. 1 The ‘world of electrically and magnetically polarizable materials’ including bare ferroics,
multiferroics and linear magnetoelectrics [13], as well as dipole-, spin-, and non-linear ME multi-
glasses [14]

The latter favor off-centrality due to their ability to form covalent bonds with neigh-
boring
oxygen ions. This process is strongly suppressed with d electrons present, which
strongly discourage multiferroicity, i.e. the coexistence of magnetic and electric
long-range order [2]. Nevertheless, many research groups became involved studying
the rare situation of coexisting order parameters and their coupling. In particular,
the magnetoelectric (ME) effect, viz. the cross coupling of the order parameters,
magnetization M and polarization P, to their conjugate fields, E and H, was newly
brought into focus because of its possible maximization in multiferroics [3]. Indepen-
dently, however, the possible usefulness of ME antiferromagnets such as the “classic”
α-Cr2O3 [4], had been acknowledged in the emerging field of spintronics. On the
occasion of ICM-2003 at Rome/Italy we proposed a novel control mechanism for
the exchange bias effect in magnetic heterostructures [5]. It takes advantage of the
ME effect which occurs in the antiferromagnetic (AF) pinning layer. The contribu-
tion of the field-induced surface magnetization and its impact on the exchange bias
effect was estimated and prompted us to propose several ME spintronic devices and
memory concepts [6–10].

Also in other fields of application the ME effect enjoyed a breathtaking revival
[11]. Upcoming visions were challenging and promising, e.g., switching magnetism
with bare electric fields and thus getting rid of overheating in microelectronic devices
[12]. Today we encounter a rich variety of multiferroics and magnetoelectrics. More
than 400 papers were published in 2010 in both of these fields, many of them being
mutually linked. The world of electrically and magnetically polarizable materials
[13] is depicted in an updated version in Fig. 1. Its still growing complexity, which
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we recently extended toward multiglass materials with non-linear ME interactions
[14], will be subject to this overview.

2 Magnetoelectrics

2.1 ME Effect

The linear ME effect was first verified on the rhombohedral antiferromagnet chromia,
α-Cr2O3, [4] and theoretically explored by Landau and Lifshitz [15]. They found
that quite stringent symmetry properties must be fulfilled, namely time and spatial
inversion symmetry, T and I, respectively, have to be broken. This property is found
in 69 magnetic point groups, out of which only 58 allow the ME effect because
of additional restrictions [11]. In this case the free energy density F of the system
contains a contribution, WM E = −α HE, which is bilinearly coupled to H and E via
the linear ME susceptibility tensor α. In the axial system Cr2O3 this term enables the
formation of single AF domains by so-called ‘ME cooling’ to below the AF ordering
temperature, T N = 308 K, [16] in simultaneously applied parallel or antiparallel
magnetic and electric fields, respectively.

If a system with polar and magnetic properties does not fulfil the above symmetry
conditions, it may still be a candidate for higher order ME effects. They emerge
systematically from a series expansion of the free energy density under Einstein
summation [2],

F(E,H) = F0 − 1

2
ε0χ

e
i j Ei E j − 1

2
μ0χ

m
i j Hi Hj − αi j Hi E j − βi jk

2
Ei Hj Hk

− γi jk

2
Hi E j Ek − δi jkl

2
Ei E j Hk Hl (1)

Apart from the field-induced terms coupled to bilinear functions E2, H2 and E H
via linear susceptibility tensors χe

i j , χ
m
i j and αi j , respectively, increased interest has

recently arisen in second-order E H2 and E2 H , and third-order E2 H2 effects, syn-
onymously referred to as α, β, γ , and δ effects, respectively. They are very precisely
measured, e.g., by ME Superconducting Quantum Interference Device (SQUID)
susceptometry [17] via the electric field-induced components of the magnetization

μ0 Mi = −∂F/∂Hi = μ0χ
m
i j Hj + αi j E j + β jki E j Hk + γi jk

2
E j Ek

+ δ jkli H j Ek El (2)

It involves external ac and dc electric and magnetic fields, E = Eaccosω t + Edc

and Hdc, and records the complex first harmonic ac magnetic moment, m(t) = (m′−
im′′) exp(−iωt). Frequencies low enough as to minimize the loss component, m′′,
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(a) (b)

Fig. 2 Linear ME response of AF single domained single crystalline α-Cr2O3 measured according
to Eq. (3) at the ac frequency f = 1 Hz as functions a of the ac field amplitude Emax at T = 260 K
and b of the temperature T at Emax = 63.4 kV/m. Adapted from [18]

e.g. ω/2π ≈ 1 Hz, are routinely employed. Under well-defined protocols involving
appropriate field amplitudes and directions with respect to the crystal coordinates,
the full variety of susceptibility tensor components can be determined. In case of a
polycrystalline sample with volume V the response

m′ = (αEac + βEac Hdc + γ Eac Edc + 2δEac Edc Hdc)(V/μ0) (3)

allows determining orientation averaged coupling parameters α, β, γ , and δ.
As an example, Fig. 2 shows the ME response of an AF single domained (ME

cooled in E f r = 300 kV/m andμ0 H f r = 0.6 T) single crystal of α-Cr2O3 measured
along the trigonal c axis [18]. In Fig. 2a the linearity with the electric field amplitude,
0 ≤ Emax ≤ 63.4 kV/m, confirms linear ME coupling, where the slope yields the
coupling constant α33 (T = 260 K) = 3.8 × 10−12 sm−1. The peak value of α33 =
μ0δmz/VEz , V = sample volume, is found to appear at T = 266 K as shown in
Fig. 2b, while a steep descent toward α33 = 0 is realized as T → TN = 308.5 K.
The gradual descent and change of sign at low temperatures is a consequence of
competing single- and two-ion (exchange) effects [19].

These experiments show that the linear ME effect is usually very small. The
above peak value of α-Cr2O3, denotes an average spin-flip rate of merely ≈5 ×
10−7(kV/cm)−1 [16].

However, owing to the particular boundary magnetism of ME antiferromagnets
[20–23], which in the case of chromia is accompanied by temperature dependent
surface reconstructions of its (0001) plane [24], the ME effect of Cr2O3 can be
extremely efficient in composites with an adjacent FM layer. As shown in Fig. 3, even
a rough surface of an AF single domained crystal retains a net magnetization, which
can be switched magnetoelectrically [6, 23], and thus paves the way to pertinent
spintronics applications. Details will be discussed in Sect. 1.2.2.

Particularly large ME effects are expected in the vicinity of the ferroic phase
transitions, where suitable components of the χe and χm tensors diverge and
(αi j )

2 ≤ χe
iiχ

m
j j c

−2 maximizes [3]. Unfortunately no really existing material

http://dx.doi.org/10.1007/978-3-642-32042-2_1
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Fig. 3 The spin structure of a α-Cr2O3 single crystal with a stepped (0001) surface is shown for
one of its two antiferromagnetic single domain states. Up (red) and down (blue) spins of the Cr3+
ions (green spheres) point along the c-axis. Adapted from [23]

Fig. 4 ME response of polycrystalline EuTiO3 at T = 4.5 K under external fields Eac, Edc, and
μ0 Hdc (on cycling between ±1.2 T) as indicated by numbering from 1 to 14. The initial and final
slopes δ and δ + β, respectively, the critical fields ±μ0 Hc of the AF-to-PM phase transitions and
the AF spin orientations are marked. Adapted from [26]

even roughly fulfills the condition of two simultaneous ferroic transitions. However,
recently we have proposed a ‘second-best’ choice for achieving ‘giant’ ME response,
namely the fluctuation regime (large χe

j j ) of a quantum paraelectric material coming
close to FM instability (large χm

j j ). To this end we experienced EuTiO3, which is a
G-type AF below TN = 5.4 K, where χe

ii ≈ 400 and χm
ii ≈ 100 due to strong FM

next-nearest neighbor exchange interaction [25]. Figure 4 shows the ME moment
m′

M E of a polycrystalline sample of EuTiO3 excited at T = 4.5 K with Eac = 8 kV/m
under ‘ME annealing’ [16] in constant Edc = 80 kV/m and cycling |μ0 Hdc| ≤ 1.2 T.
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When returning from saturation, e.g.μ0 Hdc = −1.2 T, and approachingμ0 Hdc →0,
linear behavior with slope, δe f f = 2.1×10−21 sm/VA (Fig. 4, Sect. 11–12), indicates
a large third order δ-effect, which is about 200× larger than that of the pioneering
example of third order ME coupling, Sr0.98Mn0.02TiO3 [14]. Closer inspection shows
[26] that δeff contains contributions due to a second order β-effect, δeff = δ + β,
which becomes allowed due to the formation of an AF single domain in the presence
of net electric polarization after ME annealing [16]. After crossing μ0 Hdc= 0, how-
ever, the memory of the AF single domain gets lost and the smaller slope δ (Fig. 4,
section 12–13) indicates mere third order ME coupling.

Most surprisingly, however, the initial ME response suddenly changes sign
at ±0.6 T and develops a sharp peak with ‘giant’

∣
∣m′

M E

∣
∣ ≈ 3 × 10−9 Am2 at

μ0 Hc = ±0.68 T. At these critical fields the system undergoes a phase transition
from an AF spin-flop to (saturated) paramagnetic phases. The ME response is taking
advantage of the critical fluctuations of the (AF ordered) transverse magnetization
components, ±Sx , and thus fulfills the prediction [3] in an impressive way. Very
probably the peak is due to electric field-induced Dzyaloshinskii-Moriya exchange
interaction, which gives rise to near-divergent non-diagonal third order ME response
as ±Sx →0 [26].

2.2 Magnetoelectronics with Magnetoelectrics

Gauge invariant quantum field theories [27] provide a conceptually unifying view on
modern physics. Gauge coupling constants, which determine interaction strengths,
are key elements in these field theories. In classical electromagnetism, the gauge
coupling constant is the allegedly familiar electric charge, a degree of freedom con-
trolling the coupling between charged matter and the electromagnetic field. Virtually
all of today’s electronic device applications utilize coupling between electron charge
and electromagnetic field thus enabling control over the flow of electric current, e.g.
in transistors, or the accumulation of charge in capacitors.

Pioneering experiments of Stern and Gerlach [28] in 1922 followed by the electron
spin hypothesis of Uhlenbeck and Goudsmit [29] found a solid theoretical frame-
work in Dirac’s relativistic quantum theory of electrons [30]. Finally, spin as an
additional, purely quantum mechanical internal degree of freedom of the electron
was established.

From this point on, it seemed conceptually straightforward to take advantage
of this additional degree of freedom for novel functionalities of electronic devices.
However, the absence of direct coupling between spin and electric field makes the
technologically most desirable electric control of the spin degree of freedom a sci-
entific challenge.

Modern spintronics faces this challenge when striving to exploit the spin degree
of freedom of electrons in addition to their charge for an advanced generation of
electronic devices [31, 32]. In particular, voltage-controlled spin electronics is of
vital importance to continue progress in information technology. The electric power
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consumption and its accompanying production of Joule heat in present day com-
plementary metal-oxide semiconductor (CMOS) integrated electronics is a major
bottleneck. It limits further progress anticipated in Moore’s law [33] through scaling
of device structures. Ever decreasing structure sizes and increasing clock rates are
ultimately limited by the possibility to efficiently manage power dissipation. There-
fore, the major objective of an advanced spin-based technology is to reduce power
consumption while enhancing processing speed, integration density, and functional-
ity [8, 12, 34–36].

The first realizations of spintronic devices fall into the category of passive spin-
tronics. Here electron currents are driven by electric fields without discriminating
their spin states. Spin-polarization [37] of electric currents is internally produced
and passively exploited via spin-selective transmission or scattering of electrons.
Prototypical examples are giant magnetoresistance (GMR) and tunneling magne-
toresistance (TMR) trilayer structures, which are utilized in magnetic field sensors
and modern magnetic read heads fuelling a multi-billion dollar information industry
[38, 39].

In contrast to passive spintronics there are additional attempts to exploit the full
potential of the spin degree of freedom via active electric control [31]. A conceptual
starting point for this approach is the celebrated Datta and Das spin transistor [40].
Here a FM source injects a spin-polarized current into a two-dimensional electron
gas. A gate electrode allows for voltage-controlled precession of the electron spin.
The latter control is envisioned with the help of the Rashba effect [41]. Subsequently
the spin state is analyzed by a FM drain, where—depending on the spin state of
the incoming electron—reflection or transmission takes place. The Rashba effect
originates from spin-orbit coupling in two dimensional electron gases. It gives rise
to a spin-dependent energy splitting proportional to the electron’s crystal momen-
tum and thus suggesting the possibility to control the spin orientation with the help
of an applied electric field [41]. Many of today’s challenges in the realization of
spintronic devices, especially those which rely on spin-polarized currents, have been
first encountered in the architecture of the spin-transistor proposed by Datta and Das
[40]. Here, spin injection, lifetime and manipulation are among the major obstacles
towards spintronic applications [31].

Recently, spin-polarized currents carrying net spin and, hence, angular momen-
tum, have been successfully exploited for spin-torque transfer. The latter can result
in current induced magnetization switching. Record-low current densities achieving
complete magnetization switching are today in the order of only 1 MA/m2 [42]. As
promising as these results are, those achievements are still a domain of low temper-
ature physics and not yet suitable for applications.

Considering the difficulties which spintronics based on spin-polarized currents
faces, it appears desirable to eliminate currents, e.g. for magnetization switching,
in first place. Controlling magnetism at thin-film interfaces at room temperature by
purely electrical means is therefore a key challenge to better spintronics [43–46].

As mentioned above, the linear ME susceptibility of ME antiferromagnets with
long-range order near room temperature is discouragingly small owing to its rela-
tivistic origin [16]. Despite this obstacle, in particular chromia, α-Cr2O3, revived
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among the most promising materials for voltage-controlled spintronics. The key to
success in overcoming the smallness of the linear ME bulk susceptibility of at most
≈4 ps/m (Fig. 2) lies in utilizing the recently discovered isothermally controllable
boundary magnetization at the (0001) surface or interface of antiferromagnetically
ordered chromia, which turns out to be roughness-insensitive [20, 23], thanks to
the unique symmetry conditions in ME antiferromagnets allowing for robust bound-
ary magnetization in the AF single domain state [20–22]. The realm of linear ME
response is clearly left, when the AF spin structure is magnetoelectrically switched
between two time-reversed single domain states. The boundary magnetization, a
generic property of all ME antiferromagnets [22], couples to the three-dimensional
AF long-range order parameter, η, and thus follows the latter on its electrically con-
trolled reversal. Since the pioneering work of Martin and Anderson [47] it is known
that electrically controlled switching of an AF single domain state in bulk chromia
between η = ±1 is possible in a non-linear isothermal process. It requires over-
coming a critical threshold given by the temperature dependent product |E · H |c,
where E and H are isothermally applied axial electric and magnetic fields. When
the boundary magnetization of a ME antiferromagnet such as chromia is exchange
coupled to an adjacent ferromagnetic thin film, a variety of spintronic applications
can be envisioned.

The investigation of chromia-based exchange bias systems, which aim at electric
control of the exchange bias field has been pioneered by the authors of this review
chapter [5–7]. Our suggested spintronic applications have been acknowledged as
ground-breaking proposals which

triggered much activity in the search for exchange bias using multiferroics . . . and ultimately
its electrical control [48].

All of those spintronic applications exploit exchange bias and its electric con-
trol as the basic building block of a potential spintronic device. Quantum mechan-
ical exchange coupling at the interface between chromia and a perpendicularly
anisotropic FM heterolayer such as Co/Pt or Co/Pd induces unidirectional mag-
netic anisotropy in the FM film. The electric control of the resulting exchange bias
effect allows shifting the global magnetic hysteresis loop of the Co/Pt or Co/Pd film
isothermally and reversibly along the magnetic field axis back and forth between
negative to positive field values.

Recently we evidenced the intimate coupling between surface magnetization and
bulk AF registration via the crossover behavior of the exchange bias field μ0 Heb

versus temperature T of a crystalline sample of Cr2O3(0001) attached to a trilayer
Pt0.5nm/Co0.35nm/Pt3nm grown under UHV conditions after ME field-cooling in
μ0 H f r = 0.3T and E f r = −500 kV/m (Fig. 5) [49]. Solid red and dot-dashed black
lines indicate best fits of all data points, respectively, to the power law C(1−T/TN )

β

with β = 0.30 and, slightly worse, to the mean value of the Cr3+ spins within mean
field theory, 〈S〉T = SBS=3/2(TN/T ), where BS=3/2 is the Brillouin function to S =
3/2 and T N = 308.5 K. Alternatively and much better fitting, a sequential scenario
is pursued from 3D-Heisenberg bulk (double-dot dashed blue) to surface critical
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Fig. 5 Exchange bias field μ0 Heb versus T of a ME field-cooled (μ0 H f r = 0.3 T and E f r =
−500 kV/m) heterostructure Cr2O3(0001)/Pt 0.5nm/Co 0.35nm/Pt3nm with best-fits to power laws
C(1 − T/TN )

β of all data points (solid red line), to mean field Brillouin function SBS=3/2(TN /T )
(dot-dashed black line), and as crossover between 3D-Heisenberg bulk (β = 0.365; dotted
blue line) and surface critical behavior (β = 0.81; dashed magenta line), respectively. Adapted
from [49]

behavior (dashed magenta) with β = 0.365 changing into 0.81 at the crossover
temperature Tcr = 0.996 T N (vertical arrow in Fig. 5).

The control of exchange bias, either isothermally or via ME annealing, is at the
center of the functionality of spintronic applications where interface magnetization
can be switched without the need of spin-polarized currents. Figure 6 shows an exam-
ple of a proposed device which is based on spin-valve architecture. The device was
originally envisioned [8] on the basis of the linear ME effect. As outlined above, the
linear ME effect of chromia is small for fundamental reasons. Hence, its impact on
electrically controlled exchange bias is small [50] and might only become sizable
in the presence of electric fields with significant strength exploring the stability lim-
its close to dielectric breakdown. Currently, there are no chromia thin films, which
come close to bulk dielectric properties, however, the boundary magnetization of
AF magnetoelectrics may virtually ‘shield’ the interface from being affected by
the electrically induced magnetization in the bulk. Therefore, isothermally operating
spintronic devices become better feasible in the framework of the demonstrated elec-
trically switchable boundary magnetization, where the smallness of the linear ME
susceptibility is of no concern and the boundary magnetization is actively exploited.
The spin-valve heterostructure, when pinned through a ME antiferromagnet such
as chromia, enables functionality of a logic device with additional magnetic stor-
age capability. Exchange coupling between chromia’s boundary magnetization (see
ensemble of small, parallel arrows in the left and right panels of Fig. 6) and the
interface magnetization of the bottom FM layer (FM1) gives rise to isothermally
switchable exchange bias fields, ±μ0 HE B .

Temperature assisted switching through ME annealing was first shown on the
hysteresis cycles of a FM multilayer Pt 0.5nm/[Co 0.3nm/Pt 1.5nm]3/Pt 1.5nm on
top of a (0001) oriented single crystal of Cr2O3 by switchingμ0 HE B between −32.1
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Fig. 6 Schematics of a GMR device based on the antiferromagnet chromia as ME pinning layer
voltage-controlling the FM state of the adjacent ferromagnet FM1 [8]. A nonmagnetic spacer, NM,
builds together with the free FM layer FM2 the remaining components of a GMR-type device.ΔU
measures the resistance in current-in-plane geometry. Idealized hysteresis-free magnetosresistance
curves are shown for positive and negative exchange bias fields originating from switchable states
of the chromia boundary magnetization coupling to the AF single domain states with either positive
(η = +1) or time reversed negative (η = −1) order parameter. η and the boundary magnetization
(small arrows) are isothermally controlled by the applied voltage V in the presence of an axial
magnetic field

and +30.3 mT [6]. Complete temperature assisted switching of the entire hysteresis
curves free from superpositions, with similar values of μ0 HE B was successful with
a FM trilayer Pt 0.5nm/Co 0.35nm/Pt 3nm attached to Cr2O3(0001) [51] as shown in
Fig. 7. The normalized hysteresis curves were measured at T = 297 K after cooling
the sample from T = 350 to 297 K in the two freezing fields, μ0 H f r = 0.3 T and
E f r = −500 kV/m (blue open circles) or E f r = +500 kV/m (red solid circles),
respectively. The broken vertical arrow mimics isothermal switching of the magne-
tization under constant magnetic bias, μ0 H0 ≈ 20 mT, and sufficiently large electric
fields satisfying the Martin-Anderson limit, |μ0 H0 E0|cr ≈ 500 mT kV/mm [47].

The pioneering device architecture [8] depicted in Fig. 6 relies on isothermal
control of the pinning of the FM layer1. The voltage-controlled pinning is realized
through the exchange bias mechanism. It is a major leap, both conceptually and exper-
imentally, to progress from thermally assisted switching to isothermal switching.
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The achievement of the latter could finally be stated in Ref. [23], 5 years after the
pioneering work reported in Ref. [6] and even 7 years after we introduced the idea of
isothermal voltage-controlled exchange bias [5]. A conceptual difficulty for isother-
mal device functionality originates from the fact that constant temperature control of
the exchange bias field exploits switching between two degenerate AF single domain
states of chromia. A sophisticated consideration of the exchange bias phenomenon
acknowledges that the unavoidable presence of roughness at the AF/FM interface
should eliminate exchange bias for a conventional uncompensated AF pinning sys-
tem if the latter is in a perfect single domain state. Hence, one might expect, that
isothermal switching between AF single domain states of chromia does not give rise
to sizable voltage-controlled exchange bias. In order to overcome this conceptual
difficulty one has to realize the key role which our newly discovered boundary mag-
netization plays for isothermal switching of exchange bias [20–23] in addition to the
established switchability of the AF domain state via the Martin-Anderson mecha-
nism [47]. Boundary magnetization is a thermodynamic equilibrium property of ME
single domain antiferromagnets based on rigorous symmetry considerations. The
equilibrium properties include the entropy driven equilibrium roughness at surfaces
and interfaces [22].

In the ME chromia, the AF single domain state gives rise to sizable roughness-
insensitive equilibrium boundary magnetization. Its strong coupling with the AF
order parameter (Fig. 5) ensures that the AF interface magnetization follows the
isothermal switching of the AF single domain state thus giving rise to isothermal
switching of exchange bias. The uniqueness of this exchange bias phenomenon as
a consequence of the particular role of boundary magnetization is confirmed by the
absence of training or aging effects [23] which are a hallmark of regular exchange bias
systems [52, 53]. It is this inherent potential of ME antiferromagnets for isothermal
switching of boundary magnetization making the device architecture of the example
shown in Fig. 6, and described together with additional isothermal device concepts
in Ref. [8], feasible.

In the example displayed in Fig. 6, the pinned ferromagnet FM1 (large arrow)
and the magnetization of the free top layer FM2 (small arrow) are separated by a
nonmagnetic (NM) spacer and form a GMR-type device. A voltage ΔU is used to
measure the magnetoresistance, R versus H , of the FM1/NM/FM2 trilayer in current-
in-plane geometry. A voltage difference V applied in the presence of a symmetry
breaking magnetic field of arbitrary strength can provide control over chromia’s AF
spin registration, η = 1. Therefore, electric control over the boundary magnetization
is achieved when overcoming the product field threshold |E · H|c, where E = V/d
is the electric field across the chromia film of thickness d. The orientation of the
boundary magnetization follows the sign of (E · H)c thus controlling in turn the
sign of the exchange bias field [6, 23]. From numerous investigations of chromia-
pinned exchange bias heterostructures [6, 23, 51, 54] it is evident that exchange bias
fields can be realized, which overcome the intrinsic coercive field of a soft pinned
FM film (FM1). Inverting the critical voltage V provides the electric field which,
in the presence of an arbitrarily small magnetic field, allows changing the pinning
direction. Depending on the orientation of the boundary magnetization we obtain two
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Fig. 7 Normalized hysteresis curves of the heterostructure Cr2O3(0001)/Pt 0.5nm/Co 0.35nm/Pt
3nm measured at T = 297 K after field cooling from T = 350 to 297 K in μ0 H f r = 0.3 T and
E f r = −500 kV/m (blue open circles), and E f r = 500 kV/m (red solid circles), respectively. The
vertical arrow indicates isothermal ME switching of the magnetization at finite μ0 H (see text).
Adapted from [51]

Fig. 8 Schematic view of a MERAM cell [9, 10] based on ME Cr2O3(0001) controlling the
magnetization of the Pt/Co/Pt trilayer FM1 via voltages ±V0 and constant magnetic stray field H0
of NdFeB thick film FM2. R± is the corresponding giant (or tunneling) magnetoresistance along
FM1/NM(Cu or MgO)/FM2. Adapted from [9, 10]

distinct magnetoresistance curves, R versus H , shown in the lower panel of Fig. 6.
For simplicity the sketch neglects FM hysteresis. Pairs of large and small arrows
assigned to specific positions in the R versus H curves illustrate the successive order
of magnetization switching of the layers when lowering the magnetic field strength
from positive saturation. The parallel or antiparallel magnetic configurations at low
field values are of particular interest for the functionality of the device. Here, the
relative orientation of FM1 with respect to FM2 depends on the sign of the exchange
bias field. For small applied magnetic fields, which control the magnetization state
of the free layer FM2, it is possible to control the relative orientation between FM1
and FM2 purely through the polarity of V .

Alternatively, the ‘free’ layer FM2 may be replaced by a hard magnetic thick film
(of e.g. NdFeB), which provides a constant stray field H0 as shown in the ME random
access memory cell MERAM [9, 10] of Fig. 8. In conjunction with the switchable
electric field E0 = ±V0/d it determines the polarity of η in the Cr2O3 layer, and
thus the sign of the magnetization in the ‘slave’ layer FM1 (e.g. ultrathin Pt/Co/Pt
[9, 10]). The serial resistance R of FM1 and FM2 embedding a non-magnetic (NM)
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Table 1 Physical and logical input and output parameters of a ME XOR device [8]

Phys. in 1 Phys. in 2 Logic in 1 Logic in 2 Phys. out Logic out

(E H)C > 0 H < 0 0 0 Rhigh 0
(E H)C > 0 H > 0 0 1 Rlow 1
(E H)C < 0 H < 0 1 0 Rlow 1
(E H)C < 0 H > 0 1 1 Rhigh 0

conducting (e.g. Cu) or insulating tunneling (e.g. MgO) layer thus encounters two
different values due to GMR or tunneling magnetoresistance (TMR) corresponding
to logical “0” and “1”, respectively.

Combining logical and magnetic storage function is a very attractive use of mag-
netic storage elements, with speed, information retention, and flexibility advantages
[55, 56]. Next we outline in some detail how such the device of Fig. 6 can provide,
e.g., the logical functionality of an exclusive OR gate (XOR) [8]. The polarity of
the voltage V controls the sign of the field product E H which can be used as one
logical input. The direction of a subsequently applied external magnetic field is the
other logical input. The various combinations of the input variables result in a high
or low value of the resistance as logical output. For example, we assign a logical
input “0” to (E H)C > 0 (blue R vs. H curve in Fig. 6), and logical input value “1”
to (E H)C < 0 (red R vs. H curve in Fig. 6). A positive applied field, H > 0, is
identified with a logical “1” input, and H < 0 corresponds to a logical “0”. If both
inputs are “0”, or “1” the resistance value, R, is high due to antiparallel alignment
of the FM layers. We assign the logical output “0” to a state of high resistance and
correspondingly a logical output “1” to a configuration of low resistance. The two
other logical input configurations result in a low resistance output, assigned to output
“1”. Table 1 summarizes the physical as well as logical input and output parameters
of the device in accordance with the truth table of an exclusive disjunction.

When giving up on the advantage of virtually powerless switching, even more
functionality can be envisioned [8] when combining current-induced switching due
to a voltage ΔU in a perpendicular geometry with the ME control due to V .

3 Multiferroics

3.1 Single Phase Multiferroics

Multiferroics (MFs) are classified single or multiphase, if the order parameters
involved occur either in one single compound or in different components of a com-
posite material [57]. Since recently [58] one further distinguishes type-I and type-II
single phase MFs. Type-I MFs like Fe3B7O13Cl, BiMnO3, BiFeO3, Fe2−x Gax O3,
LuFe2O4, Fe3O4 etc. have independent origins of the spontaneous order parameters,
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Fig. 9 Schematics of a multiferroic 4-bit memory spin-valve involving a non-ME FM-FE LBMO
tunneling barrier, a LSMO fixed magnetization layer, and an Au sink electrode. Four different
currents 1, 2, 3, and 4 are due to independently field-switchable TMR and TER values. Adapted
from [61]

Ps and Ms (or AF Ls). Contrastingly, in type-II MFs like LiCu2O2, CuFeO2,
Ni3V2O8, TbMnO3, TbMn2O5, MnWO4, CoCr2O4, Ca3CoMnO6 etc. the ferro-
electricity is primordially due to non-collinear magnetism (see below).

The increased variety of internal degrees of freedom opens new possibilities
for making use of multiferroics in information technology. Increased data storage
may be realized by exploiting both magnetic and electric switching. In particular
multiple-valued magnetoresistance cells are a promising route to further increase
the storage density, e.g. in magnetic random access memory (MRAM) technology.

Multiferroic tunnel junctions (MFTJ) promise just that. They are magnetic tunnel
junctions exploiting resistance control through ferromagnetic switching and simulta-
neously resistance control through switchability of the polarization of the ferroelec-
tric tunneling barrier. MFTJs are envisioned as the next logical step towards four-state
non-volatile memory devices with functionality beyond today’s conventional MRAM
technology [59, 60].

An impressive step toward this end has been made by Gajek et al. [61], who
investigated a spin valve with the layer sequence La0.7Sr0.3MnO3(LSMO) / La0.1
Bi0.9MnO3 (LBMO)/Au (Fig. 9), where the halfmetallic FM LSMO defines the fixed
magnetization, M0, against which that of the multiferroic LBMO, ±M , is switched
by a magnetic field. The FE polarization, ±P , of LBMO (Curie temperature T e

c ≈
400 K) is switched by the voltage V across the Au top electrode and the LSMO
bottom layer. It was shown [61] that four different tunnelling currents, 1, 2, 3, and 4,
due to TMR and Tunneling Electro-Resistance (TER) [44] arise under the different
mutual orientations of the order parameters, M and P, in the 2 nm thick LBMO
layer, as desired for quaternary logic. It should be stressed that in this novel non-
volatile memory cell the vanishing linear ME coupling within LBMO is imperative
and highly welcome. Unfortunately, its too low magnetic transition temperature,
Tm

c ≈ 90 K, rules out technological applications, but its idea will continue fueling
future search for more suitable MF materials. Another step to higher performance
might be to thin-down the FM LSMO electrode in the spin valve of Fig. 9 to a few
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Fig. 10 Schematics of the electric control of the easy axis of CoFe magnetization via multiferroic
domain switching of BiFeO3. Adapted from [64]

lattice spacings, which is expected to substantially increase the TER in the FE (MF)
tunneling barrier [62].

Quite often type-I MFs reveal high ordering temperatures, but their theory—
including the ME coupling—can be very complex. Probably the most popular type-I
single phase MF is BiFeO3 with record high ordering temperatures, AF TN = 643 K
and FE Tc = 1103 K, which makes it the ‘holy grail’ in the world of multifer-
roics [63]. Despite or—since recently—because of its large variety of different FE-
ferroelastic and AF domains it has ever since been considered a hot favorite for
applications in sensorics or spintronics [64, 65].

As an example, Fig. 10 shows the schematics of the electric control of the easy
axis of CoFe magnetization via multiferroic domain switching of BiFeO3 [64]. It
is an attempt to make use of the multidomain nature of BiFeO3 in a device, which
comes close to the technological break-even of switching magnetism with an electric
field. Chu et al. [64] switched the magnetic anisotropy of a thin FM CoFe layer
attached to an AF + F E film of BiFeO3 (Fig. 10). By lateral application of an
electric field the FE polarisation is switched together with the elastically coupled AF
domains. As a result of exchange coupling the FM anisotropy axis is switched by
90◦, which might be useful for information storage in spintronic devices. Another
important step toward ME control of a spintronic device was taken by Lebeugle
et al. [65], who demonstrated electric field switching of the magnetic anisotropy of a
soft magnetic layer of Ni0.78Fe0.22 (NiFe) attached to a single crystal of ferroelectric
(FE) and AF BiFeO3. It was shown that an electric field-induced change of the
FE polarization of the BFO substrate is able to toggle the easy direction of the
magnetization in the NiFe layer by use of the ME effect. In fact, two successive
coupling mechanisms are exploited. The first is the ME coupling within BFO between
the AF and the FE order. As a matter of fact, it is found that the FE domains, i.e.
regions with different collective polarization, go perfectly with the AF ones due to
the accompanying differently oriented lattice strain. The second coupling process
is based on exchange interactions at the interface between the AF BFO and the
FM NiFe. More precisely, it is the projection of the AF order which couples to the
FM magnetization. Unfortunately, the magnetization of the NiFe layer could not
completely be switched along the directions of the anisotropy axes as it is impossible
to form a ferroelectric single domain in the (001) plane of BFO. Out of the manifold
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Fig. 11 Counterclockwise spin spiral of TbMnO3 promoting an upward directed electric polariza-
tion by forced oxygen displacements. Adapted from [66]

of eight differently poled domains only four of them can be selected by a uniform
intraplanar field.

On the other hand, the theory of type-II MFs is symmetry based and straightfor-
ward, albeit often quite sophisticated. In most cases the ordering temperatures are
very low and the order parameter amplitudes ridiculously (from an application point
of view) small. E.g., in the orthorhombic perovskite system TbMnO3 it was found
that spiral spin ordering due to Dzyaloshinskii-Moriya exchange interaction breaks
both T and I, such that a net polarization P = γ

(

rj − rj+1
) × (

Sj × Sj+1
)

becomes
induced as depicted in Fig. 11 [66]. In the Ising chain magnet Ca3CoMnO6 [67]
alternating Co2+/Mn4+ ionic order creates competing FM nearest neighbor and AF
next-nearest neighbor exchange interactions. As a consequence, up-up-down-down
(‘ANNNI-type’) spin ordering arises below TN ≈ 16 K. It is accompanied by asym-
metric exchange striction, which breaks I and, hence, induces electric polarization
below TN [68].

3.2 Composite Multiferroics

Composites or core-shell structures consisting of a FE and a FM material represent
an alternative to intrinsic MF materials [69]. These multiphase MFs are usually
based on stress-strain coupling between the order parameters of FE-piezoelectric
and FM-magnetostrictive components like BaTiO3 and CoFe2O4, respectively [70].
This pioneering self-assembled ceramic material has become famous for its large
ME voltage coefficient αM E (BaT i O3/CoFe2 O4) = d E/d H = 130 mV/cmOe.
This corresponds to a linear ME coefficient α = ε0εrαM E ≈ 720 ps/m (assuming
εr ≈ 500), which exceeds that of Cr2O3 at 260 K (Fig. 2) [4] and even that of the
record holding single phase type-I MF material TbPO4 [71, 72] by factors of about
180 and 20, respectively.

Among the ME coupled multiferroic oxide composites [73] also hybrid oxide-
metal composites such as BaTiO3-Fe have successfully been tested [74]. Figure 12a
shows magnetic properties of a thin Fe film evaporated onto the (001) face of a FE
BaTiO3 crystal under thermal cycling between the different crystalline phases of the
substrate, which are (on cooling): cubic → tetragonal → orthorhombic → rhombo-
hedral. Both the coercivity,μ0 Hc, and the scaled remanence, Mr/Ms , reveal net kinks
at the phase boundaries, which are related to typical changes of substrate morphology
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(a)

(b)

Fig. 12 Strain controlled magnetism of a BaTiO3(001)/Fe(10 nm) composite: a coercivity, μ0 Hc
(squares), and scaled remanence, Mr/M (circles), under rhombohedral (R)-orthorhombic (O)-
tetragonal (T) phase changes of the BaTiO3 substrate within 170 K≤ T ≤ 390 K; b coercivity
μ0 Hc at T = 300 K under ascending and descending (arrows) electric fields, respectively. Adapted
from [74]

and FE domain pattern. Figure 12b demonstrates the converse piezoelectric effect of
BaTiO3 exerted onto the coercivity of Fe, μ0 Hc, under ascending and descending
electric fields, respectively. Single domaining of the FE substrate under large electric
fields (e.g. ≈ ±10 kV/cm) diminishes the coercive field by ≈10 %, large enough to be
useful in spintronic devices. A first obvious step into this direction is the piezoelectric
control of exchange bias. To this end we exploit piezoelectrically tuned magnetostric-
tion in a BaTiO3/Co/CoO heterostructure [75]. Here, piezoelectrically controlled
exchange bias originates to a large extent from the magnetostrictive contribution to
the magnetic anisotropy of the Co film. When cooling the strained heterostructure to
below its blocking temperature, stress-induced changes in the magnetic anisotropy
alter the relative orientation of the FM and AF interface magnetization thus allowing
to electrically tune the exchange bias field [75]. Recent progress in epitaxial growth
of multiferroic BaTiO3/Fe(001) heterojunctions [76] gives hope that such elemen-
tary material combinations might become candidates of spintronics applications in
the near future. Note, however, that isothermal electric control of exchange bias near
room temperature remains unique for the chromia based exchange bias system [9,
10, 23].

ME oxide-metal composites have meanwhile achieved the highest conversion
rates and are now considered for applications in transducer, filter and sensor devices
[69]. Record high ME response can be achieved by taking advantage of resonance
effects. One possible design is shown in Fig. 13, where amorphous FM METGLAS
(=FeBSiC) layers are excited by a longitudinal magnetic ac field and laterally cou-
pled to a periodically poled FE PZT [=Pb(Zr,Ti)O3] piezofiber layer. The voltage
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Fig. 13 Schematics of an ME composite consisting of two magnetostrictive FeBSiC layers and a
piezoelectric periodically poled PZT piezofiber layer intercalated by Kapton films [69]. Adapted
from [77]

conversion factor αM E = 0.8 kV/cm Oe (corresponding to α ≈ 5×10−6 s/m assum-
ing εr ≈ 600) at the resonance frequency f ≈ 2 kHz [77] exceeds that of archetypical
Cr2O3 by six orders of magnitude.

3.3 Disordered Multiferroics

The nature of glassy states in disordered materials has long been controversially dis-
cussed. In the magnetic community generic spin glasses [78] are meanwhile accepted
to undergo phase transitions at a static freezing temperature Tg (=glass temperature),
where they exhibit criticality and originate well-defined order parameters. Widely
accepted, albeit still under debate [79], also polar systems may undergo a transition
into a generic ‘dipolar’ or ‘orientational glass’ state [80], which fulfils similar criteria
as the spin glass state. Hence, it appears quite natural to coin the term ‘multiglass’
for a new kind of MF material revealing both polar and spin glass properties, which
we discovered in ceramic solid solutions of Sr0.98Mn0.02TiO3 [14]. On one hand, the
Mn2+ ions being randomly distributed and off-centered from their Sr2+-sites [81]
form nanopolar clusters with frustrated dipolar interaction and give rise to a dipolar
glass state below T e

g ≈ 38 K [14, 82]. This can easily be judged from the asymptotic
shift of the dynamic dielectric susceptibility peak, Tm( f ), for frequencies within
the range 10−3 ≤ f ≤ 106 Hz in Fig. 14a. It follows glassy critical behaviour, i.e.
f (Tm) ∝ (Tm − T e

g )
zν with the dynamic critical exponent zν = 8.5.

On the other hand, frustrated and random Mn2+–O2−–Mn2+ (supported by spu-
rious Mn4+–O2−–Mn2+ bonds [83]) superexchange is at the origin of spin glass
formation below T m

g ≈ 34 K. This temperature marks the confluence of three char-
acteristic magnetization curves recorded upon zero-field cooling/field heating (ZFC),
field cooling (FC), and subsequent zero-field heating (thermoremanence, TRM) as
shown in Fig. 14c. It should be noticed that both glassy states have unanimously
been confirmed by clear-cut aging and rejuvenation effects in their respective dc
susceptibilities [14]. The ’holes’ burnt into the electric and magnetic susceptibilities
by waiting in zero field for 10.5 h at 32.8 K and for 2.8 h at 33 K, respectively, and
subsequent heating with weak electric and magnetic probing fields are shown in
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(a) (b)

(c) (d)

Fig. 14 Dielectric susceptibility ε(T ) of Sr0.98Mn0.02TiO3 ceramics recorded at frequencies
10−3 ≤ f ≤ 106 Hz (a) and magnetization measured on ZFC-FH, FC and subsequent ZFH
(TRM) (c). Holes Δε(T ) and Δm(T ) burnt in zero fields at Twait = 32.5 K for 10.5 h (b) and
Twait = 33 K for 2.8 h (d) corroborate memory and rejuvenation, respectively, of both dielectric
and magnetic glassy subsystems. Adapted from [14]

Fig. 15 Multiglass formation in SrTiO3 doped with Mn2+ impurities involving FE polar clus-
ters (pseudospins σ j , σ j

′, σ j
′′) and superantiferromagnetic spin clusters (S j , S j

′, S j
′′). Adapted

from [82]

Fig. 14b and d. They corroborate the glassy ground states of both the polar and the
magnetic subsystem and their compatibility with spin glass theory [78, 79]. Obser-
vation of biquadratic (δ-type) ME interaction—see Eq. 3 [14]—is fully compatible
with the low symmetry of the compound and supposed to crucially reinforce the spin
glass ‘ordering’ as schematically depicted in Fig. 15 [82]. Both glassy systems are
assumed to occupy the same spatial network.
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Fig. 16 AF Fe3+ clusters with projections of 〈111〉 oriented spins viewed in (001) cross sections
of PFN at different scales. Adapted from [87]

In the MF perovskite PbFe0.5Nb0.5O3 (PFN), both Fe3+ and Nb5+ ions are ran-
domly distributed at B sites [84]. This enables the establishment of two different
orderings—a soft-mode driven FE one as in PbTiO3, and a super-exchange driven
AF one in the percolating Fe3+ subspace. Owing to the inherent disorder, however,
unconventional phases emerge. The polar phase transforms into a so-called relaxor
FE below T e

c ≈ 385 K due to quenched random electric fields emerging from the
cationic charge disorder. It decays into a polar domain state as known from the
related prototype compound PbMg1/3Nb2/3O3 (PMN) [85]. Even more unusual is
the coexistence of two magnetic phases both of which fulfill the requirements of the
thermodynamic limit. Infinitely large numbers of finite-sized Fe3+ clusters without
mutual overlap make up a spin glass (SG) coexisting with an AF phase of exchange
coupled Fe3+ ions. The phase coexistence resides on percolation theory. While the
AF phase transition at TN ≈ 153 K is permitted on the bond-percolated infinite
cluster of super-exchange coupled Fe3+ spins, the SG transition at Tg ≈ 10 K is
restricted to the complementary space accommodating isolated and small clusters of
Fe3+ ions, where magnetic dipolar and super-exchange interaction via oxygen and
lead ions [86] warrant spin glassy bond coherence (Fig. 16 [87]).

Secured [87] signatures of long-range glassy order are critical slowing-down,
memory and rejuvenation after aging, de Almeida-Thouless-type phase boundary,
and stretched exponential relaxation of remanence. The independent nature of both
phases is corroborated by their different magnetic point group symmetries, being
3m with quadratic ME response on the infinite AF cluster, but m′ with linear ME
response on the SG subspace. Figure 17 shows the magnetic and ME responses as
functions of the temperature and measured under different external field conditions
(see caption). The magnetization, m versus T , marks the AF Néel temperature and
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Fig. 17 Magnetic moment m versus T of PFN(001) obtained on ZFC/FH (curve 1), on FC (2)
with μ0 H = 0.1 T, and on ZFH as TRM (3) (inset: low-T data magnified) (lefthand ordinate).
ME moment m′

M E versus T obtained with Eac = 12.5 kV/m on ZFC/FH in μ0 Hdc = 0.2 T and
Edc = 0 (4, open circles) or 50 kV/m (5, solid squares) (righthand ordinate). TN and dominance
of ‘phases’ AF, SAF and CG are indicated. Adapted from [87]

the spin-glass-typical non-ergodic behavior below Tg . ZFC (curve 1) and FC (2) as
well as the thermoremanent magnetization (3) (emphasized in the inset to Fig. 17)
are typical of the spin glass phase. Signatures of the AF Néel temperature TN , of
superantiferromagnetic (SAF) clusters and of the spin cluster glass (CG) below Tg

are well pronounced in the β-type ME signal, m′
M E versus T , induced by Eac and

Hdc [87]. The δ-effect induced by additional Edc is comparably small and becomes
visible only in the critical regions of the AF and the CG transitions at T ≈ 140 and
25 K, respectively.

It should be noticed that the coexistence of two magnetic phases in the same solid
system has often been matter of controversy in past decades. In the case of PFN, we
are convinced that percolation theory allows both the AF and the SG phase to coexist
without spatial overlap, but nevertheless fulfilling the requirements of the thermody-
namic limit. Recently we encountered a similar situation with another single phase
type-I multiferroic, namely the dilute lamellar antiferromagnet CuCr1−x Inx P2S6
(TN ≈ 32 K) [88]. It rapidly loses magnetic percolation upon diamagnetically dilut-
ing the triangular Cu-Cr-P2 planar network with In3+ ions (Fig. 18a and b). For
0 ≤ x < 0.3 antiferroelectricity (Tc ≤ 150 K) and AF spin order (TN ≈ 32 K)
coexist. Both orders are superposed by ferroic fluctuations. For x > 0.3 pseudo-
critical planar 2D FM fluctuations of the Cr3+ spins (S = 3/2) are encountered.
They give rise to Langevin-type magnetization saturation and, surprisingly, large
quasi-molecular magnetic anisotropy.

In the polar subsystem of CuCr1−x Inx P2S6, which involves off-centered Cu+ ions
(Fig. 18a and b), dynamic polar clustering with glass-like polydispersive dielectric
susceptibility emerges for x > 0 at T ≤ Tc. Figure 18c shows the dielectric losses
measured on a single crystal with moderate dilution, x = 0.2, via ε′′ versus T for
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(a)

(b) (d)

(c)

Fig. 18 Ordered distribution of Cr, Cu, and P2 pairs in the lamellar network (a) and in the ab
plane of (CuCr)P2S6 (b). Dielectric permittivity component (c) ε′′ versus T , and (d) ε′′ versus f
measured along the c∗ axis of the magnetically dilute compound (CuCr0.8In0.2)P2S6 at frequencies
100 ≤ f ≤ 106 Hz and temperatures 20 ≤ T ≤ 250 K. Adapted from [88]

various frequencies within 100 ≤ f ≤ 106 Hz. They arise below T ≈ 150 K and shift
toward lower T as f decreases in an Arrhenius-like fashion, fm = 1.4 · 1012 Hz ·
exp(−1,400 K/T). This law seems to exclude glassiness, which would rather be
expected to obey, e.g., Vogel-Fulcher-type ‘criticality’ by replacing the denominator
T by T −T e

g with some finite glass temperature, T e
g > 0. However, in order to finally

exclude glassy asymptotic behaviour more data are needed at lower frequency and
lower temperature. Preliminarily, however, a strong hint at dipolar glassy dynamics
is offered by the huge dipolar polydispersivity as shown by the extremely broad and
flat spectra, ε′′ versus f , in Fig. 18d [88]. Apparently they have tendency to diverge
toward f → 0 as T falls below 50 K. This clearly hints at dipolar glassiness, which
seems to coexist with the ferrielectric long-range order residing on the percolating
cluster—a rare event, probably for the first time observed in a disordered polar system.

4 Perspectives

From a fundamental point of view both type-II multiferroics and ME multiglasses
are clearly most challenging because of their fascinating interplay between different
ordering schemes. New horizons are opened in particular by their nonlinear ME
effects, which are not as small as hitherto presumed.
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On the other hand applications have entered the agenda from the beginning
[7–11]. To begin with, ME composites are meanwhile established as magnetic field
and current sensors, transformers, gyrators, tunable microwave devices, resonators,
filters, phase shifters, delay lines etc [69].

Single phase magnetoelectrics promise to realize low-power electric control of
magnetic order [12, 23], while the magnetic control of electric order is much less
attractive for obvious reasons. As an example, our ME Random Access Memory
(MERAM) [9, 10] (Fig. 8) is based on the electric control of the exchange bias
exerted by a ME antiferromagnet like Cr2O3 onto an attached FM (multi)layer such
as (Pt/Co)n, n ≥ 1. However, for practical applications one should finally be able
to extend functionality significantly above room temperature. One way out of the
present tight situation given by TN (Cr2O3) = 308 K might be alloying Cr2O3 with
α-Fe2O3 in order to increase the ordering temperature.

Single phase multiferroics open possibilities of double action involving two order
parameters. For their 4-bit memory (Fig. 9), Gajek et al. [61] proposed a thin film
of the MF ferro-electromagnet La0.1Bi0.9MnO3 to serve as a tunneling layer in
a magnetoresistance element showing four different tunnel magneto- and electro
resistances (TMR and TER, respectively) when setting the various magnetic and
electric states, ±M and ±P. Unfortunately the search for suitable materials fully
functional above room temperature has not yet been successful. Presently still the
only room temperature type-I MF material BiFeO3 appears promising for future
spintronics applications, which is probably bound to exploit the various couplings
of domain switching [64, 65].

In the very near future the ongoing research on the large variety of multiferroic
and/or magnetoelectric materials and their novel device structures will certainly bring
improved understanding of the physical interrelations and, hopefully, also the often
proclaimed breakthrough solving current technological challenges.
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1 Lateral Magnetic Nanostructures and Competing Interactions

1.1 Overview

Competing interactions in magnetic nanostructures have been at the center of interest
from the very beginning of magnetic thin film and superlattice research. Compet-
ing interactions occur, for instance, between bulk anisotropy and surface (interface)
anisotropy in thin films, between ferromagnetic and antiferromagnetic interlayer
exchange coupling, or between ferromagnetic and antiferromagnetic exchange inter-
actions in exchange bias systems. Many reviews are devoted to these topics and shall
not be repeated here, but we refer to the following reviews and further references
quoted therein: Refs. [1–3]. Since about the turn of the century an additional arti-
ficial structuring in the lateral direction started to move into the center of interest.
Reducing the film extension within the plane requires experimental tools in addition
to the usual film deposition techniques. They imply some kind of lithography or self-
organization and usually these methods are quite demanding. Some of the fabrication
methods are detailed in Refs. [4–6]. Lateral structures can be shaped into different
forms, sizes, periodic patterns, obeying different symmetries. There is a myriad of
possibilities to arrange islands in the plane.

Isolated islands can be characterized by their shape and aspect ratio, ranging from
needle like bars to circular islands. These islands can be periodically arranged in
the plane or stacked on top of each other to yield a columnar and stratified type
structure as sketched in Fig. 1. The new twist that these lateral patterns provide is the
manipulation of the magnetic domain structure on the one hand and the strength of
the intra- and interisland interaction on the other hand.

Bringing the islands closer together, they start to interact via their dipolar stray
fields. It is this range which is of interest in the present chapter. In one case the
interaction is desirable and leads to new order or frustration, such as in the spin ice
patterns discussed in Sect. 2, in the other case dipolar stray fields are to be avoided in
order to guarantee independent switching in perpendicular magnetic storage media
(bit patterned media), as discussed in Sect. 3. The temperature dependence of lateral
magnetic nanostructures is still an open issues. Only in rare cases the temperature
dependence and intrinsic phase transitions have been taken into account [7].

This chapter contains four parts, which illustrate the current research and devel-
opments in magnetic nanostructures. Starting with a general overview on lateral
rectangular and circular islands in the first part, the second part contains a discussion
of recent work on lateral arrangements of magnetic dipoles on lattices with square or
triangular symmetry, leading to intrinsic frustration. The next part covers the topic
of closely packed square islands with perpendicular anisotropy known as bit pat-
terns, which are being developed for future high density magnetic storage media.
In the fourth and last part magnetic clusters are considered, which are arranged by
self-organization rather than by lithography, providing further possibilities for the
investigation of competing interactions.
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Fig. 1 Schematics of lateral magnetic patterns of islands. Each islands contains a multilayer of
alternating magnetic and non-magnetic layers mediating an interlayer coupling J⊥. The islands
may interact via a dipolar stray field J‖

(a) (b) (c) (d) (e) (f)

Fig. 2 Sketch of magnetic domain structures in nanopatterns. a Landau pattern in a square islands;
b single domain dipole state in an elongated stripe with magnetization parallel to the long axis of
the island; c single domain pattern as in b but with perpendicular orientation of the magnetization;
d multidomain state separated by 180 ◦ domain walls; e magnetic vortex state in a circular island,
characterized by a chirality and a core polarity; f single domain dipole state upon reducing the
island size

1.2 Single Islands, Stacks, and Lateral Patterns

When reducing the lateral extension of a film down to nanometer size, multidomain
states collapse to a single domain (SD) state [8, 9], which is sketched in Fig. 2b
and f. In circular islands a vortex state is encountered below a critical diameter
characterized by a chirality of the in-plane spins and a polarity of the vortex core
(Fig. 2e). In rectangular bars multidomain states (Fig. 2a) are reduced to SD dipoles
(Fig. 2b) if the aspect ratio m = l/w of length l to widthw exceeds a critical value. The
critical diameter or critical aspect ratio is a function of the ferromagnetic material
used and it is different for Py or Co, meaning that the exchange interaction, the
magnetocrystalline anisotropy, and the shape anisotropy are the controlling factors.
Vortex systems and SD dipoles are particularly appealing as these magnetic islands
can either be stacked on top of each other or they can be periodically arranged in the
plane forming patterns of selected symmetry.

Let us first consider a single rectangular island. The multidomain state of a
rectangular islands as shown in Fig. 2a goes into a SD state (Fig. 2b), when the
demagnetization energy ED becomes smaller than the domain wall energy EW ,
which is required to create domain walls. The demagnetization energy density is
given by ED = 1/2μ0 HD MS , where MS is the saturation magnetization and HD

is the demagnetization field. The demagnetization field depends on the shape and
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the aspect ratio. For rectangular islands of the alloy Ni80Fe20 (Py) a phase diagram
for the domain state as a function of aspect ratio was established by Last et al. [10].
This phase diagram shows that a single domain state is reached with an aspect ratio
m ≤ 10. Although the global state at remanence is SD, the domain structure at both
ends is usually much more complex, as micromagnetic simulations [11] and imaging
experiments show [12].

As mentioned, a rectangular bar with m ≤ 10 will exhibit a SD state at remanence
with the magnetization axis pointing parallel to the long axis. A SD state in the
direction perpendicular to the long axis is excluded because of the much higher
demagnetization energy which is produced in that direction. Thus in a long thin bar
with an aspect ratio m = l/w > 10 the magnetic state is controlled by the shape
anisotropy, which dictates the magnetization vector to form a dipole parallel to the
wire axis. A SD state perpendicular to the wire axis as shown in case Fig. 2c would
be highly unstable at remanence, but can be realized in a high saturating field.

In some cases competition between the shape anisotropy of the SD state and a
substrate induced uniaxial anisotropy may occur leading to surprising results. If the
uniaxial anisotropy becomes larger than the shape anisotropy, the actual domain state
observed depends on the relative orientation to each other. As long as the uniaxial
anisotropy is parallel to the long side of the rectangular island axis (bar), there is
no change to the already discussed situation presented in Fig. 2b. However, if the
uniaxial anisotropy, i.e. the easy axis, is oriented perpendicular to the long axis of
the bar, a domain state may be become favorable as sketched in Fig. 2c, i.e. if the
anisotropy energy Ea exceeds the domain wall energy Ew. This situation has been
encountered in Co2MnGe Heusler alloy stripes prepared by lithographic means in
the work by Gross et al. [13]. Here the domain state becomes the real ground state
and is reached at remanence independent of the magnetization protocol (see Fig. 3).
Furthermore the width of the domains scales with the square root width of the bars,
as predicted by theory [15] and confirmed in [13] for the first time. Similar domain
states have also been observed for Co stripes [16, 17] and for Fe stripes [14, 18, 19].

Having established magnetic dipoles by virtue of their aspect ratio, they can be
arranged parallel to each other within the plane at different distances and angles in
order to control their interaction via dipole fields. An illustrative example is shown in
Fig. 4 where Py magnetic dipoles are placed next to each other forming an antiparallel
magnetic state at remanence. In this X-ray magnetic circular dichroism (XMCD)
picture the gray scale is determined by the direction of the incident circular polarized
X-ray beam with respect to the magnetization direction. Highest intensity is coded
black for parallel orientation and lowest intensity is coded white for antiparallel
orientation. Any angle in between assumes a gray color.

Clearly there are many possibilities to arrange nanostructured SD magnetic
dipoles within the plane. Particular exciting is the arrangement of these dipoles on
square or honeycomb lattices, which are frustrated forming square or kagome spin
ice, as discussed in more detail in Sect. 2.

At the other extreme of in-plane aspect ratios are circular islands with m = 1.
As already mentioned, below a critical aspect ratio n = R/L (R = radius, L =
thickness) the magnetization distribution in islands assumes a vortex state [20]. The
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Fig. 3 Domain structure in Co2MnGe Heusler alloy bars grown on a sapphire substrate. In the top
panel the bars are aligned parallel to a uniaxial anisotropy KU provided by the substrate. In the
bottom panel the bars a aligned perpendicular to the unaxial anisotropy axis KU (Reprinted with
permission from Ref. [13]. Copyright (2011) by the American Physical Society)

Fig. 4 XMCD image of parallel oriented Py rectangular bars interacting via stray fields. The
image was taken with incident left and right circular polarized light tuned to the L-absorption
edge of Fe, providing magnetic contrast. The gray scale contrast indicates that in this periodic array
parallel bars have antiparallel magnetization at remanence. The scale bar indicates 1μm (courtesy to
T. Eimüller)

phase diagram from SD to vortex state has been analyzed in much detail, including
the nucleation and annihilation fields of the vortex [21, 22], the slow vortex dynam-
ics close to the nucleation point [23], the gyration of the center vortex core [24],
and the flipping fields of the core in external static and rf-fields [25]. Micromag-
netic simulations and analytic analysis have shown that a vortex state forms if the
magnetostatic energy dominates over the exchange energy, i.e. if the dipolar energy
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Fig. 5 Phase diagram for a single domain state (SD) versus a vortex state (V) in circular islands as
function of disk diameter and disk thickness for different uniaxial anisotropy constants. Diameter
and thickness are given in unity of exchange lengths. Lines correspond to the analytical model, dots
to micromagnetic simulations (Reprinted with permission from Ref. [22]. Copyright (2004) by the
American Physical Society)

can be reduced by the formation of a vortex state in spite of an enhanced exchange
energy. The competition between the dipolar field in the single domain state and the
exchange energy in the vortex state leads to a well defined phase diagram depending
on disk diameter and disk thickness, as shown in Fig. 5 [22]. If the islands in lateral
patterns come closer together, they start to interact affecting their chirality [26, 27].
The dipolar coupling of vortices in close proximity is also expressed in the dynamics
of their vortex cores, as impressively shown by Jung et al. [28, 29].

Considering a pattern of highly symmetric circular islands in a saturating field,
on the descending magnetization branch a vortex occurs at the nucleation field either
with clockwise or anticlockwise chirality (clockwise chirality is sketched in Fig. 2e).
Furthermore, during magnetization reversal the vortices nucleating along the ascend-
ing branch and descending branch of the hysteresis will exhibit opposite chiralities.
In an array of identical islands and neglecting interaction between them there will
be as many vortices with clockwise chirality as with anticlockwise chirality along
the descending branch. However, if the islands are flattened at the top, nucleation
in the descending field will always occur close to the flat top in an anticlockwise
fashion, whereas in an ascending field the nucleation will occur at the bottom of the
island in a clockwise fashion. This birefringence of nucleation and annihilation of
the vortex state is spatially separated and can indeed be observed either by magnetic
force microscopy (MFM) [30, 31] or by using a combination of vector MOKE and
Bragg-MOKE [32, 33]. Vector MOKE resolves the x- and y- components of the
magnetization vector. Bragg-MOKE, in addition, is sensitive to the magnetization
distribution inside of islands by taking the Fourier-transform in the diffraction mode.
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(a) (c)

(b) (d)

Fig. 6 Vortex state and reversal in islands with a flat top. The flat breaks the symmetry such that
the vortices nucleate with an anticlockwise chirality at the top in a field descending from saturation.
Vice versa, starting from negative saturation the vortex nucleates at the bottom in a clockwise
fashion. Left panels the chirality can be distinguished in magnetooptical Kerr-effect experiments
when the magnetic hysteresis is recorded at higher orders of diffraction, in this case at the diffraction
spots (0,+2) and (0,−2), which refers to diffraction spots above and below the scattering plane
respectively. Right panels micromagnetic simulations confirm the characteristic hysteresis loops
being different for clock- and anticlockwise chirality (Reprinted with permission from Ref. [34].
Copyright (2008) by the American Institute of Physics)

Using this method, the chirality during vortex formation can indeed be distinguished
by their characteristic hysteresis at higher order diffraction spots [34] as shown in
Fig. 6.

The next step of complexity is a stack of ferromagnetic (F) circular dots on top
of each other, separated by non-magnetic material (N) in a sequence F/N/F. The
obvious question is how the vortices may interact with each other either via dipolar
stray fields and/or via interlayer exchange interaction, depending on the material
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Fig. 7 Magnetic phase diagram of trilayer circular islands separated by non-magnetic spacer of
thickness d. L is the thickness of the island normalized to the exchange length lex and Rc is the
critical dot radius for a vortex state, also normalized to lex (Reprinted with permission from Ref.
[35]. Copyright (2005) by the American Physical Society)

chosen for the interlayer. In single circular islands vortices form in order to reduce
the magnetostatic energy. However, in a triple stack F/N/F it is not a priori clear
whether the magnetic domains will arrange in a vortex or in a dipole type fashion.
Micromagnetic simulation have indicated that for a large part of the phase diagram
vortices form in both disks with opposite chirality and with vortex cores that avoid
each other from nucleation until annihilation (Fig. 7) [35]. The question of vortex
stability and reversal mechanism in triple stacks F/N/F was investigated by Buchanan
et al. [35] using Py islands in the form of Py/Cu/Py. They used XMCD contrast for
imaging the top island and MOKE for characterizing the hysteresis. The experimental
results yield evidence that both Py disks form vortices. Whether the chirality of these
vortices are oriented in opposite directions and whether the vortex cores avoid each
other as indicated by micromagnetic simulations, could not be decided from the
experimental results.

Szary et al. [36] have performed similar experiments, but combining soft and
hard magnetic dots in a triple stack of Co/N/Py (Fig. 8). Here N was an insulating
aluminum-oxide layer in order to avoid direct interlayer exchange coupling. The
spin structure and the magnetization reversal in this triple stack were investigated
both via micromagnetic simulations and experimentally by magneto-optical Kerr
effect measurements. In this work the authors found that depending on the diameter,
isolated Py dots show either a vortex state or a SD state during magnetization reversal,
in agreement with well known phase diagrams. However, in the triple stack Co/N/Py
the reversal process is governed by dipolar coupling between the soft and the hard
F layer. Then, a stabilization and triggering of the vortex state or various types of
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(a) (b)

Fig. 8 a Sketch of a triple layer stack of Co/AlOx /Py; b magnetic hysteresis of the triple layer stack
for a diameter of 300 nm, 21 nm thickness of Py disk and 6 nm thickness of Co disk. Color coding
refers to the x-axis of the magnetization (Reprinted with permission from Ref. [36]. Copyright
(2010) by the American Institute of Physics)

buckling states may occur. In case of a high uniaxial anisotropy of the hard Co layer,
only the Py layer undergoes a magnetization reversal via a vortex state whereas the Co
layer stays in a SD state upon minor loops. On the other hand, for Co with a random
anisotropy axis as is the case in polycrystalline Co films, both, the Co and the Py
dot undergo a magnetization reversal. Surprisingly the authors find a stabilization
and even a triggering of the vortex state due to the dipolar coupling of both disks in
agreement with micromagnetic simulations. Similar experiments were performed by
Rose et al. and Wu et al. [37, 38]. While Rose et al. find experimentally a vortex type
coupling in triple layer rings of Co/Cu/Py [37], Wu et al. distinguished between ferro-
and antiferromagnetic coupling in single crystalline Co/Cu/Py/Cu(001) trilayer disks.
In the ferromagnetic case they find a vortex state, which becomes suppressed in the
antiferromagnetic case [38].

Upon decreasing the diameter of a single magnetic disk the spin structure goes
from a multidomain state through a vortex state to finally a SD dipole state. Two dots
in a SD dipole state stacked on top of each other according to F1/N/F2 will naturally
go into an antiparallel configuration in order to minimize their stray fields. However,
three F layers with equal saturation magnetization Ms in the sequence F1/N/F2/N/F3
may be frustrated assuming that the in-plane anisotropy can be neglected. Then the
first disk will interact with the second layer by a strength e12 and the first with the
third layer with a strength of e23. If e23 is sufficiently strong, then a compromise
can be reached by a non-collinear angle between the layer magnetization vectors
as indicated in Fig. 9. The criterion is that 2 e23 ≥ e12, a criterion which depends
strongly on the distance between the layers.

Fraerman et al. have indeed observed via magnetic force microscopy a non-
collinear orientation of a Co layer stack in good agreement with the prediction [39].
The frustration between the dipolar interaction of layer 1, 2 and 1, 3 as compared to
layers 2,3 only occurs for an odd number of layers. For an even number of layers
the layer magnetization is expected to be entirely collinear, as has been shown in the
work of van Kampen et al. [40]. The hysteresis for a stack of 10 double Py layers
with diameters of 300 and 500 nm shows no sign of a vortex state or non-collinear
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(a) (b)

Fig. 9 a Sketch of triple layer sequence of disks in a SD dipole state. Depending on the mutual
interactions, a non-collinear spin structure from layer to layer is expected. b MFM image of the
magnetization distribution in the top layer reveals a spiral symmetry, which is suggestive for a
non-collinear spin structure in the triple stack of Co disks (Reprinted with permission from Ref.
[39]. Copyright (2008) by the American Institute of Physics)

coupling, although the hysteresis goes perfectly through a zero remanent magneti-
zation. This is typical for a complete antiparallel compensation, while the in-plane
anisotropy is negligible.

Stacks of disks are playgrounds for the investigation of inter- and intra-dipolar
interactions. At zero field the demagnetization fields of the individual layers are
completely compensated and there is no interaction in an array of these stacks.
As the field increases, the magnetization rotates into the field direction, increasing
the dipolar stray fields. Then the multilayer stacks start to interact at some critical
field value. When the stacks are arranged on a triangular lattice, the interaction may
cause frustration and disorder in an intermediate field range before they go into
saturation. This scenario has, however, not been analyzed yet.

Before closing it should be mentioned that the circular islands with vortex state
are also fascinating objects with respect to their dynamical response in an external
field. As already mentioned in Sect. 1.2, a vortex always consists of a flux closed
circular magnetization characterized by clockwise or counterclockwise chirality and
a center vortex core of a few exchange length wide and with a polarity, which is either
pointing up or down. If the center core could be switched in a controlled fashion, it
would be useful for encoding and storing information. Indeed the vortex core can be
excited and flipped over by excitation of a gyrotropic mode in the sub GHz frequency
range, which eventually distorts the vortex core by the creation and subsequent
annihilation of a vortex-antivortex pair. The vortex flip can either be excited via a
pulsed field [41, 42], alternating magnetic field [24, 25], or a spin polarized current
[43]. A completely different vortex reversal mechanism was discovered recently
by Kammerer et al. by excitation of spin wave eigenmodes at higher frequencies
in the GHz regime [44]. These azimuthal eigenmodes are due to the magneto-static
interaction and characteristic for the circular boundary condition. They are, however,
distorted by the presence of vortex cores, lifting the degeneracy for clockwise and
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counterclockwise eigenmodes, which, in turn, allows to selectively excite them in a
rotating magnetic field. Simultaneously by excitation of these azimuthal modes the
vortex core is being reversed.

2 Artificial Spin Ice

2.1 Introduction

The term ‘spin ice’ was introduced as a result of the discovery of geometrical frustra-
tion similar to that in water ice in the rare earth titanate pyrochlore Ho2Ti2O7 [45].
Frustration refers to the inability of a system to satisfy all interactions simultaneously
and can be found in a wide variety of physical systems, [46–50] with some of the
earliest references to frustration in magnetic systems found in the work of Toulouse
[51, 52] and Kirkpatrick [53]. Geometrical frustration, which is a consequence of the
lattice geometry, can be most easily understood by considering the classical exam-
ple of spins on a triangular lattice with antiferromagnetic interactions as shown in
Fig. 10a. If two spins are aligned antiparallel, the third spin has a favourable antipar-
allel alignment with one of the nearest neighbour spins but an unfavourable parallel
alignment to the other nearest neighbour spin. The spin in question is therefore frus-
trated since it does not know which way to point. In infinite spin systems, frustration
leads to a large degeneracy of low energy states and a non-zero entropy at absolute
zero. The spins are thus unable to freeze and there are spontaneous transitions between
the low energy states.

At this point, it should be mentioned that there is also a class of frustrated magnets,
the spin glasses [54, 55], where the frustration arises from the disorder in the system.
For example in the spin glass CuMn, diluted Mn atoms sit at random sites in the Cu and
the Mn atoms interact via an RKKY coupling that is oscillatory in nature, with the sign
depending on the Mn–Mn distance. Therefore the Mn–Mn interaction is both ran-
dom in sign and magnitude, and has competing interactions resulting in frustration.
An analogous scenario is found in dipolar coupled magnetic nanoparticles, where the
frustrated interaction, site disorder and/or randomly oriented anisotropy axes give
rise to a so-called superspin glass state as described in Sect. 4.

Returning now to water ice, the frustration comes about because of an incompat-
ibility in the bonding distances between the protons and oxygen ions, leading to the
‘ice rule’ at a tetrahedron for a given oxygen ion where two protons are closer to the
oxygen ion and two are further away (Fig. 10b). In spin ice, an equivalent situation
occurs due the presence of both the interactions between the spins on the corners
of the pyrochlore tetrahedra, and the crystal field that results in an Ising anisotropy
along the 111-type directions constraining the spins to point either towards the centre
or away from the centre of each tetrahedron. This results in an energy minimum when
the ‘two-spins-in/two-spins-out’ ice rule is obeyed (Fig. 10c). Since the tetrahedra
are corner sharing, a large assembly of equivalent spin configurations are required in
order to achieve the ground state. The spin ice crystals display a range of fascinating
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(a) (b) (c)

Fig. 10 a Model for geometrical frustration: part of a triangular lattice with antiferromagnetic
interactions. While one interspin interaction is satisfied, the third spin is frustrated since it can not
satisfy the other two spin interactions simultaneously. b Schematic representation of frustration in
water ice. Each oxygen ion has two protons closer to it and two further away and c spin ice [45] with
each tetrahedron having two spins pointing towards and two spins pointing away from the centre

behaviour arising from the geometrical frustration [45, 56–59], but tuning the crystal
lattice is somewhat difficult and direct observation of the spin configurations is not
possible.

In 2006, pioneering work was carried out on an artificial square ice, where the
three dimensional spin ice was recreated as a two dimensional array of single domain
magnetic elements [60], which can be patterned from a ferromagnetic thin film of, for
example, permalloy or cobalt with electron beam lithography. In such artificial spin
systems, the geometry (including the island shape and size, the lattice type and inter-
action strength) can be fully controlled by design, and the magnetic configurations
can be directly determined with various magnetic imaging methods [60–63]. The
artificial square ice consists of elongated ferromagnetic islands placed on a square
lattice as shown in Fig. 11a [60]. The shape and size of the islands is chosen so that
they are single domain at remanence, and the role of the Ising spins is taken on by
the island moments that, due to the shape anisotropy, point in one of two directions
along the long axis of the islands. The dipolar interactions dictate that the moments
in pairs of elements prefer to arrange themselves head-to-tail (north pole facing south
pole), and there is a corresponding two-in/two-out ice rule for the moments at each
vertex where four islands meet. The 16 different possible moment configurations are
shown in Fig. 11b together with the expected percentage of a given vertex type if the
resulting configurations were random and, since it is never possible to minimise all
of the local dipolar interactions, the system is frustrated. An equivalent procedure
to a thermal annealing of the sample can be performed by rotating the sample in
a magnetic field, decreasing the field from a value above saturation down to zero.
Employing such a demagnetization procedure, it was found that nearest neighbour
correlations were important, so mimicking the characteristics of the bulk spin ice,
although it was not possible to achieve the ground state [60, 64].

It turns out that there is a fundamental issue with the square ice system, in that not
all of the dipolar interactions between the magnetic islands at a vertex are equivalent,
simply because the distance between the islands on the opposite sides of the vertex
is larger than that of the neighbouring islands (see Fig. 11a). One way to get around
this would be to modify the height of the different sub-lattices so that all interaction



Competing Interactions in Patterned and Self-Assembled Magnetic Nanostructures 201

(a) (c)

(b)

Fig. 11 a Artificial square ice in the ground state with a checkerboard pattern of vortices [60, 93].
Here the island interactions at a vertex are not equal since a1 > a2. b The sixteen possible moment
configurations at an island vertex, sorted into the four different types. The percentages indicate the
expected percentage of each type if the individual moment orientations in an array were completely
random. c Raising one island sublattice compared to the other gives an artificial square ice with
a1 = a2

(a) (b)

Fig. 12 Artificial kagome spin ice [65, 67, 72]. a Hexagonal array of elongated ferromagnetic
islands placed on the sites of the kagome lattice, with a ground state configuration indicated [69, 70].
b The eight possible moment configurations at an island vertex, sorted into the two different types.
The percentages indicate the expected fraction of each type if the individual moment orientations
in an array were completely random

distances are the same (see Fig. 11c) [65, 66]. Another possibility is to consider
instead the kagome (or hexagonal) spin ice [65, 67, 72] where the elongated ferro-
magnetic islands are placed on the sites of the kagome lattice so forming the links of a
honeycomb (see Fig. 12a) and all island interactions at a vertex are the same. For the
three island vertices where the moments meet, there are eight possible configurations,
six of them obeying the ice rule, which becomes two-in/one-out or one-in/two-out
(see Fig. 12b). Such a kagome spin ice phase arises in three dimensional pyrochlore
spin ice when a magnetic field is applied along the [111] direction [68]. The ground
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state of the square ice (Fig. 11a) is a series of vortices with alternating chirality [93].
The ground state in a kagome spin system is a little harder to imagine but, using a
long range dipolar calculation, it has been found to be a tessellation of the three ring
configuration containing a double vortex and a hexagonal ring with all head-to-tail
moments [69, 70] as shown in Fig. 12a. Indeed, while the short range moment cor-
relations are dominant in artificial spin ice, it is necessary to consider long range
interactions to fully understand the moment configurations [71].

The final states observed in an artificial spin ice, either experimentally or theoret-
ically, are dependent on the magnetic field or thermal history of the sample and on
the detailed geometry, which determines the extent of frustration and therefore the
degree of ordering. In particular, the behaviour of such artificial spin systems depends
intimately on the island length, width and the lattice parameter. For example, in arti-
ficial kagome spin ice, the ice rule is very robust occurring at every vertex following
demagnetization [61, 72], as long as the dipolar coupling is strong enough. However,
the ice rule can be broken on application of a magnetic field [62, 74], forming an
ordered array of ice rule defects at reduced dipolar coupling [73]. The final magnetic
configuration is also highly dependent on the orientation of the applied magnetic
field. For example, in the square ice the magnetic configuration depends on whether
the field is applied parallel to one of the island rows or along the lattice diagonal [75].

While the square and kagome spin ice geometries are the most investigated to date,
one could imagine other frustrated artificial spin geometries, which display different
behaviours. For example, placing the magnetic islands on a triangular lattice results
experimentally in areas of ordered moments [76]. Other arrangements include islands
placed on the links of the kagome lattice [78], or modifications to the basic spin ice
geometries [79, 77], and one could even imagine other more exotic designs, for
example, placing the magnetic islands on a quasiperiodic lattice [80]. It should also
be pointed out that, rather than considering an arrangement of isolated ferromagnetic
islands, one can construct hexagonal (or honeycomb) networks comprising joined
nanowires [61, 62, 81, 82]. Such connected systems have the advantage of allowing
magnetoresistance measurements, [62] although they are fundamentally different to
the arrays of dipolar coupled single domain magnets since there is a magnetic link
between the ‘artificial spins’ and, in contrast to magnetization reversal of individual
magnetic islands, the reversal in connected systems is mediated by movement of
domain walls through the system [82]. Here the domain walls can be thought of as
magnetic charge carriers. It should also be pointed out that a connected square ice
system is part of a class of patterned thin film systems referred to as antidot arrays
[83], which are also of interest in the field of magnonic crystals [84] and for the
generation of antivortices [85].

While the focus of the current section is on artificial spin ice systems fabri-
cated from two dimensional arrangements of nanomagnets with in-plane anisotropy,
it should be pointed out there are other systems that can mimic the behaviour of
spins on a crystal lattice. Such systems make use, for example, of colloids [86–88]
or trapped superconducting vortices, [89] or dipolar coupled magnetic islands with
out-of-plane magnetization that represent the up-down Ising spins on a triangular
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lattice, with the dipolar interaction replacing the interspin antiferromagnetic exchange
interaction [90].

2.2 Artificial Spin Ice Building Blocks

In order to address the physics of frustration in artificial spin ice, it is advantageous to
break the problem down into its constituent parts, considering the building blocks of
an infinite system, in other words finite clusters of magnetic islands [72, 91]. For the
artificial kagome spin ice, one can therefore consider the building blocks with one,
two and three hexagonal rings [72], as shown in Fig. 13. Since the building blocks are
finite, it is possible to calculate the dipolar energy of every possible state, assuming
a macrospin associated with each island and using the standard expression for the
dipolar energy for two interacting islands:

E(r1, r2,m1,m2) = μ0

4π

1

|r|3
[

(m1 · m2)− 3

|r|2 (m1 · r)(m2 · r)
]

(1)

where m1 and m2 are the magnetic moments of two islands and r is the distance
vector between the centres of the islands.

For a single hexagonal ring, the presence of six islands gives a total of
26 = 64 possible states. From the above expression, one can then determine the
ground state to be the vortex state with neighbouring moments pointing head-to-tail
(see Fig. 13) and with a two-fold degeneracy since the moments can circulate clock-
wise or anticlockwise around the ring. For a two-ring building block, the two lowest
energy states are the double-vortex ground state, consisting of two vortices with
opposite chirality, and the external flux closure state with moments circulating in a
given sense around the rim of the structure as shown in Fig. 13. For the three-ring
building block, the ground state has a double-vortex with the third ring not quite
being able to form a vortex since it shares islands with the other two rings and the
next highest energy state is also an external flux closure state (Fig. 13).

On demagnetizing arrays of the kagome building block structures by rotating in
a magnetic field, it was found that as the number of rings increased, the percentage
of structures that fell into the lowest energy states shown in Fig. 13 significantly
dropped from more than 90 % for the one-ring structures down to less than 40 % for
the three-ring structures [72]. This carries the important implication that it will be
impossible to achieve the ground state in an infinite system using such a demagneti-
zation protocol. One might, however, ask whether this increasing inability to attain
the ground state is really a result of the increasing number of three-island vertices
and therefore increasing frustration, or is simply because of the increasing number
of islands resulting in a longer and more complex path to the ground state through
many more magnetic configurations. In order to address this question, Li et al. [91],
studied different island clusters based on the square ice. All of the clusters con-
tained four elongated islands that either included or did not include a vertex where
more than two islands meet, and therefore included or did not include frustration.
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Fig. 13 X-ray magnetic circular dichroism (XMCD) images of the ground states of the artificial
kagome spin ice building blocks [72]. The single contrast associated with each island indicates that
they are monodomain with the magnetic moment aligned parallel to the island long axis. Islands
with moments parallel (antiparallel) to the X-ray direction, i.e., pointing to the right (left), have a
black (white) contrast. Islands with moments at ±60◦ or ±120◦ to the X-ray polarization direction
have one of two intermediate contrasts: dark grey or light grey, respectively. The four contrast
levels in a single XMCD image allow the determination of the magnetic states given schematically
below each image. The next highest ‘external flux closure’ energy states are given for the two- and
three-ring building blocks

On demagnetization in a rotating field, the cluster geometries where the interactions
were not frustrated were found to more easily reach the ground states than those with
frustrated geometries. Therefore one can conclude that it is indeed the frustration
that hinders energy minimization.

2.3 Achieving the Ground State

One might expect that a modification of the way in which the field is applied during
demagnetization would improve the likelihood of achieving the ground state in arti-
ficial spin ice systems. While it was found that the geometry of the demagnetization
setup, i.e. rotating the sample about an in-plane or out-of-plane axis, did not make a
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difference to the ability to achieve the ground state [72], the use of finer field steps
during the demagnetization did indeed lead to a higher frequency of low energy
states and a successful demagnetization with zero residual moment [64]. However,
extrapolation of the dipolar energies indicated that the energy would still be well
above that of the ground state as the field step is reduced to zero.

Theoretical modeling has indicated that a rotating field of constant strength applied
to finite square ice arrays [92] can lead to an optimization of the number of ground
state vertices when the applied magnetic field is set to a particular value. When the
magnitude of the field is too low, the island magnetic moments will not react to
the field at all and when the field is very high, the moments will simply follow it.
For an intermediate field strength, just above the minimum value needed to give a
dynamic response, a maximum number of ground state vertices is achieved. One
could imagine experimental implementation of such a procedure with monitoring of
the magnetic response during demagnetization to identify and control the required
applied magnetic field strength.

Although the moment configuration in such artificial spin ice systems is athermal,
i.e. the energy barrier to flipping of moments in the absence of thermal fluctuations is
of the order of 105 K, it is possible to describe the magnetic configurations following
demagnetization in an alternating magnetic field as a thermal ensemble with an effec-
tive temperature [93, 94] and calculate the entropy by considering the configurations
of clusters of islands within the array [95]. However, the deterministic behaviour of
the moments in an applied magnetic field is very different to the stochastic behav-
iour when the system undergoes a thermal annealing. As the amplitude of the applied
alternating magnetic field is decreased, each of the island moments freezes into a
particular configuration, given by the local dipolar energy and the instantaneous field
magnitude and direction. This deterministic setting of states is seen most clearly at
low dipolar coupling strengths where states are favoured with the moments oriented
towards the same direction, given by the direction of the field as the moments are
frozen in [72].

Therefore non-deterministic methods, using for example a real thermal annealing,
need to be implemented in order to achieve the ground state [96]. A first indication
that thermal annealing will indeed provide a route to the low energy states has been
discovered in an as-grown artificial square ice comprising permalloy islands [97].
Here it appears that the ground state was formed in the first stages of film growth
when the layer was thin enough (sub-1 nm) to support thermal fluctuations and the
moments froze in as the layer became thicker. The ground state consisted of vortices
of alternating chirality as shown in Fig. 11a, with boundaries separating domains of
opposite chirality. Local excitations consisting of clusters of islands with moments
flipped compared to the background were also present and the frequency of these
excitations decreased exponentially with their excitation energy above the ground
state. This followed a Boltzmann distribution, so providing a signature for thermal
excitations and therefore ‘true thermodynamics’.
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2.4 Emergent Magnetic Monopoles

In 2008, it was predicted that emergent magnetic monopoles would appear in
pyrochlore spin ice systems as charge excitations resulting from the collective behav-
iour of the spins [98]. Such quasi-particles occur in monopole–antimonopole pairs
of opposite charge, and are connected by a so-called ‘Dirac String’, which refers to
an arbitrarily narrow flux tube transporting magnetic flux between them, an idea that
Dirac used in his original work to take account of Maxwell’s equations (∇ · B = 0)
[99]. It is important at this stage to note that emergent magnetic monopoles in a con-
densed matter system should be differentiated from their elementary counterparts
[100], which may or may not have string-like singularities, but have not yet been
discovered. The prediction of emergent magnetic monopoles resulted in a series
of experimental demonstrations in reciprocal space with neutron scattering of the
signatures of monopoles and classical versions of Dirac strings in Ho2Ti2O7 and
Dy2Ti2O7 bulk spin ice [101–103]. Motivated by this work in the bulk crystals,
the next step was to look for monopoles in quasi-infinite artificial spin ice systems
[74, 81].

In order to be able to identify the magnetic monopoles, one can imagine that each
dipole of magnetic moment, m, is stretched into a charge dumbbell with a +q and −q
charge at each end [98]. Considering the net charge at each vertex for a fully saturated
configuration, gives zero charge at every vertex for the artificial square ice and an
ordered charge state of (+1q,−1q) at every neighbouring vertex pair in the kagome
spin ice (see Fig. 14a). When a magnetic field is applied in the reverse direction, an
island moment will flip and the net charges at a vertex will change. One can then
define a change in the charge of ΔQ = +2q(−2q) as a monopole (antimonopole)
as shown schematically for the artificial kagome spin ice in Fig. 14b. It should be
noted that, while for a square ice the monopoles correspond to the position of ice
rule defects, i.e. where the net charge Q = ±2q, for the artificial kagome spin ice
the monopoles do not necessarily occur where there is an ice rule defect, since the
net charge can be either ±1q (ice rule preserved) or ±3q (ice rule broken).

It has been shown in an artificial kagome spin ice how, on application of a mag-
netic field, monopole–antimonopole pairs nucleate and separate, and move through
the two dimensional system along one dimensional paths [74]. A snapshot of the
magnetization reversal in a quasi-infinite artificial kagome spin ice is shown in the
XMCD image of Fig. 15. Here, the islands in the initial state (moments pointing
towards the left) have a bright contrast and islands where the moments have reversed
(moments pointing towards the right) have a dark contrast. The magnetization rever-
sal starts via the creation of monopole–antimonopole pairs at specific islands. After
creation, these monopole–antimonopole pairs separate and the path followed by the
monopoles, i.e. the history of their displacement, can be seen as a dark chain of islands
with reverse moments which corresponds to the Dirac string. The Dirac strings are
indicated in the neighbouring schematic in Fig. 15 by a continuous line connecting
a red-blue monopole–antimonopole pair corresponding to vertices withΔQ = +2q
and −2q as described above. In order to confirm the presence of monopoles, one can
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(a)

(b)

Fig. 14 Schematic representation of emergent monopoles and Dirac strings in an infinite artificial
kagome spin ice. The schematic in a represents the XMCD contrast (see Fig. 13) corresponding
to the moments pointing to the left following the application of a magnetic field pointing to the
left. The inset shows how the magnetic moments can be considered as dumbbells carrying charge
+q and −q (in red and blue). The net charge results in an alternating (+q, −q) charge ordering
at the vertices. b On application of a magnetic field to the right, moments are reversed and the
corresponding charge dumbbells are overturned along the Dirac string (dark contrast), resulting in
two charge defects withΔQ = +2q and −2q at the ends of the string as indicated by the large red
and blue spheres

consider the coarse grained charge density, ρm , defined as the discrete distribution of
total charges Q convoluted with a Gaussian [98]. In the right hand panel of Fig. 15,
it can be seen that the dimensionless charge density, ρm , is indeed consistent with
the position of the charge defects ΔQ/q = ±2. From Monte Carlo simulations that
directly mimic the experimental behaviour [74], it could be observed that when an
island moment flips on application of a particular field, this causes the moments of
the neighbouring islands to flip sequentially until an island with a higher switching
field is met. When delving into the details of avalanche behaviour, it turns out that
the power law normally expected with avalanche behaviour is not obeyed. Instead,
the probability P(s) for the occurrence of a Dirac string avalanche decays expo-
nentially with its length s. This reflects the one dimensional growth of the Dirac
strings, which is very different to the two-dimensional domain growth that occurs in
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Fig. 15 Experimental observation of emergent monopoles and Dirac strings in a quasi-infinite
artificial kagome spin ice [74]. XMCD image of an artificial kagome spin ice consisting of permalloy
islands (thickness 20 nm, length 470 nm and width 160 nm, lattice parameter 500 nm) together with
the associatedΔQ map. The Dirac strings connect monopole–antimonopole pairs, withΔQ = +2q
and −2q indicated with red and blue dots. The ΔQ map is shown together with the dimensionless
coarse grained magnetic charge density, ρm , both of which give signatures for nonzero charge
density

continuous magnetic thin films. The reversal behaviour is highly dependent on the
detailed geometry of the artificial spin ice system. In an artificial kagome spin ice
with low interisland coupling compared with the shape anisotropy [73], an ordered
array of ±3q magnetic charges can be obtained on application of a magnetic field
along the relevant direction. The displacement of monopoles can also be observed
in square ice arrays [63] but, in order to allow them to be free to move, the relative
heights of the sublattices should be increased [66] as shown in Fig. 11c.

Considering the charge model in artificial kagome spin ice, the phases as a function
of temperature have been theoretically predicted [69, 70]. Cooling down from the
highest temperature paramagnetic phase, corresponding to a gas of magnetic charges
(±1q or ±3q), there is a transition to a gas of ±1q charges, followed by an NaCl
ordering of the magnetic charges at lower temperature, i.e. alternating +1q and −1q
vertices, so that the ice rule is obeyed at every vertex. The lowest temperature phase
then has both charge order and spin order as shown in Fig. 12a. This breaking of
degeneracy only occurs when not only the nearest neighbour exchange interactions
are considered but also the longer range dipolar interactions. In other words, when
considering nearest-neighbour interactions only, neither charge nor spin order is
displayed [67, 70].

Since the original work on artificial spin ice in 2006 [60], artificial spin sys-
tems have provided a new research focus in the scientific community, with several
groups employing arrangements of dipolar coupled magnets to study the physics of
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frustration in systems with tunable geometries. The work reported to date has revealed
some fascinating phenomena and has also raised several interesting questions, pro-
viding the foundations for future scientific discoveries with a view to novel device
applications.

One important future direction will be to identify quasi-particle interactions, where
monopoles with like charges should repel and oppositely charged monopoles should
attract. A first hint of such interactions in artificial square ice has been seen by Morgan
et al. [97] who observed that for local excitations in their as-grown sample in the
ground state, closed loop configurations such as a ring of four flipped moments is
preferable to open chains of flipped moments, minimizing the number of monopole–
antimonopole pairs.

While it is envisaged that arrays of dipolar coupled magnetic islands could be
exploited in data storage and spintronics applications [90, 104], in order to success-
fully implement the artificial spin ice systems in devices, the magnetic configurations
will need to be well-defined and accessible. One route to gain this control would be to
modify the behaviour of particular islands. One possibility is to decrease (increase)
the width of particular islands, so that the shape anisotropy is increased (decreased)
and the switching field is increased (reduced). Indeed, it has been shown that on
introducing islands with modified switching fields in an artificial spin ice, one can
generate sites for the creation of monopole–antimonopole pairs and for halting their
movement (supplementary information of Ref. [74]).

3 Magnetic Nanostructures for Data Storage in
Hard Disk Drives

While the previous chapter captured fundamental issues of magnetic islands, their
interaction in frustrated lattices, and excitations above the ground state, the present
chapter is devoted to applications, in particular to the technology of patterned
magnetic hard disks using ordered arrays of perpendicular anisotropy magnetic
islands. One does not exaggerate when stating that the physics of magnetic nanos-
tructures is at the heart of magnetic hard disk drive (HDD) technology [105, 106].
This will be even more so the case in the future, when new technologies, such as
bit patterned media (BPM) or heat assisted magnetic recording (HAMR) have to be
introduced in order to increase areal densities well beyond 1 Terabit/inch2 (1 Tb/in2)
[107, 108].

The current section is divided into five subunits: (i) Current state of the art granular
perpendicular magnetic recording (PMR), (ii) Introduction to bit patterned media
(BPM), (iii) Importance of a narrow magnetic switching field distribution (SFD)
in BPM, (vi) Importance of media architecture and pattern uniformity in BPM, (v)
Different fabrication approaches for BPM.
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Fig. 16 Longitudinal magnetic recording (LMR) versus perpendicular magnetic recording (PMR)
bit geometry. Thick arrows indicate the two different magnetization directions along the easy
anisotropy axis, while thin arrows represent stray fields outside the bits at the surface of the disk

3.1 Current State of the Art Granular Perpendicular
Magnetic Recording

Currently HDD media technology is built upon phase-segregated CoCrPt-based gran-
ular magnetic thin films that consist of Co-rich magnetic grains and oxide based
non-magnetic grain boundaries (see also Fig. 17) [106]. Up until about 2006 the
magnetization of the grains, i.e. the easy anisotropy axis, was confined within the
thin film plane (oriented as much as possible in circumferential down track direc-
tion) for so-called longitudinal magnetic recording (LMR) media. After extending
LMR via antiferromagnetically coupled (AFC) media [109] to densities of about
100 Gigabit/inch2 (Gb/in2), continuous improvements in deposition technology com-
bined with successful research and development efforts led to the introduction of high
quality CoCrPt+oxide based granular recording media with the magnetization (easy
axis) aligned perpendicular to the film plane. This was a crucial technology break-
through that enabled areal densities well beyond 100 Gb/in2.

Traditionally for LMR media grain size reduction was the major pathway for
increasing areal density, while after the introduction of perpendicular magnetic
recording (PMR) the grain size has remained more or less constant or if at all
increased slightly over time from 2006 until today. In PMR media gains in areal
density were achieved due to various other effects. On the one hand bit transitions
can be packed closer together in a PMR geometry as compared to a LMR geometry,
since in PMR adjacent bits with opposite magnetization form a magnetic flux closure
at the bit transitions, while in LMR identical polarities face each other at the position
of the bit transitions as illustrated in Fig. 16. Therefore bits packed at high density in
PMR geometry are less exposed to demagnetization fields and thermal decay than
bits packed at the same density in LMR geometry. Furthermore the introduction of
a soft magnetic underlayer (SUL) below the granular recording media as part of the
magnetic recording head structure allowed achieving higher magnetic write fields
aligned perpendicular to the film plane as previously available in LMR. Thus it was
possible to use higher write fields with higher write field gradients and produce better
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Fig. 17 Modern PMR media structure with soft underlayer (SUL), exchange break layer (EBL),
which contains the seed- and underlayers for the magnetic media, high anisotropy granular recording
layer, which consists of laterally decoupled magnetic grains and a more continuous low anisotropy
cap layer with strong lateral exchange. In order to control the vertical exchange between the granular
recording layer and the continuous cap layer for the reversal assist, an exchange coupling layer
(ECL) may be introduced in between the high anisotropy recording layer and low anisotropy cap.
The degree of lateral exchange for the composite recording system can now be mainly controlled
by the thickness of the cap layer [113] as illustrated on the right. An overcoat (OC) layer is finally
deposited to protect the media from oxidation and other damage

defined bit transitions. Moreover once it was possible to align the Co c-axis of the
CoCrPt grains, i.e. the easy axis of magnetization perpendicular to the film plane the
grain to grain variation in easy axis orientation could be reduced significantly [110]
as compared to LMR media, where the easy axes had to be aligned circumferen-
tially by mechanically orienting the ellipsoidal shaped grains with the long axis in
track direction [106]. The better easy axis alignment of the columnar shaped grains
down to about 3◦ in today’s PMR media increased signal to noise ratio at the bit
transitions significantly as compared to LMR media. Furthermore, the introduction
of a continuous magnetic cap layer with lower anisotropy that assists the switching
of the high anisotropy granular recording layer allows using even harder materials
in recording media. Such a hard granular/soft continuous media bilayer architecture
also provides a better control and uniformity of the inter-granular lateral exchange
in the media [110, 111]. With this improvement it was possible to fabricate laterally
completely de-coupled grain structures within the high anisotropy recording layer
and then fine tune the degree of lateral exchange from grain to grain by varying
the thickness of the laterally continuous and laterally highly exchange coupled low
anisotropy reversal assist layer as illustrated schematically in Fig. 17 on the right.
The possible introduction of an additional non-magnetic exchange coupling layer
(ECL) in between the high anisotropy granular and low anisotropy continuous layer
enables an even better control of the overall magnetic performance of the media
stack via a more incoherent reversal mode of the composite media structure. In such
exchange spring layer (ESL) or exchange coupled composite (ECC) media structures
[111–113] lateral inter-granular exchange is separately optimized via the degree of
vertical exchange through the non-magnetic or low moment ECL as well as via
the thickness of the lower anisotropy reversal assist layer (see also for illustration
Fig. 17).
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Today PMR media has paved the way to achieve densities that approach 1 Tb/in2.
However magnetic layer structures have become increasingly complex and areal den-
sity gain factors are getting smaller as PMR media evolve to higher and higher levels
of sophistication and complexity, as described in the previous paragraph [114–116].
Scaling the lateral grain size further down from the current grain to grain spacing of
about 8–10 nm is most essential in order to push PMR technology beyond 1 Tb/in2.
Alternatively (i.e. without further grain size reduction) with the down track bit period
approaching about twice the current grain size, significant additional areal density
gains can only be achieved by packing the tracks tighter together, which, with a
current bit aspect ratio of 4–5, are still on the order of 80 nm wide in today’s HDDs.

Shingled magnetic recording (SMR) is one pathway for extending PMR granular
media performance based on current grain dimensions into the future. In SMR sub-
sequently written neighbor tracks are overlapping like shingles on a roof and thus
allow reducing the bit aspect ratio significantly from current values of 4–6 towards
lower values of 2–3 [117]. In return, single tracks cannot be written independently
any more. Instead whole larger bit blocks (sectors) have to be addressed at a time
due to the overlapping architecture of the tracks during the write process, which also
implies some trade off between higher areal density and fast read/write data access
time. Today it is projected that SMR may take granular PMR media up to densities
of about 1.5 Tb/in2.

More dramatic future HDD technology approaches that would allow densities
beyond 1.5 Tb/in2 are energy assisted magnetic recording (EAMR) and bit patterned
recording (BPR). The most prominent candidates for EAMR considered today are
heat assisted magnetic recording (HAMR) and microwave assisted magnetic record-
ing (MAMR) that use additional energy sources in the form of heat and microwaves
for lowering the magnetic reversal field in ultra-high anisotropy granular PMR media.
One crucial assumption for exploiting EAMR based on granular media structures is
that a significant reduction of the current grain size down to the 3–4 nm level is pos-
sible. Even though such small grains require very high magnetic anisotropy in order
to maintain thermal stability over the lifetime of a HDD, the reversal assist in the
form of heat or microwaves allows lowering the reversal field to currently available
magnetic write field levels. Some of the most critical challenges that still have to be
addressed in HAMR are the fabrication of small, columnar grain media with tight
grain size distribution based on high anisotropy materials [118, 119], such as L10
FePt and the control of thermal fluctuations during the write process when the media
cools down and the magnetic state is “frozen in”. Such thermal fluctuations during
media cool down have to be consistent with achieving bit error rates (BER) of below
10−3 in order to support a stable recording system [120]. The only media technology
currently explored that does not rely heavily on small grain media with tight size
distributions is bit patterned recording (BPR).
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3.2 Introduction to Bit Patterned Media

In bit patterned media (BPM) the bits no longer consist of an assembly of chemically
segregated random grains, but are pre-defined lithographically as single magnetic
units that we also refer to as islands [121, 122]. Thus BPM does not rely on any
grain/grain-boundary segregation process. Moreover the thermal stability require-
ment for single grains KU Vgrain > 70 kB T is replaced by the much more relaxed
thermal stability requirement for single bits KU Vbit > 70 kB T (see Fig. 18).

With today’s media consisting of only 15–20 grains per bit and a 2-dimensional
BPM island area filling factor of about 50 % (i.e. island diameter is about 0.7 times
island pitch) one can expect a 7–8 fold increase in areal density based on the same
magnetic anisotropy KU , i.e. the same magnetic media material system. Thus it would
be possible to increase densities from today’s granular media of around 500 Gb/in2 to
about 3–4 Tbit/in2, when moving to a BPM-based recording scheme. An additional
gain in areal density may be possible by moving to higher anisotropy materials, such
as L10 FePt [123, 124] in combination with lower anisotropy reversal assist layers
[125, 126] or by ultimately combining BPR with EAMR [127].

Besides the general mass fabrication challenges that have to be faced with the
introduction of any new recording technology, moving to a BPR system requires
also some very specific changes with respect to the recording system architecture
itself that represent additional barriers. Such changes include write synchronization
with the pre-defined bits as well as servo integration into the master pattern fabrication
process. Furthermore the recording system has to correct so called “written in errors”
that occur during the write process. Such “written in errors” are not present in current
granular PMR systems, where only some small fraction of the 15–20 grains that
contribute to the final signal of the bit may end up being magnetized in the wrong
direction. Thus the averaged signal to noise ratio (SNR) usually still allows recovering
the correct bit polarity in granular PMR media. In BPR there is no such gradual loss
in SNR due to the fact that the bit signal is statistically averaged over many grains.
Instead entire bits (or islands) magnetized in the wrong direction may occur as
“written in” hard errors. In order to limit the probability of such hard write errors
to below 10−3 the island array requires a very narrow magnetic switching field
distribution (SFD), such that the magnetically hardest islands can still be written by
the head without overwriting a neighbor island that may be part of the magnetically
softest islands in the array.

3.3 Importance of a Narrow Magnetic SFD in BPM

We distinguish multiple contributions to the magnetic SFD of a BPM island array.
First there is the long-range dipolar interaction due to the stray fields of the islands
that act upon each other. We call this the dipolar part or dipolar broadening of the SFD.
Such dipolar interactions within the island array during a magnetic field reversal are
illustrated in Fig. 19, where we also show Magnetic Force Microscopy (MFM) images
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(b)

(c)

(d)

(a)

Fig. 18 Comparison of granular PMR (left) and BPR (right) media systems. a Illustration of the
bit scheme on the disk for both recording systems. b Illustration of how the bits are defined within
the lateral recording media microstructure. c Comparison of static read/write testing on both media
systems. d High resolution images with alternating up-down bit structure for both recording systems
obtained from the static read write tester [128]. For both, PMR and BPR, bit dimensions in c and
d are 145 nm cross track and 45 nm down track, which corresponds to an areal density of about
100 Gb/in2

of AC demagnetized samples that exhibit typical magnetic patterns that represents
the lowest energy magneto-static configurations in corresponding island arrays with
a square or hexagonal lattice for 50 % up and 50 % down states.
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(a)

(b) (c)

Fig. 19 a Illustration of the different states in a BPM island array during an external magnetic field
sweep. Initially the dipolar fields from neighboring islands add to the externally applied field and
help reversing the intrinsically easy to switch islands at even lower external fields. When finally
the intrinsically hardest to switch islands are reversed, the dipolar fields from neighbor islands
delay the reversal to higher external fields. Thus overall the island reversal is uniformly broadened
by the dipolar interactions. b For a square island lattice at the coercive point when 50 % of the
islands are magnetized up and 50 % are magnetized down, a checkerboard state is the lowest energy
magnetostatic configuration as observed in this MFM image of a squared BPM island array with
100 nm pitch (64 Gb/in2). c For a hexagonal island lattice the formation of a checkerboard state is
not possible due to its geometry. Instead one observes a labyrinth stripe like domain pattern (similar
as in full film perpendicular anisotropy systems) as displayed in this MFM image of a hexagonal
BPM island array with 38 nm pitch (500 Gb/in2)

Of more fundamental nature than dipolar interactions however is the intrinsic part
of the magnetic SFD, which originates on the one hand from the intrinsic distrib-
utions of the magnetic material properties, such as size and angular orientation of
the anisotropy and on the other hand from fabrication induced distributions, such as
size and shape of the magnetic islands that form the bits as well as magnetic dam-
age that has been introduced during the fabrication process. Using minor magnetic
hysteresis loop measurements it is possible to separate both, dipolar and intrinsic
part from each other and determine their relative and absolute contributions to the
total SFD, which is for Gaussian profiles often defined as the standard deviation of
the derivative of the magnetic reversal curve (or hysteresis loop branch). A simple
separation method between dipolar and intrinsic SFD as derived from the 50 % island
reversal curve following the method of Tagawa [129] is illustrated in Fig. 20. When
comparing the (red) 50 % reversal curve (i.e. the reversal of the easy to switch 50 %
of the islands, with the hard to switch 50 % of the islands already magnetized into
the external field direction) with the first half of the (blue) full reversal curve (i.e.
the reversal of the easy to switch 50 % of the islands, but with the hard to switch
50 % of the islands still magnetized opposite to the external field direction), then the
shiftΔHC,ext between both curves at the 25 % reversal level provides a measure for
the dipolar part of the SFD, since we switch the identical subset of islands, but with
different dipolar mean field from the harder to switch 50 % of the islands. Similarly
when comparing the loop shift of the (red) 50 % reversal curve with the second half
of the (blue) full reversal curve, then the shift ΔHC,int between both curves at the
75 % reversal level provides a measure for the intrinsic part of the SFD, since we
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Fig. 20 a Illustration of the HC -method for separating the dipolar and intrinsic part of the magnetic
SFD. The red curve is the 50 % island reversal curve after returning from the negative coercive point
back to positive saturation, while the blue curve is the increasing branch of the full hysteresis loop.
The field shiftΔHC,int of the 50 % (red) island reversal curve at the 50 % reversal point with respect
to the complete 100 % (blue) island reversal curve at the 75 % reversal point provides a measure
for the intrinsic portion of the SFD. Different subsets of islands are reversed with the same mean
dipolar interactions acting upon them. The field shift ΔHC,ext of the 50 % (red) island reversal
curve at the 50 % reversal point with respect to the complete 100 % (blue) island reversal curve at
the 25 % reversal point provides a measure for the dipolar portion of the SFD. The same subset of
islands is reversed with different mean dipolar interactions acting upon it

switch different subsets of islands (easy to switch 50 % versus hard to switch 50 %
of the islands) in the same dipolar mean field. So in average dipolar interactions
are the same and the shift is purely due to intrinsic distributions in island properties.
A more sophisticated method developed by Berger et al. [130–132] that also includes
the possibility of lateral exchange in between islands (or grains for granular PMR),
uses a complete set of minor loops in order to extract intrinsic SFDs of arbitrary
functional form.

Obviously the dipolar interactions within an island array depend on the magnetic
moment of the media, its thickness and the island area filling factor within the array.
In a magnetometry experiment as shown in Fig. 20, many shells of neighbor islands
contribute to the overall dipolar field acting on a target island, since the fields are
commonly not shielded by anything else. The significance of dipolar interactions may
however change in a real magnetic recording write scenario, where head shields are
in close proximity to the write pole and thus absorb the majority of stray fields from
neighboring islands. Furthermore recording experiments will generally be performed
on an AC-demagnetized media (i.e. on a pattern with 50% up and 50% down island
states similar as shown in Figs. 19b and c) in order to minimize dipolar interactions.
These effects can reduce the effective dipolar interactions by a factor of 3–5 [133] and
thus dipolar interactions may not be the major concern for the actual write process in
BPR. Further mechanisms for reduction of dipolar interactions have been proposed
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in the literature, such as AF-coupled BPM structures [134, 135] or the introduction
of weak lateral exchange in between islands that still allows independent reversal
and addressability of islands, but compensates some of the dipolar interactions from
neighbors [136–138]. However these suggestions are mainly based on modeling and
do not address the immense fabrication challenges that are usually connected with
such thin and complex layered media structures and the necessity to have very tight
distributions also in all additionally introduced magnetic properties, such as lateral
inter-island exchange or antiferromagnetic interlayer exchange coupling.

From the above considerations it becomes apparent that distributions of the intrin-
sic island properties (anisotropy strength, direction of easy anisotropy axis, island
size, island shape, etc) [139] are the most important contributions to the overall
magnetic SFD that affects the bit error rate (BER) during the write process. Thus a
narrow intrinsic magnetic SFD is of great importance in order to design a successful
BPR system [140]. Several studies from the literature address the various origins
of intrinsic magnetic SFD. Thus Shaw et al. compared the SFD in perpendicular
anisotropy Co/Pd multilayer with different crystalline microstructure, namely sin-
gle crystalline, i.e. epitaxial, textured granular, i.e. with a well-defined out-of-plane
crystalline direction, but a random in-plane crystalline structure and polycrystalline
granular [141]. Surprisingly the textured granular structure revealed the lowest SFD
after patterning, confirming that the introduction of grains and grain boundaries is
not the main source of the intrinsic SFD, but rather that the statistical averaging over
different strongly exchange coupled grains within one island may help achieving a
narrow SFD.

In general multilayers allow easy control of magnetic properties via tuning indi-
vidual layer thicknesses within the multilayer as well as the number of multilayer
repeats [142]. Therefore such c-axis out-of-plane oriented perpendicular anisotropy
Co/Pd or Co/Pt multilayers that can easily be deposited onto glass substrates, SiN
membranes or oxidized Si-wafers are often used as model systems for SFD-studies in
BPM. In a second study Shaw et al. show that the reversal field of individual islands
is highly dependent on the applied field direction, the position of a possible defect
within the structure, and the defect anisotropy axis orientation [143]. Subsequent
TEM studies of the microstructure of islands with the lowest magnetic switching
fields in the array reveal that characteristic misaligned “trigger” grains within the
island core are responsible for the lowered reversal fields [144, 145] and thus need
to be avoided in order to achieve tight magnetic SFD.

3.4 Importance of Media Architecture and
Pattern Uniformity in BPM

Using more complex layered BPM multilayer structures, it was shown that the com-
bination of different hard and soft magnetic materials may yield a lower SFD than
similar homogeneous single layer systems [146]. In laminated BPM structures the
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(a) (b)

Fig. 21 Evolution of the relative SFD (SFD/HC ) from a standard multilayer media via a laminated
hard Co/Pd multilayer-soft Co/Ni multilayer media via a single ECL hard/soft media to a double
ECL hard/hard/soft media. The magnetization and overall thickness of the media was kept about
constant, such that dipolar interactions are about the same for all four media structures. Thus the
reduction in relative SFD can be attributed to reductions in the intrinsic part of the SFD. All data
was obtained on 320 Gb/in2 density arrays with 30 nm island size and 45 nm island pitch. In part (a)
we show the reversal curves for the four different samples plotted versus the re-scaled external field
H/HC . HC values for these four samples were all in the range between 5.2 and 6.2 kOe in agreement
with currently available write head fields. In part (b) we display the extracted relative SFD values
(in %) and illustrate the evolution of the sample structure towards more complex layer designs

magnetic defects and distributions of switching fields may be uncorrelated in the
various layers that form the media stack and thus provide a statistical advantage over
single layer media that leads to a narrowing of the SFD [146, 147]. Furthermore the
introduction of an exchange coupling layer (ECL) in between different media layers is
able to alter the reversal process from uniform rotation to a more heterogeneous type
of reversal, where the switching field of a higher anisotropy storage layer is reduced
via a lower anisotropy reversal assist layer. Such exchange coupled composite (ECC)
BPM systems do not only allow using higher anisotropy materials for better thermal
stability at higher areal densities, but are also able to lower the SFD [126, 148, 149].
Recent results based on Co/Pd multilayer hard layers and Co/Ni multilayer soft lay-
ers are summarized in Fig. 21, where the relative SFD (SFD/HC ) could be lowered
from more than 25 % down to less than 10 % by moving from a single multilayer
media to a laminated hard/soft structure and then subsequently introducing initially
one and then two ECL layers in order to create more heterogeneous 2-coupled-layer
and 3-coupled-layer structures.

The intrinsic part of the SFD is not only influenced by the intrinsic magnetic
material variations as outlined above, but also depends on the pattern uniformity
itself. In order to obtain tight island size, shape and placement distributions top-
down lithography and bottom-up self-assembly have been successfully combined in
a guided self-assembly patterning approach [150]. Thus it has been shown that a better
pattern quality due to guided self-assembly yields a lower SFD than conventional
e-beam patterning alone for otherwise identical media materials [151]. Self assembly
and guided patterning is discussed in more detail in Sect. 4.
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(a)

(b)

Fig. 22 Cross-sectional transmission electron microscopy (TEM) comparison of the two most
common fabrication approaches for BPM at 500 Gb/in2 density (35 nm pitch). a Fabrication of BPM
via blanket deposition of the magnetic material onto pre-patterned pillar substrates. b Fabrication
of BPM from initially continuous magnetic thin films via ion milling or reactive ion etching. In both
cases the magnetic media used were high perpendicular anisotropy Co/Pd multilayer structures

3.5 Different Fabrication Approaches for BPM

The fabrication of BPM can be based on different approaches. Early studies were
mostly utilizing blanket deposition of the magnetic media layers onto pre-patterned
pillar structures [128, 152–155] as shown in cross sectional TEM images in Fig. 22a.
The advantage of this approach is that all pattern fabrication can be done prior to
the media deposition, such that the magnetic properties of the media are not directly
affected by the actual patterning process. Pattern fabrication thus can be optimized
independently from the media materials and deposition process. Originally at lower
areal densities media damage was not an issue for this approach and results looked
quite promising. However there are also severe disadvantages that come with this
approach, such as limited under- and seed layer thicknesses due to finite pre-patterned
pillar height, deposition of undesired magnetic trench material [156] that acts as a
noise source in between the elevated islands forming the bits, side wall deposition
of magnetic material that may lead to lateral exchange as well as overgrowth and
curvature effects due to media growth on non-perfect pre-patterned pillar shapes.
The pre-patterned substrate approach worked particularly well in combination with
Co/Pd and Co/Pt multilayer media, since such systems do not require thick seed
layer systems as their perpendicular anisotropy originates from the chemical layering
during the deposition process.

The alternative approach to using pre-patterned substrates is patterning of an
initially continuous magnetic media layer into isolated islands via reactive ion etch-
ing (RIE) or ion milling as shown in the TEM images of Fig. 22b. Here the magnetic
media is deposited onto a flat substrate, which allows thick seed layers for media
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materials that obtain their perpendicular anisotropy from a well-defined out-of-plane
crystallite alignment, such as CoCrPt, CoPt and FePt alloys. The biggest challenge
for this fabrication approach is media damage during the patterning process due to
intermixing of interfaces, damage of the microstructure and crystallite alignment,
oxidation and edge roughness, side wall tapering and uncontrolled re-deposition of
magnetic material. In that sense the patterning process has to be optimized with
respect to the chosen magnetic media material and its specific challenges. Corre-
sponding island edge damage has to be minimized in order to scale the island size to
areal densities of more than 1 Tb/in2 as is necessary for the introduction of BPM [157].

A third proposed fabrication approach that should at least be mentioned here
entirely avoids the removal of magnetic material and instead employs ion irradiation
of the “trench regions” through a corresponding hard mask in order to transform
this portion of the media layer into a non-magnetic phase and thus create isolated
magnetic dots [158–160]. Controlling the lateral resolution of the ion irradiation
process itself within the media layer and thus creating sharp boundaries between the
magnetic and non-magnetic phases is the biggest challenge for this otherwise quite
attractive approach that does not require any additional planarization steps.

4 Self-Organized Lateral Magnetic Nanostructures
and Assisted Self-Assembly

Magnetic nanostructures can alternatively be prepared by so-called ‘self-organization’
or equivalently ‘self-assembly’ or ‘bottom-up’ techniques. They have in common
that the order is not achieved by direct writing, imprinting or exposing, but by intrin-
sic ordering forces between individual building blocks. The building blocks dis-
cussed here are magnetic nanoparticles (NPs).1 Self-organized NP arrangements are
investigated in the context of e.g. next-generation magnetic data storage media
[121, 161, 162], NP spintronic devices [163, 164] or as building blocks of novel
materials with tunable magnetic, electronic and optical properties [165].

Self-organization techniques can be subdivided into four approaches, i.e., (i)
‘simple’ self-organization of NPs, (ii) self-organization involving several types of
NPs, (iii) directed self-organization of NPs, and (iv) templated or guided self-
organization of NPs. In the following sections the various types are discussed.

4.1 ‘Simple’ Self-Organization of Nanoparticles

‘Simple’ self-organization of NPs describes the case, when only one type of NPs
is involved and when the forces between the particles are basically spherically

1 Or equivalently: ‘nanocrystals’, ‘fine particles’, ‘nanobeads’ or ‘nanoclusters’.
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symmetric. To obtain well-ordered arrangements of reasonable long-range order
the size distribution of the NPs should be less than 10 %, ideally 5 % or lower.

The underlying self-organization processes are well understood from the field
of colloidal systems. Several review articles exist on this topic [166–171]. Self-
organized arrangements of NPs are the consequence of the presence and the compe-
tition of various interaction energies, i.e. [167],

• van der Waals energy, which is the consequence of all integrated van der Waals
interactions between pairs of polarizable atoms or molecules in each NP.

• electrostatic energy, due to charged NPs. It can be controlled by the choice of e.g.
the solvent and the concentration of surrounding counterions.

• molecular crosslinking, i.e. using specific ‘linker’ molecules.
• steric repulsion, meaning the repulsive interaction between hard spheres or

between particles being surrounded by a soft shell of ligands.
• depletion effects, i.e. an attractive force due to the presence of smaller particles or

molecules (e.g. of the solvent) between the NPs. One can describe it in terms of a
net osmotic pressure forcing the NPs together.

• effective magnetic dipole energy between fluctuating moments. The magnetic
dipole–dipole interaction is a non-isotropic coupling, unless it acts as an effec-
tive averaged energy between fluctuating moments. Otherwise the dipole–dipole
interaction can lead to more complex arrangements like chain or ring formation
[172–174].

Reference [167] provides a detailed list of all relevant interaction energies and
example values of interaction strengths. Moreover, also the influence of entropy is
discussed in self-organized arrangements [167].

These energies are effective between the particles and between particles and the
substrate. A vast number of investigations exist on how to control these energies
to (a) achieve long range order over as large as possible areas or to (b) manipulate
the particular type of arrangement [167, 169]. Figure 23 shows examples of self-
organized NPs on planar substrates. Such systems show closed-packed so-called
superlattices2 either with cubic or hexagonal symmetry.

Another completely different type of self-organization is found in NPs prepared by
physical vapour deposition methods, e.g. when sputtering a metal on top of an oxide
like Al2O3 or SiO2. In that case NPs are formed spontaneously due to non-wetting
behavior [198–202]. The advantage is that one deals with a full ‘solid-state’ process.
However, the disadvantage is that no long-range order of self-organization beyond
only few particles has been achieved so far. A third possibility is the self-organization
of NPs on step edges of crystalline substrates. This occurs when depositing a metal
under conditions of molecular beam epitaxy (MBE) on top of a clean crystalline
surface [203, 204].

The magnetic behavior of self-organized arrays of NPs depends on (1) the individ-
ual and general magnetic behavior of NPs [176, 177, 181, 186, 189]. And it depends
on (2) the type and strength of magnetic interactions between the particles in the

2 Or: ‘supracrystals’.
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Fig. 23 Examples of self-organized NPs on planar substrates. a TEM image of 6 nm FePt NPs
[161] (reprinted with permission from Adv. Mater. Copyright 2006 John Wiley and Sons), b TEM
image of 4 nm Iron oxide NPs [175] (reprinted with permission from J. Am. Chem. Soc. Copyright
2009 American Chemical Society.) and c SEM image of 20 nm iron oxide NPs [176] (Reprinted
with permission from Ref. [176]. Copyright (2011) by the Institute of Physics)

array [171, 177–180, 182–185, 187, 188, 190]. Considering only the model case of
single-domain NPs and considering only NPs from a ferromagnetic or ferrimagnetic
material, one can distinguish between the following behaviors:

• superparamagnetism (SPM),
• modified SPM or interacting SPM (ISP),
• superspin glass (SSG) or correlated superspin glass (CSSG),
• superferromagnetism (SFM), or
• correlated granular ferromagnetism (CFM).

SPM behavior of the entire array is observed, when inter-particle interactions are
negligible. In most cases the interaction is of dipolar type. The dipolar energy scales
as m2/a3 (with m being the magnetic moment of the NP and a the inter-particle
distance). For a complete expression refer to Eq. 1. Thus, the only way to achieve
SPM behavior is to (1) increase the distance a between particles or (2) decrease the
magnetic moment m. The latter can be realized by either reducing the size of the NP
or by choosing materials with a low saturation magnetization. Furthermore, another
possibility is to (3) increase the anisotropy energy of each NP so that the dipolar
energy becomes negligible.

In self-organized NP arrays the pure SPM case is hard to realize.
A simple estimate for 20 nm Fe3O4 NPs at distances of 25 nm yields for Edd/kB =
(μ0/4πkB)(m2/a3) ≈ 3800 K. Another example of 5 nm Co-NPs at distances of 10
nm yields 16 K, which is still not negligible. Therefore, SPM behavior can be realized
only either by increasing the interparticle distances artificially via templating (see
below) or in frozen ferrofluids using a low concentration of NPs [191].

Modified SPM is characterized by individual blocking of NPs, where the interac-
tions enter as an additional effective energy term into the single-NP energy barrier
[177, 187, 190, 191]. No collective behavior is found here.

SSG or CSSG behavior is observed for sufficiently strong interactions and
when frustration and disorder is present. In this case the particle moments freeze
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(a) (b) (c)

Fig. 24 Examples of complex self-organized NP superlattices composed of two or three different
types of NPs. a TEM image and corresponding schematic of an AB13 type binary superlattice of 11
nm γ -Fe2O3 and 6 nm PbSe NPs (Reprinted by permission from Macmillan Publishers Ltd: Nature
Journal [205], copyright (2003)), b HRSEM image and schematic of an ABC2 type superlattice of
16.5 nm Fe3O4, 7.0 nm Fe3O4 and 5.0 nm FePt NPs (Reprinted with permission from Ref. [211].
Copyright 2011 American Chemical Society.) and c Quasicristalline superlattice from 9 nm PbS
and 3 nm Pd NPs. The inset shows a fast Fourier transform pattern (Reprinted by permission from
Macmillan Publishers Ltd: Nature Journal [208], copyright (2009))

collectively into a state analoguous to the spin glass state below a critical tempera-
ture Tg [193]. This state has been demonstrated by a multitude of experiments [177,
180, 185, 188, 190, 192].

For even larger interactions and less disorder a SFM state can be encountered,
which is characterized by ferromagnetic-like correlations and the presence of SFM
domains [179, 180, 190, 194]. One should note that there is still no consensus
whether a true ferromagnetic ground state is expected for pure dipolar systems [195,
196]. However, when additional exchange-like interactions are present a true fer-
romagnetic collective state can be observed. E.g. Co-NPs covered by a Pt-network
yield ferromagnetic behavior termed CFM [197].

4.2 Self-Organization Involving Several Types of Nanoparticles

Analogous to crystals composed of different types of atoms like NaCl, CsCl, ZnS etc.
also NP superlattices from different NP types can be fabricated. Fascinating examples
are found of binary and even ternary superlattices [205–211]. As in atomic cystals
the order is the consequence of close packing, interaction energies and entropy.
Figure 24 shows various examples. Even quasicrystalline order has been reported
recently [208].

Binary superlattice crystals also exist in natural opals or have previously been
prepared with hard sphere colloidal particles [212, 213]. It has been claimed that for
particles with negligible interactions the only driving force for superlattice formation
might be merely the entropy of the system [212, 214, 217]. This is, on the first glance,
counter-intuitive. However, one has to consider two parts of the total entropy, i.e.:
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firstly, the ‘configurational entropy’. This is the entropy associated with the degree
of spatial ordering. And, secondly, one has to consider the entropy associated with
the space available to each sphere for local free motion [217]. When the space of
the spheres is confined (e.g. for NPs it means, when they start to self-assemble onto
a surface) the configurational entropy is decreased. But since the particles in an
ordered superlattice have more ‘local free volume’ compared to the fluid, the ‘free-
volume entropy’ is increased [217]. For high concentrations of particles the second
entropy term dominates and thus superlattice formation is favored. In contrast, binary
superlattices have also been found in systems of oppositely charged colloidal particles
[215, 216]. In this case the driving force for ordering is the electrostatic interaction
analogous to usual ionic crystals.

The magnetic behavior of binary or ternary superlattices is basically unexplored.
The emphasis so far has been on the fabrication and structural characterization only.

4.3 Directed Self-Organization of Nanoparticles

Directed self-organization occurs, when the process of self-organization is deliber-
ately influenced or ‘directed’ by proper choice of inter-particle interactions
[218–224].

In particular two strategies are employed:

• Tailoring of inter-particle interactions,
• Use of DNA-molecules as programmed NP-links.

In the first approach, one introduces artificially non-isotropic interactions between
particles similar to covalent bonding in atomic crystals. One group realized this idea
recently by depositing capping layers on two opposite sides of the particles [220].
The particles then have two ‘polar caps’ with a different material than the core of the
NP itself. This breaks the spherical symmetry of e.g. the van-der-Waals interactions
and thus favors the formation of more complex superlattices compared to the cases
described above. This study used non-magnetic particles, but one could in principle
transfer this idea also to magnetic NPs.

By using DNA the inter-particle links can be even ‘programmed’. It is possi-
ble to achieve various supercystal structures by the proper choice of DNA strands
[221–224]. Thus fabricated systems are usually 3-dimensional supercrystals. Their
structure is investigated using e.g. grazing incidence X-ray scattering (GISAXS) and
electron microscopy. Or, one can direct the self-assembly to obtain regular patterns
on a substrate [219], which is analogous to ‘templated self-organization’ (see next
section).
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Fig. 25 a SEM image of 800 nm polystyrene beads in lithographically patterned grooves [225]
(Reprinted with permission of the American Chemical Society, Copyright 2001). b SEM image of
20 nm Iron Oxide NPs in alumina membrane pores [232] and c measured magnetization data on
20 nm Iron Oxide NPs in various alumina membrane templates [232] (Reprinted with permission
from Ref. [232]. Copyright (2011) by the Institute of Physics)

4.4 Templated Self-Organization of Nanoparticles

In this section the case of templated or guided self-organization is discussed. This
approach implies that first a ‘template’ is fabricated and subsequently this template is
‘filled’ with NPs. In the literature one can find four different methods for templating
[225–233]:

• patterning,
• block-copolymers,
• alumina pores, and
• micelles.

In the first case predefined structures are patterend e.g. using lithography or
nanoimprint methods. These structures are then filled with NPs [225–228]. Figure 25a
shows an example of such a structure. The advantage of these systems is the com-
bination of top-down and bottom-techniques. The advantages of self-organization
(viz. order on very small scales) and those of patterning (viz. controlled order even
on large scales) could be used e.g. for magnetic recording media or matter with
specifically tuned optical properties. Only very few studies exist on the influence of
the patterning on the magnetic properties of NP ensembles [226].

The second case involves the combination of two self-organization steps. In the
first step a regular pattern is fabricated using block-copolymer self-organization
[229–231]. The result is analoguous to that of patterning, however no complete con-
trol can be gained since the process is based on intrinsic ordering forces. Therefore,
most studies involving block-copolymers report about long-range order on meso-
scopic scales only, whereas wafer-sized control still seems difficult to achieve. The
second step is again filling the structures with NPs as in the case above.

The third case involves first the fabrication of a template structure in an alumina
membrane [234]. Again by a self-organization a well-ordered array of pores is formed
during the electro-chemical etching process. These pores can then be filled with NPs
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analoguous to the previous two cases. In this approach, however, one is confined to
pores only. No trenches, grooves or other patterns could be achieved so far.

Concerning the magnetic properties such structures offer the unique possibility
to study the inter-particle coupling systematically. I.e. when the pores are of sizes
comparable to the NP diameter one can isolate individual particles and hence reduce
the magnetic dipolar interactions. Such an example is shown in Fig. 25b, where either
only one or small clusters with few NPs are localized inside each pore [232]. This
sample shows basically SPM behavior due to negligible inter-particle interactions.
This can be evidenced from zero-field cooling (ZFC)/field cooling (FC) curves of
the magnetization (Fig. 25c) and from measurements of the so-called memory-effect
[185, 188, 190, 232]. The memory-effect is an unambiguous probe for the presence
of coupled dipolar behavior [185].

In contrast, a simple self-organized monolayer of particles shows strong dipolar
coupling, i.e. both the ZFC-FC curves and the memory effect evidence a SSG state.

Another possibility of templated self-organization is the utilization of micelle
structures [233]. In this case, macromolecular ‘reverse’ micelles are prepared in a
first step. These micelles are loaded with a metal precursor salt. In the second step the
micelles self-organize on top of a surface in a regular fashion. Eventually, metallic
NPs result after plasma processing. By this technique high-quality FePt particles
have been achieved [233].

To summarize, despite apparent successes to fabricate magnetic systems by self-
assembly, still many goals are not reached yet. Key challenges of the self-organization
methods are presently

• achieve macroscopic long-range order, e.g. for magnetic recording media,
• arbitrary programming of the order, e.g. for the study of novel magnetic materials

with specific properties,
• fabrication of NPs with well-defined structural, magnetic, electronic and optical

properties for the preparation of novel composite and functional materials.

The methods mentioned above constitute first steps toward realizing true long-
range order, e.g. using templating [225–228]. However, well-defined and practical
routes to fabricate self-organized arrays on wafer scale areas for industrial purposes
seem still far away nowadays. Regarding the second goal, viz. to be able to arbitrarily
‘program’ the order, interesting studies have been performed so far [218–224]. How-
ever, to fabricate complicated or even non-periodic structures (e.g. single devices)
seems also still far away. Moreover, much efforts are undertaken worldwide to e.g.
control the size, the shape, the size-distribution, the crystallographic composition,
the crystallographic orientation with respect to the NP array, the magnetic, electronic,
and optical properties.

Eventually the aim is to be able to fabricate any arbitrary structure, array, material,
device or even machine by self-organization alone (e.g. the ‘computer from the test
tube’) [235].
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5 Summary and Outlook

In this chapter we presented a spectrum of current topics in the field of magnetic
nanostructures. Here, the focus has been in particular on the role of competing
energies or, in other words, the competition between intra-island and inter-island
interactions. This is highlighted using several examples from both fundamental
research and technological applications. The examples range from cases where com-
peting interactions are essential, so leading to complex ordering phenomena, to cases
where it is preferable to avoid interactions for a better signal-to-noise ratio.

Competing contributions, for example of different anisotropies, can lead to various
domain states inside magnetic nanostructures as shown in Heusler-nanostripes or
circular dots. In addition, a competition between the energy contributions inside
each layer and the dipolar interactions between the layers in a stack can lead to an
interesting interplay between the domain structures (Sect. 1).

If the competing interactions lead to frustration, fascinating magnetic ground-
states can be observed as shown in artificial spin-ice. Its intriguing properties, such
as the complex ground-state, emergent magnetic monopoles and Dirac-strings, makes
it another fundamental model system in magnetism (Sect. 2).

Another example of frustration is found in self-organized arrays of nanoparticles.
Here the competing interactions lead to a collective state, called a superspin glass,
which is simply the ‘superspin’ version of the classical spin-glass (Sect. 4).

A completely different focus is given to lateral arrays of magnetic nanoislands with
large perpendicular anisotropy. This so-called bit patterned media has the potential to
be used as next generation recording media in magnetic hard disk drives. To this end,
the stray field interactions between the individual islands should be avoided, because
any interaction leads to a cross-talk between individual stored bits. Consequently,
the requirements on the anisotropy, the switching field distribution and the geometry
of the dots is a major topic (Sect. 3).

From these examples one finds that the field of research into magnetic nanostruc-
tures is full of challenges and opportunities. Of course, most discoveries cannot be
predicted and they unexpectedly arise. Therefore this field will continue to generate
numerous breakthroughs and findings. Nevertheless, several extrapolations into the
future can be made. For example, it is clear that soon the difference between top-down
and bottom-up approaches to fabrication will gradually vanish. Top-down approaches
provide structures that are well-defined but they are associated with a lower size
limit. While lithographic machines and processes are becoming increasingly better,
and structure sizes down to 10 nm are possible with the most modern equipment,
typical structure sizes achieved using regular university laboratory equipment are of
the order of 100 nm. Hence, the scale of nanoparticles and clusters, i.e. ∼5 nm, is
still out of reach with top-down lithography. In contrast, bottom-up approaches open
up the possibility to achieve length scales as far down as 3 nm. However, the control
over the lateral ordering is still far from perfect.

As the gap between top-down and bottom-up approaches closes, lithographic
processes become more and more powerful, while self-assembly techniques become
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increasingly better defined. Moreover, combined techniques of lithographic
structuring and self-assembly might become increasingly important. The new
developments in fabrication of magnetic nanostructures will lead to new scientific
discoveries in magnetism at the nanoscale. This in turn will lead to the invention
of revolutionary devices, such as novel sensors and actuators, or for data storage,
processing and transfer, providing advantages in terms of footprint, speed, cost and
energy consumption.
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Quantum Dot Spintronics: Fundamentals
and Applications

Arne Ludwig, Björn Sothmann, Henning Höpfner, Nils C. Gerhardt,
Jörg Nannen, Tilmar Kümmell, Jürgen König, Martin R. Hofmann,
Gerd Bacher and Andreas D. Wieck

1 Introduction

1.1 Introduction

Spintronics is a generalization of electronics: Electronics means charge carrier trans-
port, spintronics adds to this transport the supplementary degree of freedom spin
which has been neglected since the roots of electronics. In this sense, spintronics is
opening a new dimension of functional devices which is even more mighty than it
may look at a first glance: The electron spin and its orientation is a pure quantum
mechanical phenomenon which leads in its complexity to much more information
coding depth and combinatorial operations than the storage and transport of charges
in classical electronics. That is why the quantum bit (qubit) concept has been intro-
duced by Schumacher [1].
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Quantum dots are of particular interest thereby as they provide three-dimensional
confinement and thus exhibit a delta-distributed zero-dimensional density of states.
This is why they are also called artificial atoms which can be intentionally tailored
in terms of quantum confinement, emission wavelength, g-factors and other features.
They may host even single electrons and their zero-dimensional character leads to a
high degree of insulation from the surrounding solid state matrix. This results in spin
states that are much more robust as compared to bulk materials, which is attractive
not only for spintronic applications but also for the qubit concept.

There are three main issues for realizing spintronics [2] based on semiconductor
quantum dots: First, defined and thus polarized spins must be injected from a spin
reservoir, e.g. magnetized metals [3]. Second, these spins must be stored, transported
or manipulated and third the spin orientation must be detected. In between, the
spin information should not be lost. More precisely, since the spin precesses in the
presence of magnetic fields, its phase should be maintained as long as possible.
The stability of the spin e.g. depends on the dimensionality and the purity of the
semiconductor, on interfaces in heterostructures and on the temperature. The goal
is therefore to prepare a device with highest purity possible and which potentially
still works at non-cryogenic temperatures, i.e. up to room temperature. This leads
us to optoelectronic devices which are able to emit circularly polarized photons
at room temperature even in the absence of an external magnetic field. The circular
polarization stems from recombining spin polarized electrons and can be manipulated
by changing the spin polarization.

In this article, we will present three exemplary approaches for spin injection into
quantum dots from a spin reservoir that is separated by a barrier. First, the concept of
a spin polarizing injector with out-of-plane magnetization is developed, fabricated
and characterized [4]. The electrons get polarized by an effective exchange field
when passing the magnetic multilayer. The spin-polarized electrons are injected into
an underlying quantum dot light-emitting-diode (QD-LED) via a tunnel barrier. The
growth of this LED is described in the following section. In the second section, we
extend the spin injection concept to single quantum dots. Here, we compare spin
injection from a magnetic semiconductor via drift/diffusion with a tunnel injection
mechanism from a defined Zeeman-level in the n-contact. Schemes for getting spin
injection on a sub-nanosecond time scale are developed and discussed. Finally, we
provide a theoretical description of the minimal model for spin accumulation and
relaxation in metal-semiconductor hybrids, a quantum dot coupled to spin-polarized
electrodes. After deriving the kinetic equations that govern the coupled dynamics of
the quantum dot’s charge and spin degree of freedom, we extend the minimal model
by taking into account a coupling of the quantum dot’s spin to additional spin degrees
of freedom.
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2 Spin Injection in Metal-Semiconductor Hybrids and
Quantum Dots: Spin LEDs

2.1 Introduction

Ferromagnetic systems, especially thin layers, always tend to close the internal mag-
netic field lines in polarized domains, stepwise changed in direction to closed loops.
This is the easiest way for the system to minimize magnetic stray fields and thus its
magnetic energy. However, if we are looking for spin aligning ferromagnetic con-
tacts to inject spin-polarized electrons into a semiconductor, these loops are highly
unintentional. Instead, we need a magnetization of the contact layer perpendicular
to it, i.e. “out of plane”. The development, fabrication and characterization of such
special spin injection contacts is described in this section. Moreover, their integration
on top of an underlying GaAs-light-emitting-diode (LED) and the carrier injection
via a tunnel barrier is discussed here. We will describe in detail the epitaxial growth
of the LED, leading us to optoelectronic devices which are able to emit and receive
circular polarized photons which are unique fingerprints of spin polarized electrons
in the solid.

2.2 Injector

The first essential element for the realization of a hybrid metal-semiconductor spin-
optoelectronic device is the electrical spin injection from polarized ferromagnetic
(FM) metal contacts into semiconductors at room temperature (RT) and under mag-
netic remanence, i.e., in zero applied magnetic field. Usually, electric spin injection
into the semiconductor is detected via the circular polarization of the emitted elec-
troluminescence (EL) from a spin light emitting diode (LED) [5–8]. The optical
selection rules require to choose the so-called Faraday geometry, where the direc-
tions of photon emission and electron spin polarization are parallel, but both (and
thus also the magnetic field) are parallel to the growth direction of the LED. How-
ever, conventional spin injection contacts are thin FM films which exhibit in-plane
magnetization due to the shape anisotropy. This means that several ferromagnetic
domains arrange themselves in closed loops within the film plane, minimizing their
energy and the magnetic stray field. As a result, relatively strong external magnetic
fields of about B = 2 T are required to align the magnetization and the underlying
electron spin polarization along the perpendicular direction. Such high fields, which
have to be applied externally, are not very practical for future spintronic devices, of
course.

Therefore, we develop here FM spin injection contacts with remanent out-of-
plane magnetization, i.e. in Faraday geometry, which should still be magnetized at
RT for spin-optoelectronic devices. To do this, knowledge about the magnetic state
of the interface is essential for the tailoring of efficient spin injection devices [9].
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Fig. 1 a Transmission electron microscope (TEM) image of a single InAs quantum dot (QD). The
Wetting layer (WL) and a current blocking layer made of epitaxial AlAs and GaAs (not present in
the LED-structures) can be seen. b Definition of the Mössbauer tilting angle 〈�〉 and layer sequence
of our quantum dot spin-LEDs. The thickness of the undoped GaAs above the QD layer is varying
from 30 nm to 150 nm for our sample series

Adelmann et al. [10] demonstrated remanent spin injection at T = 2 K using FM
δ-MnGa contacts. Gerhardt et al. [11] achieved remanent spin injection at 90 K
employing Fe/Tb multilayer contacts. Later, Sinsarp et al. [12] used FePt/MgO tun-
nel contacts to demonstrate remanent spin injection at RT. Recently, we achieved
efficient electrical spin injection [13] and electrical detection of photo-induced spins
[14], both at RT and in remanence, using FM [Fe/Tb]10/Fe and [Fe/Tb]10/Fe/MgO
multilayer contacts. Previously, we have reported the fabrication and characteriza-
tion of [Fe/Tb]n/Fe contacts with perpendicular magnetic anisotropy (PMA) grown
directly on a GaAs(100) based LED structure [15].

Here, we prepare a special structure to study the light emission and local mag-
netism of a [Fe/Tb]10/Fe(001)/57Fe[001]/MgO(001) spin aligner as a prototype layer
system for remanent spin injection at room temperature (Fig. 1). An epitaxial Fe
layer was grown on a clean GaAs(001)-based LED surface, with an epitaxial MgO
interlayer serving as a tunnel barrier between both. Former studies revealed that
MgO grows epitaxially on GaAs(001). The Fe film was followed by a [Fe/Tb]10
multilayer to achieve the desired PMA. We monitor film growth and morphology
at different stages in situ by reflection high-energy electron diffraction (RHEED).
57Fe conversion-electron Mössbauer spectroscopy (CEMS) was applied to deter-
mine the Fe-spin structure at the buried 57Fe(001)/MgO(001) interface. A conven-
tional Mössbauer spectrometer and a 57Co(Rh) source were used. The incidence of
the γ -radiation was perpendicular to the film plane. A He/CH4 proportional counter
(channeltron detector) was employed for CEMS at room temperature and T = 4.2 K,
respectively.
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2.3 LED Growth

The GaAs-based LED-structures [16] were grown by molecular beam epitaxy on
Zn-doped GaAs(001)-substrates, followed by a 3μm undoped GaAs buffer layer to
be far away from diffused or segregated impurities from the substrate. The InAs-
QDs, 30 nm undoped GaAs and a 20 nm highly Si-doped injection layer are grown
subsequently. Except for the QD growth in Stranski-Krastanov-mode, the growth
temperature for the diode structure was kept at 600 ◦C. It is noteworthy that we
do not apply p-doping in the MBE but that the use of a p-doped substrate is suffi-
cient to obtain electroluminescence (EL) between the n-type epilayer and the p-type
substrate. After growth, the sample is capped in-situ with an approx. 30 nm thick
amorphous As2 layer by increasing the As cracker zone temperature to 900 ◦C at
a substrate temperature below 100 ◦C, and then transferred in air to a metal MBE
system with a base residual gas pressure of 1 × 10−10 mbar for deposition of the
spin aligner. After load-locking the sample in this second MBE-system, the As-cap
layer was desorbed in UHV by heating the sample to 400 ◦C during a few minutes.
The As-removal was monitored by RHEED and it was verified that this tempera-
ture did not yield an As-depletion of the GaAs. It resulted in a clean, As-terminated
GaAs(001) surface, as evidenced by the 2 × 2 surface reconstruction in the RHEED
pattern (Fig. 2a).

Subsequently, the cleaned GaAs-LED was held at 300 ◦C and a 3 nm-thin
MgO(001) layer was deposited by evaporating MgO at a rate of 0.003 nm/s from
an electron-beam heated effusion cell. As shown by Son et al. [17] UHV-deposited
MgO is oxygen deficient. To achieve epitaxial growth of a stoichiometric MgO layer,
the evaporation was carried out at an oxygen partial pressure of 10−7 mbar. Figure 2b
shows the RHEED pattern of the 3 nm MgO(001)-layer. We conclude that the MgO
growth was almost epitaxial, although the structure is less perfect than for the initial
GaAs-LED surface. This is not surprising, since the lattice mismatch between GaAs
and MgO is 25.5 % and strictly speaking MgO grows in a polycrystalline manner on
GaAs with a texture along GaAs(001)[001] ‖ MgO(001)[001] [18]. Afterwards, a
(001) film of 5 monolayers (ML) of 57Fe(001) with 95 % isotopical enrichment was
deposited at RT and 2 × 10−10 mbar onto the MgO(001) layer, followed by 1.88 nm
of Fe of natural isotopical abundance (natFe) under the same conditions. Both 57Fe
and natFe were deposited at a rate of 0.003 nm/s, as for the MgO layer. Figure 2c
shows the RHEED pattern of the completed first iron layer (57Fe plus natFe). We
conclude from the somewhat broadened RHEED spots and their arrangement that
Fe grows epitaxially in the Volmer–Weber (three-dimensional) mode, which leads to
an atomically rough surface. In addition, there is evidence of weak Debye–Scherrer
rings, indicating some polycrystalline growth in addition to the dominant epitax-
ial (001) growth. After this starting epitaxial iron layer, 1.4 nm Tb- and 2.6 nm
natFe-layers were alternately deposited at a rate of 0.003 nm/s. The completed multi-
layer consisted of 10 Fe/Tb pairs. This was covered by a protective cap layer of 5 nm
of Cr to enable ex situ studies. All of these layers, except the first iron layer and the
MgO layer, were found to be polycrystalline.
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(a)

(b)

(c)

Fig. 2 RHEED diffraction patterns taken with 15 keV electrons along the [11̄0] azimuthal direction
of a clean GaAs (001)-LED surface, b 3 nm thick MgO(001) layer on a GaAs(001)-LED surface,
and c first iron layer (5 ML 57Fe +1.88 nm natFe) on a MgO(001) layer. (Reprinted with permission
from [4]. Copyright 2010, American Institute of Physics)
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(a)

(b)

Fig. 3 57Fe tracer-layer CEMS spectra, taken in zero external magnetic field at T = 295 K a and
4.2 K b. Above each spectrum, the difference between the experimental data and the fit curve is
shown, indicating the good fit matching. (Reprinted with permission from [4]. Copyright 2010,
American Institute of Physics)

Table 1 Mössbauer spectral parameters of sample a obtained from least-squares fitting

Temperature [K] 〈Bhf〉 [T] STD [T] δ [mm/s] R23 〈θ〉 [deg]

295 33.1(1) 2.1(1) 0.00(1) 1.39(6) 46(5)
4.2 36.0(1) 2.6(1) 0.11(1) 0.58(6) 30(5)

Shown parameters are the average hyperfine magnetic field 〈Bhf〉, isomer shift relative to bulk bcc
Fe at RT δ, line intensity ratio R23, and average Fe spin tilting angle relative to film normal direction
〈θ〉. STD denotes the standard deviation of 〈Bhf〉

It is well known that bcc Fe layers in nanoscale Fe/Tb multilayers may exhibit
PMA (see e.g. [19–22]). The Fe/Tb interfaces play a dominant role in creating the
PMA. The PMA is thought to originate from antiferromagnetically exchange-coupled
Fe–Tb atomic pairs combined with the single-ion anisotropy and the large orbital
moment of the Tb atom[20, 21]. An amorphous Fe–Tb alloy phase at the Fe/Tb
interface which are a few atomic layers thick, as observed by Mössbauer spectroscopy
[13–15, 17, 18], could be involved in creating PMA. In our sample, the 5 ML 57Fe
probe layer monitors the magnetic state at the Fe/MgO interface. However, since
natural Fe contains approximately 2 % of 57Fe, it is clear that about 40 % of our
Mössbauer signal originates from the Fe/Tb multilayer and about 60 % from the 57Fe
probe layer. The CEMS spectra, measured at RT and 4.2 K, are shown in Fig. 3a, b,
respectively. The spectra observed are Zeeman-split sextets typical for the bcc Fe
phase, however with broadened lines. In least-square fits of these spectra, which are
the solid lines in Fig. 3, we have used a continuous Gaussian distribution of hyperfine
magnetic fields, P(Bhf). The Mössbauer spectral parameters obtained from the fitting
are given in Table 1.
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Fig. 4 Experimental setup for the optical characterization of the spin-LEDs. The inset shows the
schematic band diagram of the LEDs connected to a constant current source

2.4 Optical Characterization of Spin-LEDs

The quantum dot spin-LEDs were characterized in the setup schematically shown in
Fig. 4. The samples are placed inside a superconducting magnet system that can pro-
vide up to 3.5 T magnetic field strength. For temperature dependent measurements,
the samples can be placed in a separate flow cryostat which itself can be placed
within the superconducting magnet so that the samples can be analyzed for variable
temperatures and magnetic fields. However, in this work, we restrict ourselves to
the discussion of the behaviour at room temperature and (mainly) at zero magnetic
field. The LED is operated with a constant current source. Its band diagram is shown
schematically in the inset of Fig. 4.

The optical LED emission is collected using a telescope and directed towards a
Stokes polarimeter for precise analysis of the polarization state of the emission. The
polarimeter contains a rotating quarter wave plate (QWP) and a stationary linear
polarizer (LP).

For spectrally resolved detection, the light is focused into a monochromator with a
1,200 lines per mm blazed grating providing a spectral resolution of 1 nm. Detection
is performed in lock-in technique with a high sensitivity Germanium detector cooled
with liquid nitrogen for low noise measurements in the 1,200 nm emission range of
the LEDs.

In the Stokes polarimeter, the light intensity Idet is measured as a function of the
rotation angle α of the QWP. The intensity measured with a polarization insensitive
detector depends on the Stokes parameters S0, S1, S2, and S3 characterizing the
polarization state:
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Idet = (
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with MLP and MQWP being the Mueller matrices for the linear polarizer and the
quarter wave plate, respectively [23, 24]. These matrices are given by:
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with α being the angle between the fast axis of the QWP and the vertical and β being
the angle of the transmission polarization direction with respect to the vertical.

The circular polarization is obtained from the ratio S3/S0, where S0 corresponds
to the total intensity. In most cases, the angle β is chosen to be 0. Then, Idet only
depends on α, and Eq. (1) reduces to [23, 24]:

Idet = 1

2
S0 + 1

4
S1(1 + cos 4α)+ 1

4
S2 sin 4α − 1

2
S3 sin 2α (4)

It should be noted that Eq. (4) is only valid for ideal polarization optics. A non-
ideality of the LP does not cause severe errors. A non-ideal LP provides an undesired
signal with 90◦ phase difference but its signal strength is attenuated by the polarizer’s
contrast which is about 106 in our case so that the corresponding measurement error
is negligible. In contrast, imperfections of the QWP are more severe and have to
be considered. In detail, a wavelength dependent retardation error in the range of
5–10 % occurs even for achromatic QWPs. This has to be considered in the Mueller
matrix for the QWP [23, 24]:
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Fig. 5 Electroluminescence
spectrum of our samples.
Spectrum shown is for sample
e, the other spectra are similar
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with the retardation error ε = 4
s

λ
, 
s being the actual retardation and λ the wave-

length. These values are usually provided by the manufacturer of the QWP. With
Eq. (5) the intensity Idet measured with non-ideal polarization optics finally becomes
[23]:

Idet = 1

4

(

2S0 + S1(1− sin
πε

2
)(1+ cos 4α)+ S2(1+ sin

πε

2
) sin 4α−2S3 cos

πε

2
sin 2α

)

.

(6)
Obviously, the contribution containing S3, which is attributed to the circularly

polarized signal component of interest in our measurements, scales with the cosine
of the retardation error. Thus its variation is very small for small retardation errors as
the first derivative of the cosine function is 0 around 0. However, the contributions
associated with linear polarization suffer more significantly from retardation error
as they scale with the sine of the retardation error. Thus, knowledge of the retar-
dation error is obligatory in order to receive reliable quantitative data on the entire
polarization state of the analyzed light.

Figure 5 shows a typical electroluminescence (EL) spectrum of one of our quan-
tum dot LED samples, carrying the spin aligner. In the spectrum measured at room
temperature in zero external magnetic field several transitions are visible, includ-
ing the ground state emission (s-state) at about 0.98 eV. The emission wavelength
corresponding to a transition between the ground states of the samples above is
λmax = 1260 nm with a FWHM ≈ 25 meV which means that there is a reasonable
well ensemble homogeneity.
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Fig. 6 Hysteresis curves of
samples a, b and c. Filled
(open) triangles represent
decreasing (increasing) mag-
netic field strengths
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In the following, only the ground state emission will be analyzed.
Figure 6 shows the measured circular polarization degree of the EL as a function

of magnetic field for three different samples with different injector path lengths.
All traces follow hysteresis loops. The maximum polarization degree of about 3 % is
obtained for the sample with the shortest injection path. Note that even a polarization
degree of 2.5 % is measured in remanence, i.e. without external magnetic field. This
is an unambiguous confirmation of spin injection as magnetooptic effects due to the
magnetic field are ruled out. The measured value for the circular polarization degree
agrees well with values obtained earlier for quantum well spin-LEDs with similar
injector design [11, 13, 25]. However, the circular polarization degree cannot be
directly interpreted as spin injection efficiency because of spin relaxation effects.
It is obvious from Fig. 6 that the LEDs with longer injection paths but with the same
spin injector exhibit reduced circular polarization degrees. This is a consequence
of spin relaxation. Thus, the influence of spin relaxation has to be quantitatively
evaluated in order to determine the real spin injection efficiency.

2.5 Spin Relaxation and Real Spin Injection Efficiency

The relaxation mechanisms, which cause a polarization reduction in the spin injection
process, are manifold. A systematic investigation of semiconductor structures with
transport paths of different lengths should not only reveal the problems, but also be
a guiding tool for the development and optimization of optoelectronic devices. In
the following, the spin transport lengths in our LEDs are investigated under realistic
conditions, i.e. at room temperature and without external magnetic fields and at
reasonable current densities (up to 30 mA for a 300 × 400μm2 device).

First, we analyze the spin-polarization and its dependence on the contact magneti-
zation as revealed from SQUID measurements. Then, we compare the polarizations
of samples with different injector lengths, evaluate the interface polarization and
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Table 2 Injection path length and polarization values of our sample series

Sample Injection Measured Mössbauer Calculated
path length (nm) polarization (%) 〈cos2 θ〉1/2 polarization (%)

a 50 2.69 0.60 4.47
b 70 1.71 0.69 2.46
c 90 1.19 0.78 1.52
d 120 0.77 0.73 1.05
e 170 0.49 0.67 0.73

extract the spin transport length from the exponential decrease of the polarization
with increasing injector path length.

Our sample series consists of five samples which are nominally identical with
exception of the layer thickness in between the spin injector layer and the quantum
dot layer. At this place, the samples have layer thicknesses of 50, 70, 90, 120, and
170 nm. For further evaluation of our data on the circular polarization degree it has to
be considered that the orientation of the magnetization of the ferromagnetic contact is
not perfectly perpendicular to the surface but exhibits a certain angle with respect to

the surface normal. This is accounted for by the quantities 〈cos2(θ)〉 1
2 and the average

Fe-spin canting angle 〈θ〉. These values as obtained from conversion electron
Mössbauer spectroscopy (CEMS) are listed for the different samples in Table 2 as

well. Dividing the measured circular polarization values by the quantity 〈cos2(θ)〉 1
2

provides the theoretical circular polarization degree that would be obtained for mag-
netization orthogonal to the film plane (see Table 2).

Further, it cannot be ruled out in our experimental geometry that a background
polarization (PBG) of the order of 1 % circular polarization degree appears due to
magneto-optical effects during propagation of the light through the Fe/Tb contact.
This is included into the data evaluation as a free fit parameter. According to cal-
culations by Yu and Flatté [26] drift-based carrier transport should be assumed in
non-degenerate semiconductors for reasonable electric field strengths. As this is valid
for the injection paths in our devices, we fitted the data with an exponential decay
according to [27]:

P(x) = P0 · e
− x

lr + PBG (7)

From a least square fit of our data to Eq. (7) we obtain a background polarization
of 0.7(1) %. The spin relaxation length lr in remanence is calculated to 26(1) nm
(see Fig. 7). This is on the lower end but still within the range interval predicted
theoretically [28]. Extrapolating the polarization values towards shorter injection
paths provides the interface polarization P0 which accounts to 25(5) % in our case.
Note that this is only a lower bound estimate because of spin relaxation in the active
region prior to carrier recombination.
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Fig. 7 Measured circular
polarization as a function
of injection path length
L for samples a–e. The
resulting relaxation length
is 26(1) nm, the injection
efficiency 25(5) % with a
background polarization PBG
of 0.7(1)%
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Additionally, we measured the polarization of the emission from our samples in
an externally applied magnetic field of 0.5 T. In this case, the spin relaxation length
inside magnetic fields increases to 36(1) nm, i.e. spin relaxation decreases. This effect
is known [29] and emphasizes the necessity to measure spin relaxation without the
use of external magnetic fields as those fields do have an impact on spin relaxation.
A detailed study of this effect, particularly for magnetic fields below the coercive
field strength of the magnetic layers, has yet to be carried out.

3 Spin Injection into Single Quantum Dots

3.1 Introduction

The key idea of our experiments is the coupling of a single quantum dot embedded in a
p-i-n diode structure to a spin polarized source, which can be either a semiconductor
in an external magnetic field or a ferromagnet. Spin polarized carriers from the
source will affect the luminescence emitted from single quantum dots depending
on the injection mechanisms and can be monitored by optical techniques both time
integrated and time resolved.

Two approaches, which differ by the fundamental injection mechanism of spin-
polarized electrons into the single quantum dots, have been developed and are
sketched in Fig. 8. The first one is based on a light emitting device with quantum
dots as the active area. As a model spin reservoir, a diluted magnetic semiconductor
(DMS) is used, providing nearly 100 % spin polarization in external magnetic fields
>2 T. When operating this device in forward direction, as indicated in Fig. 8a, spin-
polarized electrons from the DMS layer will be transported via drift/diffusion into
the quantum dots and will recombine with holes injected from the p-contact of the
device. The high polarization in the spin source will ensure high spin polarization
of the quantum dot electroluminescence albeit losses of the spin orientation during
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Fig. 8 Operation principle and schematic band structure of the two approaches coupling single
quantum dots to a spin reservoir. a Spin injection via drift/diffusion into a spin LED b Tunnel
injection of spin polarized electrons under reverse bias and optical probing

the transport. A different spin injection mechanism is used in the second approach.
Here, the spin-polarized electrons are injected via tunneling, e.g. from a defined
Zeeman level in the n-contact (Fig.8b). Although the spin alignment in the contact
is lower than in the DMS, the high spin injection fidelity during the tunnel process
still allows for significant spin polarization in the quantum dots that can be probed
by photoluminescence spectroscopy.

3.2 Single Quantum Dot Based Spin LED

Let us consider at first the quantum dot LED device combined with a DMS spin
aligner that is grown in a two chamber molecular beam epitaxy system. It is based
on a p-doped GaAs substrate followed by a GaAs buffer and an i-GaAs layer with
a thickness of 50 nm. Subsequently, self-assembled InAs quantum dots (QDs) with
a nominal layer thickness of 1.7 monolayers, and 20 nm i-GaAs were grown. The
transfer between the chamber equipped with the III–V materials and the chamber for
the II–VI materials is performed under UHV conditions. In the second chamber, a
20 nm thick i-Zn0.96Mn0.04Se layer was grown followed by a 150 nm thick layer of
heavily doped (2 × 1018 cm−3) n-Zn0.96Mn0.04Se. On the top of the sample, 10 nm
of a heavily n-doped (1 × 1019 cm−3) layer of ZnSe was deposited for the contact.
Under a forward bias Ubias = 1.5 V, Fig. 8a gives a qualitative sketch of the band
structure. The ZnMnSe layer will act as a very effective spin aligner in an external
magnetic field (Faraday Geometry) and will accumulate spin-down electrons that are
energetically lower than spin-up electrons due to the positive g factor. These spin
polarized electrons from the DMS are transported under forward bias to the quantum
dots, resulting in electroluminescent emission. As mentioned above, the strong spin



Quantum Dot Spintronics: Fundamentals and Applications 249

polarization in the DMS source is favorable in this experiment, because losses of the
spin alignment are expected during transport into the single quantum dots.

For the electroluminescence measurements, lithographically defined nanoaper-
tures in a 50 nm/25 nm thick chromium/gold (Cr/Au) mask with diameters ranging
from 50μm down to 300 nm were defined on top of the samples in order to get local
access to individual QDs. The samples were contacted electrically and mounted
inside a continuous flow cryostat, where the temperature can be controlled between
4 K and 300 K. We apply a magnetic field of up to 5 T in Faraday geometry and col-
lect the electroluminescence using a 50 × objective. The signals were dispersed by
a 0.55 m monochromator and detected using a LN2-cooled CCD camera. In Fig. 9a,
the EL emission of one individual QD is depicted at T = 4.4 K for different magnetic
fields. The single quantum dot (SQD) emission is driven by a voltage of only 1.6 V in
forward direction. Without external magnetic field, one single emission line is visible
with a resolution limited FWHM of 0.15 meV. This is attributed to the recombina-
tion of an electron-hole pair in a single QD. With increasing magnetic field, the line
splits with a Zeeman splitting of 0.82 meV at B = 5 T. The corresponding excitonic
g-factor of |g| = 2.8 is typical for InAs quantum dots. Because g is generally neg-
ative in InGaAs quantum dots [30], actually g = −2.8. A striking feature is the
significant circular polarization degree CPD = (I σ+ − I σ−)/(I σ+ + I σ−), with
I σ+ (I σ−) being the intensity of the right (left) circular polarized component of the
quantum dot emission. The polarization degree reaches CPD = 65 % at 5 T, with
an enhanced contribution of the high-energy line of the Zeeman doublet due to the
negative excitonic g-factor. This non-thermal population of the Zeeman levels in the
quantum dot is a clear indication of a successful spin injection from the DMS into
the quantum dot. Remember that the electron g-factor is positive in ZnMnSe, but
negative in the InAs QD. The spin alignment leads to a strong population of the
lower Zeeman level in ZnMnSe by the electrons, thus the spin-polarized electrons
injected into the InAs QD will occupy the higher Zeeman level of the SQD.

Analyzing the circular polarization degree CPD for individual single quantum
dots, two interesting features can be observed. First, the CPD varies from dot to
dot. Note that the DMS layer shows virtually 100 % spin polarization at B = 5 T
and T = 5 K [31, 32]. While resonant tunnel processes are expected to be spin
conserving, the drift/diffusion process can cause strong spin losses due to defects
[33, 34] or to band bending at the interface [33]. The local environment and the
individual energy level structure of each SQD, which may vary from dot to dot,
can thus affect the spin injection efficiency significantly, in agreement with our
experimental data (see Fig. 9b): While QD 1 reveals a maximum CPD of 65 % at
5 K, the corresponding value in QD 2 remains below 35 %. Most SQDs exhibit
polarization degrees of more than 50 % and some reach nearly 100 % (see Fig. 9c).

Second, the current flow strongly affects the CPD (see Fig. 9b). It can be clearly
seen that for higher injection current the polarization degree decreases. This is plau-
sible, as for increasing currents the drift/diffusion based injection dominates over a
possible tunnel injection. The effect has been observed already in ensemble struc-
tures [35, 36] and attributed to D’yakanov-Perel spin relaxation in the GaAs after
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Fig. 9 a Electroluminescence of a SQD embedded in a p-i-n diode structure with a DMS spin aligner
for different magnetic fields. b Circular polarization degree versus magnetic field for different SQDs
and different current densities. c Temperature dependence of the SQD polarization

leaving the spin aligner. In addition, the local current flow might heat the sample
thus reducing the spin alignment in the DMS.

The origin of the spin polarization in the DMS can be confirmed by performing
a temperature dependent analysis of the CPD. The efficiency of the DMS as a spin
reservoir is strongly dependent on temperature, because thermal disorder will destroy
the spin alignment. In Fig. 9c, single quantum dot spectra at B = 5 T are shown for
temperatures between 4 K and 80 K. For clarity, the spectra are vertically shifted and
the horizontal position is normalized to the center of the signal, therefore the typical
Varshni shift of the bandgap with increasing T is not shown. This QD exhibits nearly
100 % spin polarization at 4 K. The polarization remains observable up to 40 K and
quenches for higher temperatures, reflecting thus the typical DMS properties.
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Fig. 10 Fingerprint of a biexciton. Left: Normalized EL-spectra of an exciton (X)—biexciton (XX)
pair under different operation currents without external B-Field. Right: Normalized EL spectra of
the same QD under different magnetic fields at constant current flow. The inset shows the ratio
between the biexciton and the exciton emission as function of magnetic field

With increasing bias the number of charge carriers per quantum dot can be
enhanced, leading to multi-exciton emission. In Fig. 10a, an exciton (X)–biexciton
(XX) pair, separated by approximately 5 meV, is recorded for varying operation cur-
rent in absence of an external magnetic field. Clearly, the biexciton emission increases
non-linearly with increasing current. The biexciton emission XX reveals an atypical
behavior in an external magnetic field: With increasing magnetic field, the XX line
is strongly suppressed as compared to the single exciton emission X (Fig. 10b). The
intensity ratio IXX/IX is plotted in the inset of Fig. 10b. For B > 3 T the XX line
is hardly detectable. This is a consequence of the injection of predominantly spin-
down electrons with increasing magnetic field, whereas the formation of a biexciton
requires two electrons with anti-parallel spins. Thus, the biexcitonic emission should
be quenched with increasing magnetic field, in agreement with our measurements.

In order to gain insight into the dynamics of the spin injection, samples with a high
frequency adaptation have been realized [37]: In close proximity to the nanoapertures
selecting the individual QDs, bond pads consisting of a 200 nm thick Au layer with
dimensions of approximately 100 × 110μm2 were deposited. By focused ion beam
etching an area of approximately 115 × 190 μm2 was separated from the remaining
sample surface. A scanning electron microscopy image of the resulting sample sur-
face is shown in Fig. 11a. A 50 resistor was connected parallel to the sample for
impedance matching, and the DC power source was replaced by a GHz pulse pattern
generator. Measurements were performed at 4.7 K and an external magnetic field of
5 T. The pulse with an amplitude of 0.3 V switches between two states of the SQD
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Fig. 11 High frequency adaptation of the device. a Scanning electron microscope image of the
sample surface showing the bond wire (left), the apertures for optical access (right) and the focused
ion beam etched trench. b Principle of device operation with variable pulse width. c EL emission
spectra for different pulse widths

diode (see Fig. 11b): At 1.7 V, no EL emission is detected, while at the higher bias
of 2 V, electroluminescence becomes visible. The pulse width was varied system-
atically between 800 ps and 14 ns. The resulting EL spectra are plotted in Fig. 11c.
Even for sub-ns increasing pulse width, the CPD is reduced. As in addition a slight
red shift of the EL signal is observed, we attribute the reduction of the CPD with
increasing pulse width to current induced heating as the repetition rate of the pulse
generator was hold constant and thus the duty cycle increased. It is interesting to
note that time-dependent EL measurements with constant pulse width have shown a
decrease of the CPD as well [38].

3.3 Tunnel Injection of Spin-Polarized Electrons
into Single Quantum Dots

Because the drift/diffusion process seems to be generally less optimal for ultrafast
spin injection, we will now concentrate on tunnel injection of spins. For that purpose,
we study the coupling of a single quantum dot to a spin reservoir via tunneling in a
charge-tunable device based on a p-i-n diode structure. These devices are intended
for operation under reverse bias without current flow, as indicated in Fig. 8b. On a
highly p-doped GaAs (100) substrate (p = 1 × 1019 cm−3), an intrinsic GaAs layer
with a thickness of 50 nm was deposited followed by 50 nm of intrinsic AlGaAs,
which acts as a current blocking layer. This layer is followed by an intrinsic 160 nm
thick GaAs layer, on top of which self-assembled quantum dots were formed by
depositing 1.7 ML InAs. The quantum dots were capped by a thin tunnel barrier
of 20 nm i-GaAs. On the latter layer 200 nm n-doped GaAs (n = 3 × 1018 cm−3)
were grown. Electrical contact to the sample was achieved by depositing 60 nm
Cr and 10 nm Au on top of the heterostructure. Again, nanoapertures provide optical
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Fig. 12 a Contour plot of the PL spectra under dc biasing and pulsed laser excitation. b Spectrally
integrated emission intensities of the neutral (X0) and the charged exciton (X−) versus dc voltage.
c Bias-dependent line widths of the two emission lines

access to single quantum dots and the samples were prepared by FIB etching for
high-frequency operation as described before.

The tunnel coupling of a single quantum dot to an electron reservoir can be
used to charge the single quantum dot with a controlled number of electrons from
the reservoir via an external bias voltage (Refs. [39–41]). This general operation
principle is shown in Fig. 8b. By the application of an external voltage, the quantum
dot’s energy levels can be shifted with respect to the Fermi level, so that tunneling
of electrons from the reservoir into the quantum dot can occur, as soon as an empty
quantum dot state crosses the Fermi level. Applying an external magnetic field, the
spin degeneracy is lifted and thus, the n-GaAs layer can act as a spin reservoir. We
chose a thin tunnel barrier of only 20 nm to achieve a strong tunnel coupling of the
reservoir with the quantum dot [40].

The sample was cooled down to a temperature of ∼4.3 K in a continuous flow
cryostat and excited through the nanoapertures with a pulsed laser beam (λ = 640 nm,
frep = 80 MHz), focused with a 100 × microscope objective to a diameter of ∼1
μm. The resulting photoluminescence spectra vs. the applied bias voltage are shown
as a contour plot in Fig. 12a. A very similar pattern as shown in Refs. [39, 40, 42] is
obtained. Starting at ∼ − 1.45 V, the emission of a neutral exciton (X0) is observed.
At voltages above ∼− 0.9 V, the emission energy switches to a ∼7 meV lower
value, which indicates the emission of a single negatively charged exciton (X−).
The spectrally integrated emission intensities of both emission lines are shown in
Fig. 12b versus voltage. The observed rather abrupt change between the two emission
lines is an indication of a high tunneling probability of electrons from the n-contact
into the quantum dot [40]. The line widths of the two emission lines are shown in
Fig. 12c. As can be seen, the neutral exciton shows a line width of ∼0.2 meV over
the respective voltage range, which is increased as compared to the X− line width.
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Fig. 13 a Photoluminescence spectra recorded in a magnetic field of 5 T for four different dc bias
voltages. b Bias-dependent circular polarization degree CPD of the two emission lines. The solid
lines are guides to the eye. c Scheme of the polarized emission of the charged/uncharged exciton
in the regime of coexisting X0 and X− emission (Details see text)

We attribute this increase to the fine structure splitting of the neutral exciton [43],
which is absent in the trion. The line width of the charged exciton shows a very
characteristic behavior depending on the applied voltage. At a voltage of ∼− 0.9 V,
at the change of the emission from X0 to X−, it is increased to ∼0.25 meV. With rising
voltage the line width drops down to ∼0.1 meV (limited by the spectral resolution
of the optical system) at a voltage of approximately −0.6 V. After this minimum
an increase to ∼0.25 meV can be observed again at ∼− 0.2 V. The enhanced line
width is a direct consequence of the fast resonant tunneling exchange of electrons
between the quantum dot and the electron reservoir in the n-contact. At ∼−0.9 V, the
quantum dot’s X− level is in resonance with the Fermi level, while at ∼− 0.2 V the
next charging resonance of the quantum dot occurs. Here, the p-level of conduction
band of the SQD crosses the Fermi level, again leading to a tunnel exchange between
the quantum dot and the reservoir.

In order to create a spin-polarized electron reservoir, we apply a magnetic field of
5 T in Faraday geometry. At low temperatures, the electrons in the reservoir become
efficiently spin-polarized, so that charging of the quantum dot with electrons with a
defined spin orientation via tunneling becomes possible.

Figure 13a shows photoluminescence spectra of the quantum dot at four repre-
sentative voltages. The laser was linearly polarized in order to avoid any impact
of the light polarization on the observed photoluminescence. The emission of the
neutral exciton shows a clear polarization with the intensity of the σ− line being
larger than the intensity of the σ+ one. The charged exciton reveals a polarized
emission at −0.9 V with opposite sign, while at higher voltages both emission lines
show the same intensity. The resulting voltage-dependent circular polarization degree
(CPD) values are summarized in Fig. 13b. The solid lines are guides to the eye.
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Both emission lines show a very characteristic dependence on the applied volt-
age. At low voltages, the neutral exciton emission shows a polarization of up to
|CPD| > 30 %, decreasing down to |CPD| < 10 % at −1.2 V. This behavior can
be explained in terms of a co-tunneling process as described in Ref. [44]. At the
low voltage edge of the emission plateau, the optically excited electron can leave
the quantum dot via tunneling, leaving the quantum dot occupied by a single hole.
An electron from the n-contact can now tunnel into the dot and recombine with
the stored hole. As the electrons in the n-contact have a preferred spin-orientation,
the resulting photoluminescence becomes polarized. With increasing voltage, this
process is suppressed, leading to the observed decrease of the polarization degree.
Further increasing the voltage leads to an increase of the polarization degree again.
In this voltage regime again a co-tunneling process can lead to a polarization of the
photoluminescence.

The polarization of the charged exciton emission has two different origins. It was
shown in Ref. [45], that there exists a small voltage range, where an optically created
X0 can drag an additional electron into the dot in order to form the energetically lower
X− state. Assume that the electron reservoir is predominantly occupied with spin-up
electrons. Due to the linear polarized excitation the probabilities to create an exciton
with a total spin of +1 (e.g. spin-down electron and spin-up heavy hole) or −1 (e.g.
spin-up electron and spin-down heavy hole) are equal. In case of optical excitation
of a spin-down electron, an additional electron from the n-contact can tunnel into
the quantum dot, forming the X− state. The resulting photoluminescence will be
σ+ polarized. In the opposite case, when a spin-up electron is optically excited,
tunneling from the n-contact into the s-state of the conduction band in the quantum
dot is prohibited due to Pauli-blocking, so that recombination of the X0 state with
σ− polarization will be recorded. This is exactly what is seen in the experiment.

Another process leading to a polarized emission of the charged exciton, based on
the explanations given in Refs. [32, 40], is displayed in Fig. 13c. At higher voltages
the quantum dot is occupied with an electron before optical excitation. Again, this
electron is assumed to be in the spin-up state as it stems from the n-GaAs spin
reservoir. As mentioned above, linear excitation can either lead to the creation of
an electron hole pair with the electron spin-down and the hole spin-up (left part of
Fig. 6c) or vice versa (right part). In the first case, the singlet X− state is formed and
recombination occurs under σ+ polarization. In the second case, the optically excited
electron can only occupy the quantum dot’s p-level and will leave the quantum dot
via tunneling. In this case, σ− polarized photoluminescence of the X0 state will be
recorded. Further increasing the voltage will effectively decrease the tunneling time
of electrons with suitable spin orientation from the reservoir into the quantum dot, so
that the X− state is formed, regardless of the spin orientation of the optically excited
exciton, Hence, the polarization degree decreases and finally approaches zero.

In order to only probe the polarization of the injected electron we performed the
following measurement, based on a technique introduced in Ref. [45]. As explained
in the section before, the sample layout was designed for the application of high
frequency voltage pulses. With this approach, charging and discharging of the SQD
is possible within the sub-nanosecond range [37]. We used a 3.35 GHz pulse pattern
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Fig. 14 a Technique for the preparation of a single hole and subsequent charging with electrons
from the n-contact. b Luminescence spectra after optical preparation of a single hole and subsequent
charging for four different charging voltages in a magnetic field of 5 T. c The resulting circular
polarization degree for the two emission lines

generator to apply voltage pulses with a frequency of 80 MHz and rise times of
∼100 ps to the sample. The low level of the pulses was set to −2.0 V and the high
level was varied. The laser excitation was triggered by the generator and set to take
place in the center of the low level plateau, i.e. ∼3.1 ns before the change to the high
level, as shown schematically in Fig. 14a. Optical excitation at such low voltages
leads to the following scenario: due to the high electric field, the optically excited
electron will leave the quantum dot via tunneling before radiative decay. Due to its
higher effective mass, the tunneling time of the hole is significantly larger. This way,
a single hole can be trapped within the quantum dot for several microseconds. Again,
the laser was linearly polarized so that statistically every second hole captured within
the quantum dot is in the spin-up or spin-down state, respectively. By the application
of a time-delayed voltage pulse, an electron from the reservoir can be injected into the
quantum dot and the polarization of the resulting luminescence is a direct measure
of the spin-polarization in the reservoir.

Figure 14b shows the resulting luminescence for four different high voltage lev-
els of the charging pulse. As can be seen, the neutral exciton emission shows a pro-
nounced polarization, while the charged exciton emission is unpolarized. The circular
polarization degree versus the high voltage level is displayed in Fig. 14c. The neutral
exciton shows a polarized luminescence of up to |CPD| > 35 %. As explained above,
this reflects the spin-polarization of the adjacent electron reservoir. We attribute the
observed decrease of the polarization degree at higher charging voltages to polariza-
tion losses during non-resonant spin injection. The charged exciton does not reveal
any polarization throughout the complete voltage range. Here, two electrons from
the n-contact tunnel into the quantum dot, one of which has to be in the spin-up and
the other one in the spin-down state in order to form the singlet trion state. Due to
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the two possible spin orientations of the optically prepared hole, both recombination
paths become possible, so that the polarization degree is expected to be zero.

The two approaches presented here show well the pros and cons of different
spin sources for spin injection into single quantum dots. While the drift/diffusion
process seems to be a fairly robust concept for high spin polarization degrees in
electroluminescence, there are limitations in a controlled ultrafast spin injection on
the ns scale and a strong dependence on the current flow. In contrast, tunnel injection
has the advantage of surprisingly high spin polarization degrees even on ns time
scales although the spin polarization in the reservoir is only caused by the Zeeman
splitting in the n-GaAs contact. On the other hand, an optical probing is necessary to
extract the spin information from the single quantum dot. In principle, both concepts
can be applied for hybrid devices consisting of single quantum dots coupled to any
spin reservoir, in particular ferromagnetic leads.

4 Spin Excitations in Transport Through Quantum Dots

Spintronics extends the ideas of conventional electronics by making the electron’s
spin degree of freedom available for device functionalities. The extra handle intro-
duced by the spin opens a huge variety of new routes towards controlled manipulation
of nano-structured devices. A very important, and probably the most fundamental,
novel aspect as compared to charge electronics is the possibility to generate a finite
non-equilibrium spin polarization in semiconductors. For spatially confined regions
such as quantum dots the number of participating electrons establishing the finite
spin polarization can be small and may ultimately go down to one.

The problem of injecting spin into quantum dots in metal-semiconductor hybrids
is a highly nontrivial issue but experimental success in that direction is growing, as
described in this book chapter. In contrast to an optical generation of a finite spin
polarization via the transfer of angular momentum from circularly polarized light
to the electronic system, spin injection relies on the coupling to a reservoir of spin-
polarized electrons. The latter may be provided by electrodes made of ferromagnetic
metals or diluted magnetic semiconductors.

Intimately related to the issue of spin accumulation is the question of how long a
finite spin polarization in the quantum dot survives before it relaxes. Spin accumula-
tion and relaxation are the minimal ingredients that need to be taken into account in
the description of the spintronics devices presented in this book chapter. This state-
ment holds true irrespective of how the injected spin is detected. For spin injection
into spin LEDs the most natural way is the optical detection of circularly polar-
ized photons emitted from the spin-polarized electrons. This route is followed in the
experiments presented in this chapter. Alternatively, spin accumulation in quantum
dots contacted to source and drain electrodes may be probed by analyzing the electric
current through the dot. In that case, considered in the present section of this book
chapter, the coupling of the electronic degrees of freedom to the electro-magnetic
field can be disregarded.
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Another novel aspect, beyond spin accumulation and detection, introduced by
the spin degree of freedom is spin dynamics. The latter may be invoked due to
coupling of the quantum-dot spin to external magnetic and/or internal exchange
fields. The minimal model exhibiting the physics of spin accumulation, relaxation and
precession is a single-level quantum dot tunnel coupled to ferromagnetic electrodes
with, in general, non-collinear magnetization directions. This so-called quantum-dot
spin valve is described in the following section.

While the dynamics of the accumulated spin already introduces an interesting and
non-trivial aspect that may be exploited in spintronics devices, the realm of possible
extensions is seemingly infinite. What we will concentrate on in this section of the
book chapter is the idea to couple the accumulated spins to additional spin degrees
of freedom. We discuss two specific examples. First, we consider a model in which
we allow for collective spin excitations, magnons, in the ferromagnetic electrodes.
Electrons tunneling into or out of the dot can interact with excitations of the collective
magnetic moment of the electrodes. As a consequence, additional transport channels
that are mediated by the emission or absorption of magnons become possible. One
can even drive, in the absence of a bias voltage, a finite charge current by different
temperatures of the magnon reservoirs of source and drain electrode. Second, we
will analyze a situation in which the additional spin degrees of freedom are provided
by the internal magnetic structure of the quantum dot itself.

4.1 Quantum-Dot Spin Valve

A quantum-dot spin valve consists of a single-level quantum dot tunnel coupled to
two ferromagnetic electrodes with magnetizations pointing in arbitrary directions
nL and nR. Its Hamiltonian consists of three parts, describing the electrodes, the
quantum dot and their tunnel coupling,

H =
∑

r

Hr + Hdot + Htun. (8)

The first term,
Hr =

∑

kσ

εrkσa†
rkσarkσ , (9)

describes the two ferromagnetic electrodes in terms of noninteracting electrons at
chemical potential μr with spin quantized along the magnetization direction. Ferro-
magnetism is incorporated into the model by considering a spin-dependent density
of states ρrσ (σ = + for majority and σ = − for minority spins). In the following,
we assume ρrσ to be independent of energy. The density of states is related to the
polarization via pr = (ρr+ − ρr−)/(ρr+ + ρr−) such that pr = 0 corresponds to a
normal metal and pr = 1 to a half-metallic ferromagnet that contains only majority
spins.
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The quantum dot is described by

Hdot =
∑

σ

εc†
σ cσ + Uc†

↑c↑c†
↓c↓ (10)

as a single level with spin-degenerate energy ε which experimentally can be tuned
by a gate voltage. The Coulomb energy U is needed to doubly occupy the quantum
dot. For simplicity, we choose the dot quantization axis along nL × nR.

The tunnel Hamiltonian is given by

Htun =
∑

rk

tr√
2

[

a†
rk+

(

eiφr /2c↑ + e−iφr /2c↓
)

+a†
rk−

(

−eiφr /2c↑ + e−iφr /2c↓
)]

+ H.c. (11)

It couples majority (minority) spin electrons to both, spin up and spin down
electrons on the dot due to the noncollinear geometry. The tunnel matrix elements tr
are related to the tunnel coupling strengths by �rσ = 2π |tr |2ρrσ . The dot-electrode
coupling gives rise to a finite level width �r = ∑

σ �rσ /2.
To calculate the transport properties of a quantum-dot spin valve taking into

account the Coulomb interaction on the dot exactly, we make use of a real-time
diagrammatic approach [46, 47] adapted to systems with noncollinearly magnetized
electrodes [48]. The main idea of this approach is to split the system into the non-
interacting electrodes with many degrees of freedom and the quantum dot with a
few, strongly interacting degrees of freedom. The former are then integrated out.
The remaining system is described in terms of its reduced density matrix. The time
evolution of the reduced density matrix is governed by a generalized master equa-
tion. The generalized transition rates that enter the master equation can be obtained
diagrammatically as irreducible self-energy blocks of the dot propagator on the
Keldysh contour in an perturbative expansion in the tunnel coupling strength.

For the quantum-dot spin valve, we can split the generalized master equation into
one set that determines the probabilities P = (P0, P1, P2) to find the dot empty,
singly or doubly occupied. It takes the form

d

dt
P =

∑

r

Wr P +
∑

r

Vr (S · nr ) . (12)

The first term on the right-hand side describes transition between the different
occupations due to electrons tunneling in and out of the dot. The second term
describes a coupling of the occupations to the average spin on the dot projected
onto the magnetizations of the electrodes and vanishes for vanishing polarizations
pr = 0. The second set of master equations describes the time evolution of the
average dot spin. It takes the form of a Bloch equation,
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dS
dt

=
(

dS
dt

)

acc
+

(
dS
dt

)

rel
+

(
dS
dt

)

prec
. (13)

The first term on the right-hand side describes the accumulation of spin on the
dot due to spin-dependent tunneling of electrons onto (off) the dot. The second term
similarly describes a relaxation of the dot spin. Finally, the last term characterizes the
precession of the dot spin in an energy-dependent exchange field that is generated
by virtual tunneling processes between dot and leads. The interplay between spin
accumulation and spin precession gives rise to a number of characteristic fingerprints
in the transport properties that have been discussed in the literature [48–56].

4.2 Magnon-Assisted Transport

So far, we only discussed idealized quantum dot spin valves. In real devices, there
will be additional spin degrees of freedom present as, e.g., spin waves in the elec-
trodes [57], magnetic impurities embedded in the tunnel barriers or on the quantum
dot [56] or quantum dots with more complex internal structure [58]. In the following,
we discuss the influence of magnons that are excited in the leads by the tunneling
electrons.

In order to model the spin wave degrees of freedom, we assume that each elec-
trode contains one macroscopically large, localized spin that can be identified with
the magnetization of the respective electrode. As the localized spin will point prefer-
ably into the magnetization direction, it is convenient to describe it in terms of
Holstein-Primakoff bosons. Here, the spin operators are mapped onto bosonic oper-
ators. In the limit of large spins, this mapping takes a particular simple form: changing
Sz by ±� corresponds to the annihilation/creation of one boson. This leads to a par-
ticularly simple description of the localized spin in terms of noninteracting bosons,
Hspin = ∑

r ωBb†
r br . For simplicity, we assume an optical magnon mode with a

momentum independent energy ωB (Fig. 15).
The localized spin is coupled to the rest of system via an exchange interaction

with the spins of the itinerant electrons in the leads. In terms of the bosonic degrees
of freedom, this gives rise to an interaction between the magnons and electrons.
As our real-time diagrammatic approach requires noninteracting lead electrons, we
have to remove this interaction via a canonical transformation. The latter resem-
bles a Lang-Firsov transformation that eliminates an electron-phonon coupling [59]
but is slightly more complicated due to the spin degree of freedom involved in
the problem. In particular, it can be performed only perturbatively in the electron-
magnon coupling λ. After performing the canonical transformation, we obtain the
Hamiltonian of the original quantum-dot spin valve as discussed above but with a
modified tunneling part. In addition to ordinary tunneling events that conserve the
spin of the tunneling electrons, we now have additional processes which flip the spin
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Fig. 15 Schematic model of a quantum-dot spin valve. Each electrode contains a large localized
spin (red arrow) that couples via an exchange interaction J to the spins of the itinerant electrons
(black arrows) (from Ref. [57])

Fig. 16 Left panel: Schematic of the differential conductance as a function of bias voltage V and
level position ε. The labels indicate whether a sideband is due to the emission (E) or absorption
(A) of magnons in the source (S) or drain (D) lead. Right panel: Differential conductance for
parallel magnetizations as a function of level position. Parameters are V = 30 kBT , U = 50 kBT ,
ωB = 10 kBT , �L = �R, τ = 2/�, λ = 0.3 and TB = 5T (from Ref. [57])

of the tunneling electron and at the same time emit or absorb a magnon in order to
conserve the total angular momentum.

In order to make our model more realistic, we add a phenomenological relaxation
term with relaxation time τ to the master equation that drives the magnon distribution
in each lead towards its equilibrium distribution characterized by a temperature TB

(which we allow to differ from the electron temperature T ). Apart from making the
model more realistic, the relaxation also serves to prevent a runaway of the magnon
number in the drain lead that would occur otherwise.

We now turn to the results, focusing first on the influence of magnons on the
differential conductance. In Fig. 16, we show a schematic plot of the differential
conductance as a function of level position and bias voltage. In addition to the stan-
dard conductance peaks (black lines) that indicate the onset of transport through the
quantum dot, there are now sidebands associated with the emission and absorption
of magnons in either the source or drain electrode. This is similar to the case of a
quantum dot coupled to a phononic degree of freedom [59]. The main difference
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Fig. 17 Magnon-driven cur-
rent at zero bias as a func-
tion of level position for
U = 50 kBT , ωB = 20 kBT ,
�L = �R, τ = 1/�,
λ = 1/3 and TB = 10T (from
Ref. [57])

is that due to the conservation of angular momentum at most one magnon can be
emitted/absorbed in a tunneling process while the number of phonons is only limited
by the applied bias voltage/the number of excited phonons.

The strength of the different sidebands depends on the polarization of the elec-
trodes as well as on the magnetic configuration of the system. The most interesting
effect occurs for large polarizations and parallel magnetizations when transport takes
place through the singly and doubly occupied dot, cf. Fig. 16. If the dot is doubly
occupied, a spin down electron can leave the dot by emitting a magnon. As the elec-
tron ends up in a spin up state, this process has a rather large probability to occur.
It leaves the dot in a state with spin up. Hence, no second spin up electron can enter the
dot, while tunneling of spin down electrons is suppressed by the large polarization.
Thus, transport through the dot is blocked and a sideband of negative differential
conductance appears.

So far, we discussed transport driven by an external bias voltage. However, if the
magnon temperature is different from the electron temperature (this might be realized,
e.g., by irradiating the ferromagnetic electrodes with microwaves), the system can
also show a current without an applied bias. In order to obtain these magnon-driven
currents, we need to break the left-right symmetry of the system. The easiest way
to do this is by considering a setup where one electrode is ferromagnetic, while the
other is an ordinary metal.

As shown in Fig. 17, we find a finite current at zero bias voltage driven by the
temperature difference between electrons and magnons. The direction of the current
depends on the level position. Its value depends on the polarization. Let us for the
moment assume the dot level is above the Fermi level of the leads. A magnon is
absorbed in the ferromagnet which gives the tunneling electron enough energy to
reach the dot level which is out of reach energetically in the absence of magnons.
The electron can then either tunnel back into the ferromagnet or leave the dot into
the normal metal. Thus, we find a net current from the ferromagnet into the normal
metal. Similar, if the dot level is deep below the Fermi level, a net current flows from
the normal metal into the ferromagnet.
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For the system at hands, the charge and magnon currents are proportional to each
other as electrons can only enter the dot by absorbing a magnon. In the limit of a
fully polarized ferromagnet, we find that one elementary charge is transferred for
each magnon absorbed from the ferromagnet. This is known as the strong coupling
limit in the thermoelectric literature and a necessary requirement for the device to
reach Carnot efficiency in converting heat into useful work [60–62].

4.3 Spin-Inelastic Tunnel Spectroscopy

So far we discussed transport through a single-level quantum dot coupled to ferro-
magnetic electrodes. Our focus was on the influence of additional spin excitations
in the electrodes. We now turn to transport through single magnetic atoms coupled
to nonmagnetic electrodes. Here, the additional spin degrees of freedom that can be
excited in transport are given by the complicated internal structure of the quantum
dot formed by the atom.

The work discussed here has been motivated by a series of experiments where
single magnetic atoms have been contacted with the tip of a scanning tunneling
microscope [63–69]. The experimentally observed steps in the differential conduc-
tance could be explained by modeling the atom as a localized spin [66]. While the
step position is determined by the excitation energies of the spin, the step heights are
related to certain spin matrix elements. Later theoretical works [70–74] provided a
more complete description of the experiments using perturbation theory in the tunnel
coupling assuming equilibrium occupation of the spin states. Certain nonmonotonic
features clearly visible in the experimental results of Ref. [66] remained, however,
unexplained so far. In the following we demonstrate that they can be understood as
a consequence of nonequilibrium spin occupations.

To this end, we model the experimental setup as a localized spin embedded in a
tunnel barrier described by a Hamiltonian of the form H = ∑

r Hr + Hspin + Htun.
Here, Hr describes the nonmagnetic electrodes in terms of noninteracting electrons,
i.e., it takes the same form as Eq. (9) above with pr = 0. The magnetic atom is
described by the spin Hamiltonian

Hspin = −DS2
z + E(S2

x − S2
y)+ gμBB · S (14)

Here, the first term describes a uniaxial anisotropy. The second term characterizes
the easy-plane anisotropy while the last term describes the coupling to an external
magnetic field. In Ref. [66], the external field could point in arbitrary directions and
take values up to 7 T. The parameters in the spin Hamiltonian extracted from the
experiment for an Fe atom are S = 2, D = 1.55 meV, E = 0.31 meV and g = 2.11.

The tunnel Hamiltonian describes an exchange interaction between the spin of
the tunneling electron and the atom spin. It takes the form
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Fig. 18 Differential conductance in units of G0 = 4πe2 S(S + 1)| jLR|2ρLρR as a function of bias
voltage for Bz = 5 T (left panel) and Bx = 2 T (right panel)

Htun =
∑

rr ′kk′σσ ′
jrr ′a†

rkσ
σ σσ ′ · S

2
ar ′k′σ ′ , (15)

where σ denotes the Pauli matrix. We did not include direct tunneling into Htun as it
only gives rise to a constant background conductance (interference between direct and
exchange tunneling can occur only for magnetic contacts or higher order tunneling
processes). The processes described by jLR and jRL are responsible for the current
flow though the atom and drive it out of equilibrium while the processes described
by jLL and jRR do not contribute to the current but provide an intrinsic relaxation
channel for the atom spin. We parametrize the couplings by the total coupling J =
jLL + jRR and the asymmetry a = ( jLL − jRR)/J such that j2

LL = (1 + a)2 J 2/4,
j2
RR = (1 − a)2 J 2/4 and j2

LR = j2
RL = (1 − a2)J 2/4.

Using a standard rate-equation approach we then obtain the current flowing
through the atom taking into account nonequilibrium occupation of the spin states.
The resulting differential conductance is shown in Fig. 18. For large asymmetries,
a → 1, we recover the equilibrium results with conductance steps followed by flat
pleateaus. This results from the coupling to one electrode being very strong such that
the atom is effectively brought to equilibrium after each current-carrying tunneling
event. For smaller values of a, nonequilibrium effects become important. Now, the
conductance overshoots at each step and subsequently decays in a powerlaw fashion
towards the equilibrium conductance. Experimentally, the asymmetry a can be varied
easily. While the adatom-substrate coupling is fixed in experiment, the adatom-tip
coupling can easily be changed by changing the distance between the tip and the
adatom. Recent experiments [69] with ferromagnetic STM tips confirmed that non-
equilibrium effects become indeed more pronounced upon reducing the tip-sample
distance.

In order to understand the physical origin of the overshooting, let us for the
moment discuss a simple model system consisting of a spin 1/2 with Zeeman energy
B embedded in the tunnel barrier at zero temperature. Transport can take place via
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spin-conserving and spin-flip tunneling processes. The former contribute to the cur-
rent according to

Isc = πe| jLR|2ρLρReV, (16)

and, hence, to the differential conductance as G = G0/3 where G0 = 4πe2S
(S + 1)| jLR|2ρLρR is the conductance at infinite bias. As this contribution is inde-
pendent of the spin occupations P↑ and P↓, nonequilibrium effects are only probed
by spin-flip processes. Their contribution to the current is given by

Isf = 2πe| jLR|2ρLρR
[

(eV − B)P↑ + (eV + B)P↓
]

. (17)

In equilibrium, we have P↑ = 1 and P↓ = 0. Therefore, only the first term
contributes to the current and the associated differential conductance is given by
G = 2/3G0 which is constant. In a nonequilibrium situation, the solution of the
master equation yields P↑ = 1 − P↓ = 1 − (eV − B)/[2(eV + B)] for voltages
above threshold. Hence, now both terms in the expression for the spin-flip current
contribute. The total differential conductance above threshold is now given by

G = 2

3
G0

(

1 + 2B2

(eV + B)2

)

. (18)

We, therefore, find an overshooting above the equilibrium value at threshold,
followed by a subsequent powerlaw decay for large bias voltages as for V → ∞
we have P↑ = P↓ = 1/2. The interplay between different current contributions
from exciting and deexciting the spin and bias-dependent occupation probabilities
thus gives rise to the overshooting at threshold. A similar effect is known from
cotunneling through a quantum dot [75]. We emphasize that nonequilibrium features
in the conductance are an overshooting, i.e., an increase of the conductance above
the equilibrium value and not a signature of excited states carrying less current as
speculated in Ref. [74]. Finally, we note that the nonequilibrium occupations also
give rise to a super-Poissonian noise [58].

While our theory predicts an overshooting at each steps, experimentally it was
observed that the first conductance step does not exhibit an overshooting when it is
pronounced as for the case of a magnetic field along the x axis. This suggests the
presence of a relaxation mechanism that only depopulates the first excited state |1〉
but does not affect the higher excited states. We find that the matrix element of Sz

between the ground states |0〉 and |1〉 is large compared to the matrix elements of Sx

and Sy as well as to matrix elements of |0〉 with other excited states. This suggests
adding a phenomenological, spin-dependent relaxation term of the form

W rel
mm′ = −|〈m|Sz |m′〉|2�(
mm′)/τ (19)

to the master equation where �(x) is the step function and 
mm′ the energy differ-
ence between states m and m′. For infinite relaxation time, τ → ∞, we obtain the
nonequilibrium result with prominent overshootings at the first step. For τ → 0, we
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similarly recover the equilibrium case without any overshooting. For suitably chosen
finite relaxation times τ , we find, however, that the anisotropic relaxation can indeed
remove the overshooting of the first step while leaving the nonequilibrium effects at
the other steps basically unaffected, cf. Fig. 18.
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