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Foreword

During the past several decades an appreciable amount of research and development
has been focused on the use of remote sensing techniques to better our understand-
ing of weather and the atmosphere. Radar has the obvious advantage of providing
observations with temporal and/or spatial continuity which is leading to improved
forecasts of weather.

Observations and interpretation of Doppler and polarimetric weather radar data,
combined with in situ observations, have led to giant leaps in our understanding
of the dynamics and microphysics of weather systems. Complementary to weather
radar observations are those obtained with typically longer wavelength radars (i.e.,
wavelengths from meters to centimeters versus centimeters to millimeters used to
observe precipitation and clouds), observing the precipitation-free atmosphere. The
echoing mechanism at these longer wavelengths is typically Bragg scatter from
refractive index perturbations caused by turbulent mixing, or reflection from sharp
gradients in refractive index. These long-wavelength and super-powerful radars,
referred to as atmospheric radars, have mapped the vertical structure of reflectivity
and radial winds in the clear atmosphere from below a kilometer to well above
100 km, whereas meteorological radars map the reflectivity and radial velocities
of precipitation and cloud particles on horizontal surfaces at various heights in
the troposphere. Weather and cloud radar research has attracted the attention of
meteorologists whereas atmospheric radar research has primarily attracted the
attention of atmospheric physicists.

The authors have done a remarkable job of combing the results of research in
these two disciplines to provide readers with a comprehensive overview of the
outstanding observations that have been made with radar used as a remote sensor
of weather and atmospheric phenomena. This book has a generous amount of
figures that display many of the remote sensing facilities to give the reader a
quick appreciation for the variety of atmospheric and meteorological radar types
around the world, many of which are unique and interesting. Furthermore, liberal
reference to publications provides readers a vast reservoir for further pursuit of
their preferred topics of interest. In addition this book presents the fundamentals
of remote sensing so that students and professors, with a minimal background in

v



vi Foreword

physics and electromagnetic theory, and engineers in the field can better understand
the potential and limitations of radar in observing weather and the atmosphere while
learning about the various instruments and techniques used in remote sensing. The
authors plan to maintain a Website where comments from readers can be addressed
and where supplements to the book can be found; this will help to keep the book
current and up-to-date.

Norman, OK Richard J. Doviak



Preface

With the application of radar to observations of the atmosphere, various weather
phenomena and winds in the clear atmosphere can be monitored and mapped
in real time. Great progress in understanding weather and the dynamics of the
atmosphere has been made using radar, which brings new observational discoveries
and promotes further understanding of our environment.

Remote sensing with radar has been developed in the interdisciplinary domains
of physical science and engineering. In the past, advances in weather and the atmo-
spheric sciences have developed independently because the respective engineering
efforts and scientific studies were conducted within relatively separate communities.
However, the scientific and technical bases for atmospheric observations with radar
can be treated in common. We worked in academia (Fukao) and industry (Hamazu)
and have collaborated to develop various types of weather and atmospheric radars.
Routine discussion with our colleagues convinced us that understanding of weather
and atmospheric radars can be deepened if they are described comprehensively and
systematically in one volume using common approaches whenever possible.

This book is written for scientists, engineers, students, and other interested
meteorological and atmospheric personnel. In this book, we try to bridge the gap
in our understanding of weather and atmospheric radar. The book consists of two
parts. The first half, Chaps. 1–7, mainly discusses the theoretical bases of weather
and atmospheric radar, and the last half, Chaps. 8–12, describes actual systems and
observations with these radars. This interdisciplinary book was first published in
Japanese by the Kyoto University Press in 2005. In the English version, all chapters
including those dealing with recent developments contain more in-depth coverage
than does the original.

Kyoto, Japan Shoichiro Fukao
Iga, Japan Kyosuke Hamazu
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Chapter 1
Introduction

1.1 Principle of Radar

A variety of weather and atmospheric phenomena occur and change every moment
in the Earth’s atmosphere. This book presents the techniques and sciences of
remote sensing various phenomena with radar. Remote sensing is a technique that
indirectly measures target without touching it directly in a distant place. Radar is
an abbreviation for “RAdio Detection And Ranging”, which is an electronic system
that generates electromagnetic waves in the transmitter, radiates them into space
via antenna, receives the scattered signal returning from the target, and measures
the position, movement of the target, etc. Usually, the same antenna is used for
transmission of the electromagnetic wave and reception of the return signal. The
target position is obtained according to the direction where the scattered signal
returns to the antenna, and to the distance calculated by the lapse of time that the
electromagnetic waves make in the round-trip between radar and target.

As for the targets that scatter electromagnetic waves, various types of scatterers
are known, e.g., isolated objectives such as aircrafts and ships, minute distributed
particles such as precipitation and clouds, and perturbations of radio refractive
index due to atmospheric turbulence. In this book, the properties of scatterers
such as precipitations, clouds, and fogs associated with weather, and refractive
index perturbations caused by atmospheric turbulence are presented. The former
is mainly observed with meteorological radar (or weather radar), and the latter
with atmospheric radar. The conceptual diagrams of meteorological radar and
atmospheric radar are shown in Fig. 1.1a and b, respectively. The atmospheric
radars typically make observations overhead (i.e., at high elevation angles), whereas
meteorological radars typically scan the atmosphere at relatively low elevation
angles. Furthermore meteorological radars typically use parabolic reflector antennas
whereas atmospheric radars use phased array antennas. Although the frequencies
adopted for meteorological and atmospheric radars are different due to the differ-
ence of scattering mechanisms of the targets, many aspects of the basic configuration
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2 1 Introduction

Fig. 1.1 Conceptual diagrams of (a) meteorological radar and (b) atmospheric radar

and algorithms of signal processing of these radars are common. Therefore, the
common components of both radars are stated as uniformly as possible, while the
uncommon ones are dealt with in the individual chapters.

The upper atmosphere above the 100 km altitude is the ionosphere where the
atmosphere is partially ionized. In the ionosphere, electromagnetic waves are
scattered by free electrons, and so the scattering mechanism in this region is not
the same as those in other parts of the atmosphere (Gordon 1958). The scattering
is very close to incoherent scatter (IS) but extremely weakly affected via Coulomb
force by ions. The radar which utilizes IS from the ionosphere is called incoherent
scatter radar or IS radar (e.g., Evans 1969). The IS radar is beyond the scope of this
book, and we briefly state in Sect. 10.2.1 that some large-scale atmospheric radars
have the capability of IS radar.

1.2 History of Meteorological and Atmospheric Radars

The atmosphere has been studied using radar since the 1920s. A basic model of
present pulsed meteorological radar in the microwave band was first put in practice
for precipitation observations in early 1940s.

Meanwhile, prior to the practical implementation of the meteorological radars,
the scattering mechanism of electromagnetic wave had already been theoretically
clarified by L. Rayleigh and G. Mie. Rayleigh showed that the magnitude of the
backscattering intensity due to precipitation particles in the atmosphere is propor-
tional to the 6th power of the diameter of the scatterer, and inverse proportional to
the 4th power of the wavelength of the electromagnetic wave (e.g., Gunn and East
1954; Battan 1973, p. 38).

Moreover, Mie showed that in the area where the diameter of the scatterer is about
l/10 or larger the wavelength for which Rayleigh’s scattering theory is not applied,
more rigorous scattering theory is necessary (e.g., Gunn and East 1954). These
theories are known as Mie scattering theorem and Rayleigh scattering theorem, and
will be discussed in Sects. 3.3.3 and 3.3.4, respectively.



1.3 Radar Frequency Bands and Usage 3

Ryde (1946) theoretically estimated the reflection intensity and the attenuation
of microwave due to precipitation and cloud particles in the atmosphere based
on these theories during 1941 and 1946. His theories became the basics of
quantitative observation of weather with radar. When the 1st Conference on Radar
Meteorology sponsored by the American Meteorological Society (AMS) was held
in the Massachusetts Institute of Technology (MIT) in March 1947, quantitative
observations of precipitation had already been advanced around the United States.
The relation between radar reflectivity factor and precipitation intensity and the drop
size distributions of precipitation found by Marshall and Palmer (1948) became the
beginning of the radar meteorology research.

On the other hand, the research on the communication over the horizon (OTH) us-
ing the radio wave propagation through the troposphere became active in the 1950s.
Understanding about clear air turbulence (CAT) and the scattering mechanism in the
troposphere have been rapidly advanced through this research, promoting researches
regarding atmospheric remote sensing (Booker and Gordon 1950).

The origin of atmospheric radar is the IS radar at Jicamarca, Peru, and many
atmospheric radars had been developed and constructed in the 1970s to 1980s.
Woodman and Guillén (1974) showed, for the first time, that the wind and the
turbulence in the mesosphere and the stratosphere can be observed using the IS
radar at Jicamarca. Atmospheric radars are called as mesospheric–stratospheric–
tropospheric (MST) radar, stratospheric–tropospheric (ST) radar, tropospheric (T)
radar, or boundary layer (BL) radar (or BLR), according to the observable region
for the radars. At the early stage, MST and ST radars that use the frequency band
of 50 MHz to l GHz were primarily developed for research. Small-scale radars such
as BLR that utilize the microwave of 1.3 GHz was rapidly put to practical use soon
later.

1.3 Radar Frequency Bands and Usage

For transmission, various frequencies of the wide range from several MHz to
around 100 GHz are utilized to detect atmospheric scatterers. The principle of both
electromagnetic wave propagation and operation of radar does not change by the
operational frequency and is common for various frequencies, although actual radar
components greatly vary, depending on the frequency.

In principle, longer wavelengths, i.e., lower transmitted frequencies are suitable
for detection of refractive index perturbations. Shorter wavelengths, i.e., higher
transmitted frequencies are suitable for detection of minute scatterers. Figure 1.2
shows the operational frequencies of actual radars and their adjoining frequency
bands. The radar frequency bands with the main usages are shown in Table 1.1. In
passage of the radar development, the individual radar frequency bands have been
traditionally named by letters as “L”, “S”, and so on as shown in Table 1.1. However,
the letter expression is generally obscure, and inconvenient to show the concrete
frequency. Therefore, in this book, we will express the operational frequency by
“1.3-GHz” for instance, and not by “L-band.”
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Fig. 1.2 Operational frequency band of various radars and their adjoining frequency bands

The scattering characteristics of electromagnetic wave are closely dependent
upon its wavelength. It means that each scattering mechanism has a best com-
bination with a specific wavelength band in the remote sensing of precipitation
particles.1 The diameters of objective particles are between several μm and several
mm. Thus, electromagnetic waves of wavelengths of several mm (millimeter wave)
to several cm (micro wave) are adopted for these targets. As will be discussed
in Sect. 6.3.3, electromagnetic waves of wavelength of less than several cm are
attenuated due to precipitation along the propagation path. Thus, it is indispensable
to evaluate the influence of the attenuation quantitatively.

In the remote sensing of the atmosphere, refractive index perturbations generated
from atmospheric turbulence and waves are the main source of scatterers. The
refractive index field has perturbations over a spectrum of spatial scales (i.e.,
structure wavelengths of perturbations Λs), and in general large scale refractive
index perturbations contain more intense perturbations. In the radar observation
of the atmosphere, only scattering from a specific spatial scale corresponding to
half the radar wavelength is detected (Brag scatter; Chap. 3). Therefore, using radar
wavelength at twice the largest scales of perturbations, we can more easily observe
the backscatter from refractive index perturbations. Practically, wavelengths up

1Here, the term “precipitation particles” include both precipitation particles such as raindrop
and hailstone, and non-precipitation particles such as cloud and fog particles, and they are not
distinguished strictly otherwise mentioned hereafter.
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Table 1.1 Radar frequency bands and applications

Letter band Frequency range ITUa regulation Applications

HF 3–30 MHz OTH, atmosphere observation
VHF 30–300 MHz 138–144 MHz Ultra long range surveillance,

atmosphere observation
216–225 MHz Ditto

UHFb 300–3,000 MHz 420–450 MHz Ditto
890–942 MHz Ditto

L 1–2 GHz 1.215–1.4 GHz Long range surveillance,
air traffic control (ATC),
atmosphere observation

S 2–4 GHz 2.3–2.5 GHz Middle range surveillance, ATC,
2.7–3.7 GHz Long range weather observation

C 4–8 GHz 5.25–5.95 GHz Long range tracking,
weather observation

X 8–12 GHz 8.5–10.68 GHz Short range tracking,
weather observation

Ku 12–18 GHz 13.4–14.0 GHz High resolution satellite altimeter
15.7–17.7 GHz Ditto

K 18–27 GHz 24.05–24.25 GHz Airport surface surveillance
Ka 27–40 GHz 33.4–36 GHz Short range tracking,

weather observation
V 40–75 GHz 59–64 GHz Remote sensing
W 75–110 GHz Remote sensing
mmc 110–300 GHz Remote sensing
a International Telecommunication Union
b 300–1,000 MHz (Skolnik 1990, p1.14). 230 MHz–1 GHz band is often called P-band
c Radars of this frequency band have not been achieved yet

to several meters are used for the atmospheric observations in consideration of
the reasonable physical size of the antenna aperture and the outer scale (i.e., the
largest scales) of turbulence. As will be discussed in Sect. 3.4.2, scattering from
perturbations of refractive index due to atmospheric turbulence is dominant at the
frequencies lower than 2–3 GHz, and that from precipitation particles are dominant
at higher frequencies. Thus, atmospheric radars generally adopt frequencies of
several tens MHz to around 1 GHz, and at highest, 3 GHz. Meanwhile, meteoro-
logical radars generally adopt frequencies higher than 2–3 GHz. At the frequencies
lower than 3 GHz, the attenuation of electromagnetic waves due to precipitation and
atmosphere along the propagation path is small and almost negligible.

Among the atmospheric observation techniques, there is one that utilized small
floating dust (aerosol) as small as μm (10−9 m) as the scatterer. In this case, the laser
beam of wavelength of the same order as the size of scatterer is adopted. A laser
radar is called “lidar” (LIght Detection And Ranging), and is used to observe the air
temperature inversion layer, the water vapor content, the atmospheric density, and
so on. In recent years, a coherent Doppler lidar (CDL), which is possible to obtain
Doppler velocities of aerosol, has become to practical use.



Chapter 2
Electromagnetic Waves

2.1 Characteristics of Electromagnetic Waves

Electric and magnetic fields propagate through space in the form of electromagnetic
waves (or radio waves). Various characteristics of the electromagnetic waves can be
derived from Maxwell’s equations, which will be discussed for the simplest case in
the present chapter. In this chapter, we assume that the waves are propagating in a
smoothly varying medium, and that there are no small scale (i.e., of the order of a
wavelength) perturbations of refractive index either.

2.1.1 Basic Equations

Maxwell’s Equations

Three basic differential equations concerned with electric and magnetic fields,
which include Faraday’s law, Ampère–Maxwell’s law, and Gauss’s law, are called
by a general name Maxwell’s equations. According to Maxwell’s equations, electric
field strength E and magnetic field strength H are expressed using magnetic flux
density B, electric current density J, and electric flux density D as

∇×E =− ∂
∂ t

B, Faraday’s law (2.1)

∇×H =
∂
∂ t

D+ J, Ampère–Maxwell law (2.2)

∇ ·D = ρ , Gauss’s law for electric flux density (2.3)

∇ ·B = 0. Gauss’s law for magnetic flux density (2.4)
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8 2 Electromagnetic Waves

The vectors E, H, J, D, and B depend on position (x, y, z) and time (t). In
the International System of Unit (SI unit; le Système International d’Unité),1 the
A [ampere] is defined as the electric unit, and other quantities are derived as
V [volt, m2 kg s−3 A], Wb [weber, m2 kg s−2 A−1], and C [coulomb, s A]. Applying
these quantities, the units of E, H, J, D are derived as [V m−1], [m−1 A], [m−2 A],
and [C m−2], respectively. The symbol ρ denotes electric charge density in the unit
of [C m−3], and symbols ∇× and ∇· in vector analysis indicate the differential
operator for rotation2 and divergence,3 respectively.

In general, D and J are related by a linear function to E, and B to H.
Their relations are expressed by the constitutive equations (2.5)–(2.6) and Ohm’s
law (2.7) as

D = εE, (2.5)

B = μH, (2.6)

J = σE, (2.7)

where the permittivity ε [F m−1], the permeability μ [H m−1], and the electric
conductivity σ [S m−1] are medium constants. They are scalar quantities for
the isotropic4 medium, and tensor quantities for the aerotropic medium such as
ferromagnet and crystalline body. In the present book, they are treated as scalar
quantities unless mentioned otherwise.

Wave Equation

Each of Maxwell’s equations (2.1) and (2.2) includes both electric and magnetic
fields. If they are solved as the simultaneous equations, the equation which contains
only electric or magnetic field as a variable is derivable. First, the equation which
includes only the electric field is obtained. Differentiating (2.2) with respect to time

1The MKSA unit system whose basic units are length m [meter], mass [kg], time [s(second)], and
electric current A [ampere].
2In the orthogonal coordinate system (x, y, z), the rotation of E is a vector quantity that is
expressed by

∇×E = rotE =

(
∂Ez

∂y
− ∂Ey

∂ z

)
ix +

(
∂Ex

∂ z
− ∂Ez

∂x

)
iy +

(
∂Ey

∂x
− ∂Ex

∂y

)
iz,

where ix, iy, and iz are unit vectors in the x, y, and z directions, respectively.
3The divergence of D is a scalar quantity that is expressed by

∇ ·D = divD =
∂Dx

∂x
+
∂Dy

∂y
+
∂Dz

∂ z
.

4If the permittivity and the permeability of the medium are independent of the direction of the
radiation, the medium is called isotropic.
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t and replacing the right-hand side parameters using (2.5) and (2.7),

∇× ∂
∂ t

H =
∂ 2

∂ t2 D+
∂
∂ t

J

= ε
∂ 2

∂ t2 E+σ
∂
∂ t

E. (2.8)

Applying the rotation operator to (2.1), and substituting (2.6) and (2.8) into it,

∇× (∇×E) =−εμ ∂
2

∂ t2 E− μσ ∂
∂ t

E (2.9)

is obtained. Replacing the left-hand side of (2.9) with an identical equation of the
vector operation,

∇× (∇×E) = ∇(∇ ·E)−∇2E, (2.10)

where ∇ and ∇2 are gradient5 and Laplacian,6 respectively, and substituting
∇(∇ ·E) =∇ρ/ε , which is obtained from (2.3) and (2.5) under the assumption that
permittivity is spatially uniform, into (2.10), the equation for electric field

∇2E− εμ ∂
2

∂ t2 E− μσ ∂
∂ t

E =
1
ε
∇ρ (2.11)

is derived.
Next, applying the similar operation to magnetic field,

∇2H− εμ ∂
2

∂ t2 H− μσ ∂
∂ t

H = 0 (2.12)

5In the orthogonal coordinate system (x, y, z), the gradient of a scalar function ϕ(x,y, z) is a vector
quantity given by

∇ϕ =
∂ϕ
∂x

ix +
∂ϕ
∂y

iy +
∂ϕ
∂ z

iz.

6For a scalar function ϕ(x,y, z), ∇2ϕ is a scalar quantity given by

∇2ϕ = div(grad ϕ) =
∂ 2ϕ
∂x2 +

∂ 2ϕ
∂y2 +

∂ 2ϕ
∂ z2 .
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is obtained. Equations (2.11) and (2.12), which are called vector wave equations,
are the general equations that describe wave propagation in a linear7 homogeneous8

medium which is isotropic and nondispersive.9 Suppose a uniform and lossless
dielectric medium (σ = 0) which has an infinite extent. If the medium has no wave
source such as electric charge, ρ = 0. The present book concerns the medium which
satisfies these conditions. Thus (2.11) and (2.12) are simplified as

∇2E− εμ ∂
2

∂ t2 E = 0, (2.13)

∇2H− εμ ∂
2

∂ t2 H = 0. (2.14)

In a statistically homogeneous medium in which the permittivity is fluctuating
due to, for example, turbulence, waves are scattered by refractive index perturba-
tions. The wave equations for this problem are not derived in this book, and readers
should refer to Tatarskii (1971, Chap. 2) or to Doviak and Zrnić (2006, Chap. 11)
for them.

Plane Wave

Electromagnetic wave is called a plane wave if it has electric and magnetic fields
within the plane perpendicular to the direction of wave propagation. When the
electromagnetic wave spreads radially from wave source, it is locally a plane wave
when observed sufficiently far from the wave source. If the plane electromagnetic
wave shows sinusoidal oscillation with single angular frequency ω [rad s−1]
(= 2π f ; f is frequency [Hz]), the time factor is expressed as e jωt , where j is the
imaginary unit ( j2 =−1). Then, (2.13) and (2.14) lead to

∇2E+ k2E = 0, (2.15)

∇2H+ k2H = 0, (2.16)

respectively, where

k = ω
√
εμ . (2.17)

7The medium is called linear medium if proportionality holds between J and E, B and H, and J
and E, respectively, and nonlinear medium otherwise. In nonlinear medium, the permittivity, the
permeability, or the conductivity are the function of E or H.
8The medium is called homogeneous medium if the permittivity and the permeability are spatially
uniform, while inhomogeneous otherwise.
9The medium with constant permittivity and permeability irrespective of frequency is called
nondispersive, otherwise it is dispersive.
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Parameter k is called the (radar) wave number, which is related to radar wavelength
λ [m] as k = 2π/λ . The equations in the form of (2.15) and (2.16) are called
Helmholtz equations. The solution of (2.15) at the position r is generally given by

E(r) = E1e− jk·r, (2.18)

where E1 is the vector which does not depend on the position. If ρ = 0 and σ = 0,
substituting (2.18) into (2.1) to (2.4),

k×E = ωμH, (2.19)

k×H =−ωμE, (2.20)

k ·E = 0, (2.21)

k ·H = 0 (2.22)

are obtained. Equations (2.21) and (2.22) mean that both E and H are orthogonal
to k. Furthermore, (2.19) and (2.20) indicate that the sequence of E, H, and k are
in the sense of rotation to advance a right-handed screw. The vectors E and H are
in-phase, and related as

H =
1
ηi

ik ×E, (2.23)

where ik is the unit vector in the direction of k, and ηi is the intrinsic impedance (or
wave impedance) given by

ηi =
√
μ/ε. (2.24)

Denoting ε and μ in a vacuum as ε0 and μ0, respectively, ε0 � 8.8542× 10−12

[F m−1] and μ0 = 4π × 10−7 � 1.2566 × 10−6 [H m−1]. Therefore, the wave
impedance η0 becomes η0 =

√
μ0/ε0 (� 376.7 � 120π) [Ω].

E2e+ jk·r also satisfies (2.15), and accordingly the solution of (2.15) is, in general,
given by the sum of both values as

E(r) = E1e− jk·r +E2e+ jk·r. (2.25)

Multiplying (2.25) by time factor e jωt ,

E(r, t) = E1e j(ωt−k·r) +E2e j(ωt+k·r) (2.26)

is obtained. The above equation means that waves E1 and E2 propagate to the
directions +k and −k, respectively, with the phase velocity of

v =
ω
k
= 1/

√
εμ , (2.27)
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Fig. 2.1 Horizontally (top) and vertically (bottom) polarized waves. Solid lines show electric field
and dotted lines show magnetic field

where v is the speed of light and equal to c in a vacuum. As a result, it is derived
that

c = 1/
√
ε0μ0 � 2.9979× 108 [m s−1]. (2.28)

2.1.2 Polarization

When a plane electromagnetic wave propagates in the positive z direction, the
electric field vector lies in the xy plane perpendicular to the z-axis. The tip of
the electric field traces a curve in the xy plane, corresponding to the change of
amplitude. If the curve shows a straight line, the plane wave is called linearly
polarized, while circularly polarized when the curve shows a circle. In general, the
wave is called elliptically polarized when it shows an ellipse.

If the electric field of a linearly polarized plane wave oscillates in the horizontal
(y) direction as shown in the upper panel of Fig. 2.1, the wave is called horizontally
polarized. On the other hand, if the wave oscillates is in the vertical (x) direction as
shown in the bottom panel of the same figure, it is called vertically polarized. The
horizontal or vertical polarization is defined with the ground as the reference. The
planes where the electric and magnetic field vectors exist are called the E-plane and
the H-plane, respectively.
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Fig. 2.2 Rotation direction of circularly polarized waves viewed in the direction of propagation.
(a) Right-hand circular (RHC) and (b) Left-hand circular (LHC) polarization

Here, a plane electromagnetic wave propagates in the z direction, and the unit
vectors in the x and y axes are denoted ix and iy, respectively. When there are two
linearly polarized waves in the x direction and in the y direction whose phases are
φx and φy, respectively, the sum of the two waves becomes

Ec = ixExe[ j(ωt−kz)+ jφx] + iyEye[ j(ωt−kz)+ jφy]. (2.29)

The tip of the above wave, the sum of two orthogonally polarized waves, draws an
ellipse and is called elliptically polarized wave. If φx − φy = nπ (n = 0,1,2, · · ·),
the wave is linearly polarized. On the other hand, if Ex = Ey and φx − φy = ±π/2,
the wave is circularly polarized. In the case of circularly and elliptically polarized
waves the tip moves either clockwise or counterclockwise. When φx − φy = π/2,
the electric field which is viewed from the tail to the z direction rotates clockwise
as time changes. As shown in Fig. 2.2a, it is called right-hand circular (RHC)
polarization. On the other hand, if φx −φy =−π/2, as shown in Panel (b), it rotates
counterclockwise, and is called left-hand circular (LHC) polarization. Arbitrary
elliptically polarized wave can be considered as the composition of RHC and LHC
waves of different magnitude, or that of the horizontally and vertically polarized
waves.

The circular polarized wave which is radiated to the scatterers such as rain-
drops, whose reflectivity is approximately identical for horizontal and vertical
polarizations, is backscattered as circular polarized wave but in reversed rotation.
On the other hand, the backscattered signal from aircrafts or vessels becomes an
elliptically polarized wave. In the present book, only one polarization, horizontal
or vertical, is treated for simplicity if not otherwise mentioned. Furthermore we
assume that the transmitted and received signals are of the same polarization. If
multiple polarizations are treated as in the case of polarimetric radar, it needs to
pay attention to these points. The polarimetric radar will be discussed in detail in
Sect. 6.4.
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Fig. 2.3 Boundary surface between two mediums. (a) Tangential and (b) normal components

2.1.3 Reflection and Refraction

Boundary Condition

The boundary condition for propagation of electromagnetic waves at the surface
where the medium 1 and the medium 2 contact as shown in Fig. 2.3 is derived
below (e.g., Stratton 2007, Chap. 1). First, Faraday’s law10 is applied, as shown
in Fig. 2.3a, to the closed curve C = C1 +C2 +C3 +C4 which encircles the minute
area of breadthwise Δa and lengthwise Δb in the static magnetic field. When Δb
becomes infinitesimally small, contribution from C3 and C4 to the line integral can
be neglected, and thus

lim
Δb→0

∮

C
E ·dl =

∫

C1

E1 · itdl+
∫

C2

E2 · (−itdl)

=
∫

C1

E1tdl−
∫

C2

E2tdl = (E1t −E2t)Δa = 0, (2.30)

where E1t = E1 · it and E2t = E2 · it are it (tangential) components of E1 and E2,
respectively. From (2.30),

E1t = E2t. (2.31)

That is, the tangential components of electric field Et of both sides becomes equal
at the interface of two mediums. Similarly, if surface current does not exist at the
interface of the two mediums, the tangential components of magnetic field satisfy

H1t = H2t, (2.32)

where H1t = H1 · it and H2t = H2 · it are similarly the it components of H1 and H2,
respectively.

10The integral form of (2.1) is expressed as
∮

E · dl = − ∂
∂ t

∮

S
B · dS, where S is encircled by an

arbitrary closed curve C. Regarding the static magnetic field in a dielectric,
∮

E ·dl = 0.
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Secondly, Gauss’s law11 is applied to the minute volume with cross section
ΔS and height Δh which pass through the interface of two mediums as shown in
Fig. 2.3b. The surface area of the volume is S = S1 + S2 + S3, where S1, S2, and S3

are areas of the bottom, the upper, and the side panels, respectively. In the limit that
Δh becomes close to 0, contribution from S3 to the surface integral can be neglected,
and consequently if there is no electric charge at the interface,

lim
Δh→0

∮

S
D ·dS =

∫

S1

D1 · (−in)dS+
∫

S2

D2indS

=−
∫

S1

D1ndS+
∫

S2

D2ndS = (D2n −D1n)ΔS = 0 (2.33)

is obtained, where D1n = D1 · in and D2n = D2 · in are the in (normal) components of
D1 and D2, respectively. From (2.33),

D1n = D2n. (2.34)

The above equation means that the normal components of electric flux density in
the two mediums become equal at the interface. Similarly, the normal components
of magnetic flux density become identical at the surface, thus

B1n = B2n, (2.35)

where B1n = B1 · in and B2n = B2 · in are the in components of B1 and B2,
respectively.

Reflection and Refraction of Plane Wave

The reflection and refraction of a plane wave at z = 0 of the interface xy between two
mediums 1 and 2 shown in Fig. 2.4 is discussed. The incident wave Ei in xz-plane
propagates from the medium 1 to 2. A part of the incident wave is reflected as Er

back in the medium 1 and the other is refracted as Et into the medium 2. If the
angles between z-axis and the traveling directions are θi, θr, and θt, respectively,
the incident wave, the reflected wave, and the refracted wave are expressed as
Eie− jk1(xsinθi+zcosθi), Ere− jk1(xsinθr−zcosθr), and Ete− jk2(xsinθt+zcosθt), respectively,
where k1 and k2 are the propagation constants of mediums 1 and 2, respectively.
From the boundary condition (2.31), the tangential components of the electric field
at the interface between mediums 1 and 2 should be continuous, that is

Eie
− jk1xsinθi +Ere

− jk1xsinθr = Ete
− jk2xsinθt . (2.36)

11 The integral form of (2.3) is expressed as
∮

S
D · dS =

∮

V
ρdV = Q, where space V is encircled

by an arbitrary closed surface, and Q is an electric charge. In the free space with no electric charge

inside,
∮

S
D ·dS = 0.
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Fig. 2.4 Reflection and
refraction of a plane wave at
the boundary surface between
two mediums

For (2.36) to be applied at any place of the interface, both phase and amplitude of
each wave must be identical. As for the phase,

k1 sinθi = k1 sinθr = k2 sinθt (2.37)

is satisfied. From (2.37),

θi = θr, (2.38)

sinθi

sinθt
=

k2

k1
(2.39)

is derived. The above relation means that the angles of incidence and reflection are
identical, and the ratio between their sines is constant regardless of the incident
angle. This is one form of Snell’s law in the optics.

The refractive index is defined as the ratio of the speed of light in a vacuum to
that in a non-vacuum medium by

n ≡ c
v
, (2.40)

which is called as the absolute refractive index. Thus, if the (absolute) refractive
indexes of mediums 1 and 2 are n1 and n2, respectively, and the phase velocities
v1 and v2, respectively, (2.39) is modified using (2.27) as follows. Since angular
frequency ω does not change as the wave passes across the interface,

sinθi

sinθt
=

k2

k1
=

v1

v2
=

n2

n1
(2.41)

is the relative refractive index of medium 2 to medium 1. In particular, if the medium
1 is vacuum and the medium 2 is the atmosphere (σ = 0), the absolute refractive
index of the atmosphere becomes

n =

√
ε2μ2

ε0μ0
�

√
ε2/ε0, (2.42)
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where ε2 and μ2 are the permittivity and the permeability of the medium 2,
respectively, and μ2 � μ0 for the atmosphere. If the continuity equation of the wave
amplitude is applied to (2.36), the reflection coefficient Er/Ei and the transmission
coefficient Et/Ei are derivable.

2.1.4 Radiation

In the following, the radiation field far from a wave source is derived. It is sometimes
more convenient to introduce scalar and vector potentials than to express directly
the electromagnetic field. This case is true for the radiation, and the aforementioned
Maxwell’s equation is rewritten by using potentials below.

Vector and Scalar Potentials

Magnetic flux density B is a rotational field and satisfies the continuity given
by (2.4). The vector A defined as

B = μH ≡ ∇×A (2.43)

is called the vector potential. Substituting (2.43) into (2.1),

∇×E =− ∂
∂ t

(∇×A) = ∇×
(
−∂A
∂ t

)
(2.44)

is obtained. It leads to

∇×
(

E+
∂A
∂ t

)
= 0. (2.45)

From the vector formula, any function with zero rotation is given by gradient of
scalar function. Applying this relation with scalar potentialΨ to (2.45),

E+
∂A
∂ t

+∇Ψ= 0 (2.46)

is derived. In the stationary state, E = −∇Ψ, and hence Ψ is called a generalized
electric potential. In the same way as the electrostatic field is only known within a
constant Φ, either Ψ or A cannot be uniquely determined. For one solution of Ψ0

and A0, a new solution which includes arbitrary functions χ and Φ,

A = A0 −∇χ , (2.47)

Ψ=Ψ0 +
∂χ
∂ t

+Φ (2.48)
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is derivable for the same E and B. Such a conversion between potentials is called
gauge transformation.

The radiation fields E and H of a current source J are related as

∇×H = ε
∂
∂ t

E+ J, (2.49)

which is derived from (2.2) and (2.5). Substituting (2.43) and (2.46) into (2.49),

∇×
(

1
μ
∇×A

)
− ε ∂

∂ t

(
−∇Ψ− ∂A

∂ t

)
= J (2.50)

is obtained. The above equation can be rewritten as

∇×∇×A+ εμ
∂ 2A
∂ t2 = μJ− εμ∇∂Ψ

∂ t
. (2.51)

Applying the vector formula (2.10) to (2.51),

∇2A− εμ ∂
2A
∂ t2 + μJ = ∇

(
∇ ·A+ εμ

∂Ψ
∂ t

)
(2.52)

is obtained. Here, applying Lorentz gauge,

∇ ·A+ εμ
∂Ψ
∂ t

= 0, (2.53)

the following relation

∇2A− εμ ∂
2A
∂ t2 + μJ = 0 (2.54)

is derived. Similarly,Ψ also satisfies the differential equation in the form

∇2Ψ− εμ ∂
2Ψ
∂ t2 +

ρ
ε
= 0. (2.55)

Equations (2.54) and (2.55) are Maxwell’s equations using vector and scalar
potentials, which are accordingly called potential equations. Both equations are
differential equations with respect to position r and time t, and are known to have
the following solutions,

A(r, t) =
μ

4π

∫

V

J(r′, t − r/v)
r

dV, (2.56)

Ψ(r, t) =
μ

4π

∫

V

ρ(r′, t − r/v)
r

dV, (2.57)
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Fig. 2.5 The coordinates and
a short dipole

where r = |r′ − r| and v is the phase velocity of the electromagnetic wave. Hence,
the above two equations mean that the potentials observed on the point r at time t
are contributed by the electric current and the electric charge on the point r′ at time
t − r/v. Such potentials which are radially radiated from a wave source with phase
velocity v are called retarded potentials (e.g., Stratton 2007, p. 428).

Radiation Field

A short dipole (differential antenna) of length l (l � λ ) is considered at the origin
in the rectangular coordinates (x, y, z) and polar coordinates (r, θ , φ) as shown in
Fig. 2.5. The current on the dipole is assumed to be directed along z-axis and to vary
sinusoidally as

I = I0e jωt , (2.58)

where I0 is the peak value. As the current vector is directed along z-axis, the vector
potential A has only z-axis component and is given from (2.56) as (Ramo et al. 1965)

Az =
μIl
4πr

e− jkr. (2.59)

As the polar coordinates are more convenient than the rectangular coordinates to
express actual electromagnetic field radiated from antenna, the polar coordinates
are used to express three components of the vector potential A as follows;

Ar = Az cosθ =
μIl
4πr

e− jkr cosθ , (2.60)

Aθ =− Az sinθ =− μIl
4πr

e− jkr sinθ , (2.61)

Aφ = 0. (2.62)
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Three components of the magnetic field H are derived from the vector potential,
using (2.43) and (2.60) to (2.62), as

Hr =
1

μr sinθ

[
∂
∂θ

(Aφ sinθ )− ∂Aθ
∂φ

]
= 0, (2.63)

Hθ =
1
μr

[
1

sinθ
∂Ar

∂φ
− ∂
∂ r

(rAφ )

]
= 0, (2.64)

Hφ =
1
μr

[
∂
∂ r

(rAθ )− ∂Ar

∂θ

]
=

Il
4π

sinθ
(

jk
r
+

1
r2

)
e− jkr. (2.65)

Similarly, the electric field E is expressed with vector potential using (2.46)
and (2.53) as

E =− jω
k2 ∇(∇ ·A)− jωA. (2.66)

From the above equation, three components of E are given by (e.g., Stratton 2007,
p. 436; Ulaby et al. 1981, p. 109)

Er =
Ilηi

2π
cosθ

(
1
r2 +

1
jkr3

)
e− jkr, (2.67)

Eθ =
Ilηi

4π
sinθ

(
jk
r
+

1
r2 +

1
jkr3

)
e− jkr, (2.68)

Eφ = 0, (2.69)

where ηi is the intrinsic impedance. The magnitude of the θ component of the
electromagnetic field radiated by a short dipole is given by the sum of three
components which are inversely proportional to distance, its square, and its third
power. The components which strongly depend on the distance are predominant
only in the vicinity of the current source (short dipole). The component that is
predominant in the far distance r which satisfies the following relation

kr =
2πr
λ

� 1 (2.70)

is called the radiation field, where λ is the wavelength. The radiation electric field
is expressed from (2.58) and (2.68) as

Eθ = j
kI0lηi

4πr
sinθ e j(ωt−kr). (2.71)

Similarly, the radiation magnetic field is expressed from (2.58) and (2.65) as

Hφ = j
kI0l
4πr

sinθ e j(ωt−kr) =
Eθ
η

. (2.72)
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Poynting Vector

The energy which passes through a unit area in a unit time, S [kg s−3, i.e.,
J m−2 s−1 = Wm−2], where J and W denote “joule” and “watt”, respectively, is
called complex Poynting vector, and expressed as

S =
1
2

E×H∗, (2.73)

where the superscript ∗ denotes complex conjugate. The coefficient 1/2 is multiplied
to the product because E and H are typically expressed in terms of their amplitude
(not their rms value), whereas S is the average power.

In the case of the electromagnetic field radiated by a short dipole, the Poynting
vector has only the r-component, which is radiated to the +r direction as shown by

S =
1
2

EθH∗
φ ir =

k2I2
0 l2ηi sinθ 2

32π2r2 ir, (2.74)

where ir is the unit vector to r direction. The total radiation power Ps is derived
from (2.74) as

Ps =

∫ 2π

0

(∫ π

0
Re

[
1
2

EθH∗
φ

]
r2 sinθdθ

)
dφ

=
k2I2

0 l2ηi

32π2

∫ 2π

0

(∫ π

0
sin3 θdθ

)
dφ =

k2I2
0 l2ηi

32π2

8π
3

=
πηi

3

(
I0l
λ

)2

. (2.75)

The radiation resistance RR is given by

RR =
2Ps

I2
0

=
2πηi

3

(
l
λ

)2

. (2.76)

Equation (2.76) means the easiness of radiation. In other word, it is shown that the
longer the length of the antenna is, and/or the shorter the wavelength is, the easier
to radiate.

Antenna Parameter

Degree of concentration of radiation power density into a specific direction of
antenna is called directivity,12 and is defined by the ratio of the radiation power

12 There are two different definitions of antenna gain, directive gain and power gain. The former
is generally called directive gain or directivity (the IEEE accepted notation), gD, while the latter is
called antenna power gain or simply gain, g. The directivity is defined as the maximum radiation
intensity relative to the average intensity, whereas the antenna power gain involves antenna losses.
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density in a specific direction to that power density of a non-directional antenna
which isotropically radiates power in all directions. Since the radiation power
density per unit area varies by distance from the source, it is common to take the
power per unit solid angle instead of that per unit area as the radiation power density.
When the radiation power density is normalized with the mean radiation power per
unit solid angle, the directivity gD(θ , φ) is given by

gD(θ , φ) =
|E(θ , φ)|2

1
4π

∫
|E(θ , φ)|2dΩ

=
|E(θ , φ)|2

|E0|2 , (2.77)

where Ω is the solid angle and dΩ= sinθdθdφ . If a short dipole is assumed as the
antenna, E(θ ) ∝ sinθ from (2.71), and therefore, (2.77) becomes

gD(θ ) =
sin2 θ

1
4π

∫
sin2 θ dΩ

=
3
2

sin2 θ . (2.78)

Next, effective antenna aperture is derived from the view point of a matching
circuit. If electric current I is supplied to the short dipole of the radiation resistance
of RR, the maximum output power is obtained under the condition that the internal
resistance of the circuit is equivalent to RR. Hence, if there is no ohmic power loss,
the maximum power radiated from antenna PR becomes

PR =
1
2
|I|2RR =

(El)2

8RR
=
ηil2

4RR
Sr ≡ AeSr, (2.79)

where E is the electric field strength (rms value), l the length of short dipole, Sr the
electric power density E2/2ηi, and Ae the effective antenna aperture. From (2.76)
and (2.79), Ae of the short dipole becomes

Ae =
ηil2

4RR
=

3λ 2

8π
. (2.80)

In general, the following relation between antenna 1 of effective aperture Ae1 and
directivity gD1 and antenna 2 of Ae2 and gD2 holds from the reciprocity theorem;

Ae1

gD1
=

Ae2

gD2
. (2.81)

Hence, if the efficiency of the antenna is η1 (≤ 1), g = η1gD. In this chapter and next chapter we
treat η1 = 1 and g = gD. In Chap. 8, the case η1 < 1 will be discussed.

The lower case g is used to denote the ratio directly (in linear unit), whereas the upper case G
is used to express the ratio in decibel.
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If antenna 2 is the short dipole antenna, (2.81) becomes by substituting (2.78)
and (2.80) into (2.81),

Ae1

gD1
=

3λ 2/(8π)
3/2

=
λ 2

4π
, (2.82)

i.e., the directivity gD and Ae are related as follows;

gD =
4πAe

λ 2 . (2.83)

The above discussion is based upon the short dipole which is the simplest antenna.
In the case of general antenna (e.g., a parabolic reflector) of size much larger than
the wavelength, the above discussion is extended by regarding that the antenna
consists of a large number of short dipoles. The radiation field of the entire antenna
is obtained by integrating the fields from all these short dipoles.

2.2 Electromagnetic Wave Propagation in the Atmosphere

2.2.1 Physical Property of the Atmosphere

The propagation speed v of the electromagnetic wave in the atmosphere is not equal
to the speed of light c in a vacuum, but in fact is slightly slower. In space radiation
travels in straight lines (i.e., along radial lines), but because the atmosphere’s
refractive index changes with height, the direction of propagation can curve from
a straight line. This change in direction of propagation has significant consequences
for the detection of targets near the horizon. The atmosphere’s refractive index is
significantly influenced by pressure, water vapor, and temperature, which consider-
ably vary with altitude.

Height Profile of the Earth’s Atmosphere

The Earth’s atmosphere (the 1962 U.S. Standard Atmosphere, hereafter simply
“the Standard Atmosphere”) is subdivided into a number of spherical layers as
shown in Fig. 2.6 (Ulaby et al. 1981, p. 257). The lowermost layer is known as
the troposphere, in which the atmospheric temperature falls with the lapse late of
about 6.5K km−1, and becomes well below 220 K at its upper boundary. The height
of the upper boundary varies according to latitude, season, and weather. In general,
it is between 8 and 10 km in arctic regions in winter and between 16 and 18 km
in the tropical and equatorial regions (Cole et al. 1965). Most of the conspicuous
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Fig. 2.6 Height profile of the temperature of the 1962 U.S. Standard Atmosphere [from Ulaby
et al. 1981, p. 257]

meteorological phenomena such as extratropical cyclones, fronts, and typhoons
accompanied by clouds and precipitations are generated in the troposphere. The
lowest atmosphere in the troposphere is, in particular, directly influenced by the
Earth’s surface through the heat and friction. The layer to about 1,000 m altitude,
where this influence reaches directly, is called the boundary layer.

The upper boundary of the troposphere is called the tropopause. The layer from
the tropopause to approximately 50 km in altitude is called the stratosphere. In the
lowest part of the stratosphere, the temperature hardly changes even if the altitude
increases up to 20 km, Meanwhile, atmospheric ozone absorbs ultraviolet rays from
the sun, and the temperature rises with height between 20 and 32 km above sea level
with a gradient of 1K km−1, followed by a gradient of 2.8K km−1 between 32 km
and the upper boundary of the stratosphere, which is called the stratopause. The
atmospheric temperature becomes approximately 270 K at the stratopause.
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The layer above the stratopause to approximately 80 km altitude is called the
mesosphere. In this layer, the atmospheric temperature decreases with altitude and
it reaches the lowest of the typical value of about 180 K at the upper boundary of
the layer, which is called the mesopause. The photochemical process is common in
the stratosphere and mesosphere, which is determined, primarily, by heating due to
absorption of ultraviolet radiation by ozone and cooling due to infrared radiation
by carbon dioxide. Either cyclone or anticyclone is formed above tropopause.
The circulations in the global scale are significantly influenced and determined by
various atmospheric waves, which are dominant in these layers. With the above
reason, the stratosphere and the mesosphere are collectively called the middle
atmosphere and often treated together. The atmospheric temperature is constant at
the mesopause to approximately 90 km, and above that altitude it increases again.
The layer above the mesopause is called the thermosphere. The layer above the
middle atmosphere is also known as the upper atmosphere.

The Neutral Atmosphere and the Ionized Atmosphere

The density of the Earth’s atmosphere decreases exponentially as the altitude
increases. Therefore, “the end” of the atmosphere cannot be precisely defined but
the height of 1,000 km caps what is generally called the Earth’s atmosphere. About
three quarters of the gross weight of the atmosphere exists within the height of
10 km, whereas the gross weight of the atmosphere which exists above the height of
100 km is about 1/1,000,000 of the whole.

The characteristics of the atmosphere change remarkably around 100 km in
altitude. First, the atmospheric motion changes from hydrodynamic motion to
particle motion. Below approximately 100 km altitude, the mean free path (flight
distance of the particle between successive collisions) among the gaseous particles
which compose the atmosphere is as short as that of a fluid. Hence, the atmosphere
is able to be considered as a fluid. On the other hand above 100 km, however,
the atmosphere’ molecules are no longer treated as an ensemble, but instead it
becomes necessary to treat individual particles separately. In other words, the cause
of vertical diffusion of the atmosphere in the lower part is due to hydrodynamic
motion generated by turbulence and so on, whereas it is mostly due to molecular
diffusion by the thermal motion of particles in the upper part. Therefore, the vertical
distribution of the atmosphere in the thermosphere is determined by the balance
between the downward Earth’s gravitational force and the upward diffusion that
varies according to the particle mass. Secondly, the atmosphere changes from
neutral atmosphere to ionized one around this border. The atmosphere is neutral in
the lower part. Whereas in the upper part, the atoms and molecules which compose
the atmosphere are ionized to ions and free electrons by polar ultraviolet rays and
X ray from the sun, and so on. Therefore, the thermosphere up to a few 100 km is
partially ionized.
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In the discussion hereafter, we treat the radar remote sensing for weather and
the atmosphere in the neutral atmosphere. The primary function of a meteorological
radar is to observe precipitation and clouds. On the other hand, atmospheric radars
generally measure atmospheric properties in the troposphere, stratosphere, and
mesosphere.

2.2.2 Propagation of Electromagnetic Wave

The refractive index n of the Earth’s atmosphere is a function of three components,
the dry air component, the water vapor component, and the component due to free
electrons. The following formula (Balsley and Gage 1980) gives the refractive index
in terms of these components,

n = 1+ 7.76× 10−5 p
T
+ 3.73× 10−1 e

T 2 − 40.3
Ne

f 2 , (2.84)

where p is atmosphere pressure [hPa], T atmospheric temperature [K], e is partial
pressure of water vapor [hPa], Ne is the density of free electron [m−3], f is the radar
frequency [Hz]. The second term of the right-hand side is the contribution from
dipole moment due to polarization field of neutral molecules. It contributes most
to the refractive index between middle troposphere and stratopause. The third term
is due to the permanent dipole moment of the water molecule, which is significant
only in lower troposphere. Meanwhile, the forth term is the contribution from free
electrons. It is significant only in the mesosphere and above, however it can be
ignored in the stratopause or lower layer. Figure 2.7a shows the typical example of
the height profile of these three components (Sato 1988). In general, n is almost
1 and the value is around 1.0003 or smaller, and its variance due to turbulence is
extremely small as around 10−5 to 10−6. Because of this reason, the scale of abscissa
that shows the change of n is given by log10(n− 1).

There is an equivalent way of treatment which assumes that the surface of the
Earth is a plane so as to facilitate the analysis of electromagnetic wave propagation
in the troposphere, where the modified refractive index m or the refractive modulus
M is used as follows (e.g., Battan 1973, p. 23);

m ≡ n+
h
a
, (2.85)

M ≡ (m− 1)× 106, (2.86)

where h is the height from sea level and a is the mean radius of the Earth (6,370 km).
The curve which shows the vertical profile of M is called the M-curve. Because
atmospheric temperature and partial pressure of water vapor change with height
in the actual atmosphere, refractive index of the atmosphere shows complicated
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Fig. 2.7 Height profiles of (a) main components in the refractive index from Sato (1988), and
(b) M-values for the dry air component in (a), where log10(n−1) values are approximated by the
linear curve between the altitude of 0 and 88 km

distribution. However, M gradually increases monotonously with height. Figure 2.7
(b) shows the height profile of M-values for the dry air component in (a), where
log10(n− 1) values are approximated by the linear curve between the altitude of 0
and 88 km.

2.2.3 Wave Path in the Spherically Stratified Atmosphere

In the spherically stratified atmosphere, the permittivity ε decreases, in general, with
increasing height from the ground, and approaches the permittivity in a vacuum ε0.
Thus, the propagation speed which is a little smaller than that in free space gradually
approaches the speed of light c as the altitude increases. When a incident plane wave
reaches the smooth boundary where the medium of refractive index n adjoins that
of n−Δn, where Δn � n, Snell’s law is satisfied along the wave path, and thus the
following relation is obtained as (2.41);

sinθi

sinθt
=

n−Δn
n

, (2.87)
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Fig. 2.8 Ray path through multiple atmospheric layers in which n decreases with height

where θi and θt are the incident angle and the refractive angle in Fig. 2.4,
respectively. Also, n and n−Δn are the refractive index of medium 1 and 2,
respectively. From (2.87), θt > θi. It is found that if a electromagnetic wave is
incident from a medium of larger refractive index (denser medium) to that of
smaller one (rarefied medium), the radio path leans toward the denser medium. In
other word, if multiple atmospheric layers are piled up and their radio refractive
indexes change according to the change of permittivity of the atmosphere, the
electromagnetic wave which is radiated upward from the ground does not propagate
in a straight line, but is refracted on each boundary and leans downward as shown in
Fig. 2.8. If the height gradient dn/dh of the refractive index is small enough for the
optical theory to be applicable, the propagation path of the electromagnetic wave
through the atmosphere (ray path) can be expressed by the following differential
equation (Hartree et al. 1946);

d2h

ds2 −
(

2
a+ h

+
1
n

dn
dh

)(
dh
ds

)2

−
(

a+ h
a

)2( 1
a+ h

+
1
n

dn
dh

)
= 0, (2.88)

where s is the horizontal distance, h the altitude, and a the Earth radius. If the
elevation angle of the ray path θe is smaller than several degrees, (dh/ds)2 �
1. In addition, n is approximately equal to 1, and h � a. Considering these
conditions, (2.88) is simplified as

d2h
ds2 =

1
a
+

dn
dh

. (2.89)

Integrating the above equation with respect to h (Battan 1973, p. 23),

(
dh
ds

)2

= 2
∫ (

1
a
+

dn
dh

)
dh+C, (2.90)
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where C is a constant. Here, θe is small, and thus dh/ds � θe. Hence (2.90) is
converted to

θ 2
eh

2
− θ 2

e0

2
=

h− h0

a
+ n− n0

=

(
h
a
+ n

)
−
(

h0

a
+ n0

)

= (M−M0)× 10−6, (2.91)

where θeh is the elevation angle of the ray path at the height of h, and θe0, h0, and
n0 are the elevation angle of the ray path, height, and refractive index at the source
point, respectively. Moreover, M and M0 are the refractive modulus at the height of h
and h0, respectively, and given by (2.86). Given the vertical profiles of M from (2.84)
to (2.86), the elevation angle of the ray path at the height of h is obtained by (2.91).

If the atmosphere which surrounds the Earth does not exist or the value n is
constant with height, the ray path does not curve and travels straight. In this case, the
curvature of electromagnetic wave to the horizontal direction is 1/a. Actually, the
atmosphere exists and the ray path curves, and from (2.89) the curvature becomes

dθe

ds
=

1
a
+

dn
dh

. (2.92)

Consider an effective Earth such that the curvature of the ray path is given so that its
change in the Standard Atmosphere due to decrease of the atmospheric refractivity,
dn/dh (< 0), is added to that of the Earth’s surface, the ray path can be treated as
a straight line. Thus, if the curvature of the effective Earth is defined as (Bean and
Dutton 1966, p. 57)

1
ae

=
1
a
+

dn
dh

i.e., ae =
a

1+
dn
dh

a
, (2.93)

the ray path becomes a straight line, where the effective Earth radius ae = kea, and
ke is called the ratio of equivalent-to-real radius of the Earth. As dn/dh of the Stan-
dard Atmosphere is approximately constant and takes the value of approximately
−1/(4a) then it naturally follows that ke equals 4/3. If the electromagnetic wave is
radiated from sea level and the elevation angle is zero, the ray path height he from
sea level on the effective Earth is given by

he =
1
2

s2

ae
=

3
8

s2

a
(2.94)

for the Standard Atmosphere, where s is the horizontal distance, i.e., the surface
distance. The parameters h and s are not measurable with radar. Doviak and Zrnić
(2006, pp. 20–21) derives them using radar-measurable parameters, the range r and
θe, as shown in the following three equations. The height h of a ray leaving the radar
at an elevation angle θe is expressed as
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h = kea

[
cosθe

cos(θe + s/kea)
− 1

]
, (2.95)

where the height h0 of radar is not considered. The parameters h and s are related
to r and θe as

h = [r2 +(kea)2 + 2rkeasinθe]
1/2 − kea, (2.96)

s = keasin−1
(

r cosθe

kea+ h

)
. (2.97)

Without an atmosphere, ray paths are straight lines. With the Standard Atmo-
sphere, the radio waves propagate according to Snell’s law as shown by (2.41), thus
ray paths are curved and the curvature of the ray paths is negative (i.e., the ray
paths are bent toward the Earth) even though M-values are increasing with height.
But if M-values increase more rapidly than that shown in Fig. 2.7b, the bending is
less. If M-values, on the other hand, decrease with height, the ray paths increase
negative curvature and bend more strongly toward the Earth. An inversion layer is
formed at the Earth’s surface if the atmospheric temperature increases with height.
This causes M-values to decrease with height; M-values can also decrease if the
partial pressure of water vapor strongly decreases with height. In this case, ray
paths of electromagnetic radiation are bent toward the Earth, and if the temperature
increase and/or pressure decrease is sufficiently strong, and the elevation angle
sufficiently small, the ray paths can be so strongly bent so that they curve back
to the Earth’s surface. There the radiation is reflected and continues to repeat the
curved propagation path to long distances. Doviak and Zrnić (2006, Fig. 2.11a)
show an example of ducting of electromagnetic waves which propagate within a
ground based inversion layer to strikingly long distances.

2.2.4 The Profile of the Standard Atmosphere

According to the Standard Atmosphere, the profile is defined as follows (Ulaby et al.
1981, p. 262).

Atmospheric Temperature Profile

The atmospheric temperature T [K] at the height of z[km] above sea level is given by

T (z) =

⎧
⎨

⎩

T (0)− aTz 0 ≤ z ≤ 11 km,

T (11) 11 km ≤ z ≤ 20 km,

T (11)+ (z− 20) 20 km ≤ 32 km,

(2.98)
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where T (0) and T (11) are the atmospheric temperature at the height of 0 km and
11 km, respectively, and aT is the temperature lapse rate. Here, T (0) = 288.15K and
aT = 6.5K km−1.

Atmospheric Density Profile

The atmospheric density profile ρa [kg m−3] in the height range from z[km] above
sea level to 30 km is given by

ρa(z) = 1.225e−z/H1[1+ 0.3sin(z/H1)], (2.99)

where H1 = 7.3km is called the scale height.

Atmosphere Pressure Profile

The atmospheric pressure p[hPa] in the height range from z[km] above sea level to
30 km is given by

p(z) = 2.87ρa(z)T (z), (2.100)

where ρa(z) and T (z) are the values given in (2.99) and (2.98), respectively.

Water Vapor Density Profile

The water vapor density ρv [g m−3] depends on various meteorological factors, but
in particular depends on the atmospheric temperature. The ρv value at the height of
z[km] above sea level is expressed as

ρv(z) = ρ0 e−z/H2 , (2.101)

where ρ0 = 7.72g m−3, and H2 is 2 to 2.5 km. The total water vapor content
Mv [kg m−2] is given by

Mv =

∫ ∞

0
ρv(z)dz = ρ0H2. (2.102)

For example, if ρ0 = 7.72g m−3, and H2 = 2 km, Mv = 15.4kg m−2, or 1.54g cm−2.
It should be noted that it is not the Standard Atmosphere but the actual profiles

of the atmosphere, e.g., atmospheric wind, temperature, and water vapor density,
measured by atmospheric radar that will be discussed in this book.



Chapter 3
Radar Measurements and Scatterer Parameters

Parameters of scatterers which are directly measured by a radar are, in general, the
received signal power, the mean Doppler shift (or mean Doppler frequency), and the
Doppler frequency spectrum width. The echo intensity and radar reflectivity factor
are deduced from the received signal power and the relevant radar system parameters
in consideration of power attenuation of the radar wave on the way to and back from
scatterers. The mean Doppler shift (or frequency) is caused by the radial velocity
of scatterers, and the Doppler frequency spectrum width is caused by the velocity
fluctuation of scatterers. The Doppler velocity and the Doppler velocity spectrum
width are derived, respectively, from the mean Doppler shift (or frequency) and the
Doppler frequency spectrum width in reference to the transmitted wave frequency.
In this chapter, basic knowledge on radar measurements and methods of estimating
the scatterer parameters are described. The main scatterers concerned are water and
ice particles (they are precipitation if they fall and reach the ground, while cloud if
they do not), and Bragg scatterers created by perturbations of the atmosphere’s state
variables (i.e., temperature, humidity, and pressure). Various physical quantities
related to weather and the atmospheric phenomena will be described in Chaps. 6
and 7, respectively. Basic techniques to estimate the Doppler velocity will be
discussed in Chap. 4.

3.1 Basics of Radar

3.1.1 System Parameters of Pulse Radars

Both meteorological and atmospheric radars commonly generate synchronizing
signals, amplifying them as high power radio frequency (rf) pulses, and transmit
them at the carrier frequency f0. This significantly facilitates the setting of a variety
of radar system parameters, e.g., maximum observable range and range resolution.

S. Fukao and K. Hamazu, Radar for Meteorological and Atmospheric Observations,
DOI 10.1007/978-4-431-54334-3 3, © Springer Japan 2014
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Fig. 3.1 Basic configuration of a pulse radar

Fig. 3.2 Time sequence of transmitted pulses and received signals from scatterers

The basic configuration of a pulse radar is shown in Fig. 3.1. Meanwhile, Fig. 3.2
shows a conceptual diagram of the signal transmission and reception for a pulse
radar.

Ranging

For a pulse radar, range or distance r between the radar and scatterers is determined
from the time t between the transmission of a pulse and the receptions of a signal
(or echo) backscattered by the scatterers. That is

r =
ct
2
, (3.1)
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where c is the speed of light. The speed of light in the atmosphere is slightly slower
than that in a vacuum, but the difference is approximately 0.03 % or smaller.1 Thus,
hereafter we assume the speed of light in the atmosphere is equal to that in a vacuum
and express it as c unless otherwise specified. Range resolution Δr is the minimum
distance in which two adjoining scatterers in the same direction are resolvable, and
is determined as

Δr =
cτ
2
, (3.2)

where τ is the transmitted pulse width. On the other hand, the range determined
from the pulse repetition time (PRT) T is the maximum observable range ra where
the range to scatterers can be unambiguously determined as:

ra =
cT
2
. (3.3)

The scattered signals (or echoes) are sometimes received from the distance beyond
the unambiguous range. The echo which corresponds to the pulse that just precedes
the present pulse is called an out-of-trip echo. The echoes corresponding to the
preceding multiple pulses are generally called multiple echoes. They appear to
come from scatterers within the unambiguous range even if they are actually
outside ra. Consequently, they would yield erroneous information on scatterer
ranges when they would be intermingled with the primary echo. In recent years, new
techniques which change transmission phases for successive pulses are widely used
for identification and suppression of multiple echoes (e.g., Zrnić and Mahapatra
1985; Sachidananda and Zrnić 1999).

Direction Finding

The direction to a scatterer is determined from the angle where the received power
becomes maximized as the narrow beam of the radar is scanned. The resolution
with respect to azimuth and elevation angles is the minimum angle by which two
scatterers at the same range from the radar can be identified. Therefore, the angular
resolution is approximately equal to the beam width. The radar beam width is
approximately determined by (8.11) in Sect. 8.2.1.

Radar Reflectivity and Radar Reflectivity Factor

Backscattered power (or echo) from a scatterer is received by the radar receiver.
Radar reflectivity and radar reflectivity factor are calculated from the received power
based upon the radar equation as will be discussed in detail in Sects. 3.3 and 3.4.

1It is derived from (2.40) and Fig. 2.7.
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3.1.2 Characteristics of Scatter and Scatterers

Electromagnetic waves which are radiated from the antenna are scattered by
particles such as raindrops and cloud droplets, and by perturbations of refractive
index (hereafter refractive index perturbations) caused by turbulence. A part of the
scattered power is received with the same antenna in the same way as a reflected
power from aircrafts or ships. The main purpose of search radars is to detect aircrafts
and ships. On the other hand, the main purpose of meteorological and atmospheric
radars are to detect echoes from the hard scatterers, i.e., precipitation and cloud
particles, and echoes from soft (i.e., Bragg) scatterers,2 respectively. These radars
have the following characteristics.

• Generally, search radars deal with the scatterers which are bigger than the radar
wavelength. On the other hand, meteorological radars are principally applied
to observe weather; echoes from objects other than precipitation and cloud are
simply clutter. Also, in the case of the atmospheric radars, the radar wavelength
decides the scale of scatterers. The main scatterer for the atmospheric radar is
stochastic Bragg scatterer.

• Both refractive index perturbations on the scale of half the radar wavelength, and
rainfall which is an aggregate of precipitation particles such as raindrops, cloud
droplets, and snowflakes are not isolated scatterers but spread over a considerably
wide volume of space. Furthermore, the spatial extent of the scatterers is
generally much wider than the radar beam and there are many of these scatterers
within the resolution volume (see Fig. 3.6). Therefore, the backscattered power
is considered as an aggregate of powers principally scattered from individual
scatterers in the whole radar resolution volume (or scattering/reflecting volume)
which is determined by the radar beam width and transmitted pulse length.
Scatterers outside the radar resolution volume also contribute power, but typically
those powers are relatively small compared to echo power from scatterers within
the resolution volume.

• The total received power from precipitation particles or refractive index pertur-
bations is given as a vector sum of the electric field scattered from individual
scatterers within a radar resolution volume. The relative positions of individ-
ual scatterers in the radar resolution volume always change even if the density
of scatterers remains constant. Because the positions of the scatterers determine
their phases, the vector sum of echo voltages contributed by the scatterers will
vary from time to time as the scatterers’ relative positions change. Therefore, the
total received power by these scatterers changes its magnitude from transmitted
pulse to pulse.

2Among the refractive index perturbations, only those which have a wavelength equal to one half
the radar wavelength contribute substantially to the backscatter. These perturbations are defined as
the Bragg scatterers as will be discussed in Sect. 3.4.
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Table 3.1 Radar scatterers and systems utilized for monitoring

Category of scatterers Typical scatterers Radar systems

Hard scatterer Isolated Aircraft, ship Search radar
Distributed Precipitation particle Meteorological radar

Cloud or fog radar
Soft scatterer Distributed Structure of the atmosphere Atmospheric radar

Consequently, for getting an accurate signal power, it is common to take an av-
erage of signal powers received from multiple transmitted pulses. The characteristic
radar scatterers are classified into two types as follows:

Hard Scatterer

The scatterers with an extent significantly larger than the radar wavelength such
as aircrafts, and minute particles like raindrops and cloud droplets are called hard
scatterers. The former type is named as isolated scatterers while the later type
distributed scatterers. The main objectives of the meteorological radars are to
monitor the strength of echoes from distributed hard scatterers.

Soft Scatterer

The scatterers associated with changes in the atmosphere’s state variables such as
refractive index perturbations of the atmosphere which contain no hard scatterers
inside are called soft scatterers. There are a variety of mechanisms to generate soft
scatterer such as Bragg scatterers and partial reflections as will be discussed in
Sect. 3.4. The main objectives of the atmospheric radars are to monitor these soft
scatterers.

Various radar scatterers and systems utilized for monitoring are summarized in
Table 3.1. For isolated types of hard scatterer, the received power depends on the
scatterer’s size which scatters electromagnetic waves back, i.e., the cross section
illuminated by the radar beam. On the other hand, the intensity of the signal power
received by meteorological and the atmospheric radars is determined not only by
the cross section of individual scatterers but also by the size of the radar resolution
volume. This effect is taken into consideration for both meteorological radars which
primarily observe the discretely distributed hard scatterers, and the atmospheric
radars which mainly observe distributed soft scatterers.
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3.2 Radar Observation of Isolated Scatterers

3.2.1 Radar Equation for an Isolated Scatterer

When a transmitted power Pt[W] is isotropically radiated from a point source to
all directions, the power density [Wm−2] of the radiation at range r[m] is Pt/4πr2.
Therefore, the power Pσ [W] intercepted by a scatterer with the cross section of
σ [m2] at the same range is

Pσ =
Ptσ

4πr2 . (3.4)

The radar antenna has a gain so as to concentrate the power into a specific direction.
Let the antenna gain3 for the scatterer direction be gt(θ ,φ), where θ and φ are the
polar angles, and the received power Pσg is given by

Pσg = gt(θ ,φ)Pσ = gt(θ ,φ)
Ptσ

4πr2 . (3.5)

If the scatterer isotropically reradiates the power with no attenuation along the
propagation path, and the reradiated power is received by the antenna of the effective
area of Ae[m2], the received power Pr[W] is given by

Pr =
PσgAe

4πr2 = gt(θ ,φ)
PtAeσ
(4πr2)2 . (3.6)

When the radar wavelength is λ [m], Ae and the gain gr of the receiver antenna are
related by previously cited (2.83). If Ae in (3.6) is replaced by (2.83), we can get the
following equation:

Pr =
Ptgt(θ ,φ)gr(θ ,φ)λ 2

(4π)3r4 σ . (3.7)

Ordinary radars uses the same antenna for both transmission of pulses and reception
of signals, and gt(θ ,φ) = gr(θ ,φ) ≡ g(θ ,φ). Therefore, the received power is
expressed by

Pr =
PtA2

e

4πλ 2r4σ =
Ptg(θ ,φ)2λ 2

(4π)3r4 σ . (3.8)

3Here we assume that the efficiency of the antenna η1 = 1 and power gain g is equal to directivity
gD. Refer to Sects. 2.1.4 and 8.2.1. The lower case g denotes the value in a pure number (in linear
unit), whereas the upper case G denotes it in decibel.
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Equation (3.8) is the radar equation for isolated scatterers. This equation shows that
the received power Pr from an isolated scatterer decreases proportionally to r−4 for
range r and proportional to A2

e/λ 2.
Radars usually receive backscattered signals which return in the direction of

transmitter.4 The value of σ is called the radar cross section (RCS), which is a
function of shape and properties of the scatterer, the radar wavelength and so on.

Radar Cross Section

The radar cross section is defined as the area of a supposed isotropic scatterer which
radiates the same power as that reradiated by the particle concerned to the receiving
antenna. In the case that the scattering from the particle occurs isotropically in all
directions, and the scattered power density at range r from the particle is Ss, the total
scattered power becomes 4πr2Ss. On the other hand, the input power is Siσ , when
the incident power density Si is intercepted by the particle with the cross section σ .
The radar cross section is defined as that the two powers are identical at a sufficient
long distance in the far field as

σ = lim
r→∞4πr2 Ss

Si
, (3.9)

where the far field region is commonly taken to exist at distances greater than
2D2

a/λ , Da is the antenna diameter, and λ is the radar wavelength. (Refer to
Sect. 8.2.1.) Theoretically, the radar cross section can be analytically obtained by
solving Maxwell’s equations under appropriate boundary conditions (e.g., Skolnik
1990, Chap. 11). However, it is limited only to the exceptional cases that the
scatterers are in extremely simple shape, and the radar cross section is usually
determined experimentally by measuring backscattered electric field intensity.
Ordinary scatterers have complicated surface shape, and radar waves scattered from
them often interfere with each other. Therefore, the radar cross section substantially
varies depending upon the mutual angular position between the radar antenna and
the scatterer. The radar cross sections for several typical scatterers at various radar
wavelengths in the microwave band are shown in Table 3.2 (Nathanson 1991,
p. 176).

Radar cross sections of precipitation particles and structure changes of the
atmosphere (i.e., refractive index perturbations defined as the Bragg scatterers)
will be discussed in Sect. 3.3 and 3.4, respectively. The radar cross sections of
individual water drop are extremely small. For example, those of one water drop
of 1 mm diameter in 10 ◦C for radar wavelength of 10 and 3 cm are approximately
2.8× 10−12 m2 and 3.5× 10−10 m2, respectively.5 In general, the cross sections of
these distributed scatterers are treated by the total amount per unit volume.

4Bistatic radars which will be discussed later in Sect. 4.2.3 utilizes the side scattered signals.
5These values are calculated using (3.58) and Table 3.4.
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Table 3.2 Typical radar cross sections [m2] for various scatterers [modified from Nathanson 1991,
p. 176]

Radar wavelength

Category 30−15cm 10 cm 6 cm 3 cm 1.8 cm

Aircraft, small propeller 2 3 2.5
Jet skyliner, 747 70 70 70 70
Standing man (180 lb) 0.3 0.5 0.6 0.7 0.7
Sea birds 0.002 0.001–0.004 0.004
Sparrow, starling, etc. 0.001 0.001 0.001 0.001 0.001
Precipitation particlea 2.8×10−12 2.2×10−11 3.5×10−10 2.7×10−9

a 1 mm Diameter, 10◦C

Fig. 3.3 Normalized radar cross section of the perfect conducting sphere [from Skolnik 1990, pp.
11–6]

3.2.2 Characteristics of Scattering

The radar cross sections of conducting and dielectric spheres can be calculated by
the Mie scattering formula which will be discussed in Sect. 3.3.3. The radar cross
section for the perfect conducting sphere derived from the formula is shown against
diameter in Fig. 3.3 (Skolnik 1990, pp. 11–6). In the figure, the abscissa shows the
circumference of the sphere of diameter D normalized by the radar wavelength λ ,
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Fig. 3.4 (a) Normalized radar cross sections of water and ice spheres for λ = 3.21cm, where m
represents the complex refractive index of the spheres [modified from Herman and Battan 1961].
(b) Expansion of the region πD/λ < 4 of (a) [from Sauvageot 1992, p. 94]

and the ordinate the radar cross section normalized by physical cross section of the
sphere, with both axes on logarithmic scales. Figure 3.4a shows radar cross sections
of the water and ice spheres for λ = 3.21cm (Modified from Herman and Battan
1961), where m represents the complex refractive index of the spheres that will
be given by (3.48). Panel (b) is an expansion of (a) (Sauvageot 1992, p. 94). The
diameter in the abscissa and the cross section in the ordinate are normalized same
as Fig. 3.3, and the ordinate is expressed on a logarithmic scale.

The region where the diameter of the sphere is large compared with radar
wavelength, i.e., πD/λ > 10, is called the optical region (Skolnik 1990, pp. 11–5).
In the optical region, the radar cross section of a conducting sphere approaches the
physical cross section πD2/4. On the other hand, the region where the diameter is
small compared with radar wavelength (πD/λ � 1) is called the Rayleigh region.6

The radar cross sections of scatterers in the Rayleigh region vary as λ−4. The radar
cross sections of raindrops and other precipitation particles fall within this range
at the microwave and other ordinary meteorological radar frequencies. Therefore,
the Rayleigh region is of great interest for radar meteorology. The region between
the optical and the Rayleigh region is called the Mie region, or the resonance
region. The radar cross section is oscillatory with frequency within this region.
Sizes of typical scatterers relative to radar wavelengths are illustrated in Fig. 3.5. The
horizontal extent of each vertical band illustrates the approximate size of scatterers
ordinarily observed by radar. The slanted lines approximately delineate the three
regions (Nathanson 1991, p. 152).

6Doviak and Zrnić (2006, p. 35) define the Rayleigh region as πD/λ < π/16 � 0.2.
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Fig. 3.5 Sizes of typical radar scatterers relative to radar wavelengths [from Nathanson 1991,
p. 152]

3.3 Radar Theory for Hard Scatterers

Radio waves with wavelengths from several cm to mm have been widely utilized for
radar observations of weather. They generate dielectric polarization in raindrops,
since raindrops are a well-known dielectric. Thus the radio wave scattering by
raindrops is caused by alternating electric fields due to the dipole moment of the
dielectric polarization. First we discuss scattering by precipitation particles from the
point of view of scattered field due to dielectric moment in the following subsection.
The general solution of the scattering of electromagnetic waves due to particles, Mie
scattering, and its approximation, the Rayleigh approximation, will be discussed in
Sects. 3.3.3 and 3.3.4, respectively.

3.3.1 Scattering by Dielectric Spheres

If an electric field E is applied to a scatterer with the permittivity ε , the dielectric
polarization P for the unit volume is

P = (ε− ε0)E, (3.10)

where ε0 is the permittivity of propagation medium, i.e., the atmosphere. Then, the
dipole moment PV of the dielectric in the volume VD, becomes
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PV =VDP = (ε− ε0)VDE, (3.11)

and VD for a raindrop of the diameter D is expressed as

VD =
4
3
π
(

D
2

)3

. (3.12)

Meanwhile, the amplitude of the far field vector at a place sufficiently distant from
the scatterer is given by the following equation (Bringi and Chandrasekar 2001,
Chap. 1);

f =
k2

s

4πε0
PV sinχ , (3.13)

where ks, the magnitude of scattering vector wave number ks in the direction of
itself,7 is 2π/λ , and χ is the angle between the direction of polarization of the
incident electric field and direction of ks. In the case of backscattering, χ = π/2.
The electromagnetic field or scattered electric field Es, generated by f at a range rs

is given by (Bringi and Chandrasekar 2001, Chap. 1)

Es = f
e− jks·rs

rs
. (3.14)

Substituting (3.11) and (3.13) into (3.14), Es becomes

Es =
k2

sVD(ε/ε0 − 1)
4πrs

Esinχ e− jks·rs . (3.15)

Scattering by a Single Dielectric Sphere

The following discussion in this subsection is based upon Gossard and Strauch
(1983, Chap. 2). The dielectric sphere with permittivity ε which is placed in
a uniform external electric field is polarized in the direction of the external
electric field. The electric field induced inside the dielectric sphere is expressed as
(e.g., Gossard and Strauch 1983, p. 56)

E =
3

ε/ε0 + 2
E0e j(ωt−k0·r0), (3.16)

where E0 is the incident electric field and r0 is the position vector of the dielectric
with respect to the transmitter point, and k0 is the wave number vector of incident
electric field (k0 is equal to 2π/λ ). Substituting (3.16) into (3.15), the scattered
electric field at the distance rs from the dielectric sphere is

7The distinction between the incident vector wave number k0 and scattering vector wave number
ks is the direction of two vectors.
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Es =
3k2

s KVD

4πrs
E0 sinχ e j(ωt−ks·rs−k0·r0), (3.17)

where K is written as

K =
ε/ε0 − 1
ε/ε0 + 2

=
ε− ε0

ε+ 2ε0
. (3.18)

Scattering by Multiple Dielectric Spheres

If dielectric spheres of the same size are distributed with density distribution N(r0)
on a propagation path, the scattered electric field is given by the following equation;

Es =
3k2

s KVD

4πrs
E0 sinχ

∫

r0

N(r0)e
j(ωt−ks·rs−k0·r0)dr0, (3.19)

where the integration is performed within a resolution volume over which the
incident electric field is uniform, assuming that all scatterers in the volume are
illuminated by the same incident electric field strength. In the case of backscattering,
k0 =−ks, k = |k0|= |ks|, r0 =−rs, and r = |r0|= |rs|.

The average power is proportional to E ·E∗, where the over bar denotes time av-
erage and superscript ∗ denotes complex conjugate. Individual signal is fluctuating,
and the scattered power Ps is fluctuating in time. Consequently, the envelope of the
expected scattered power E[Ps] is given by

E[Ps] = Es ·E∗
s/ηi, (3.20)

where ηi is the intrinsic (or wave) impedance which is given by (2.24). Substitut-
ing (3.19) into (3.20), Ps is expressed as

E[Ps] =
9P0k4

s |K|2V 2
D sin2 χ

(4πrs)2 I, (3.21)

I =

∣
∣∣
∣

∫

r0

N(r0)e− j�·r0dr0

∣
∣∣
∣

2

, (3.22)

where P0 is the envelope of the incident power, and P0 = E0 ·E∗
0/ηi. The vector

� = k0 − ks, k0 =−ks, and κ = 2|k0| for backscatterer.

Scattering Intensity

The density distribution, i.e., the number density distribution function of dielectric,
N(r0) is composed of the stationary term and the random variation term. The sta-
tionary term is generated by large scale variation of permittivity or refractive index,
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and it will not be considered below. The random variation term causes the scattering
of incident wave which will be the primary theme for discussions in this subsection.

Integrating (3.22) over time yields the time average of the integration in (3.22),
which becomes the product of random variation terms. Thus (Gossard and Strauch
1983, p. 57),

I =
∫∫

δN(r1)δN(r2)e
− j�·(r1−r2)dr1dr2, (3.23)

where I is the number density which has the dimensions of (length)−3. It is assumed
that the scatterer concentration is random in the sense that the particle concentration
in neighboring parcels is completely uncorrelated where the meaning of “parcel” is
an atmospheric volume of size approximately (λ/2)3. If the number of scatterers
δN(r1)dr1 is independent of that of δN(r2)dr2, the time average of the product
in (3.23) is zero except for r1 = r2; thus (Gossard and Strauch 1983, p. 60),

I =
∫

V
δN(r)2dr =

∫

V
N(r)dr = NT, (3.24)

or the total number of raindrops in the volume. This context means that the
scattering is not Bragg type, and particles are assumed to be in the Rayleigh
region.8 Substituting (3.24) and (3.12) into (3.21), the expected scattered power
E[Ps] becomes

E[Ps] =
P0k4

s |K|2
r2

s

(
D
2

)6

sin2 χNT, (3.25)

where NT is the total number of raindrops. Using the relation of (3.4), E[Ps] is
given by

E[Ps] =
P0

4πr2
s
σ . (3.26)

Replacing σ in (3.26) by the total amount of minute scattering cross sections, Σσ ,
and equating (3.25) and (3.26),

Σσ =
π
16

k4
s |K|2D6 sin2 χNT. (3.27)

Noting that ks = 2π/λ and χ = π/2 for backscattering, Σσ is expressed as

8Thus, the following discussion leads to the same result as the Rayleigh approximation that will be
discussed in Sect. 3.3.4.
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Fig. 3.6 The coordinate system and the scattering resolution volume of a pulse radar. The shaded
area is assumed to be the radar resolution volume. However, the actual radar resolution volume is
weighted as shown in the broken lines around the shaded area

Σσ =
π5

λ 4 |K|2D6NT. (3.28)

In (3.28), it is assumed that the whole particles (raindrops) have the same diameter.
However, actual rains have the own particular distributions with various raindrops
different in size N(D), where the number of raindrops in the size between D and
D+ dD is N(D). Then, the total number of raindrops in the volume is given by

NT =

∫ ∞

0
N(D)dD. (3.29)

Substituting (3.29) into (3.28), Σσ is expressed as

Σσ =
π5

λ 4 |K|2
∫ ∞

0
D6N(D)dD. (3.30)

3.3.2 Radar Equation for Distributed Hard Scatterers

The primary scatterers for meteorological radars are, in general, distributed discrete
hard scatterers such as raindrops and fog droplets. In the previous subsection, we
discussed on the scattering intensity of multiple dielectric spheres. Its characteristic
is the same as that of distributed discrete hard scatterers. The total radar cross
section for these scatterers, Σσ of (3.30), corresponds to the total amount of minute
scattering cross sections within the volume illustrated in Fig. 3.6. Thus, the radar
equation (3.8) is replaced to
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E[Pr] =
Ptg2λ 2

(4π)3r4Σσ , (3.31)

where E[Pr] is the expected received power, Pt is the peak transmitted power, g
is the antenna power gain (power gain, and g = η1gD, where gD is the directivity
and η1 is the efficiency of the antenna) at the direction of the maximum radiation
pattern (main lobe), i.e., the maximum gain, λ [m] is the wavelength, and r[m] is the
range between radar and the center of the resolution volume V which is expediently
assumed to be the shaded truncated cone of the radius of radar beam width and
length of cτ/2, where τ is the pulse with, in Fig. 3.6. However, the actual radar
resolution volume is weighted as shown in the broken lines around the shaded
area of the same figure. The detail of the radar resolution volume will be discussed
subsequently. Let η be the total amount of minute scattering cross sections per unit
volume, Σσ is given by the product of V and η as

Σσ =Vη , (3.32)

where η [m2 m−3 = m−1] is called radar reflectivity. Substituting (3.32) into (3.31),
the radar equation for distributed hard scatterers is written as

E[Pr] =
Ptg2λ 2

(4π)3r4 Vη . (3.33)

The derivative of V in the coordinates of Fig. 3.6 is given by

dV = r2dr sinθdθdφ . (3.34)

Here we introduce V6, which is circumscribed by the 6-dB contour of radar antenna
beam width, the transmitted pulse width τ weighted with window function, and the
receiver bandwidth, and replace V to V6. Applying (3.34), V is given by

V ≡V6 = r2
∫
|W (r)|2dr

∫ 2π

0

∫ π

0
f 4(θ , φ)sinθdθdφ , (3.35)

where |W (r)| is the range weighting function which is given by the function of
receiver-filter bandwidth B6 (6-dB width) and pulse width τ , and the integral of
|W (r)|2 approaches cτ/2 if B6τ gets large9 (Doviak and Zrnić 2006, pp. 74–81).

The factor f 4(θ , φ) is the two way antenna function, and the 6-dB width of
f 4(θ , φ) is often taken to be the angular width of V6. Thus, f 2(θ , φ) is the
normalized one-way radiation pattern of the antenna. In general, the radiation
pattern of the antenna can be represented by the Gaussian function. For convenience,
putting z axis parallel to the direction of main lobe, and expressing zenith angles of
the E- and H-plane of the radiation pattern by ϑ and ϕ , respectively, the radiation
pattern of the antenna f 2(ϑ , ϕ) is written as follows (Nathanson and Reilly 1968);

9If B6τ is 1.0, the integral of |W (r)|2 normalized by cτ/2 becomes 1.17.
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f 2(ϑ , ϕ) = exp

[

−
(
ϑ 2

2σ2
ϑ
+
ϕ2

2σ2
ϕ

)]

, (3.36)

where σϑ and σϕ are related to the full width at half maximum (FWHM) of the
peak values of the Gaussian function.10 Putting the FWHM values of ϑ and ϕ as
ϑB and ϕB, respectively, where these values correspond to the half-power beam
widths [rad] for the E plane and the H plane, respectively, σϑ = ϑB/

√
8ln2 and

σϕ = ϕB/
√

8ln2. Considering (3.35) in the same coordinate system, sinθ in the
equation can be safely neglected. Therefore, using the relation

∫ ∞

−∞
e−ax2

dx =

√
π
a
, (3.37)

the integration of f 4(ϑ , ϕ) with respect to ϑ and ϕ is approximated as (Probert-
Jones 1962)

∫ ∞

−∞

∫ ∞

−∞
f 4(ϑ , ϕ)dϑdϕ =

πϑBϕB

8ln2
. (3.38)

The values ϑB and ϕB are identical for circularly symmetric parabolic antennas,
and ϑB = ϕB = θ1, where θ1 is the 3-dB width (in radians) of the one-way power
pattern. Consequently, assuming |W 2(r)| to be cτ/2, the radar resolution volume
can be written as

V6 = r2 cτ
2
πθ 2

1

8 ln2
. (3.39)

Substituting (3.39) into (3.33), we finally obtain

E[Pr] =
Ptg2λ 2θ 2

1 cτ
210(ln2)π2r2η . (3.40)

This result exactly agrees with (4.14) of Doviak and Zrnić (2006) which is derived
considering the particle size distribution. The above equation is called the radar
equation for distributed hard scatterers when any loss is not taken into consideration.
It is noted that the received power for a single isolated scatterer is proportional to
r−4 as shown in (3.8). On the other hand, it is proportional to r−2 for distributed
hard scatterers as shown in (3.40).

The signal power E[Pr] for the typical 2.8-GHz radar, WSR-88D whose speci-
fications will be listed later in Table 9.2, from the scatterers having the reflectivity

10The values σϑ and σϕ correspond to the standard deviations of the Gaussian distribution.
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η = 10−11 [m−1]11 at the range of 100 km can be calculated from (3.38). Assuming
that Pt = 475 kW = 4.75× 105 W, the gain G = 44.5 dB, i.e., g � 28,180, λ =
10.7 cm= 10.7×10−2 m, θ1 = 1.0◦ � 1.75×10−2 rad, τ = 1.57 μs= 1.57×10−6 s,
and c = 3.00 × 108 m s−1, we obtain Pr = 8.85 × 10−14 W = −100.5 dBm.12

Actually, the received power is reduced due to both power loss around 3 to 4 dB
along the waveguide and propagation loss which will be discussed later in Sect. 6.3.
The minimum received power capable of detecting signals is determined by the
external noise which will be discussed in Sect. 5.1, receiver characteristics, and so
on. The minimum detectable power of recent meteorological radars is smaller than
10−14 W or −110 dBm.

3.3.3 Mie Scattering

Precipitation particles (scatterers) absorb and change a part of the energy of the
incident coherent wave into heat (i.e., incoherent infrared radiation), and scatter the
rest in all directions as coherent radiation. Three quantities with the dimensions
of area are derived for a scatterer in the path of an incident wave having a power
density Si.

The cross section σhd of a scatterer (e.g., hydrometeor) is an apparent area that
intercepts a power σhdSi, which, if radiated (i.e., scattered) isotropically, produces
at the receiver a power density

Sr = Siσhd(θ ′,φ ′)/4πr2, (3.41)

equal to that scattered by the actual particle. The scatterer’s cross section σsd(θ ′,φ ′)
depends on the relative location of the transmitter and receiver, where the polar
angles θ ′, φ ′ to the receiver are referenced to a polar axis drawn from the antenna
to the scatterer (Doviak and Zrnić 2006, p. 35). When the direction of scattering is
opposite to that of the incident wave, σsd(θ ′,φ ′) is called the backscattering cross
section σb. As shown by (3.41) and (3.9), σb is identical to radar cross section σ .

The ratio of scattered power Ps to the incident power density Si is called the
scattering cross section σs, which gives, when multiplied by the incident power, the
total power scattered by the particle. Likewise, the ratio of the absorbed power Pa

to the incident power density is known as the absorption cross section σa, which
gives, when multiplied by the incident power, the power dissipated as internal heat
in the particle. The ratio of the total scattered and absorbed power Ptot to the incident
power density is called the extinction (or attenuation) cross section σt, which gives,

11This value (i.e., cross section per unit volume) is equal to a radar the reflectivity factor of 6.6 dBZ
as will be obtained by (3.67).
12The unit of dBm is the logarithmic expression of the power in regard to 1 mW. 1 mW = 0 dBm,
hence 8.85×10−14 W = 8.85×10−11 mW =−100.5 dBm.
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when multiplied by the incident power, gives the total power taken from the incident
wave (Battan 1973, p. 67). These three cross sections are

σs ≡ Ps/Si, (3.42)

σa ≡ Pa/Si, (3.43)

σt ≡ Ptot/Si, (3.44)

respectively (Ulaby et al. 1981, p. 289). The total power removed from the incident
wave is Ps + Pa, which is equal to Ptot, thus σt = σs + σa. The values of σb, σs,
and thus σt are presented by the following Mie formulas, respectively (e.g., Stratton
2007, p. 569; Gunn and East 1954);

σb =
λ 2

4π

∣
∣
∣
∣∣

∞

∑
n=1

(−1)n(2n+ 1)(an− bn)

∣
∣
∣
∣∣

2

, (3.45)

σs =
λ 2

2π

∞

∑
n=1

(2n+ 1)(|an|2 + |bn|2), (3.46)

σt =
λ 2

2π

∞

∑
n=1

(2n+ 1)Re[an + bn], (3.47)

where λ is the wavelength in the medium, an and bn are the nth Mie coefficients
for positive integer n as will be discussed in the following paragraph, and Re[∗]
denotes the real part of the complex function [∗]. The value of σa is derived from
σa = σt −σs.

Mie Coefficients

The Mie coefficients an and bn are expressed as the functions of x, given by x =
πD/λ with the diameter of precipitation particles D, and the complex refractive
index of the drop (or particle) m which is given by

m = nr − jka. (3.48)

The value of nr is the real part of the refractive index, the ordinary refractive index
defined by (2.42), whereas ka is the imaginary part of the refractive index which
causes attenuation of radar waves.13 The variation of the refractive index of water
with temperature and wavelength is shown in Table 3.3. These values are taken from

13The attenuation is a complicated function of m, but in the special case that the radar wavelength
is long compared to diameter of scatterers, i.e., in the Rayleigh region, it can be expressed simply
as will be discussed in Sects. 3.3.4 and 6.3.3.
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Table 3.3 Variation of the refractive index of water with respect to the temperature
and the radar wavelength [from Gunn and East 1954]

Radar wavelength

Temperature (◦C) 10 cm 3.21 cm 1.24 cm 0.62 cm

20 8.88 8.14 6.15 4.44
nr 10 9.02 7.80 5.45 3.94

0 8.99 7.14 4.75 3.45
−8 – 6.48 4.15 3.10

20 0.63 2.00 2.86 2.59
ka 10 0.90 2.44 2.90 2.37

0 1.47 2.89 2.77 2.04
−8 – – 2.55 1.77

Keer (1951, p. 675) for 10 cm wavelength, and from Lane and Saxton (1952) for the
other wavelengths (Gunn and East 1954).

Using x and m, the Mie coefficients an and bn can be expressed as (Van de Hulst
1957, p. 123)

an =
An(y)ψn(x)−mψ ′

n(x)
An(y)ζn(x)−mζ ′n(x)

, (3.49)

bn =
mAn(y)ψn(x)−ψ ′

n(x)
mAn(y)ζn(x)−mζ ′n(x)

, (3.50)

where ψn(x) and ζn(x) are expressed in terms of Bessel functions of the first kind
of order (n+ 1/2), Jn+1/2, as

ψn(x) =

√
πx
2

Jn+1/2(x), (3.51)

ζn(x) =

√
πx
2
[Jn+1/2(x)+ (−1)n jJ−n−1/2(x)], (3.52)

and

An(y)≡ ψ ′
n(y)
ψn(y)

, (3.53)

y ≡ mx = nrx− jkax. (3.54)

Here the primed symbol denotes differentiation. As discussed above, m always takes
complex values for such absorbing media as precipitation particles.

The Mie coefficients an and bn are also derivable from the recursion formula
(Deirmendjian 1969, Chap. 2) as the details will be discussed in Appendix A.
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3.3.4 The Rayleigh Approximation

The Rayleigh approximation is given as an approximate solution to the Mie
formulas. It can be applied for precipitation particles whose diameters are con-
siderably smaller than the radar wavelengths. This approximation usually holds
when raindrops are observed by ordinary meteorological radars. However, the
Rayleigh approximation cannot be applied if precipitation particles are observed by
millimeter wave radars whose wavelengths are comparable to particle diameters.
Radars of 3-cm wavelength are often used for weather observations, but the
hailstone often do not satisfy the Rayleigh approximation in this wavelength range.
Furthermore, for extinction cross sections, the Rayleigh condition might not be
satisfied even for wavelengths as long as 10 cm (Doviak and Zrnić 2006, pp. 40–
41). In these cases, it is necessary to find out an exact solution for scattering from
dielectric spheres based upon the Mie formulas.

In the Rayleigh region, x = πD/λ � 1, thus neglecting terms of higher than
sixth power of x, only the Mie coefficients a1, b1, and b2 are significant, and they
are (Gunn and East 1954)

a1 =− j
45

(m2 − 1)x5, (3.55)

b1 =−2 j
3

(
m2 − 1
m2 + 2

)
x3

[
1+

3
5

(
m2 − 2
m2 + 2

)
x2 − 2 j

3

(
m2 − 1
m2 + 2

)
x3
]
, (3.56)

b2 =
j

15

(
m2 − 1

2m2 + 3

)
x5. (3.57)

Furthermore, as x� 1, only the leading term of b1 need be considered and all higher
order terms in the a’s and b’s can be neglected. Introducing a forth cross section, the
cross sections σb, σs, and σa which is defined by σt −σs, are given by the Rayleigh
approximation as follows (e.g., Gunn and East 1954; Ulaby et al. 1981, p. 295):

σb =
λ 2

π
x6|K|2 = π5

λ 4 |K|2D6, (3.58)

σs =
2λ 2

3π
x6|K|2 = 2

3
π5

λ 4 |K|2D6, (3.59)

σa =
λ 2

π
x3Im[−K] =

π2

λ
Im[−K]D3, (3.60)

σt = σs +σa. (3.61)

where |K|2 is given by

|K|2 =
∣
∣
∣
∣
m2 − 1
m2 + 2

∣
∣
∣
∣

2

. (3.62)
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Table 3.4 Variations of |K|2 and Im[−K] of water with respect to the temperature
and the wavelength [from Gunn and East 1954]

Radar wavelength

Temperature (◦C) 10 cm 3.21 cm 1.24 cm 0.62 cm

20 0.9280 0.9275 0.9193 0.8926
|K|2 10 0.9313 0.9282 0.9152 0.8726

0 0.9340 0.9300 0.9055 0.8312
−8 – – 0.8902 0.7921

20 0.00474 0.01883 0.0471 0.0915
Im[−K] 10 0.00688 0.0247 0.0615 0.1142

0 0.01102 0.0335 0.0807 0.1441
−8 – – 0.1036 0.1713

From the definition m =
√
ε/ε0, where ε is the complex permittivity of the medium,

K is the same as that of (3.18). As evident from (3.58) and (3.59), the scattering
cross section is proportional to |K|2. On the other hand, σa accounts for the power
taken from incident wave which is dissipated as heat and not scattered, and is
proportional to Im[−K]. Although the values |K|2 and Im[−K] changes according to
the surrounding atmospheric temperature and the radar wavelength, |K|2 for water
is practically constant. On the other hand, the value of Im[−K] significantly varies
at the temperatures ordinarily seen in the Earth’s atmosphere and wavelengths in the
centimeter range. These values are listed in Table 3.4 (Gunn and East 1954).

If the dielectric is loss-less, σa = 0 and consequently σt = σs. The value of σs is
proportional to x6 and accordingly to D6, whereas that of σa is proportional to x3 and
to D3. Hence, for minute particles such as cloud droplets, σs � σa, and in general
σt � σa. However, if the particles are raindrops which are large in size, σs and σa

becomes comparable. In this case, both σs and σa should be taken into account in
calculating σt. The relation between σt and attenuation of electric power of the radar
wave propagating through precipitations will be described in Sect. 6.3.3.

3.3.5 Radar Reflectivity Factor

The scattering by distributed hard scatterers such as minute precipitation particles
(raindrops, etc.) belongs to the Rayleigh region as illustrated in Fig. 3.5. Hence,
the Rayleigh approximation can be applied for calculating the scattering properties.
The radar cross section σ for a raindrop with diameter D can be expressed by (3.58),
where σ = σb. Thus

σ =
π5

λ 4 |K|2D6. (3.63)
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The former discussion in Sect. 3.3.1 was based upon the Rayleigh approximation.
Equation (3.28) expresses the total backscattering cross section for NT particles
in the same diameter. On the other hand, (3.63) gives the radar cross section for
individual particles.

The drop size distribution (DSD) of minute precipitation particles N(D) will be
discussed in Sect. 6.1.1. The radar reflectivity η [m−1], the backscattering cross
section per unit volume, for spherical particles having a distribution of diameters
in a unit volume is

η =

∫ Dmax

Dmin

σ(D)N(D)dD, (3.64)

where D is in [m], Dmin and Dmax are the minimum and maximum values of
the raindrop diameters in the unit volume, respectively, and N(D)dD is in [m−3].
Substituting (3.63) into (3.64), η is expressed as

η =
π5

λ 4 |K|2
∫ Dmax

Dmin

D6N(D)dD. (3.65)

The integral of (3.65) is called the radar reflectivity factor, Z, which is defined as

Z ≡
∫ Dmax

Dmin

D6N(D)dD, (3.66)

where the unit14 of Z is [m6 m−3]. Using Z of (3.66), (3.65) is expressed as

η =
π5

λ 4 |K|2Z. (3.67)

The above equation shows that η is inversely proportional to the forth power of the
wavelength. Substituting (3.67) into (3.40), the radar equation for distributed hard
scatterers without any path loss can be expressed by using Z as

E[Pr] =
π3Ptg2θ 2

1 cτ|K|2Z
210(ln2)λ 2r2 . (3.68)

14Usually, [mm6m−3] is more frequently used for the unit of Z than [m6m−3]. In this case, the
coefficient 10−18 which comes from the unit conversion should be multiplied to the original Z.
Thus (3.67) becomes

η [m−1] =
π5

(λ [m])4 |K|2Z[mm6m−3]×10−18.
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Table 3.5 Variations of the
refractive index, |K|2, and
Im[−K] of ice with respect to
temperature [from Gunn and
East 1954]

Temperature (◦C)

nr At all temperaturesa 1.78

0 2.4×10−3

ka −10 7.9×10−4

−20 5.5×10−4

|K|2 At all temperaturesa 0.176

0 9.6×10−4

Im[−K] −10 3.2×10−4

−20 2.2×10−4

a For the density of 0.92×103 kg m−3

Equivalent Radar Reflectivity Factor

Since precipitation particles such as snowflakes and ice crystals have the shapes
more complicated than those for water, the values of refractive index, |K|2, and
Im[−K] for ice are appreciably different from those for water. The refractive index
for ice is independent of wavelength in centimeter band. Variation of these values
with temperature is listed in Table 3.5.

The radar reflectivity factor Z given by (3.66) is defined for spherical particles,
and is not applicable to nonspherical particles. The equivalent radar reflectivity
factor is introduced for this case. It is evident from (3.64) and (3.67) that radar
reflectivity for raindrops, ηr, is related to Z in the following equation;

ηr =

∫ Dmax

Dmin

σr(D)N(D)dD =
π5

λ 4 |Kw|2Z, (3.69)

where σr is the radar cross section for a raindrop, and |Kw|2 is |K|2 for water.
The radar reflectivity for snowflakes or ice crystals can be formally written in the
same way with Zi and |Ki|2 for snow. Snowflakes have relatively large horizontal
dimensions compared with the vertical ones, and both reflectivities are different.
The differences will be discussed in detail as polarimetric parameters in Sect. 6.4.
Here, assuming that the polarization of the waves are identical, and supposing that
both ηs of water and ice crystal are equal, the equivalent radar reflectivity factor Ze

is defined as Z for water, and given by

Ze =
|Ki|2
|Kw|2 Zi. (3.70)
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Generally, it is not evident from radar observations of single polarized wave alone
whether the precipitation particles are raindrops or ice crystals.15 In practice, Ze

is changed to the value such as Zi that looks most suitable according to the
precipitation condition observed by other means.

As shown in Table 3.4, |Kw|2 varies according to radar wavelength and atmo-
spheric temperature. However, in practice, it is approximately constant for raindrops
in the atmosphere where temperatures are above 0◦C. In the following, it is assumed
that |Kw|2 = 0.93 unless otherwise mentioned. Also, the magnitude of |Ki|2 is almost
constant in radar wavelength, and |Ki|2 = 0.176 (Battan 1973, p. 40; Smith 1984).
Thus, Ze for ice crystals is given from (3.70) as

Ze = 0.189Zi. (3.71)

A conversion of |K|2 value is made in the following way in the case of snowflakes
whose |Ki|2 value is identical with that of ice spheres but the shape is more
complicated. First, the snowflakes are melted, and diameter of equivalent water drop
is estimated from the melted water. Then, the diameter of supposed ice sphere is
compared with that of the water drops with same mass. As the density of ice is
0.92× 103 kg m−3, diameter of the ice spheres is 0.92−1/3 (� 1.028) times that of
water drops. Next, the radar reflectivity factor for water drops is proportional to
D6 as shown by (3.66). This effect is included to the value of |K|2 to yield |K′

i |2.

Therefore, |K′
i |2 becomes (0.92−1/3)

6 � 1.18 times |Ki|2, or |K′
i |2 = 1.18|Ki|2 =

0.208. Finally the following relation is derived for snowflakes (Smith 1984);

Ze = 0.224Zi. (3.72)

The equivalent radar reflectivity factor for any non-spherical precipitation particles
can be replaced with that of water drops in spherical shape. With the equivalent radar
reflectivity factor Ze and |Kw|2, the radar equation for distributed hard scatterers with
no loss included is expressed in more general form as

E[Pr] =
π3Ptg2θ 2

1 cτ|Kw|2Ze

210(ln2)λ 2r2 . (3.73)

15As will be discussed in Sect. 6.4, hydrometeor classifications (e.g., distinguishing ice crystals
from rain drop) applying polarimetric parameters have become possible.
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3.4 Radar Theory for Soft Scatterers

3.4.1 Backscattering Mechanisms

Refractive index perturbations arising from atmospheric turbulence and waves are
the main sources of echoes for radars operating at wavelengths longer than a few
centimeters (e.g., Woodman and Guillén 1974). At very high frequency (VHF) and
lower frequencies, radars are insensitive to clouds and even to precipitations at
the lowest frequencies. As discussed in Sect. 2.2.2, the refractive index of the
atmosphere is determined by pressure, temperature, partial pressure of humidity,
and electron density. Therefore, atmospheric turbulence and waves, which affect
the distribution of these parameters, give rise to refractive index perturbations. Ac-
cording to the spatial distribution of these perturbations, the radar echoes will result
either from scattering or from partial reflection of the transmitted electromagnetic
wave, as shown schematically in Fig. 3.7.

Scattering from Refractive Index Perturbations in Turbulent Flow

Concerning a misleading phrase that suggests turbulence scatters radio waves, the
authors did a little survey, and the following conclusion has been obtained (R.J.
Doviak, 2011, personal communication).

The phrase “scattering of waves by atmospheric turbulence” commonly appears
in the literature. This sentence is misleading because turbulence does not scatter
radio waves, at least not for non-relativistic velocities. The origin of the misleading
phrase might be traced to the 1971 translation of V. I. Tatarskii’s book “The Effects
of the Turbulent Atmosphere on Wave Propagation”. For example the lead sentence
of Chap. 2 of Tatarskii’s book reads: “Scattering of waves by atmospheric turbulence

Fig. 3.7 Major scattering mechanism of soft scatterers



58 3 Radar Measurements and Scatterer Parameters

attracted considerable attention following the experimental discovery of the long-
range tropospheric propagation of ultra-short waves.” Perhaps this sentence might
have been altered in translation because, as best as we can recall from reading
Tatarskii’s book many years ago, Tatarskii does not use this phrase elsewhere in
his book when discussing scattering of ultra-short radio waves. But because the
chapter heading is Scattering of Electromagnetic and Sound Waves in a Turbulent
Atmosphere, and because sound waves can be scattered by turbulence, it is possible
that Tatarskii had in mind the scattering of sound waves. His book also covers the
topic of sound wave scatter. Perhaps the statement was meant to apply only to the
scattering of sound waves by atmospheric turbulence, but was inadvertently applied
scattering of radio waves by turbulence.

Bragg Scatter

Whereas scattering from precipitation is due to distributed hard scatterers (i.e.,
water drops, ice particles, hailstones, etc.), scattering from clear atmosphere is
produced by randomly distributed refractive index perturbations, i.e., the refractive
index n ≡ n(r), where r is the distance between radar and a point in the region of
refractive index perturbations, resulting from turbulent mixing of the (background)
gradients of potential refractive index (e.g., Tatarskii 1971, Chap. 2; Doviak and
Zrnić 2006, Chap. 11). For a monostatic radar,16 scattering arises from refractive
index perturbations caused by atmospheric turbulence having mainly the scale of
half the radar wavelength along the direction of propagation. It is called “Bragg
scatter”. In the case of isotropic perturbations, the Bragg scatter is nearly isotropic.
If the perturbations caused by turbulence uniformly fills the radar resolution volume,
it is possible to define a distribution of Bragg scatterers so that the radar equation
can be basically derived in the same way as the radar equation for distributed hard
scatterers.

Partial Reflection

The mechanism of partial (or Fresnel) reflection is based on the concept of a (lo-
cally) horizontally stratified atmosphere; i.e., the refractive index of the atmosphere
depends only on the vertical coordinate, n ≡ n(z), where z is the height of scatter.
As depicted in Fig. 3.7, the incident electromagnetic wave is partially reflected in
the specular direction when encountering a sharp horizontally stratified refractive
index gradient layer, as a mirror surface would do. It occurs when a single or

16Ordinary radars that share a single antenna for transmission and reception are called monostatic
radars. On the other hand, the radars equipped with a pair of antennas that are separated, typically
by large distances, where one antenna is used for transmitting and the other is used for receiving,
are called bistatic radars as will be discussed in Sect. 4.2.3.
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a few sharp gradient layers are embedded within the radar resolution volume. If
multiple gradient layers are randomly distributed along the vertical direction then
the backscattering process is referred to as Fresnel scattering (e.g. Gage 1990). If the
surface of the gradient layer is corrugated or distorted (by surrounding turbulence or
by gravity waves), specular reflection fades and the scattering pattern is broadened.
It is referred to as “diffuse reflection” (e.g., Röttger 1980a). If the gradient layer has
a limited extent along the horizon, diffraction at the edges can also occur (e.g. Luce
et al. 1995).

By essence, partial reflection from gradient layers is based on a deterministic
one-dimensional model whereas Bragg scatter from turbulence is based on three-
dimensional statistical models. They thus rule out each other. However, Doviak
and Zrnić (2006, Chap. 11) showed that it is possible to unify these two models.
Mathematical expressions describing Bragg scatter caused by anisotropic turbulence
tend to the expression derived for partial reflection mechanism if the horizontal
coherence of the perturbations caused by turbulence tend to the limit case of the
Fresnel zone diameter. In the realistic atmosphere, it is usually difficult, or even
impossible, to distinguish diffuse reflection from corrugated gradient layers from
Bragg scatter caused by anisotropic turbulence because they can produce similar
scattering patterns.

Mathematical formulae for the Bragg scatter and the partial reflection will be
given below in Sects. 3.4.2 and 3.4.3, respectively.

3.4.2 Bragg Scatter due to Refractive Index Perturbations

The refractive index field is assumed to be weakly stationary and locally homo-
geneous within the scattering volume (Ottersten 1969a), and the field is assumed
to be isotropic. The relationship between refractive index perturbations and radar
reflectivity in the isotropic field will be described in this subsection. First, the
three-dimensional spectrum of refractive index perturbations Φn(�), its observed
one-dimensional (wave number energy) spectrum S(κ), and the power spectral
density (of the single quantity κ) E(κ) will be discussed. Next, radar scattering
intensity of soft (Bragg) scatterers due to refractive index perturbations will
be shown using these spectra, and the relationship between the reflectivity and
those spectra will be presented. Finally, the radar reflectivity of refractive index
perturbations and its various properties will be shown.

From the point of view of radar observations from soft (Bragg) scatterers, only
the fluctuating component with the spatial scale of a half transmitted wavelength
in the direction of radar wave propagation, λ/2, contributes to the scattering. In
other word, a radar ideally samples only the spectral component of refractive index
perturbations with a half transmitted wavelength. Thus, the structure wave number
κ for Bragg scatter becomes

κ = 2π/(λ/2) = 4π/λ = 2k, (3.74)
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where κ = |�|, and k is the radar wave number vector of scattered wave. In this
subsection, we discuss the scattering from perturbations of κ given by (3.74) is
effective.

Spectrum of Refractive Index Perturbations

The three-dimensional spectrum17 of perturbations of refractive index n is expressed
byΦn(�).Φn(�) has dimensions of (length)3, where � is the vector wave number of
perturbations. The quantity Φn(�) is obtained by a Fourier transform of the three-
dimensional refractive index covariance function, and its coefficient is defined so
that its integration for all � becomes the variance of perturbations of n, that is δn2;
i.e., the normalization used is

∫ ∞
−∞Φn(�)d� = δn2.

In actual observations, the refractive index field is measured by i.e., radar waves
traveling through the atmosphere, and thus the field is not described by the three-
dimensional spectrum but the one-dimensional one. The one-dimensional spectrum
Fx

n (κx), which describes the refractive index field along the x-axis in a coordinate
system (x,y,z) of the real space, is obtained by integration of the three-dimensional
spectrum Φn(κ) along the ky and kz axes in the coordinate system (kx,ky,kz) in the
wave number space. That is

Fx
n (κx) =

∫∫ ∞

−∞
Φn(�)dκydκz . (3.75)

However, the actually observed one-dimensional spectrum has values only for
positive κx. Thus, normalizing same as Φn(κ), from (3.75) we have (Ottersten
1969a,b)

∫ ∞

0
Sx

n(κx)dκx =

∫ ∞

−∞
Fx

n (κx)dκx = 2
∫ ∞

0
Fx

n (κx)dκx = δn2, (3.76)

Sx
n(κx) = 2Fx

n (κx). (3.77)

For an isotropic field, Φn(�) = Φn(κ), and all one-dimensional spectra Sαn (κα)
in various directions are identical (Ottersten 1969a). Thus, hereafter we replace
Sαn (κα) to Sn(κ).

Given the one-dimensional spectrum Sn(κ), the relationship between Sn(κ) and
Φn(κ) is discussed below. From previously mentioned definition, the spectrum of
refractive index perturbations is obtained by a Fourier transform of its covariance
function. Thus, if the covariance function of refractive index perturbations along a

17From Gossard and Strauch (1983, p. 259). The nomenclature of Φn(κ) is not necessarily unique.
It is either called the space spectrum or spatial power-spectral density (Ottersten 1969a), the space
spectrum (Battan 1973, p. 256), or the spectral density (Doviak and Zrnić 2006, p. 390).
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line is given by Cn(l), the relation between Sn(κ) and Cn(l) is expressed as (Gossard
and Strauch 1983, Appendix E)

Sn(κ) =
2
π

∫ ∞

0
Cn(l)cosκ ldl. (3.78)

The corresponding three-dimensional spectrum in vector � is

Φn(�) =
1

(2π)3

∫ ∞

0
Cn(l)e−i�·ldl. (3.79)

To carry out the integration, it is simple to define a spherical coordinate system
relative to the transmission direction, i.e., from transmitter to the scattering element,
dl = dV . Thus θ is the angle to the scattering element off the direction from
transmitter to the center of the scattering volume, l is the separation of the scatterer
from the volume center, and φ is the azimuthal angle about the transmission
direction. Therefore, equating β = −cosθ , the differential volume element dl
becomes

dl = dV = l2dl sinθdθdφ = l2dldβdφ . (3.80)

Applying (3.80) to (3.79), (3.79) becomes

Φn(�) =
1

(2π)3

∫ ∞

0
Cn(l)l

2
(∫ 1

−1
e jκ lβdβ

)
dl

∫ 2π

0
dφ . (3.81)

Using

∫ 1

−1
e jκ lβdβ =

2sinκ l
κ l

, (3.82)

(3.81) reduces to

Φn(�) =
2

(2π)2

∫ ∞

0
Cn(l)

l sinκ l
κ

dl. (3.83)

Inserting l sinκ l =− d
dκ

cosκ l into (3.83), we have

Φn(�) =
−2

(2π)2κ
d

dκ

∫ ∞

0
Cn(l)cosκ l dl. (3.84)

Using (3.78) and (3.84), the three-dimensional spectrum of refractive index pertur-
bations Φn(�) and the one-dimensional spectrum S(κ) are related as (Gossard and
Strauch 1983, Appendix E)

Φn(�) =− 1
4πκ

dSn(κ)
dκ

[m3]. (3.85)
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In an isotropic space, the three-dimensional spectrum in Φn(�) can be related to
the power spectral density18 En(κ) of the single quantity κ by integrating over all
directions in � space as

En(κ)≡
∫ ∞

0
Φn(�)d�. (3.86)

Analogous to (3.80), let

d� = κ2dκ sinθdθdφ . (3.87)

Applying (3.87) to (3.86), then

En(κ) =Φn(�)κ2dκ
∫ 1

−1
dβ

∫ 2π

0
dφ

= 4πκ2Φn(�). (3.88)

Substituting (3.85) into (3.88), the relationship between the power spectral density
En(κ) and the one-dimensional spectrum Sn(κ) is derived as (Gossard and Strauch
1983, Appendix E)

En(κ) =−κ dSn(κ)
dκ

[m]. (3.89)

The power spectral density En(κ) contributes to radar scattering characteristic,
whereas Sn(κ) is the spatial spectrum measured by sensor such as sonde moving
through the atmosphere.

Radar Reflectivity of Refractive Index Perturbations

Analogous to the scattering by spherical dielectrics (hard scatterers) discussed in
Sect. 3.3.1, intensity characteristics of scattering by soft (Bragg) scatterers and the
relations between radar reflectivity and spectrum of refractive index perturbations
are discussed in this paragraph. First, assuming hard scatterers, the correlation
of number distribution is discussed. Next, the number distribution is replaced by
perturbations of permittivity by assuming soft (Bragg) scatterers, and its correlation
is discussed. Finally, perturbations of permittivity is converted to refractive index
perturbations.

18From Gossard and Strauch (1983, p. 59). The nomenclature of En(κ) is not necessarily unique.
It is alternatively called the three-dimensional spectrum (Ottersten 1969b) or the single spectral
density (Doviak and Zrnić 2006, p. 389).
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In the discussion of hard scatterers, we assumed that I in (3.23) is the function
of number distribution, and the random variation terms δN(r1)dr1 and δN(r2)dr2

are mutually independent. Meanwhile, if the scatterers in a volume are correlated,
it is convenient to define a spatial correlation function. In (3.23), replacing r1 and
r2 to r0 and r0 + l, respectively, where l is the separation of a certain scatterer from
reference position r0 in the scattering volume, I is expressed as

I =
∫∫

δN(r0)δN(r0 + l)dr0e− jk·ldl, (3.90)

and a spatial correlation function

C(l) =
1

δN2V

∫

V
δN(r0)δN(r0 + l)dr0 (3.91)

is defined for the scattering resolution volume V , where δN is the variance of the
number of scatterers N. Using (3.91), I is expressed as

I = δN2V
∫ ∞

0
C(l)e−ik·ldl, (3.92)

where k is the wave number vector of backscattered wave (which is the same as ks

in the case of backscattering discussed in Sect. 3.3.1).
Analogous to (3.78) and (3.79), the one-dimensional line spectrum of number

distribution and the corresponding three-dimensional spectrum are expressed as

S(k) =
2
π
δN2

∫ ∞

0
C(l)coskl dl, (3.93)

Φ(k) =
δN2

(2π)3

∫ ∞

0
C(l)e−ik·ldl, (3.94)

respectively. Substituting (3.94) into (3.92), and applying (3.88), I is expressed as

I = 8π3VΦ(k) = 2π2V
E(k)

k2 . (3.95)

In the above, we have discussed hard scatterers and their number distribution
which are assumed to be correlated. Comparing such a medium with spatial
fluctuation in ε instead of droplets of constant δε but variable concentration N,
it is ready seen that δε/ε is analogous to 3KNVD in (3.21), thus

E[Ps] =
P0k4 sin2 χ
(4πr)2 I, (3.96)

I =

∣
∣
∣
∣

∫

r0

δε(r0)

ε0
e− jkr0dr0

∣
∣
∣
∣

2

, (3.97)
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where χ is the angle between the direction of polarization of the incident electric
field and direction of ks, χ = π/2 for the case of backscattering, and I has
dimensions of [m6]. Analogous to (3.95), I is replaced with

I = 8π3VΦε(k) = 2π2V
Eε(k)

k2 , (3.98)

where Φε(k) and Eε(k) are the three-dimensional spectrum of perturbations of
permittivity and its power spectral density, respectively.

By replacing ε2 in (2.42) with ε , the refractive index n is expressed as n�√
ε/ε0.

In the atmosphere n2 = ε/ε0 � 1, and consequently, a small variation of permittivity
δ (ε/ε0) becomes

δ (ε/ε0)� 2nδn � 2δn. (3.99)

If (ε/ε0) and n fluctuate,

δε/ε0(r) δε/ε0(r− l)� 4δn(r) δn(r− l), (3.100)

i.e., the amplitude ratio of these correlation functions becomes 4:1, thus

Φε(k) = 4Φn(k), (3.101)

Eε(k) = 4En(k). (3.102)

Substituting (3.101) and (3.102) into (3.98),

I = 32π3VΦn(k) = 8π2V
En(k)

k2 . (3.103)

Again substituting (3.103) to (3.96), and the estimated backscattered electric power
(for sin2 χ = 1) is expressed as

E[Ps] =
2P0k4πVΦn(k)

r2 . (3.104)

From three equations (3.104), (3.26), and (3.32), the radar reflectivity η (= Σσ/V )
is given by

η = 8π2k4Φn(k). (3.105)

Using the relation κ = 2k for backscattering, the radar reflectivity is related with
the three-dimensional spectrum of refractive index perturbations (e.g., Ottersten
1969a,b),

η =
π2

2
κ4Φn(�). (3.106)
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Next, substituting (3.88) into (3.106), the radar reflectivity η and power spectral
density E(κ) for refractive index perturbations in an isotropic medium are related as

η =
π
8
κ2En(κ). (3.107)

Furthermore, substituting (3.89) into (3.107), the relation of η and the one-
dimensional spectrum S(κ) of refractive index perturbations in an isotropic medium
is expressed by

η =−π
8
κ3 dSn(κ)

dκ
. (3.108)

Radar Reflectivity in the Inertial Subrange

The primary source of refractive index perturbations in both the middle atmosphere
and the troposphere is free turbulence. The three-dimensional spectrum Φn(�) is
determined by the spectrum of perturbations which depend on the wave number �

of Bragg scatter. When such refractive index perturbations are caused by locally
homogeneous and isotropic turbulence in the inertial subrange,19 a half the radar
wavelength λ/2 should exist within the inertial subrange. The one-dimensional
spectrum Sn(κ) in this region is, in general, approximated to Sn(κ) ∝ κ−p, where
p> 0. Consequently, turbulence spectrum satisfies the following equation (Ottersten
1969b);

dSn(κ)
dκ

=− p
κ

Sn(κ). (3.109)

Substituting (3.109) into (3.89) and (3.108), we obtain

En(κ) = pSn(κ) (3.110)

η =
π
8

pκ2Sn(κ). (3.111)

In the case of inertial subrange turbulence, p = 5/3, thus Sn(κ) ∝ κ−5/3. Us-
ing (3.88) and (3.89), Φn(�) ∝ κ−11/3 and En(κ) ∝ κ−5/3 are derived, respectively
(Heisenberg 1948; Ottersten 1969a,b). Moreover, from (3.111) η becomes

η =
5
3

(π
8

)
κ2Sn(κ). (3.112)

19The spatial scale and characteristics of the inertial subrange will be discussed in Sect. 7.3.2
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Fig. 3.8 A logarithm of an idealized spectrum of refractive index perturbations as a function of
the logarithm of structure wave number for Bragg scatter κ , where l0 and LB are the internal scale
of turbulence and the buoyancy length scale, respectively. Shown is the radar’s sampling function
which has the maximum value for κ = 4π/λ , where λ is the radar wavelength. The quantity V is
the radars resolution volume [rewritten from Doviak and Zrnić 2006, p. 448]

Figure 3.8 shows the relation between κ and Φn(�) of Bragg scatter within the
inertial subrange. In the figure, a logarithm of an idealized spectrum of refractive
index perturbations as a function of the logarithm of structure wave number
for Bragg scatter κ = 2π/Λs = 4π/λ , where Λs is the structure wavelength of
perturbations within inertial subrange, λ is the radar wavelength, l0 and LB are
the internal scale of turbulence and the buoyancy length scale, respectively, whose
height profile will be shown in Fig. 7.10. Shown is the radar’s sampling function
which has the maximum value for κ . The quantity V in the same figure is the radars
resolution volume [rewritten from Doviak and Zrnić 2006, p. 448].

Structure Parameter for Refractive Index Perturbations

The structure constant for the perturbations (refractive index structure constant) C2
n

[m−2/3] is defined as

[n(r+ δ r)− n(r)]2 ≡C2
n |δ r|2/3, (3.113)

where δ r is a small distance between two space locations. The quantity C2
n is a

measure of the mean-square refractive index perturbations over the distance δ r
within the inertial subrange. It is evident from (3.113) that C2

n is independent
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of the radar wavelength λ . As discussed in the preceding paragraph, (−5/3)th
power law is applied to the one-dimensional spectrum Sn(κ), and it is shown that
Sn(κ) =Cf κ−5/3. Here, the coefficient Cf is proportional to C2

n , and both are related
such that Cf /C2

n � 1/2.4 (Silverman 1956) or � 1/4 (Ottersten 1969a). According
to the latter case, one dimensional spectrum Sn(κ) can be expressed as follows
using C2

n ;

Sn(κ)� 1
4

C2
nκ

−5/3. (3.114)

Substituting (3.114) into (3.85),Φn(�) is expressed as

Φn(�) = 0.033C2
nκ−11/3. (3.115)

Equation (3.115) is applicable for isotropic turbulence in the inertial subrange.
The radar reflectivity of refractive index perturbations is presented by substitut-
ing (3.114) into (3.112) and utilizing the relation of the wave number κ and the
radio wavelength λ in (3.74), as (e.g., Ottersten 1969a,b)

η � 0.38C2
nλ

−1/3. (3.116)

Comparison of Radar Reflectivities for Refractive Index Perturbations

Backscattering by the refractive index perturbations also depends on the scattering
resolution volume, as in the case of precipitation particles shown in Fig. 3.6 which is
determined by beam cross section and pulse length. Thus, (3.40) applies to backscat-
ter from refractive index perturbations. η is a general term for backscattering cross
section per unit volume and can apply to many different scattering mechanisms.
The only difference is how η is related to the distribution particle sizes (see (3.65)–
(3.67)) and how η is related to the refractive index perturbations (see (3.116)).

The value of C2
n significantly varies in altitudes, seasons, and others, and

approximately becomes 10−12 to 10−18 [m−2/3]. On the other hand, the radar
reflectivity factor Z of distributed scatterers defined by (3.66) usually takes values
around 100 to 104[mm6m−3] for rain and 10−3 to 10−1[mm6m−3] for fog and cloud.
Using these typical values for C2

n in (3.116) and Z values in (3.67), respectively,
η becomes as shown in Fig. 3.9. As clearly demonstrated in the figure, the radar
reflectivity due refractive index perturbations of generally becomes dominant in
larger radar wavelengths, whereas the radar reflectivity by hard scatterers such as
rain drops becomes larger at radar wavelengths of several-tens centimeter or shorter.
As will be discussed in Sect. 7.3.3, refractive index perturbations of the length
shorter than the high wave number limit of the inertial subrange are strongly damped
by viscosity in the real atmosphere. Doviak and Zrnić (2006, p. 476) shows the
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Fig. 3.9 Comparison of radar reflectivities between perturbations of refractive index caused by
turbulence and precipitation particles. Note that actual extension of structure function curves (C2

n )
to high and low frequencies are limited to the inertial subrange (see Fig. 7.10)

relation between the maximum height to which echoes are returned from refractive
index perturbations and radar wavelength for various energy dissipation rates.20

3.4.3 Partial Reflection from a Stratified Atmosphere

Radar Equation for Reflection

The Earth’s atmosphere is well stratified, and accordingly radar waves at the
comparatively low frequencies are partially reflected from the stratified layers.
The radar equation for partial (or Fresnel) reflection is not the same as that for
refractive index perturbations due to turbulence. The partial reflection is analogous
to a specular reflection. The layer can be treated as a planar mirror with a small
reflection coefficient ρ for incident electric field (Friend 1949), where ρ has a
complex value of |ρ |2 ≤ 1.

The radar equation for this case becomes analogous to a one-way transmission
from an antenna to its mirror image located at range 2r with a reflection coefficient

20See Sect. 7.3.3 for energy dissipation rate.
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Fig. 3.10 Equivalent
radiation and scattering for
the partial reflection from the
layer with a reflectivity ρ .
The broken line indicates the
mirror image of the radar
antenna due to the layer

|ρ |2 as shown in Fig. 3.10. Therefore, the expected received power E[Pr] is given by
replacing r and σ of (3.5) with 2r and Ae|ρ |2, respectively, where Ae is the effective
antenna aperture:

E[Pr] =
Ptgt

4π(2r)2 Ae|ρ |2 = PtA2
e

4λ 2r2 |ρ |2. (3.117)

It is clear from the above equation that the received power for partial reflection
decreases by r2 as in the case of distributed scatterers shown by (3.40), and is
proportional to A2

e/λ 2 as in the case of isolated scatterers shown in (3.8).

Reflectivity for Partial Reflection

Gage et al. (1981) have used the following formula for the partial reflection
coefficient:

|ρ |2 = 1
4

∣
∣
∣
∣

∫ +l/2

−l/2

1
n

dn
dz

e− jκkdz

∣
∣
∣
∣

2

, (3.118)

where l is the thickness of the stratified layer, z the altitude, n the refractive
index, and κ the wave number which is given as κ = 4π/λ . As n � 1, (3.118)
is equivalent to

|ρ |2 = 1
4

∣
∣
∣
∣

∫ +l/2

−l/2

dn
dz

e− jκzdz

∣
∣
∣
∣

2

, (3.119)
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which was given by e.g., Wait (1962) and Yeh and Liu (1972). Equation (3.119)
shows that the intensity of the reflected power from such a layer depends on the
Fourier component which has a half radar wavelength in the spatial spectrum of the
refractive index perturbations. Therefore, if the vertical gradient of refractive index
does not move vertically and does not change the shape of stratification either, both
phase and amplitude of radar echo become constant in time, i.e., it becomes as a
quasi-coherent process. As clearly shown by (3.118), the partial reflection becomes
stronger if the inclination of refractive index becomes steeper. Also, the longer the
radar wavelength is, the stronger the partial reflection for the same refractive index
inclination (Röttger et al. 1978).

The partial reflection coefficient depends strongly on the height profile of
refractive index. When the net change of refractive index in a layer with thickness l
is δn, and the normalized thickness and height of the layer l∗ = l/λ and z∗ = z/λ ,
respectively, (3.119) can be written as (Wait 1962, pp. 93–95; Yeh and Liu 1972,
pp. 270–276)

|ρ |2 = |δn|2
4

∣∣
∣
∣

∫ +l∗/2

−l∗/2

d(n/δn)
dz∗

e−4π jz∗dz∗
∣∣
∣
∣

2

. (3.120)

Some models for the shape of the layer are considered (Gage and Balsley 1980). For
example, if the layer is expressed by a step function with δn, (3.120) becomes

|ρ |2 = |δn|2
4

. (3.121)

If the rate of change of the refractive index with height is constant, |ρ |2 is expressed
by (Friend 1949)

|ρ |2 = |δn|2
16π2

(
sin2π l∗

l∗

)2

(3.122)

for range resolution of many radar wavelengths. The oscillation which appears in
the right hand side of (3.122) is due to the interference of reflections which occur
by the discontinuities of dn/dz at the upper and lower edges of the layer.

Aspect Sensitivity

In the Earth’s atmosphere, it is known that the received power from near the zenith
shows a conspicuous aspect sensitivity, especially, in the lower stratosphere (Gage
and Green 1978; Röttger and Liu 1978; Fukao et al. 1979; Tsuda et al. 1986).
Equation (3.120) gives the partial reflection coefficient when the radar beam is
incident perpendicularly to the reflecting layer and the received power becomes
maximum. The received power decreases rapidly when the beam leaves the zenith.



3.4 Radar Theory for Soft Scatterers 71

Fig. 3.11 Aspect sensitivity of the received power for a 47-MHz band atmospheric radar. Open
circles show the observed mean backscatter power from anisotropic irregularities at the radar
beam axis is tilted from the vertical (Röttger 1981). Fitted to the data is a model that consists
of anisotropic irregularities of refractive index with a two-dimensional (horizontal) correlation
function in an isotropic background. Height = 16.9–18.1 km [rewritten from Doviak and Zrnić
2006, p. 464]

The longer the horizontal correlation distance21 becomes, the steeper the lapse
rate. Figure 3.11 shows the zenith angle dependence of the received power which
is observed with a 47-MHz band atmospheric radar fitted to the data of a model
that consists of anisotropic irregularities of refractive index with a two-dimensional
(horizontal) correlation function in an isotropic background (Doviak and Zrnić
2006, p. 464). In general, aspect sensitivity is predominant within a few degree
from the zenith. When the zenith angle becomes more than 10◦, isotropic scattering
dominates. The reason why the received power becomes strong near the zenith
angle can be explained that anisotropic scattering is more effective in the lower
stratosphere (Doviak and Zrnić 2006, p. 463). There is also a different view that it is
caused by undulation of the reflecting layer due to atmospheric gravity waves (e.g.,
Tsuda et al. 1997). Meanwhile the aspect sensitivity is not observed at ultra high
frequency (UHF) and microwave bands.

21The horizontal distance over which the scattered waves have a strong correlation is called the
horizontal correlation distance.
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Fig. 3.12 Positional relation
between meteor trail and
radar

Magnitude of |ρ |2 for the layer structure in the troposphere and the stratosphere
was estimated by Gage and Green (1978). The heights of the tropopause and fronts
accompanied with remarkable discontinuity in the reflection coefficient have been
objectively determined by using partial reflection (Gage and Green 1979, 1982;
Yamamoto et al. 2003a). Also, radar observations of the layer structure responsible
for the partial reflection were concurrently conducted with in-situ measurements by
high precision temperature sensors on board the GPS balloons (Luce et al. 2002).

3.4.4 Scattering by Linear Scatterers

Linear scatterers are classified into the isolated and volumetrically distributed
scatterers. Meteor trails are one example of linear scatterers in which air molecules
are linearly ionized by frictional heating due to meteor at the height of 80–110 km.
The heating is caused when minute meteors with the diameter less than 10−3 m
and the weight of 10−6 kg or so penetrate the atmosphere at high speed (e.g.,
10–70km s−1). The regions of scatterers formed around meteor trails are sufficiently
wider than half a radar wavelength and coherent. That is to say the Fresnel scatterers
are formed.

As shown in Fig. 3.12, a meteor trail is considered to be rectilinear and
sufficiently far from the radar. Let r be the distance to the point P where the radar
beam orthogonally crosses the trail, and r′ the distance to a line segment ds at
P′ along the trail. The waves scattered from electrons that lie along the trail are
dispersed as shown by the following integral, and the integrated value gives the
effective length of the trail le.

le =

∣
∣∣
∣

∫ ∞

−∞
e− j2k(r′−r)ds

∣
∣∣
∣ , (3.123)
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where k = 2π/λ . When the distance between P to P′ along the trail is s, r′ − r is
expressed by r′ − r � s2/(2r). Thus, using the relation of (3.37) and applying the
relation of

∫ ∞

−∞
e− jat2

dt = e− jπ/4
∫ ∞

−∞
e−ax2

dx, (3.124)

the effective length le becomes

le =

√
rλ
2
, (3.125)

which is identical to the radius of the first Fresnel zone. The meteor trails within
the effective length cause a kind of Fresnel reflection where scattering waves return
to the radar with the phase difference less than π/2, and efficiently contribute to
the meteor echo (McKinley 1961). If this type of reflection occurs at a surface
sufficiently wide compared with the radar wavelength, it is called partial reflection,
while Fresnel reflection otherwise.

If the linear density of meteor trail is qe [m−1], the number of electrons on le is
leqe, and the received power becomes (leqe)

2 times that of single electron. Thus, the
received power Pr is given by

Pr = (leqe)
2
(

PtA2
e

4πλ 2r4σe

)
=

PtA2
e

8πλ r3σeq2
e, (3.126)

whereσe is the radar cross section of one electron (= 9.98×10−29 m2). From (3.126),
it is clear that the received power of linear scatterer is proportional to r−3. This is
just in between the isolated and distributed scatterers; the former received power is
proportional to r−4, whereas the later proportional to r−2 .

The echo from meteor trails with linear density below 1014 m−1 is generated by
comparatively small meteors, and is called under-dense echo. It moves along the
background wind, and therefore, the horizontal winds at the meteor heights can
be estimated from moving velocity of the meteor trails. The meteor trail rapidly
attenuates by diffusion within approximately 1 second after generation. This attenu-
ation can be assumed to be caused by ambipolar diffusion, and diffusion coefficient
depends on the background atmospheric temperature. Therefore, the atmospheric
temperature can be estimated from the temporal change of echo intensity (Tsutsumi
et al. 1994; Hocking et al. 1997). Received power from Fresnel reflection by meteor
trails is comparatively strong, and the meteor trails are observable with small-scale
radar system at the 30–60 MHz band, which is called a meteor radar.



Chapter 4
Principle of Doppler Velocity Measurement

Doppler radars apply the Doppler effect, the principle of which was first proposed
by C.J. Doppler in 1842. In the present chapter, the principle of Doppler velocity
measurement by single Doppler radar is discussed first, and then measurements by
bistatic Doppler radar is described. They are followed by description on the similar
measurements with multiple (primarily two) Doppler radars.

4.1 Doppler Velocity Measurements

4.1.1 Principles of Doppler Radar

Radar waves incident on a scatterer forces electromagnetic vibrations to the
scatterer. If the scatterer moves toward the radar, the internal vibrations will be faster
than that for a stationary scatterer because the wave’s apparent propagation speed
relative to the scatter is faster and thus the approaching scatterer experiences more
rapid fluctuations of incident waves. Thus the backscattered radiation (i.e., echoes)
received by radar will have higher frequency.

If the phase differences between transmitted pulses and received signals (echoes)
from a scatterer are measured, the frequency shift (Doppler shift) of received signals
from the transmitted pulses can be calculated. This functional capability is limited
only to coherent radars, which has the stable transmitted pulse phase and handles
phase information of every transmitted pulse and received echo signals.

If the radar transmitted wave length is λ , and the range to the scatterer is r,
the two-way path from radar to scatterer normalized by λ , i.e., total number of
wavelengths is 2r/λ . It corresponds to the phase change of (2r/λ )× 2π = 4πr/λ
radians. Thus, when the initial phase of transmitted signal is ϕ0, the phase of
received echo signal becomes

S. Fukao and K. Hamazu, Radar for Meteorological and Atmospheric Observations,
DOI 10.1007/978-4-431-54334-3 4, © Springer Japan 2014
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Fig. 4.1 Conceptual diagram of a Doppler radar. Refer to Figs. 5.6 and 8.19 for more details of
the schematic configuration

ϕ =−4πr
λ

+ϕ0, (4.1)

where the sign of minus means a phase delay. The phase change, which is a
derivative with respect to time, is

dϕ
dt

=−4π
λ

dr
dt
. (4.2)

If the movement of the scatterer is toward (away from) the radar beam, the radial
(line-of-sight) velocity or Doppler velocity given by vd = dr/dt becomes negative
(positive). The value dϕ/dt is called Doppler angular frequency ωd, which is equal
to 2π fd, where fd is called Doppler shift or Doppler frequency. Substituting these
values into (4.2), the basic relations of Doppler radar is given by

fd =
ωd

2π
=−2vd

λ
. (4.3)

Configuration of Doppler Radar

The conceptual diagram of a Doppler radar which is capable of measuring fd in (4.3)
is illustrated in Fig. 4.1. If the radio frequency (rf) pulse of frequency f0 (carrier
frequency; f0 = c/λ , where c is the speed of light and λ is the radar wave length)
and pulse width τ is transmitted and the received signal from a moving scatterer
is Doppler shifted by an amount fd, the frequency of the received signal becomes
f0 + fd. It is difficult to make direct measurements of the rf signal, so most receivers
shift the carrier frequency f0 to zero (baseband) or an intermediate frequency (IF) so
that the signal can be digitized and analyzed easily to obtain the Doppler frequency
fd. The detail of the frequency conversion from rf to IF and phase detection will
be shown in Fig. 5.6. Refer to Fig. 8.19 for more details of the configuration of
Doppler radar. In recent years with the advances of digital technology, modern
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receivers that digitize the signals at rf or IF, and translate them into baseband ( f0 = 0)
are becoming quite common. These so-called digital receivers or software-defining
receivers will be discussed in Sect. 8.3.5.

The complex received signal (i.e., echo) voltage V (r, t) at the receiver’s input is
given by Doviak and Zrnić (2006, p. 50)

V (r, t) = Aexp

{
j

[
2π f0

(
t − 2r

c

)
+ϕ0

]}
U

(
t − 2r

c

)

= A

[
cos

(
2π f0t − 4πr

λ
+ϕ0

)
+ j sin

(
2π f0t − 4πr

λ
+ϕ0

)]
U

(
t − 2r

c

)
,

(4.4)

where A is the echo amplitude, the cosine and sine are the real and imaginary part
of V (r, t) oscillating at the carrier frequency f0, t is time when the echo is received
after radiation of the transmitted pulse, ϕ0 is the initial phase of transmitted signal,
and 2π f0 (t − 2r/c)+ϕ0 is the echo phase. The pulse function U(t − 2r/c) is unity
when its argument t − 2r/c is between 0 and τ , and is zero otherwise.

The complex received signal after the signal at the carrier frequency f0 is down
converted to baseband (i.e., f0 = 0) can be expressed as

V (r, t) = I(r, t)+ jQ(r, t), (4.5)

and the two components, the in-phase I(r, t) and quadrature phase Q(r, t) compo-
nents of this complex signal are related by

I(r, t) = Acosϕ U

(
t − 2r

c

)
, (4.6)

Q(r, t) = Asinϕ U

(
t − 2r

c

)
, (4.7)

where the echo phase is defined as ϕ = −4πr/λ + ϕ0, which becomes identical
to (4.1). As shown in (4.5)–(4.7), the echo voltage is a function of both r and t.

The measurement of the Doppler shift in a single short received signal (i.e., an
echo) is principally possible, but not a practical approach for short pulse Doppler
radars. Instead, the change of the echo’s phase angle within one transmitted pulse to
the next is commonly measured. As stated in (4.1), the phase angle is proportional
to the scatterer’s range and equals to twice the number of wavelengths between the
radar and the scatterer. Thus, the distance to the scatterer can be measured quite
precisely with the phase angle. However, ϕ change is the more accurate measure of
changes in scatterer location. For example, a change of r by λ/4 causes ϕ to change
by 180◦, a large angular change, whereas the change Δt along t is Δt = λ/2c (e.g.,
1.67 ×10−10 s) a extremely tiny value of t. Thus, scatterer motion is measured by
change in ϕ (R.J. Doviak, 2011, personal communication).
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Fig. 4.2 Conceptual traces for I(t,mTs) of echoes from a distribution of scatterers. The solid line
traces represent I(t,mTs) for the mth Ts interval. Dashed lines connect samples at each t [revised
from Doviak and Zrnić 2006, p. 65]

There is ambiguity because the phase can only be determined within a wave
length. Nevertheless, the change of the echo phase, from pulse to pulse, is used to
measure the Doppler velocity vd, the time rate-of-change of range to the scatter.
Pulses of the time interval Ts are transmitted, thus echoes from a stationary scatterer
will periodically appear at t = 2r/c+mTs, where m = 1,2,3, · · · defines each pulse.
Conceptual traces for I(t,mTs) of echoes from a distribution of scatterers are shown
in Fig. 4.2 (Doviak and Zrnić 2006, p. 65). The solid line traces represent I(t,mTs)
for the mth Ts interval. Dashed lines connect samples (i.e., the vertical line segment)
at each t, where t determines the range r = ct/2. In this sampling process, the
sampled echo voltage is written as

V (t,mTs) = I(t,mTs)+ jQ(t,mTs). (4.8)

The sampled echo voltage of (4.8) can be represented as a vector which has
the amplitude |V (t)| and echo phase ϕ , where ϕ is positive when measured
counterclockwise (ccw) from the I(t,mTs) axis. Figure 4.3 shows complex received
signals for m = 1–5, (a) in-phase and quadrature phase signals where five range-
time signals of successive intervals Ts are superimposed to show the signals’
relative change for stationary and moving scatterers, and (b) vector presentation
of five samples in (a) at the five intervals mTs for the moving scatterers (Doviak and
Palmer 2014).

If the scatterer moves, not only echo will change its location along t, but ϕ also
change according to (4.1), its position along t and ϕ can be in principle be used
to measure the change in scatterer location, and thus indirectly its radial velocity.
From (4.2) and (4.3),

Δϕ
Δt

=
ϕm −ϕm−1

Ts
= ωd = 2π fd, (4.9)

vd = −λ fd

2
. (4.10)
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Fig. 4.3 Complex received signals. (a) In-phase and quadrature phase signals as a function of five
successive intervals Ts superimposed to show the signals’ relative change for stationary and moving
scatterers. (b) Vector presentation of five samples in (a) at the five intervals mTs for the moving
scatterer [revised from Doviak and Palmer 2014]

where Ts is the sample time interval equal to the pulse repetition time (PRT).
Negative (positive) fd, where a scatterer moves away from (approaches toward)
radar, defines velocity as positive (negative) by following the convention.

4.1.2 Measurable Limit of Doppler Velocity

Nyquist Limit

According to the Shannon and Someya’s sampling theorem, the maximum mea-
surable frequency is a half of the frequency of signal sampling, i.e., half of the
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Fig. 4.4 Doppler velocity aliasing

pulse repetition frequency which is a reciprocal of the data interval. Therefore, the
maximum measurable Doppler frequency fdmax is given by

fdmax =
1

2Ts
. (4.11)

If the Doppler frequency of a scatterer fd exceeds fdmax or − fdmax, a frequency
aliasing occurs and the measured Doppler frequency becomes ambiguous. The
maximum velocity below which fd is not affected by aliasing is the Nyquist limit
vN which is expressed as

vN =
λ

4Ts
. (4.12)

When the radial velocity vr of a scatterer exceeds the Nyquist limit, the Doppler
velocity is folded, and aliased as illustrated in Fig. 4.4, and the Doppler velocity vd

measured with a radar takes the value between −vN and +vN. The values of vr and
vd are related by the following equation;

vr = vd + 2vN, (4.13)

where the integers N(= 0, ±1, ±2, · · · ) are Nyquist numbers, and 2vN is the
Nyquist width.

The Maximum Observable Range

As discussed in Sect. 3.1.1, the maximum observable range ra, which is unambigu-
ously determined without any range ambiguity, is given by (3.3) as

ra =
cTs

2
, (4.14)
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where c is the speed of light. From (4.12) and (4.14), vN is related to ra by

vNra =
cλ
8
. (4.15)

Equation (4.15) shows that the product of vN by ra becomes a constant value, and
both vN and ra cannot be enlarged at the same time. In general, ra is limited in order
to enlarge vN for suppressing the occurrence of velocity aliasing.

4.1.3 Expansion of Doppler Velocity Measurement Range

The maximum Doppler velocity below which aliasing does not occur is the Nyquist
limit given by (4.12). One PRF determines one Nyquist limit. Two Nyquist limits are
determined if two PRFs are available. Difference between the two Doppler velocities
can be used as a clue for determining number of velocity aliasing, from which the
true Doppler velocity is unambiguously determined in a wider velocity range. For
example, the ratio of two PRFs (PRF1 and PRF2) is n1 and n2, where n1 and n2 are
integers and the least common multiple is n1 × n2. Suppose that the Nyquist limits
for PRF1 and PRF2 are vN1 and vN2, respectively, the respective Doppler velocities
are v1 and v2, and the Doppler velocity difference between the two PRFs is Δv.
The value Δv takes the unique value up to the true velocity of vN1 × n2 = vN2 × n1.
Meanwhile, if the true velocity exceeds the above limit, Δv takes the same value
as one of those in the lower velocity and the number of velocity aliasing becomes
uncertain. As a result, the Doppler velocity aliasing can be corrected up to the value
of n1vN2 and n2vN1. Figure 4.5 illustrates the case of n1 : n2 = 4 : 3; (a) Doppler
velocity aliasing and (b) Doppler velocity difference.

4.2 Methods of Applying Doppler Radar

Doppler speeds directly obtained with single Doppler radar are the radial component
of velocity vector of scatterer. Meteorological Doppler radars scan the three dimen-
sional space. It is required to synchronously operate three or more meteorological
Doppler radars, which are not aligned along the same baseline, to estimate precisely
the velocity vectors (east-west, north-south, and vertical components). On the other
hand, a variety of wind information such as radial and/or azimuthal changes of
radial wind speeds can be obtained even with single meteorological Doppler radar.
In this section, techniques for estimating two- or three-dimensional wind velocities
by using single Doppler radar are described.
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Fig. 4.5 (a) Doppler velocity aliasing and (b) Doppler velocity difference Δv between two PRFs
with the ratio of 4:3. Dotted lines and solid lines in (a) are for v1 and v2, respectively

4.2.1 Volume Velocity Processing (VVP) Method

A three-dimensional volume in a suitable size where velocity changes linearly is
assumed for estimation of velocities with single Doppler radar observations. The
accuracy of estimation of wind and that of divergence and deformation of the wind
field depend on the size and the shape of the volume, the measurement precision
of radial wind speed, linearity of actual wind, etc. The volume velocity processing
(VVP) method is a technique to estimate wind vectors directly in the volume with
radial wind speeds inside obtained by single Doppler radar (Waldteufel and Corbin
1979; Koscielny et al. 1982). The volume is called the analysis volume. The typical
dimensions of the volume are elevation angle width of 1–2◦, azimuthal angle width
of 30–40◦, and range depth of 20–30 km (Fig. 4.6, Doviak and Zrnić 2006, p. 305).
Consider that a radar located on the Earth’s surface measures wind vector at a point
P(r, θe, φ) in Fig. 4.6. The radar measures the radial velocity of the scatterer. If the
scatterer has significant terminal velocity, or is not passively carried by the wind,
the wind measurements will be biased. In general, the observed Doppler velocity
need to be corrected before the VVP method is applied. The radial component
of wind vector after the above correction is derived as follows. In the spherical
Earth coordinate with two orthogonal great circle paths, x and y are considered as
arc distance from the radar, where the y axis is along a meridian and the north is
positive. The vertical axis starts the center of the Earth, and goes through the point
P. The height z is the distance between the Earth’s surface and P. The effective Earth
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Fig. 4.6 The spherical coordinate system for the volume velocity processing (VVP) method.
Typical analysis volume dimensions are Δr � 20–30km; Δθe � 1–2◦; Δφ � 30–40◦ [from Doviak
and Zrnić 2006, p. 305]

radius ae is determined by the mean vertical gradient of radio refractive index. The
horizontal components u and v of the wind vector v are the tangents to the great
circle arcs passing through P and parallel to x and y, respectively, where the east
and north directions are positive. The vertical component w of v is along z-axis
(upward positive).

The wind vector v at an arbitrary point (x, y, z) within the analysis volume
is assumed to be expressed by the first-order Taylor series about a specific point
P0(x0, y0, z0) in the same analysis volume, where P0 is usually chosen at the center
of the analysis volume. Then,

v(x, y, z) = v(x0, y0, z0)+
∂v
∂x

(x− x0)+
∂v
∂y

(y− y0)+
∂v
∂ z

(z− z0). (4.16)

In the ordinary radar observations, r � ae, and the rectangular coordinates
(x, y, z) can be converted to the spherical coordinates (r, θe, φ) as follows;

x � r cosθ
′
e sinφ , (4.17)

y � r cosθ
′
e cosφ , (4.18)

z = (ae
2 + r2 + 2rae sinθe)

1/2 − ae, (4.19)
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where θ ′
e is the sum of elevation angle θe of the radar beam to point P and that

subtended between the vertical lines at the point P and at the radar. The angle θ ′
e is

given by

θ
′
e = θe + tan−1

(
r cosθe

ae + r sinθe

)
. (4.20)

The radial velocity vr is the projection of v onto r, the vector from the radar to the
point (r,θe,φ). Since r � ae, vr is expressed by

vr = v · (ix cosθ
′
e sinφ + iy cosθ

′
e cosφ + iz sinθ

′
e), (4.21)

where ix, iy, and iz are the unit vectors at r in the x-, y-, and z-directions, respectively.
Substituting the first order expression of v from (4.16) with the relations of x, y, and
z from (4.17) to (4.19) into (4.21) and rearranging individual terms, the following
expression is obtained (Easterbrook 1974; Doviak and Zrnić 2006, pp. 307–309);

vr = u
′
0 cosθ

′
e sinφ

+ux cosθ
′
e sinφ(r cosθ

′
e sinφ − x0)

+uz cosθ
′
e sinφ(z− z0)

+v
′
0 cosθ

′
e cosφ

+vy cosθ
′
e cosφ(r cosθ

′
e cosφ − y0)

+vz cosθ
′
e cosφ(z− z0)

+(uy + vx)cosθ
′
e

(
r cosθ

′
e sinφ cosφ − x0 cosφ + y0 sinφ

2

)

+w0 sinθ
′
e

+wx sinθ
′
e(r cosθ

′
e sinφ − x0)

+wy sinθ
′
e(r cosθ

′
e cosφ − y0)

+wz sinθ
′
e(z− z0), (4.22)

where the horizontal components of wind vector v at (x0, y0, z0) are u0 and v0.
The values u

′
0 and v

′
0 are called the modified wind components, and given by u

′
0 =[

u0 +
1
2 y0(vx − uy)

]
and v

′
0 =

[
v0 − 1

2 x0(vx − uy)
]
, respectively. The values which

are given by ux, uy, uz · · · are the rate of linear increase of wind, and given by ∂u/∂x,
∂u/∂y, ∂u/∂ z · · · , respectively. A linear wind field is usually described by 12 pa-
rameters (u0, ux, uy, uz, v0, vx, vy, vz, w0, wx, wy, wz). Equation (4.22) expresses
this wind field with 11 unknowns, u

′
0, ux, uz, v

′
0, vy, vz, uy+vx, w0, wx, wy, wz, as

a function of location, which can be solved by 11 independent equations.
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To facilitate the manipulation of (4.22), the vector Km is given by the 11× 1
matrix, and its transpose KT

m by

KT
m = (u

′
0, ux, uz, v

′
0, vy, vz, uy + vx, w0, wx, wy, wz), (4.23)

where the subscript T denotes a transposed matrix. Next, PT
m, the transpose of Pm,

that is the 1× 11 matrix of parameters concerned with r, θe, and φ , is expressed as

PT
m =

⎡

⎢⎢
⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢
⎢
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⎢
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⎢
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⎣
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⎤
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⎥⎥
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⎥
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⎥
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⎦

=

⎡
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⎢⎢
⎢
⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢
⎢⎢
⎢
⎣

cosθ ′
e sinφ

cosθ ′
e sinφ(r cosθ ′

e sinφ − x0)

cosθ ′
e sinφ(z− z0)

cosθ ′
e cosφ

cosθ ′
e cosφ(r cosθ ′

e cosφ − y0)

cosθ ′
e cosφ(z− z0)

cosθ ′
e

(
r cosθ ′

e sinφ cosφ − x0 cosφ + y0 sinφ
2

)

sinθ ′
e
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⎥⎥
⎥
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. (4.24)

Thus, the radial velocity vr is expressed by

vr = PmKm. (4.25)

The above equation indicates that the m(= 11) unknowns related to vr is uniquely
determined by m(= 11) equations (i.e., observations); however, the following
equation obtained by the least squares method is usually applied to solve Km,
utilizing redundancy of observed data. The number of data n obtained in one
sequence of observation is generally more than m, and, at least, several hundreds
of data are available, that is, the number of data is redundant. Radial velocity vector
vrn, which is composed of n observed data of radial velocities, is given by the
product of n×m matrix of Pnm, which is composed of the corresponding n number
of Pj( j = 1, 2, · · · , m), and Km, and therefore vrn is expressed as

vrn = PnmKm. (4.26)

Equation (4.26) is based upon the observations, and the solution obtained by the
least squares method for Km is given by

Km = (PT
nmPnm)

−1(PT
nmvrn), (4.27)
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Fig. 4.7 The coordinate system for the VAD method

and every parameter of Km, i.e., u
′
0, ux, uz, v

′
0, vy, vz, uy + vx, w0, wx, wy, wz, is

accordingly derived (Doviak and Zrnić 2006, pp. 307–309).
In the VVP method, it is assumed that the wind field linearly changes in the

analysis volume. However, actual wind usually changes more complicatedly inside
the analysis volume. In addition, it is necessary to be cautious about various errors
inherently accompanied in radial velocity measurements.

4.2.2 Velocity Azimuth Display (VAD) Method

Figure 4.7 illustrates that the radar beam is conically steered in the wind field along
a circle at a constant range r. If refraction of the radio ray path through a spherically
stratified medium in the Earth’s atmosphere (the curvature effect) is not taken into
account. x0 = y0 = 0, and z = z0. Since θ ′

e = θe in the same figure, z0 = r sinθe.
Furthermore, if w is constant along the circle, or wx = wy = 0, vr of (4.22) is
simplified as follows;

vr = w0 sinθe +
1
2
(ux + vy)r cos2 θe

+v0 cosθe cosφ + u0 cosθe sinφ

+
1
2
(vy − ux)r cos2 θe cos2φ +

1
2
(vx + uy)r cos2 θe sin 2φ . (4.28)
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As both r and θe are constant, (4.28) consists of the zeroth-, first- and second-order
harmonics of the following Fourier series with respect to the azimuth angle φ in
0 ≤ φ ≤ 2π ;

vr = a0 +
∞

∑
n=1

(an cosnφ + bn sinnφ). (4.29)

By comparing (4.28) and (4.29), Fourier coefficients a0, a1, b1, a2, and b2 are
given by

a0 = w0 sinθe +
1
2
(ux + vy)r cos2 θe, (4.30)

a1 = v0 cosθe, (4.31)

b1 = u0 cosθe, (4.32)

a2 =
1
2
(vy − ux)r cos2 θe, (4.33)

b2 =
1
2
(vx + uy)r cos2 θe, (4.34)

respectively. The radial velocities vr are generally observed at regular intervals
along the steered circle. The average horizontal wind speed, wind direction, and
divergence and deformation of the horizontal wind field are obtained by the
following equations from the Fourier coefficients. This technique is called the
velocity azimuth display (VAD) method (Browning and Wexler 1968).

Horizontal Wind Speed

vh =

√
a2

1 + b2
1

cosθe
=

√
u2

0 + v2
0. (4.35)

Horizontal Wind Direction

δ = tan−1 b1

a1
= tan−1 u0

v0
, (4.36)

where the angle δ is the direction of vh with respect to y-axis (North). The wind
direction (from which the wind blows) D is related with δ by D = δ +π .

Divergence of Horizontal Wind

divvh ≡
(
∂u
∂x

+
∂v
∂y

)
=

2
r cos2 θe

(a0 −w0 sinθe). (4.37)
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Fig. 4.8 The Doppler velocity patterns at a fixed elevation angle for various wind speed and
direction profiles. Solid lines, dotted lines, and thick dotted lines are contour lines of positive,
negative, and zero Doppler velocities, respectively. The interval of isolines is 0.2 times of the
maximum velocity. The black dots indicate the point of maximum velocities. The radar is located
at the center of the circles [from Wood and Brown 1983]

Deformations of Horizontal Wind

Stretching due to extension and shearing due to horizontal wind shear are ex-
pressed as

∂u
∂x

− ∂v
∂y

=− 2a2

r cos2 θe
Deformation due to extension, (4.38)

∂u
∂y

+
∂v
∂x

=
2b2

r cos2 θe
Deformation due to horizontal wind shear. (4.39)

If wind speed and direction are uniform within the circle (ux = uy = 0), vr is given by

vr = wsinθe + vh cosθe cos(δ −φ), (4.40)

where w is the vertical component of vr. The VAD method has been traditionally
used by the meteorological radars, and the same method can be applied also to
the atmospheric radars. This case will be discussed in Sect. 7.2.1. Figure 4.8 shows
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a variety of iso-contour lines of Doppler speed, which are observed by the VAD
method at a constant elevation angle θe for various horizontal wind speeds and
directions. Each outer circle represents radial Doppler speeds at the highest altitude
H and the range r = H/sinθe (Wood and Brown 1983). The pattern within the
circle corresponds to wind speed at lower altitudes. The Doppler velocities within
the circle are mainly determined by the wind speed, while the positions of the zero
speed lines are uniquely decided by the wind direction profile. Thus, approximate
height profile of the horizontal wind is inferred from this pattern.

4.2.3 Wind Observations with Bistatic Doppler Radar

Ordinary Doppler radars that share single antenna for transmission and reception
are called monostatic Doppler radars. On the other hand, the radars equipped with a
pair of antennas that are separately located, typically by a large distances, where one
antenna is used exclusively for transmitting and the other is used for reception are
called a bistatic Doppler radar. When a radar transmits pulses toward the scatterers,
oblique (lateral) scatterings are generated to various directions, in addition to the
backscattering toward the radar. In a bistatic Doppler radar system, the main radar
(monostatic radar) antenna receives backscattered signals, while the separately
located passive radar (receiver) antenna receives obliquely scattered signals (e.g.,
Doviak and Weil 1972; Doviak et al. 1972).

A bistatic multiple-Doppler radar which has a high angular resolution beam of
the transmitting antenna that scans the common space, and has some receiving
antennas which are relatively small in size and spaced far from the large transmitting
antennas and far from each other, perform synchronized Doppler observations to
measure two- or three-dimensional wind vectors (Doviak 1972; Wurman et al.
1993; de Elı́a and Zawadzki 2000, 2001; Satoh and Wurman 2003). A bistatic
multiple-Doppler radar can be regarded as a configuration with the performance
of several bistatic Doppler radar pairs, and a bistatic Doppler radar is composed of
one transmitter and one receiver.

Geometry of Bistatic Radar

The performance of a bistatic Doppler radar depends on two basic geometrical
characteristics, i.e., the transmitter–receiver antenna separation and transmitter–
scatterer–receiver triangulation (e.g., Hanle 1986; Jackson 1986). For simplicity,
in the following discussion we assume that elevation angle of the transmitting
beam is zero. The geometry of bistatic Doppler radar is shown in Fig. 4.9a, where
points T, R, and O denote the locations of the monostatic radar (transmitter), the
bistatic radar (receiver), and the center of the bistatic scattering volume having a
location determined by the bistatic receiver’s range gate and the narrow beam of
the transmitting antenna, respectively. The monostatic scattering volume location
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Fig. 4.9 (a) Geometry of a bistatic Doppler radar in an azimuthal plane, where elevation angle
of the transmitting beam is zero. Light and heavy shaded regions indicate bistatic and monostatic
scattering volumes, respectively. In (b), point O and surrounding geometry are the expansion of
the same region of (a). β is the bistatic angle

is determined by the monostatic receiver’s gate location and the receiver’s field of
view (i.e., the same as the transmitter’s beamwidth θ1T). The transmitting antenna
is assumed to have a narrow beam (e.g., approximately 1◦) directed at an elevation
angle of 0◦, and an azimuth angle of φT. The bistatic receiving antenna is assumed
to have a large field of view that is fixed (i.e., the receiver’s beam is fixed and
very broad so there is no need to specify the receiver’s elevation and azimuth
angles) to observe echoes from anywhere within a large volume of scatterers (e.g.,
a thunderstorm) into which the transmitting beam is directed. Thus φV in Fig. 4.9
is not the receiving beam’s azimuth angle, but the azimuth to the scattering volume
(i.e., the shaded volume in Fig. 4.9, where light and heavy shaded regions indicate
bistatic and monostatic scattering volume, respectively). The distance between the
transmitter and the receiver is 2d (fixed value). The distances from the transmitter to
the bistatic scattering volume and the distance from this volume to the receiver are rT

and rR, respectively; thus rT + rR is the total bistatic path. The angle β is the bistatic
angle, i.e., the angle between rT and rR. Point P is the position of transmitted pulse
when the bistatic echo is received by the bistatic radar. Although this point has no
meaning for bistatic scattering, it will be used in the following paragraph to derive
β/2 with simple geometry.

Here we assume that the receiver is phase locked to the transmitted rf signal,
and the transmitted pulse and receiver’s gates are synchronized. If an observer
at R knows φT and the bistatic receiver’s sampling gate times ts (i.e., the delay
time from the start of the transmitted pulse to the time ts of any of the bistatic
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radar’s sampling gates), the observer at R can determine the locations of the bistatic
scattering volumes along the transmitter’s beam. If the observer also knows the
monostatic receiver’s sampling gate locations, the locations of the backscattering
volumes along the transmitting beam can also be calculated. The total bistatic path
(rT + rR) is equal to cts, where c is the speed of light. Thus, β/2 is expressed from
the right triangle with vertices P and R in Fig. 4.9a as

β
2
= tan−1

(
2d sinφT

cts − 2d cosφT

)
. (4.41)

Using (4.41) and measured ts, the location of the scattering volume along the
transmitting beam (in azimuth plane) can be determined. First, φV, i.e., the azimuth
to the scattering volume at point R (receiver), is given by Jackson (1986)

φV = φT +β = φT + 2tan−1
(

2d sinφT

cts − 2d cosφT

)
. (4.42)

Next, equating the total bistatic path cts to a given value, rT takes the form (Jackson
1986; Doviak and Zrnić 2006, p. 431)

rT =
(cts)2 − (2d)2

2(cts − 2d cosφT)
ts ≥ 2d/c. (4.43)

Doppler Observations with Bistatic Radar

The bistatic radar receiver measures a Doppler velocity along the bisector of
β , and the monostatic radar receiver measures a Doppler velocity along the
transmitted beam. Thus the vector velocity in the plane can be computed from these
two components. The ellipse of constant phase (surface of the bistatic scattering
volume) in Fig. 4.9a has its foci at the locations of the transmitter and the receiver.
If scatterers move along the ellipse, the receiver does not measure any phase change.
Assuming the receiver is phase locked to the transmitted signal, all of the points on
the ellipse (ellipse of constant phase) are seen by the receiver as equidistant from
the transmitter, thus only motion perpendicular to the ellipse is measured (Protat
and Zawadzki 1999). Doppler velocities measured by the radar in the azimuthal
plane are shown in Fig. 4.9b. In (b), point O and surrounding geometry are the
expansion of the same region of (a). Vector v is the wind velocity vector, vT

is the radial projection to the transmitter (Monostatic radar component), and ve

is the perpendicular component to the ellipse of constant phase (Bistatic radar
component), i.e., the projection of the wind vector component onto the line that
bisects the included angle between the lines drawn from the transmitter to “O”
and from the receiver to “O”. Vectors t, b, and e in (b) are unit vectors in the
radial directions of the transmitter, the receiver, and the bistatic radar component,
respectively.
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If the time interval between successive pulses is Δt, the difference in the path
length ΔS is expressed by

ΔS = (v · t+ v ·b)Δt, (4.44)

where |v · t|= |vT|= vT is the monostatic Doppler velocity. For a given true velocity
along the beam or the true velocity ve along the bisector of β , the monostatic
Doppler velocity is independent of the monostatic volume’s location along the
transmitter beam whereas the bistatic Doppler velocity is dependent of the location
of the bistatic volume along the transmitter beam. The “apparent” velocity va

measured by the receiver is defined by dividing the difference in path length by
2Δt as (Protat and Zawadzki 1999)

va =
ΔS
2Δt

=
1
2

v · (t+ b). (4.45)

Rewriting the vector sum in (4.45) as

(t+ b) = 2cos(β/2)e, (4.46)

ve can be expressed as (Protat and Zawadzki 1999; de Elı́a and Zawadzki 2001);

ve =
va

cos(β/2)
, (4.47)

where |v · e|= |ve|= ve, and β/2 is given by (4.41). Equation (4.47) shows that the
Doppler velocity of scatterers on a hyperbolic trajectory, which corresponds to radial
direction in a monostatic Doppler radar, varies from the monostatic maximum value
at large ranges to zero when it crosses the baseline (Hanle 1986). Figure 4.10 shows
an example of curves of constant Doppler reduction ratio. The numeric values on
the curves show that the Doppler velocity of the scatterer measured by the bistatic
receiver is reduced from the monostatic maximum one by corresponding to the ratio.
The value va has a unique Nyquist velocity (aliasing velocity) like a monostatic
Doppler radar. Therefore, corrections of the aliasing velocity should be done before
obtaining ve by (4.47) (Satoh and Wurman 2003).

By using only a bistatic Doppler radar, the vector wind component can not be
retrieved. To retrieve it in the azimuthal plane, another measurement is needed; this
is obtained from the Doppler shift measured by the monostatic radar. As apparent
from Fig. 4.9b, the wind component perpendicular to radial velocity can be shown
by simple geometry using vT, ve and cos(β/2) (de Elı́a and Zawadzki 2001). They
can be used to calculate the total wind component in the azimuthal plane. To obtain
the three-dimensional vector wind, another bistatic receiver is needed. The methods
of synthesis of the monostatic Doppler velocity and the bistatic Doppler velocity to
obtain three dimensional wind field (u,v,w) are discussed by e.g., Wurman et al.
(1993) and Satoh and Wurman (2003).
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Fig. 4.10 Curves of constant Doppler reduction ratio. The numeric values on the curves show
that the Doppler velocity of the scatterer measured by the bistatic receiver is reduced from the
monostatic maximum one by corresponding to the ratio [revised from Hanle 1986]

Sample Volume and Radar Equation of Bistatic Radar

Applying (3.31), a bistatic Doppler radar equation is expressed by

E[Pr] =
PtgTgRλ 2

(4π)3r2
Tr2

R

ΣσB sinχ , (4.48)

where gT and gR are gains of the transmitting and receiving antenna, respectively, rT

and rR are distances from the transmitter to the scatterer and from the scatterer to the
receiver, respectively, σB is the bistatic scattering cross section, and χ is the angle
between the incident and scattered electric field vectors. The bistatic scattering cross
section of the scattering volume is given by

ΣσB =VBηB, (4.49)

where VB is the scattering volume of a bistatic Doppler radar and ηB is the bistatic
reflectivity.

If the beam of the receiving radar is much larger than the region enclosed within
the transmitting radar beam and two ellipsoid surfaces as shown in the shaded region
in Fig. 4.9a, the bistatic resolution volume is determined by the shaded region.
Using a cross sectional area of a transmitted beam defined by a Gaussian-shaped
antenna pattern and the interval of two ellipsoid surface (separation) Δs, the bistatic
scattering volume VB is expressed in analogy with V6 in (3.39) as
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VB � r2
TΔs

πθ 2
T

8 ln2
, (4.50)

where θT is the beamwidths of the transmitting radar in the E and H planes. The
separation Δs is determined by the transmitted pulse width τ and the receiver’s
gating time ts as1 (Doviak and Zrnić 2006, p. 431)

Δs � cτ
2cos(β/2)

=
cτ
2

[
1+

4d2 sin2 φV

(cts + 2d cosφV)2

]1/2

. (4.51)

Substituting (4.51) into (4.50), (4.50) into (4.49), and (4.49) into (4.48), the
estimated received power E[Pr] of a bistatic Doppler radar is given by

E[Pr] =
PtgTgRλ 2θ 2

Tcτ
210(ln2)π2r2

R

[
1+

4d2 sin2 φV

(cts + 2d cosφV)2

]1/2

ηB sinχ , (4.52)

where all terms except for φV and rR are parameters determined by the transmitter
(monostatic radar) and the receiver (bistatic radar). The value φV is determined
using measured receiver’s gating time ts and (4.42), and rR is calculated by replacing
cosφT to −cosφV in (4.43).

Applications of Bistatic Doppler Radar

Figure 4.11 shows the typical configuration of a bistatic multiple-Doppler radar
network with one monostatic radar and two bistatic radars (receivers). The most
important advantage of bistatic Doppler radars using wide receiving beams and
combined with a narrow beam monostatic radar is Doppler velocities in more than
one direction can be simultaneously obtained at each bistatic scattering volume
V6(B) (= VB) for both bistatic radars, and at each monostatic scattering volume
V6(M) along the transmitting beam (Fig. 4.11). That is, the vector wind is calculated
from simultaneous observations of Doppler velocities at contiguous points along
the transmitting beam without the need for temporal interpolation as with multiple
monostatic measurements of vector winds (Sect. 4.3). Furthermore, this method is
particularly effective from the viewpoint of frequency utilization, since it is possible
to perform Doppler observations with only one operational frequency in the same
way as that made by radar network operated with multiple operational frequencies.
On the other hand, the bistatic Doppler radar is essentially a passive radar network,
and the total scattered echo intensities are weaker2 than those obtained with the same
number of monostatic Doppler radar antennas. Actually, this considerably limits

1de Elı́a and Zawadzki (2000) and Satoh and Wurman (2003) adopts not cτ/[2cos(β/2)] but
cτ/[2cos2(β/2)] in (4.51).
2The scattered echoes are not weaker, the received echoes are weaker because of the low gain of
the receiving antenna.
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Fig. 4.11 Typical configuration of a bistatic multiple-Doppler radar network

the observation range for passive radar networks. This method is simple but quite
effective for observations of heavy rainfalls.

4.3 Multiple Monostatic Doppler Radars

If multiple monostatic Doppler radars are located at a certain interval and applied
for observation of the same scatterer at the same time, the number of wind vector
components is expected to increase. In fact, as mentioned in the previous sections,
single Doppler radar cannot measure the vector velocity of the scatterer. Nor
two Doppler radars. At least, three non colinear radars are needed for precise
measurement of the three components of the scatterer’s velocity.

Presupposing that the wind field does not significantly change over the time it
takes for both radars to scan the volume of interest (e.g., a storm), two Doppler
radars are independently scanned to observe an identical three dimensional space
as shown in Fig. 4.12a. Wind velocity data obtained with both radars in the polar
coordinates are converted to vector (u, v, w) in the Cartesian coordinate. This
procedure is called either the independent scanning method (Brandes 1977; Ray
et al. 1980) or the dual Doppler method. Because synchronization is not required
and thus, the operations are comparatively simple, many observational results have
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Fig. 4.12 Schematic of dual Doppler radar observations. (a) Independent scanning method and
(b) COPLAN method

been reported (e.g., Ishihara et al. 1986; Fujiyoshi and Geng 1995). On the other
hand, two radars scan the identical planes at the same time as shown in Fig. 4.12b.
In this case, the elevation angles of the two radar antennas are varied according to
the respective scanned planes where the data are derived from the two radars in
the cylindrical coordinates with the polar axis connecting the two radars. The wind
data are analyzed in the cylindrical coordinates. This method is called the COPLAN
method (Lhermitte 1970; Lhermitte and Miller 1970).

4.3.1 Independent Scanning Method

In this method, wind vectors are synthesized by individual radial velocities observed
independently by multiple Doppler radars. Because a single monostatic Doppler
radar can obtain only the radial component of the wind vector at each point, the
plural radars are needed to obtain radial wind components in plural directions.
At least three non colinear components are needed to retrieve the wind vector.
Furthermore, the wind field must not change significantly during the lapse time
while each radar scans the common volume. In addition, when three components
of wind vectors are estimated with two radars, the equation of continuity for
incompressible medium should be used. The boundary conditions needed to solve
this equation is the vertical velocity component w to start the calculation of the
integral in the equation, e.g., w = 0 at the top of the echo or at the ground. The
detail will be discussed later in this subsection.

The Doppler velocity vi of precipitation particles at the point (x, y, z) observed
with the ith radar, which is located at the point (xi, yi, zi), is shown by the following
equation, using the wind vector components u, v, w and the terminal velocity of
precipitations (fall speed) wT.

vi =
1
ri
[(x− xi)u+(y− yi)v+(z− zi)(w−wT)], (4.53)
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Fig. 4.13 The coordinate
system for the independent
scanning method with two
Doppler radars

where ri is the distance between the ith radar and the point (x,y,z), which is given by

r2
i = (x− xi)

2 +(y− yi)
2 +(z− zi)

2. (4.54)

Equation (4.53) is the Cartesian coordinate expression of (4.22). When two radars
shown in Fig. 4.13 are employed, equations of (4.53) for i = 1,2 are solved for u
and v as follows:

u =
r1Y2v1 − r2Y1v2

D
+

Y1Z2 −Y2Z1

D
(w−wT), (4.55)

v =
r2X1v2 − r1X2v1

D
+

X2Z1 −X1Z2

D
(w−wT), (4.56)

where Xi = x− xi, Yi = y− yi, Zi = z− zi, and D = X1Y2 −X2Y1 (Armijo 1969).
If the second terms of the right-hand side of both (4.55) and (4.56), which

are related to the vertical velocity component, could be ignored to the first
approximation, two vector components (u, v) are uniquely determined. Meanwhile,
wT and w must be separately known to obtain three components (u,v,w) of wind
vector.

As for wT(terminal velocity), various expressions have been presented as func-
tions of the drop size distribution, radar reflectivity factor, and atmospheric density,
or their combinations since Gunn and Kinzer (1949). Details will be shown later
in Sect. 6.1.1. Here, we adopt, as an example, the following empirical formula,
which is given as the function of radar reflectivity factor (Atlas et al. 1973). The
standard error of this formula is known less than or equal to 1ms−1 for rain of
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1 ≤ Z ≤ 105 [mm6 m−3] (Joss and Waldvogel 1970). It increases to several ms−1

for ice crystal, hail and so on.

wT = 2.65Z0.1114
(
ρa0

ρa

)0.4

[ms−1], (4.57)

where Z is the radar reflectivity factor [mm6 m−3]. The parameters ρa0 and ρa are
atmospheric density on the ground and that at the height of the observed point,
respectively.

Another equation should be required to obtain three components of wind vector
(u, v, w), in addition to (4.55) and (4.56). When the ordinary precipitations are
considered, the equation of continuity for incompressible medium is applied as
follows (Ogura and Phillips 1962);

∂u
∂x

+
∂v
∂y

+
∂w
∂ z

=− w
ρa

∂ρa

∂ z
. (4.58)

The above equation can be transformed to

∂ (ρaw)
∂ z

=−ρa

(
∂u
∂x

+
∂v
∂y

)
, (4.59)

and therefore vertical wind w at the height zn is given by

w =
ρa1

ρan
w1 − 1

ρan

∫ zn

z1

ρa

(
∂u
∂x

+
∂v
∂y

)
dz, (4.60)

where ρan is the atmospheric density at the height zn, and w1 is the boundary
condition for w at the height z1 where the above integration starts.

Usually, the following relaxation (iterative) method (e.g., Saad 2003, Chap. 4) is
applied to derive the unknown quantities u, v, and w from (4.55), (4.56), and (4.60).
First, given the boundary condition of w1 at the altitude z1, u1 and v1 are calculated
at the same altitude by (4.56) and (4.57). Next, a temporary w2 at the subsequent
altitude z2 is estimated by (4.60) using the above u1 and v1. Then, u2 and v2 are
calculated using the temporary w2. Next, w2 is computed again using u2 and v2, and
the difference δw from the previously obtained temporary value of w is calculated.
This procedure is repeated until |δw| becomes smaller than the default value. If
|δw| becomes smaller than the default value, the relaxation is considered to be
converged, and the computation at the subsequent altitude is performed. In this way
three dimensional distributions of u, v and w are derived in the common volume
which is common to the two volumes scanned by the two radars. If the boundary
condition is given at the ground that w = 0, z is increased upward from z1 = 0.
Whereas z is decreased if the calculation is started at the echo top. The errors in the
calculation of (4.60) are discussed by e.g., Testud (1982) and Yamada (1997). The
difference of accumulated error in between increase and decrease of z is discussed
by e.g., Ray et al. (1980) and Nelson and Brown (1987).
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Fig. 4.14 The cylindrical coordinates for the COPLAN method

In this processing, a stationarity is assumed in the object space during the period
of one sequence of three dimensional scanning. The total period required to scan
the three dimensional space is decided by the antenna azimuthal rotation speed,
number of elevation angles, and the dwell time (i.e., the time specified to make a
measurement of radial velocity). The dwell time in turn depends on the specified
accuracy of the radial velocity measurement. It is necessary to select wisely the
time period of observations in the balance with the stationarity of scatterers.

4.3.2 COPLAN

In the above-mentioned independent scanning method, a wind vector (u, v, w)
is derived from (4.55), (4.56), and (4.60) using two radial velocities obtained
independently with the two radars. Here, the wind field is assumed to be quasi-
stationary over the time it takes for both radars to scan the volume of interest (e.g.,
a storm). In the COPLAN method, on the other hand, two out of three components
of wind vector in the cylindrical coordinates are directly obtained as follows;

In the cylindrical coordinates shown in Fig. 4.14, two radars 1 and 2 are located
at the distances −d and +d, respectively, from the coordinate origin along the base
line (i.e, the cylinder axis; x-axis). Two radars are synchronously scanned in the
plane which contains the x-axis and the observation point P. If the angle between
the ground which contains the radar axis and the scanning plane is α , the elevation
angle of P from the ith radar (i = 1,2) is θei, and the azimuthal angle from the



100 4 Principle of Doppler Velocity Measurement

direction which is perpendicular to the radar axis is φi, the antenna of each radar is
scanned restrictedly to satisfy the following relations (Lhermitte and Miller 1970);

tanα =
tanθe1

cosφ1
=

tanθe2

cosφ2
. (4.61)

If x coordinate of the observation point P is s, and if the distance between P and
the cylinder axis is r, the wind vector at P(r, s, α) are expressed by the following
three components; vr and vs which are perpendicular and parallel to the base line,
respectively, and vα which is perpendicular to the scanning plane. They are related
to the components u, v, w in the Cartesian coordinate as (Ray et al. 1975; Testud
1982).

vr = vcosα+wsinα, (4.62)

vs = u, (4.63)

vα =−vsinα+wcosα. (4.64)

The analysis of the COPLAN method requires to express vr, vs, and vα with the
radial velocities observed by the radars and their coordinates. First in (4.55), Y1 =Y2

and Z1 = Z2, and thus

u =
r1v1 − r2v2

X1 −X2
. (4.65)

Next, X1 = s+ d, X2 = s− d, and X1 −X2 = 2d. Thus, (4.63) and (4.64) give

vs =
r1v1 − r2v2

2d
. (4.66)

Similarly, (4.56) becomes

v =
1

2dY1
[r2v2(s+ d)− r1v1(s− d)− 2dZ1(w−wT)]. (4.67)

Substituting (4.67) into (4.62),

vr =
cosα
2dY1

[r2v2(s+ d)− r1v1(s− d)− 2dZ1(w−wT)]+wsinα (4.68)

is obtained. Furthermore, using the relations Y1 = r cosα , and Z1 = r sinα , (4.68)
yields

vr =
r2v2(s+ d)− r1v1(s− d)

2rd
+wT sinα. (4.69)

The component vα , which is perpendicular to the scanning plane, is obtained by
the equation of continuity in the same way as that for the independent scanning
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mode. The equation of continuity for an incompressible medium in the cylindrical
coordinates is expressed by

∂
∂ s

(ρavs)+
1
r
∂
∂ r

(rρavr)+
1
r
∂
∂α

(ρavα) = 0, (4.70)

where ρa is the atmospheric density. If (4.70) is integrated with respect to α ,

vα =− r
ρa

∫ α

0

[
∂
∂ s

(ρavs)+
1
r
∂
∂ r

(rρavr)

]
dα (4.71)

is derived (Ray et al. 1975; Testud 1982).
Equations (4.66) and (4.69) indicate that vs and vr are directly obtained from

Doppler velocity components in the scanning plane and the coordinate of P. Thus,
it is apparent that scatterers should be quasi-stationary during observations in
one scanning plane to calculate vs and vr. Therefore, the lapse time of scanning
required for the COPLAN method is an order of magnitude smaller than that for the
independent scanning method. Although the antenna scanning sequence is rather
complicated in the COPLAN method, it is more suitable than the independent
scanning method to the observations of the real atmosphere which changes rapidly.

4.3.3 Distance of Two Doppler Radars

When two monostatic Doppler radars 1 and 2 are used to determine the wind
field inside storms, the distance between them determines the volume within which
accurate wind fields can be calculated. The error variances of the wind components
u and v are given by εu

2 and εv
2, respectively, and those of Doppler velocity which

are inherent in the two radars are ε1
2 and ε2

2, respectively. The relation between
these error variances and the between-beam angle β (see Fig. 4.15a) are derived as
follows.

If the radial velocities observed with Doppler radars 1 and 2 are vr1 and vr2,
respectively, the azimuth angles between the direction to P (the point where two
radar beams intersect in Fig. 4.15a) and the base line of two radars are θ1 and θ2,
respectively (these are not shown in Fig. 4.15), and the elevation angle is negligibly
small, vr1, vr2 and u, v are related by the following equations;

vr1 = usinθ1 + vcosθ1, (4.72)

vr2 = usinθ2 + vcosθ2, (4.73)

u =
cosθ2

A
vr1 − cosθ1

A
vr2, (4.74)

v =
−sinθ2

A
vr1 +

sinθ1

A
vr2, (4.75)
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Fig. 4.15 Regarding dual Doppler radar observation by Radar 1 at −d and Radar 2 at d, (a) the
area where the sum of error variances εu

2 + εv
2 is smaller than a specified value, and (b) the area

where the distance from two radars is equal to R and less [from Davies-Jones 1979]

where A = sinθ1 cosθ2 − cosθ1 sinθ2 = sin(θ1 − θ2) = sin(−β ) = −sinβ . As vr1

and vr2 are independent, the error variances of u and v, εu
2 and εv

2, respectively,
become

εu
2 =

cos2 θ2

A2 ε1
2 +

cos2 θ1

A2 ε2
2, (4.76)

εv
2 =

sin2 θ2

A2 ε1
2 +

sin2 θ1

A2 ε2
2, (4.77)

εu
2 + εv

2 =
ε1

2 + ε2
2

sin2β
, (4.78)

and finally the following relation is derived (Lhermitte and Miller 1970).

εu
2 + εv

2

ε1
2 + ε2

2 = csc2β . (4.79)

In Fig. 4.15a, the contour where the sum of error variances εu
2 + εv

2 becomes
a constant value is the two circular arcs which have two radars on their circum-
ferences. The area where this sum becomes smaller than the constant value is the
shaded region surrounded by the two circular arcs, where the crossing angles of two
radar beams are β and π − β , respectively. The sum εu

2 + εv
2 becomes minimum

on the circumference of the circles whose diameter is determined by the base line of
the two radars. The sum of the error variance increases both inside and outside the
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circumference. On the other hand, the resolution which depends on the range is Rθ .
where the distance from radar and the beamwidth are R and θ [rad], respectively.
The shaded region in Fig. 4.15b indicates the area where the distance from the
two radars is less than or equal to R, i.e., the area where the resolution becomes
geometrically less than or equal to Rθ . Note that Doppler velocity data collected
with equal spacing of radar range and beam position result in dual Doppler radar
fields having no data location coincidence. Thus, interpolation is required to locate
data on a common grid (Doviak and Ray 1976). The interpolation volume is usually
much larger than the above value.

Because the resolution deteriorates with increasing distance, it generally worsens
the error variance of Doppler velocities by vertical shear of horizontal wind to
expand the distance between two radars. Actually, the common area of Fig. 4.15a, b
becomes the effective observation area with two Doppler radars from the points
of view of error variance and resolution to be allowed. The more quantitative
evaluations are discussed in detail by Davies-Jones (1979) and others. In the above
discussion, the beamwidths of two radars are assumed to be equal. However, the
similar discussion can be also extended when their beamwidths are not identical.

The lapse time required to conduct a sequence of observations in three dimen-
sional space3 should be decided by taking the characteristic time of the wind field
into consideration. The narrower the interval of elevation angles between scanning
planes is, the smaller the error variance of vertical wind. Hence, it is desirable to
set elevation scanning planes as many as possible, whereas the time to scan the
volume increases. Thus, there is a tradeoff between exceeding the characteristic
time of the wind field and the accuracy of the vertical wind calculation. For example,
Ushiyama et al. (2005) discusses an idealized dual Doppler radar observation based
on the numerical simulation for tropical cloud systems. Usually, radars are operated
according to a set of predefined coverage patterns. On the contrary, Wang et al.
(2008) discusses dynamic scan strategy for dual Doppler radar observation so that
the coverage patterns can be optimized for acquisition of data in a networked radar
system.

4.3.4 Wind Velocity Observations with Three or More Radars

For wind observations by two monostatic Doppler radars, three components of
wind vector (u, v, w) are obtained from (4.55) and (4.56), when supplemented
by the equation of continuity (4.60), and using the radial wind velocities which
are measured by each radar. If three radars are implemented, wind vector can
be uniquely determined from the radial wind velocities, which are measured by
these radars, and the equation of continuity is not necessary. In this case, we can

3The scan strategies or volume coverage patterns (VCPs) of typical monostatic radars will be
discussed in Sect. 8.1.4.



104 4 Principle of Doppler Velocity Measurement

obtain three equations which correspond to (4.53) simultaneously at one observation
point, and (u, v, w) is derived by computing the inverse matrix for the matrix with
coefficients of the above three equations. If the continuity equation is used and there
are three radars, the terminal velocity can then be retrieved. When more than three
radars are used, there are more number of equations than that of the unknowns,
and thus they are determined by the least squares method. Multi-beam observations
by one single atmospheric radar to be described later in Sect. 7.2.1 are regarded
equivalent to the above-mentioned single beam observations by multiple radars.



Chapter 5
Reception and Processing of Signals

Signals returned from scatterers are received by antenna and sent to receiver
through feeders such as waveguide and coaxial cable. At the receiver, signals are
discriminated from noise, and various signal processing is performed to obtain
the desired signals. In recent years, conversion of analog to digital signals tends
to be done in the earlier stage than before, where various filter operations for
discrimination of received signals are widely conducted by digital processing. In
this chapter, the characteristics of radar signals, the receiver system, and processing
techniques of discrete signals will be discussed.

5.1 Receiver Sensitivity

The received power from cloud and precipitation particles which are the major
scatterers for meteorological radars, and that from Bragg scatterers which are major
ones for atmospheric radars is often as small as the noise power or much smaller.
Thus, it is indispensable to know the characteristics of internal and external noise
which affect receiver sensitivity.

5.1.1 Noise Power

Here, we assume that undesired signals like ground clutter have been properly
removed or suppressed,1 and discuss the characteristics of noise power that is
originated by internal and external sources. Noise of radar includes receiver thermal
noise, which is of internal origin, and noises due to thermal emissions from the

1Removal or suppression of the undesired signals will be discussed later in Sect. 8.4.2.

S. Fukao and K. Hamazu, Radar for Meteorological and Atmospheric Observations,
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Fig. 5.1 Power spectral density of white noise (a) spreading over the whole frequency band and
(b) existing within the bandwidth B

sun, galactic radio emission, atmospheric emission, clouds,2 and ground, which are
of external origin. Thermal emission is called white noise because power spectral
density is almost uniform over the whole frequency band as shown in Fig. 5.1a. The
radar receiver noise can be considered to be the white noise. Such a noise would have
the infinite power if the receiver bandwidth were infinite but all practical receivers
have finite bandwidth. For finite bandwidth receivers, the noise power is typically
white over the bandwidth B (Fig. 5.1b) of the receiver. If the noise temperature of
the noise source is T [K], the power spectral density SN( f ) [WHz−1] is expressed by

SN( f ) =
N0

2
=

kT
2

−∞< f < ∞, (5.1)

where the Boltzmann’s constant, k, is 1.38× 10−23 [JK−1]. Practically, the power
spectral density of noise is defined in the positive frequency domain whereas
spectrum analysis deals with it in both positive and negative frequencies, and
consequently the coefficient 1/2 is needed here. When defining it only in the positive
frequency, the power spectral density of noise is expressed as SN( f ) =N0 = kT (0<
f < ∞). If the noise is received by receiver with bandwidth B as shown in Fig. 5.1b,
the input power to the receiver, or the noise power PN becomes

PN =
N0

2
× 2B = kT B. (5.2)

To estimate the noise power, the base level is generally set in the stage before the
received signal is converted from radio frequency (rf) to intermediate frequency (IF).
The bandwidth at the base level is shown by B. The optimal value of B is equal to the
bandwidth of the matched filter as shown later. However, it is generally set, from a

2Two sources of radiation from cloud and ground are often observed with weather radars (e.g.,
Fang et al. 2004).
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Fig. 5.2 (a) Input power and output power of a noisy circuit. (b) Equivalent noise-free circuit
to (a)

practical standpoint, to the value which is near the reciprocal of the transmitted
pulse width (for example, if the pulse width is 1μs, the bandwidth is approximately
1 MHz).3

Noise Figure

Ulaby et al. (1981, p. 347) discussed in detail characteristics of noise. The following
discussion in this subsection is based upon their description. The noise figure (NF)
F of a system (or circuit) is defined by

F ≡ Psi/Pni

Pso/Pno
, (5.3)

where Psi and Pni are the input signal power and the input noise power, respectively,
while Pso and Pno are the output signal power and the output noise power, respec-
tively. Furthermore, the actual input noise power available at the input terminal of
the circuit, Pni, is given as (5.2) by

Pni = kTiBn, (5.4)

where Ti is the input noise temperature, and Bn is the noise bandwidth.
If Psi is inputted to a noisy circuit of gain g, where the lower case symbol g

denotes gain values in a pure number, and NF is F as shown in Fig. 5.2a, Pso and Pno

become

Pso = gPsi, (5.5)

Pno = gPni+ΔPno, (5.6)

respectively, where ΔPno is the noise power generated by the noisy circuit. Substi-
tuting (5.4) to (5.6) into (5.3), F becomes

F = 1+
ΔPno

gkTiBn
. (5.7)

3The actual receiver bandwidth will be discussed in Sect. 8.3.5.
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From (5.7), ΔPno is given by

ΔPno = (F − 1)gkTiBn, (5.8)

and the output noise power Pno is expressed as

Pno = gkTiBn +(F − 1)gkTiBn = FgkTiBn. (5.9)

The above equation shows that the noise performance of the noisy circuit in Fig. 5.2a
is equivalent to that of an ideal noise-free circuit with input noise temperature equal
to FTi. An equivalent noise-free circuit to Fig. 5.2a is shown in b. Defining the
equivalent input noise temperature Te in b which is referred to the input terminal
of the circuit, ΔPno and Pno are expressed as

ΔPno = 7gkTeBn. (5.10)

Pno = gk(Ti +Te)Bn, (5.11)

respectively. Furthermore, from (5.8) and (5.10),

Te = (F − 1)Ti, (5.12)

F = 1+
Te

Ti
, (5.13)

are derived. Both quantities, F and Te, describe the same property of the circuit. To
measure F in an actual circuit, it is necessary to specify the value of Ti, thus the
definition of noise figure has been standardized by choosing Ti to be T0 = 290K
(room temperature) (Ulaby et al. 1981, p. 353).

Noise of Cascaded Circuits

If noisy two circuits such as amplifiers are connected in cascade, the output noise
powers of circuit 1 and 2 are given using (5.11) as

Pno1 = g1k(Ti +Te1)Bn, (5.14)

Pno2 = g2k[g1(Ti +Te1)+Te2]Bn

= g1g2k

(
Ti +Te1 +

Te2

g1

)
Bn, (5.15)

respectively, where Te1 and Te2 are the equivalent input noise temperatures of circuits
1 and 2, respectively. Using (5.13) and putting Ti = T0, (5.15) is rewritten as

Pno2 = g1g2kT0Bn

(
1+F1− 1+

F2 − 1
g1

)
, (5.16)
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where F1 and F2 are the noise figures of circuits 1 and 2, respectively. By
generalizing this 2-stage circuit to a system consisting of n stages, the equivalent
input noise temperature of the overall system, Te, becomes

Te = Te1 +
Te2

g1
+

Te3

g1g2
+ · · ·+ Ten

g1g2 · · ·gn−1
. (5.17)

In the same way, the noise figure of the overall system is given by

F = F1 +
F2 − 1

g1
+

F3 − 1
g1g2

+ · · ·+ Fn−1

g1g2 · · ·gn−1
. (5.18)

Equations (5.17) and (5.18) shows that if the gain of the first stage, i.e., low noise
amplifier (LNA) in radar receiver, is sufficiently high to amplify the equivalent noise
power at its input terminal to levels far above the additional noise due to subsequent
amplifiers, then the noise contributed by them can be ignored (Doviak and Zrnić
2006, p. 55).

Noise of Lossy Circuit

Noise power internally generated by a lossy circuit with the loss factor l will be
discussed, where l is defined4 as l ≡ Pin/Pout where Pin and Pout are the input power
and output power of the circuit, respectively. If the physical temperature of the lossy
circuit is Tp, the noise power Pno that appears at the output port of the circuit is given
by (Dicke 1946; Ulaby et al. 1981, p. 353)

Pno = kTpBn, (5.19)

where Bn is the noise bandwidth of the circuit. Figure 5.3a shows a single-stage
circuit with loss factor l. In this circuit, Pno consists of the noise power flowing into
the input terminal toward the output terminal, attenuated by l as it passes through
the circuit, plus noise generated internally by the circuit and denoted ΔPno as (Ulaby
et al. 1981, p. 353)

Pno =
1
l

kTpBn +ΔPno. (5.20)

Substituting (5.19) into (5.20), ΔPno is expressed as

ΔPno = kTp

(
1− 1

l

)
Bn. (5.21)

4The lower case symbol l denotes loss value in a pure number, whereas the upper case symbol L
denotes it in dB. For instance, l � 1.58 for circuit with L of 2 dB loss.
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Fig. 5.3 Noise temperature of lossy circuits. (a) One- and (b) two-stage circuits in cascade

This internally generated noise power at the lossy circuit is equal to the noise power
that would appear at the output of an equivalent noise-free loss circuit with an input
noise power Pe given by

Pe = lΔPno = kTp(l − 1)Bn, (5.22)

and the equivalent input noise temperature Te is expressed as

Te = Tp(l − 1). (5.23)

Thus, the effective output noise temperature Teo becomes (Ulaby et al. 1981, p. 353)

Teo =
Te

l
= Tp

(
1− 1

l

)
. (5.24)

From (5.12) and (5.24), the noise figure of a lossy circuit is expressed as

F = 1+(l− 1)
Tp

T0
, (5.25)

and F = l for Tp = T0.
If the noise temperature of input signal is Ti, the noise temperature of this circuit

is expressed by Ulaby et al. (1981, p. 355)

Te = Ti
1
l
+Tp

(
1− 1

l

)
. (5.26)

In the same way, when a two-stage lossy circuit consists of cascade connection as
shown in Fig. 5.3b, the equivalent noise temperature of the circuit is given by

Te = Ti
1

l1l2
+T1

1
l2

(
1− 1

l1

)
+T2

(
1− 1

l2

)
. (5.27)
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5.1.2 Receiver Noise

Total noise of a receiver is the sum of external noise which enters through the
antenna from the surrounding environment, antenna noise which is generated in the
antenna, feeder noise which is caused in the path from the antenna to the receiver,
and receiver noise which is generated inside the receiver. The noise generated
inside receiver includes the thermal agitation due to the electric current which flows
through the electronic circuit. Noise up to the receiver input is caused by lossy
circuits (i.e., the feeder lines, antenna, etc.). On the other hand, the amplifier is
also a noise source with loss, and therefore the receiver, a cascaded connection of
multiple amplifiers and lossy circuits, is a noise source.

Sky Noise

The major external noises are cosmic noise, atmospheric noise, and atmospheric
absorption. Cosmic noise is radiated from the Galaxy, extragalactic nebulae, discrete
radio sources and so on. Therefore, the noise intensity depends on the direction of
the antenna beam; it becomes the maximum in the direction of the Galactic center
while the minimum in the direction of its pole. The sky noise temperature shown
in Fig. 5.4 is expressed by temperature due to cosmic and atmospheric radiation5

(Skolnik 1990, p. 2.29; Doviak and Zrnić 2006, p. 57). Cosmic noise predominates
from very high frequency (VHF) to several MHz band, and increases at the gradient
of the approximately 2.5th power toward the lower frequency side. The average
noise temperature becomes 10,000–15,000K in the frequency band between 40 and
50 MHz (Alvarez et al. 1997; Maeda et al. 1999). Cosmic noise decreases rapidly in
the higher frequency band. On the other hand, the atmospheric absorption becomes
dominant at frequencies higher than 10 GHz. Because the noise power due to the
atmospheric absorption depends on propagation losses, which the radar beam passes
through, the noise temperature becomes the maximum in the horizontal direction,
and the minimum in the direction toward zenith. The peaks that are seen around
22 and 60 GHz are caused by the resonance absorption of water vapor and oxygen,
respectively.

Atmospheric noise due to lightning predominates in the frequency band below
high frequency (HF; 3–30 MHz). Solar noise is also a strong noise source (noise
temperature is about 6,000 K at the quiet period), and sometimes increases by
several figures with solar flares and so on. However, solar noise does not become a
serious problem except if the radar beam points in the direction or vicinity of the
sun. As clearly shown in Fig. 5.4, cosmic noise is not negligible for atmospheric
radars which generally use operational frequency less than 1,000 MHz. On the other

5The warm atmosphere emits thermal radiation and leave out the absorption as a noise.
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Fig. 5.4 Sky noise temperature, due to cosmic and atmospheric radiation, of an idealized antenna
(lossless, no earth-direction side lobes) located on the earth’s surface [from Skolnik 1990, p. 2.29;
Doviak and Zrnić 2006, p. 57]

hand, cosmic noise temperature becomes around 100 K or less for meteorological
radars which use operational frequency of 3–9 GHz.

Figure 5.5 shows the noise generation elements through the path of received
signals in actual observations.6 As shown in the figure, a ground noise temperature
contribution should be accounted because part of the total antenna pattern is directed
toward the ground. Meanwhile, the apparent sky noise temperature, T ′

s , given by
Fig. 5.4, must be reduced somewhat because part of the total antenna pattern is
not then at the sky. The reduction factor is (1− Tag/Tg), where Tag is the ground
noise temperature contribution to the antenna temperature and Tg is the effective
noise temperature of the ground. As a result, effective sky noise temperature Ts is
expressed using T ′

s , the reduction factor, and Tg as (Skolnik 1990, p. 2.30)

Ts = T ′
s

(
1− Tag

Tg

)
+Tag. (5.28)

6The temperature of the clouds and precipitations that produce losses along the propagation path
is not discussed here. These losses will be discussed in Sect. 6.3 as attenuations of radio waves in
the atmosphere.
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Fig. 5.5 Noise generation elements through the path of received signals in actual observations

As suggested conventional values,7 Tag = 36K, and Tg = T0 = 290K (equal to room
temperature), respectively (Skolnik 1990, p. 2.30). For example, if T ′

s is 100 K from
Fig. 5.4, the effective sky noise temperature Ts becomes 124 K.

Antenna Noise

At the antenna, thermal noise which is caused by the lossy circuit in the antenna,
and in the radome if equipped, is added to the effective sky noise. Thus, noise
temperature Ta at the received signal output terminal of the antenna becomes the
sum of effective sky noise temperature Ts with antenna loss factor la and newly
added noise temperature through antenna with loss factor la at ambient temperature
T0. From (5.26), Ta is given by

Ta = Ts
1
la
+T0

(
1− 1

la

)
. (5.29)

Noise Generated in the Feeder Lines and Receiver Circuits

Thermal noise is additionally generated because of the power attenuation through
the feeder lines such as waveguides and coaxial cables from antenna to the feeder
lines output terminal, i.e., the low noise amplifier (LNA) input terminal which is
assumed to be the reference point. Effective noise temperature Tf of the feeder lines
output at the point is expressed as the same manner to (5.29) by

Tf = Ta
1
lf
+T0

(
1− 1

lf

)
, (5.30)

7The value Tag = 36K would result if a Tg = T0 = 290K earth were viewed over a π-steradian
solid angle by sidelobes and backlobes averaging 0.5 gain (−3dB). These sidelobes are typical of
a “good” radar antenna but not a ultralow-noise variety (Skolnik 1990, p. 2.30).
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where lf is the loss factor of feeder lines. The antenna and the feeder lines are
not heated by themselves, and thus the ambient temperature is equal to their
physical temperature T0. Meanwhile, at the reference point, the equivalent input
noise temperature Tr of the LNA and the receiver is given from (5.12), assuming
that they are noise free circuits, as

Tr = T0(F − 1), (5.31)

where F is NF at the reference point, and expressed from (5.18) as

F = Flna +
Fr − 1
glna

, (5.32)

where Flna and Fr are the NF of the LNA and that of the receiver, respectively.

System Noise Temperature

The system noise temperature, which is a significant factor to determine the
sensitivity of a radar, is generally defined at the reference point, i.e., the input
terminal of the LNA. The system noise temperature Tsys at the reference point is
given by

Tsys = Tf +Tr. (5.33)

Substituting (5.31) and (5.32) into (5.33) and using (5.29) and (5.30), Tsys is
expressed as

Tsys = Ta
1
lf
+T0

(
1− 1

lf

)
+T0

(
Flna − 1+

Fr − 1
glna

)

= (Ts −T0)
1

lalf
+T0

(
Flna +

Fr − 1
glna

)
. (5.34)

Furthermore, as discussed in Sect. 5.1.1, if the gain of the LNA, glna, is sufficiently
high, the noise contribution by the following circuits can be ignored, and the system
noise temperature becomes

Tsys = (Ts −T0)
1

lalf
+T0Flna. (5.35)

From the above, it is considered that the noise power is added to the reference point
by the noise source of Tsys, where the attenuation of the received power in the feeder
lines from antenna to receiver is included in Tsys. Thus, the noise power of a receiver
becomes

PN = kTsysB, (5.36)
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where B is the receiver bandwidth. The ratio of received signal power from scatterers
to noise power is called the signal-to-noise ratio (SNR). Generally, the SNR is the
parameter which has a significant influence on probability for signal detection and
accuracy for estimation of physical parameters.

Example of Noise Power

The MU radar, a representative example of the MST (mesospheric–stratospheric–
tropospheric) radar of which detail will be shown in Sect. 10.2.3, operates at the
frequency of 46.5 MHz, and the apparent sky noise is about 10,000 K. Thus, the
effective sky noise at the antenna input port is 10000(1− 36/290)+ 36� 8795K.
Assuming NF of 5 dB (� 3.16), antenna loss of 2 dB (� 1.58), and feeder lines
loss of 8 dB (� 6.31), the system noise temperature Tsys at the receiver becomes
(8795− 290)× 1/(1.59×6.31)+290×3.16� 1768K.

5.2 Receiver System

5.2.1 Matched Filter

Noise power increases and the SNR deteriorates if the receiver bandwidth B is wider
than that of the bandwidth of the received signals. On the other hand, if B is narrower
than the required bandwidth to receive an relatively undistorted echo from a point
scatterer, noise power decreases and range resolution worsens. However, the signal
power decreases too, causing distortion and lack of information of signals. If it is
constrained that the resolution to be a constant, the SNR is an optimum when the
filter response is matched to the transmitted pulse (Doviak and Zrnić 2006, p. 83).
Therefore, it is crucial to determine B by keeping the balance between the bandwidth
which the desired received signals occupy and that which makes SNR best. The
optimum solution for this subject is the filter bandwidth which maximizes SNR to
the received signals for pulse radar, and the filter is called matched filter.

Response of Matched Filter

The filter characteristic (transfer function) which maximizes SNR are discussed
in this paragraph (Nathanson 1991, pp. 355–360). If the time dependence of the
signal at the receiver input is s(t), the total energy E which is included in s(t) is
expressed as

E =

∫ ∞

−∞
s2(t)dt =

∫ ∞

−∞
|S( f )|2d f , (5.37)
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where E should be finite. The complex amplitude spectrum S( f ) is the Fourier
transform8 of s(t) and given by

S( f ) =
∫ ∞

−∞
s(t)e− j2π f tdt. (5.38)

The filter output signal so(t) is expressed by S( f ) and the filter transfer function
H( f ) as

so(t) =
∫ ∞

−∞
S( f )H( f )e j2π f td f . (5.39)

Meanwhile, the power spectral density (or simply power spectrum)9 of output signal
for linear filter becomes a product between the power spectrum of filter input signal
and the squared absolute value of filter transfer function. Thus, using noise power
spectral density N0/2 from (5.1), the noise power of the filter output PN is given by

PN =
N0

2

∫ ∞

−∞
|H( f )|2d f . (5.40)

The optimum condition for receiver filter, i.e., the transfer function which
maximizes SNR is one which maximizes the ratio of the maximum value of the
signal to noise power at the output port. From (5.39) and (5.40), the value of SNR
is given by Skolnik (2001, p. 279)

|so(tM)|2
PN

=

∣
∣
∣
∣

∫ ∞

−∞
S( f )H( f ) e j2π f tM d f

∣
∣
∣
∣

2

N0

2

∫ ∞

−∞
|H( f )|2d f

, (5.41)

where tM denotes the time t at which the output |so(t)|2 is a maximum. The function
|H( f )| which maximizes (5.41) is that of the matched filter, and is derived by
applying Schwarz’s inequality to two complex functions a(x) and b(x) as follows.

∣∣
∣
∣

∫ ∞

−∞
a(x)b(x)dx

∣∣
∣
∣

2

≤
∫ ∞

−∞
|a(x)|2dx

∫ ∞

−∞
|b(x)|2dx. (5.42)

Substituting a(x) and b(x) with H( f ) and Sv( f )e j2π f tM , respectively, and us-
ing (5.37), (5.41) and (5.42),

|so(tM)|2
PN

≤ 2E
N0

(5.43)

8The Fourier transform will be described in Sect. 5.4.1.
9Power spectrum will be defined in Sect. 5.4.2.
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is obtained. The equality condition applies only when the ratio of a(x) to b∗(x) is
constant, or H( f ) and S( f ) are in the following relation (Skolnik 2001, p. 280).

H( f ) = KS∗( f ) e− j2π f tM , (5.44)

where K is an arbitrary gain constant, and the superscript ∗ denotes complex
conjugate. The filter whose transfer function has the characteristics of (5.44) is the
matched filter, and (5.43) becomes

|so(tM)|2
PN

=
2E
N0

, (5.45)

where |so(tM)|2 is the peak power of signal, and PN is noise power. As shown
in (5.45), the ratio of the peak signal power to noise power for the matched filter
output depends only on the spectral densities of signal power which is the infinite
integral of power spectra of receiver input and noise. It should be noted that the ratio
does not depend on the signal waveform. The time domain expression for H( f ) is
the inverse Fourier transform10 of (5.44), and expressed as

h(t) = K
∫ ∞

−∞
S∗( f ) e− j2π f (tM−t)d f = Ks∗(tM − t). (5.46)

Equation (5.46) indicates that the impulse response of a matched filter is the same as
that for delayed input signal on the reversed time axis. Here, it should be noted that
a matched filter maximizes SNR of output signal; however, it does not reproduce
the waveform of input signal.

Matched Filter and Correlation Function

The correlation function and the impulse response of a linear system are utilized
to explain (5.46). Here, we simplify K = 1. The cross-correlation function of two
different signals x1(t) and x2(t) for finite delay time τ is defined as follows for
signals whose energy is finite as shown by

Rx1x2(τ) =
∫ ∞

−∞
x1(t)x2

∗(t − τ)dt. (5.47)

In signal analysis, the integration in the form of (5.47) is often called correlation
function. However, it is applicable only to the signal that the total energy of (5.37) is
finite. In general, correlation function indicates the one to be described in Sect. 5.4.2,
and thus it is necessary not to confuse both.

10The inverse Fourier transform will be discussed later in Sect. 5.4.1 as the Fourier transform.
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When the input signal yi(t) is applied to the filter whose impulse response is h(t),
the output signal yo(t) is obtained as the response of the linear system

yo(t) =
∫ ∞

−∞
yi(τ)h(t − τ)dτ. (5.48)

If the filter is matched filter, h(t) = s∗(tM − t) from (5.46), and consequently (5.48)
is expressed as

yo(t) =
∫ ∞

−∞
yi(τ)s∗[τ− (t − tM)]dτ. (5.49)

Using the relation of (5.47), (5.49) is written as

yo(t) = Rys(t − tM). (5.50)

The above equation means that the matched filter output y0(t) is given by the cross-
correlation function of input signal yi(t) and the receiver input pulse waveform
s(t). In the case that the receiver noise can be ignored, y0(t) is equivalent to
autocorrelation function of receiver input pulse waveform.

5.2.2 Frequency Conversion and Phase Measurement

Generally, the received signal is detected as continuous signal. There are two meth-
ods for detection; one is the envelope detection that treats only amplitude of signals,
and the other is synchronous detection which treats both amplitude and phase of
signals. In synchronous detection, it is necessary to keep the phase information
of the transmitted signal until the scattered signal is received. Consequently, the
system configuration for synchronous detection becomes more complicated than
that for amplitude detection. The synchronous detection, however, enables to obtain
the power spectrum which contains the wind velocity information in addition to
the echo intensity information. Therefore, recent meteorological and atmospheric
radars almost universally adopt synchronous detection. The choice of the carrier
frequency for practical operational meteorological and atmospheric radars depends
principally on the type of scatterers to be detected (e.g., Bragg, insects, cloud
particles, precipitation particles, etc.), the needed angular resolution, and cost. The
carrier frequencies range from several MHz to 100 GHz (Table 1.1). Because signal
processing cannot, for most meteorological and atmospheric radars, be performed
on signals at the carrier frequency (especially if the carrier frequency f0 is above
1 GHz), the received signal (at the carrier frequency f0) is down converted to a
lower IF from several MHz to approximately 100 MHz. The phase information of
the received signal whose carrier frequency is down converted to an IF frequency is
preserved, and thus the phase of the transmitted pulse can be compared to the phase
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Fig. 5.6 The process for frequency conversion of radar received signals and phase measurements.
The transmitted carrier frequency is denoted by f0, while the local (LO) and the IF by fs and fc,
respectively

of the received IF signal. The typical scheme to compare the phase of the transmitted
pulse and that of the received signal is to generate both the carrier frequency of
transmitted pulse and receiver frequency necessary for phase measurement11 from a
common standard signal, i.e., the coherent oscillator (COHO) in Fig. 5.6. In general,
the desired carrier frequency of transmitted pulse is generated by up-converting
the COHO frequency to f0, whereas, the COHO signal is used as is for phase
measurement.

A basic process for the frequency conversion of received signals and phase
measurements is illustrated in Fig. 5.6. The local frequency (LO) signal with
frequency fs is generated by a highly stabilized local oscillator (STALO). The
LO signal is mixed with the IF signal with frequency fc which is generated by
the COHO, and becomes f0 = fs + fc where f0 is the transmitted frequency. The
up converted continuous wave (CW) at f0 is pulse modulated and amplified by
amplifying devices such as transistor and klystron, and sent to antenna. Here the
CW is not the “carrier” before pulse modulation because it is not carrying any
information. It becomes “carrier” only after pulse modulation.

The frequency of the received signal from a moving scatterer is shifted by an
amount fd due to Doppler effect and becomes f0 + fd. When this signal is mixed
with LO frequency fs, an IF signal with fc + fd that possesses the phase information
of the scatterer is generated. Subsequently, the IF signal is mixed with the COHO
frequency to detect phase, and Doppler frequency fd is obtained by measuring the
change of the echo’s phase angle from one transmitted pulse to the next as was
discussed in Sect. 4.1.1. From (4.11), it is derived that the maximum measurable
Doppler frequency fdmax is the half of the pulse repetition frequency (PRF), thus the
values of fd is between 0 and around several hundred Hz to kHz depending on the
PRF of the radar.

11The phase measurement function in synchronous detection.
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A received signal x(t) at time t is expressed by operational (or carrier)
frequency f0, amplitude a(t), and phase ϕ(t) as

x(t) = a(t)cos[2π f0t +ϕ(t)]. (5.51)

Phase ωdt = 2π fdt in (4.9) is generalized to ϕ(t). The complex signal s(t), which
corresponds to real signal x(t) in (5.51), is given by

s(t) = a(t)e j[2π f0t+ϕ(t)]. (5.52)

As described in Sect. 4.1.1, the complex received signal is expressed as follows by
performing frequency conversion for s(t) and removing carrier frequency term,

v(t) = a(t)e jϕ(t), (5.53)

where v(t) is the complex envelope signal of s(t). If in-phase and quadrature-phase
signals are expressed as

I(t) = a(t)cosϕ(t) , Q(t) = a(t)sinϕ(t), (5.54)

respectively, (5.53) becomes

v(t) = I(t)+ jQ(t). (5.55)

As the basic function of a Doppler radar which is shown in Fig. 4.1, the procedure
to convert received signal into IF signal and subsequently to obtain I and Q signals
by synchronous detection is shown in Fig. 5.6. Two kinds of signals, I and Q, with
the phase difference 90◦, are given as the output of bipolar receiver. The I(r, t) and
Q(r, t) terms previously shown in (4.6) and (4.7), respectively, are equivalent to the
I and Q signals which mean the real and imaginary part of the received envelope
signal, respectively.

5.3 Characteristics of Received Signal

5.3.1 Signals Received from Precipitation Particles
and the Atmosphere

As for the scatterers such as precipitation particles that are randomly distributed
in the scattering resolution volume, which is delineated with the beamwidth of
radar antenna and pulse duration, the relative positions of individual scatterers in the
scattering resolution volume always vary even if the density of scatterers remains
constant. Therefore, scattered radar signal becomes random and is treated as a
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Fig. 5.7 A schematic for complex signal obtained by adding multiple instantaneous phase-
detected signals

stochastic signal, i.e., phase of a signal returned from one scatterer is uncorrelated
with those from other scatterers. Thus, the phase of scattered signal is considered
as being uniformly distributed over [−π , π ]. Also, amplitude of scattered signal
changes randomly. Hence, the statistical approach becomes indispensable to extract
any meaningful information from radar signals. An example of complex signal
which is obtained by adding multiple instantaneous phase-detected signals given
by (5.55) is schematically shown in Fig. 5.7.

According to the central limit theorem, summation of multiple independent ran-
domly scattered signals leads both real and imaginary parts to Gaussian distribution
with the zero mean value, if there is no bias in both parts12 (e.g., Papoulis 1991,
p. 214). Generally, the properties of the received radar signals given by (5.55)
resemble those of narrowband Gaussian noise encountered in statistical theory.
The real part (in-phase component) I and the imaginary part (quadrature phase
component) Q have the following characteristics (e.g., Bringi and Chandrasekar
2001, pp. 262–263).

1. The real and imaginary parts of the received voltage at the same time are
uncorrelated,

cov[I(t)Q(t)] = 0, (5.56)

12If the average of signal x[n] (or bias) is x̄, and the standard deviation is σ , the probability density
function p(x) for x[n] is given by

p(x) =
1√

2πσ
exp

[
− (x− x̄)2

2σ 2

]
.

If the process is ergodic, the time average value is equal to the ensemble mean value. In this book,
we use the expression ∗ for the mean value obtained from temporal or spatial averages on the
premise that the radar received signal is ergodic.

The above distribution is called Gaussian distribution or the normal distribution. The variance
is given by σ 2 = (x− x̄)2. The probability that x comes within the limit of ±1.0σ , ±2.0σ , ±3.0σ ,
and ±3.333σ , is 68.2 %, 95.4 %, 99.7 %, 99.9 %, respectively.
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where cov[ ] denotes covariance13 value.
2. The mean values of real and imaginary parts are zero,

E[I(t)] = E[Q(t)] = 0, (5.57)

where E[ ] denotes ensemble mean value, which is also called expectation or
expected value.

3. The variance of real and imaginary parts is identical to the value σ2
IQ, which

becomes

E[I2(t)] = E[Q2(t)] = σ2
IQ. (5.58)

4. The real and imaginary parts have the same autocorrelation functions ρ(t), thus,

E[I(t1)I(t2)] = E[Q(t1)Q(t2)] = σ2
IQ ρ(t); t = t2 − t1. (5.59)

5. Real and imaginary parts are statistically uncorrelated at an identical time. On
the other hand, both components are correlated at different time, and satisfy the
following relation,

E[I(t1)Q(t2)] =−E[I(t2)Q(t1)]. (5.60)

5.3.2 Probability Density Functions

Real part I and imaginary part Q of received radar signals are mutually independent
random variables. Hence, the probability density function p(I,Q), where I and Q are
combined, is given by the product of individual probability density functions p(I)
and p(Q). Since both p(I) and p(Q) become Gaussian distribution as described in
the previous paragraph, p(I,Q) is given by

p(I,Q) =
1√

2πσIQ
exp

(

− I2

2σ2
IQ

)
1√

2πσIQ
exp

(

− Q2

2σ2
IQ

)

=
1

2πσ2
IQ

exp

(

− I2 +Q2

2σ2
IQ

)

, (5.61)

where σ2
IQ is the variance of I and Q.

13The product of two stochastic variables that are statistically averaged is called covariance.
Stochastic signals contain time as a parameter, the value is called covariance function or correlation
function. Correlation function averaged over time will be defined in Sect. 5.4.2.
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Fig. 5.8 Probability density functions of the received radar signal; (a) amplitude, (b) phase, and
(c) power

Probability Density Functions of Amplitude and Phase

If time t is removed, for simplicity, from (5.53) and (5.55), the received radar signal
is expressed as

v = ae jϕ = I+ jQ. (5.62)

Transforming variables of (5.61) by using the relations a2 = I2 +Q2 and dIdQ =
adadϕ , p(a,ϕ) becomes

p(a,ϕ) =
1

2π
a

σ2
IQ

exp

(

− a2

2σ2
IQ

)

(5.63)

= p(a)p(ϕ), (5.64)

where p(a) and p(ϕ) are probability density functions of amplitude and phase,
respectively, and expressed as

p(a) =
a

σ2
IQ

exp

(

− a2

2σ2
IQ

)

a > 0, (5.65)

p(ϕ) =
1

2π
0 < ϕ ≤ 2π . (5.66)

The probability density function of signal amplitude follows the Rayleigh distri-
bution as shown in Fig. 5.8a. Meanwhile that of signal phase follows a uniform
distribution as shown in Fig. 5.8b. Here, the amplitude and phase of the received
signal are independent.
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Probability Density Function of Signal Power

The signal power P is proportional to I2 +Q2, where noise power is assumed to be
zero, and thus the probability density function p(P) of the signal power is expressed
as

p(P) =
1

2σ2
IQ

exp

(

− P

2σ2
IQ

)

, (5.67)

where the signal mean power is given by P = E[P] = E[v2] = 2σ2
IQ. Using P, (5.67)

can also be rewritten as

p(P) =
1

P
exp

(
−P

P

)
P > 0. (5.68)

The probability density function of signal power follows an exponential distribution
as shown in Fig. 5.8c.

5.4 Fundamentals of Radar Signal Processing

Received radar signals are random variables; it is possible, however, to estimate a
wide range of physical properties of scatterers by processing a number of received
radar signals statistically. One of the fundamental processing techniques is to
analyze frequency components which are contained in received radar signals, i.e.,
to perform the spectral analysis. Also, the correlation function analysis is normally
applied for the radar signal processing, e.g., they are the effective means to analyze
the relation among more than one signal on the time axes.

The Fourier transform is a well known technique for the spectral analysis, which
is the basic technique to change a time-series signal into the signal in the frequency
domain. On the other hand, the autocorrelation function analysis is applied for
processing time-series signals. It shows to what extent one signal is similar to
the original signal when the one signal is shifted to a certain time with respect
to the original signal. The crosscorrelation function analysis is also an efficient
mean which is used to deduce the time delay between two similar signals. The
mathematical definition of the autocorrelation function and the crosscorrelation
function will be discussed in Sect. 5.4.2.

Here, the basic characteristics of the Fourier transform will be shown first, and
then, the characteristics of the Fourier transform and the crosscorrelation function
for discrete signals will be described. Finally, physical quantities of scatterers will
be estimated by the spectral analysis.
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5.4.1 Fourier Transform and Its Characteristics

Fourier Transform

Time series signal v(t) and the corresponding frequency domain signal V ( f ) are
related by the following equations with the Fourier transform and the inverse Fourier
transform,

V ( f ) =
∫ ∞

−∞
v(t)e− j2π f tdt, (5.69)

v(t) =
∫ ∞

−∞
V ( f )e j2π f td f . (5.70)

Using angular frequencyω = 2π f , where f is frequency,Vω(ω) =Vf ( f )/2π . In the
following, Fourier transform will be expressed with f unless otherwise mentioned.
V ( f ) is a complex function, and V (− f ) = V ∗( f ), where superscript ∗ denotes
complex conjugate. From Parseval’s theorem,

∫ ∞

−∞
|v(t)|2dt =

∫ ∞

−∞
|V ( f )|2d f (5.71)

is given. The above equation shows the energy in the time domain is equal to that in
the frequency domain.

If the Fourier transform pair v(t) and V ( f ) is expressed by v(t) ⇐⇒ V ( f ), the
Fourier transform pair has the following characteristics;

Superposition

v1(t)⇐⇒V1( f ), v2(t)⇐⇒V2( f ). When c1 and c2 are constant,

c1v1(t)+ c2v2(t)⇐⇒ c1V1( f )+ c2V2( f ). (5.72)

The received radar signal is the sum of desired signal and noise, and consequently
the Fourier transform of the received signal is the sum of the Fourier transform of
desired signal and that of noise, which are independently derived.

Time Delay

The signal after time delay t ′ is shown as v(t − t ′), and the Fourier transform of
v(t − t ′) becomes the product of V ( f ) and exp(− j2π f t ′). The relationship is
expressed as

v(t − t ′)⇐⇒V ( f )e− j2π f t′ . (5.73)
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Frequency Translation

When a frequency translation f ′ occurs to the function V ( f ) in the frequency
domain, the corresponding time-series signal becomes the product of the original
function and exp(− j2π f ′t)

v(t)e− j2π f ′t ⇐⇒V ( f − f ′). (5.74)

The above equation shows that the modulation in the time domain becomes spectral
translation in the frequency domain.

Response of Linear System

If the response of a linear system to an impulse, or impulse response, is h(t), the
system response y(t) to an arbitrary input function x(t) is expressed as

y(t) =
∫ ∞

−∞
x(τ)h(t − τ)dτ. (5.75)

The above integration is called convolution integral, which is commutative, and thus
y(t) is also given by

y(t) =
∫ ∞

−∞
h(τ)x(t − τ)dτ. (5.76)

Using operator ∗, which denotes convolution, (5.75) and (5.76) are expressed as

y(t) = x(t)∗ h(t) = h(t)∗ x(t). (5.77)

Applying the Fourier transform to both sides of (5.77),

Y ( f ) = X( f )H( f ) (5.78)

can be given, where y(t) ⇐⇒ Y ( f ), x(t) ⇐⇒ X( f ), and h(t) ⇐⇒ H( f ). The
function H( f ) is called transfer function or frequency response of linear system.
H( f ) corresponds to the output for the input signal x(t) = exp(− j2π f t) at a single
frequency f .

The product of the Fourier integrals of two independent output signals of linear
system is equivalent to the Fourier integral for the convolution of two signals, and
consequently, if v1(t)⇐⇒V1( f ) and v2(t)⇐⇒V2( f ),

v1(t)∗ v2(t)⇐⇒V1( f )V2( f ). (5.79)
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Equation (5.79) shows that the convolution in the time domain is equivalent to the
product in the frequency domain. The reverse relationship is also valid, and the
convolution in the frequency domain is equivalent to the product in the time domain,
and

v1(t)v2(t)⇐⇒V1( f )∗V2( f ). (5.80)

5.4.2 Signals in a Linear System

Correlation Function of Continuous and Stationary Signal

The total energy given by Parseval’s theorem in (5.71) is divergent for infinitely
continuing stationary signal or noise. Therefore, the following integration similar
to (5.47),

ρ(τ) =
∫ ∞

−∞
v(t)v∗(t + τ)dt, (5.81)

is divergent, where τ is a time lag.
If the integration can be obtained as time averaging as follows;

R(τ) = lim
T→∞

1
T

∫ T

0
v(t)v∗(t + τ)dt. (5.82)

R(τ) is called the autocorrelation function14 of v(t). In particular, when τ = 0,

R(0) = lim
T→∞

1
T

∫ T

0
|v(t)|2dt (5.83)

indicate the (time) mean power. If v(t) is the stationary process with the mean value
equal to 0, the time average by integration of the right-hand side of (5.82) can be
replaced with the ensemble mean.15 Thus,

R(τ) = E[v(t)v∗(t + τ)] = [v(0)v∗(τ)]. (5.84)

The above function is covariance between v(t) and v∗(t + τ). Since the covariance
is stationary, it does not depend on t but on τ . Especially, R(0) = E[|v(0)|2] is equal
to the variance.

14This is the correlation function in general harmonic analysis. Occasionally, the integral interval
is taken between −T/2 and T/2. Note that the definitions (5.81) and (5.82) are essentially different
in nature.
15They are called ergodic when signals have such a property.
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Power Spectral Density

If the correlation function of a stationary complex signal v(t), R(τ), approaches zero
sufficiently fast when |τ| → ∞, and if

∫ ∞

−∞
|R(τ)|dτ < ∞ (5.85)

is satisfied,

S( f ) =
∫ ∞

−∞
R(τ)e− j2π f τdτ; −∞< f < ∞ (5.86)

is the power spectral density or power spectrum. It is the function of frequency
f (−∞< f < ∞). Using S( f ), the correlation function is expressed as

R(τ) =
∫ ∞

−∞
S( f )e j2π f τd f . (5.87)

This indicates that the correlation function and the power spectra are mutually in
the relationship of the Fourier transform, which is called the Wiener–Khinchine’s
theorem. Especially, the following relation can be formed.

R(0) =
∫ ∞

−∞
S( f )d f . (5.88)

It means that the total sum of power spectral density is equal to average power.

Power Spectral Density and Periodogram

Designating the function vT (t), which is taken out from v(t) between 0 and T (the
period can also be set between −T/2 and T/2), as

vT (t) =

{
v(t) 0 < t < T
0 otherwise,

(5.89)

then,

VT ( f ) ≡
∫ T

0
v(t)e− j2π f tdt; −∞< f < ∞ (5.90)

is the Fourier transform of vT (t) whose period is T , i.e., complex frequency
component. Defining the function ST ( f ) as

ST ( f ) ≡ 1
T
|VT ( f )|2, (5.91)
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Fig. 5.9 Example of the
periodogram (zigzag line;
f > 0) and expected power
spectral density (smoothed
curve). The frequency unit of
the abscissa is 2π f T [from
Ogura 1998, p. 74]

which is called the periodogram with period T . Equation (5.91) means the power
density of a signal whose frequency is f and length is T . Figure 5.9 shows an
examples of the periodogram ST ( f ) with sequential line and power spectral density
S( f ) with smoothed curve (Ogura 1998, p. 74). The resolution of vT (t) increases
proportionally to the period T , and the number of fluctuation grows as T increases,
when ST ( f ) is considered as function of frequency f . Therefore, it should be noted
that periodogram ST ( f ) does not converge16 to the power spectral density S( f ) as
T →∞. Averaging of multiple periodograms or smoothing of it along the frequency
axis is required to converge periodograms to the power spectral density.

The function VT ( f ) is a stochastic variable as is vT (t), which is a piece of a
stationary signal, the right-hand side of (5.91) is also a stochastic variable which
changes with data. The averaged periodogram (e.g., Sauvageot 1992, p. 189)
(ensemble mean value or expectation) of ST ( f ) is

E[ST ( f )] =
1
T

E[|VT ( f )|2]. (5.92)

The averaging is called incoherent integration.17 It can be easily proved that the
average periodogram for a stationary signal is converged to the power spectral
density S( f ) for T → ∞. That is

lim
T→∞

E[ST ( f )] = S( f ). (5.93)

16It is sometime stated “converge” by mistake.
17The detail will be discussed in Sect. 5.6.3.
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Accordingly, the power spectral density can be approximately calculated by ensem-
ble averaging of the periodogram. Long-term data are usually divided into several
segments, which are used for data ensembles.

As discussed above, the periodogram ST ( f ) dose not converge to the power
spectral density S( f ). On the other hand, it is mathematically confirmed that the
cumulative periodogram obtained by integrating the periodogram ST ( f ) as

FT ( f ) =
∫ f

0
ST ( f ′)d f ′ (5.94)

converges to the corresponding cumulative power spectral density as T → ∞, that is

lim
T→∞

FT ( f ) =
∫ f

0
S( f ′)d f ′. (5.95)

This mathematically means that the intense oscillation of the periodogram ST ( f )
at T → ∞ is equalized by integration. Therefore, the periodogram ST ( f ) for a long
period oscillates considerably, but the power spectral density can be obtained by
applying integration and averaging of them within suitable frequency window f
(Ogura 1998).

5.4.3 Power Spectral Moments and Basic Radar Parameters

A schematic illustration for the power spectrum of a received radar signal is shown
in Fig. 5.10. Basic parameters which are obtained by radar observations are the
radar echo intensity (radar reflectivity factor), the mean Doppler frequency, and the
frequency spectrum width that are related to the power spectrum S( f ) and calculated
with power spectral moments.

The value of kth moment of a power spectrum (power spectral moment) is
given by

μk =

∫
f kSn( f )d f , (5.96)

where Sn( f ) is a normalized power spectrum, and defined as

Sn( f ) =
S( f )

∫ ∞

−∞
S( f )d f

. (5.97)
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Fig. 5.10 Schematic for the power spectrum of a received radar signal

Echo Intensity

The echo intensity (received power) Pr is given by the zeroth moment ( f k for k = 0)
of the power spectrum S( f ) at the respective scattering resolution volumes as

Pr = μ0 =
∫ ∞

−∞
S( f )d f , (5.98)

where noise and undesired signals are assumed, for simplicity, to have been removed
prior to this procedure.18

Mean Doppler Frequency

The mean frequency shift of power spectrum (mean Doppler frequency) is given by
the 1st moment ( f k for k = 1) of the power spectrum or the power spectral density
which is weighted with f , as

μ1 =

∫
f Sn( f )d f = E[ f ] = f , (5.99)

where E[ f ] is the ensemble mean value (expectation). Because the mean value ob-
tained using temporal or spatial averaging are equal to the ensemble mean value for
ergodic processes, we use f for E[ f ], and the mean Doppler velocity or the mean ra-
dial velocity is calculated by converting the Doppler frequency to the radial speed as

v =−λ f
2
. (5.100)

18Type and removal method of undesired signals will be described later in Sect. 8.4.2.
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Here f and v correspond to Doppler frequency fd and Doppler velocity vd,
respectively, which were discussed in Sect. 4.1.1. If vd exceeds the Nyquist limit
vN, sampling interval of power spectrum is deficient, and aliasing occurs in the true
velocity. In this case, fd contains a bias.

Spectrum Width

Variance from the mean Doppler frequency, σ2
f , is given, from its definition, by the

2nd moment of power spectrum as

σ2
f =

∫
( f − f )2Sn( f )d f . (5.101)

From the definition it follows that

σ2
f = f 2 − ( f )2 = μ2 − μ2

1 , (5.102)

where μ2 is given by (5.96) for k = 2. When the power spectrum is given by
Gaussian distribution,19 its standard deviation is called frequency spectrum width
(spectral width is also often used for the same meaning in a variety of literatures)
σ f unless otherwise mentioned. Since velocities are often discussed in this book, it
is convenient to convert the frequency spectrum width to that of radial velocity, i.e.,
the velocity spectrum width σv, in the same way as (5.100). Consequently,

σv =
λσ f

2
(5.103)

is obtained.

Relationship Between Moments of Power Spectral Density and Autocorrelation
Function

The nth differential coefficient of an autocorrelation function R(τ) is expressed by
power spectral density S( f ) as (e.g., Sauvageot 1992, p. 184)

dnR(τ)
dτn = ( j2π)n

∫ ∞

−∞
f nS( f )e j2π f τd f , (5.104)

where τ is time lag. From (5.96) and (5.104), it is found that derivative of the nth
order of R(τ) at τ = 0 and the nth moment of the power spectral density are related
by the following equation;

19As will be discussed in Sect. 5.6.1, power spectrum for distributed scatterers, in general, follows
Gaussian distribution.
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μn =
1

( j2π)nR(0)
dnR(0)

dτn . (5.105)

Using the above equation, the received radar power given by (5.98) and the mean
Doppler frequency expressed by (5.99) are expressed, respectively, by

Pr = R(0) (5.106)

μ1 =
1

j2πR(0)
dR(0)

dτ
. (5.107)

The relation of (5.106) is also obviously verified from (5.88) and (5.98). In the same
way, the 2nd moment is given by

μ2 =
1

( j2π)2R(0)
d2R(0)

dτ2 . (5.108)

Thus, using (5.107) and (5.108), both the mean Doppler frequency obtained
by (5.99) and the frequency spectrum width obtained by (5.102) are expressed by
autocorrelation functions. The above discussion on estimation method for the mean
Doppler frequency and the spectrum width based on the autocovariance analysis is
applied to sampled data of received radar signals as shown in Appendix B.

5.5 Processing of Sampled Signals

A pulse radar repeatedly transmits pulse signals at a constant interval, and received
signals from a constant distance becomes discrete time-series signals on the time
axis. Based upon the discussions in the preceding section, handling of discrete
signals, primarily, spectral analysis of discrete signals, which are used by actual
radar signal processing, will be discussed in this section.

5.5.1 Waveform of Transmitted Pulse and Series
of Signal Waves

The transmitted pulse waveform of a pulse radar is composed of a series of pulses
at a constant time period (pulse repetition time) T , as illustrated in Fig. 5.11.
Backscattered signals (echoes) which contribute to received radar signals are
received after the time delay while transmitted signal hits scatterer and returns to
the receiver. The time t1 in the same figure indicates that the scatterer is located at
the distance ct1/2.
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Fig. 5.11 Range-time sequence of transmitted pulses and received signals. A time-series signals
collected by sampling in time are re-arranged to two-dimensional data of range (altitude) versus
time

By sampling received signals for one transmitted pulse successively at a constant
sampling interval, information from scatterers located at different distances (or
altitudes) can be obtained. In the discrete signal processing of the received signal
to be mentioned later, the time-series signals collected every sampling interval Ts

(which is equal to T ) as shown in the lower panel of Fig. 5.11 are used.
The conceptual diagram of the signal processing after conversion of carrier or

microwave signal to IF signal in Fig. 5.6 is shown in Fig. 5.12. I and Q signals are
sampled and applied spectral analysis and integrations. The processing of sampled
signals are described in this section. The coherent integration and the incoherent
integration will be discussed in Sects. 5.6.2 and 5.6.3, respectively.
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Fig. 5.12 Conceptual diagram of signal processing from IF signal to power spectrum. Coherent
integration is performed in the time domain for a number of transmitted pulses within the
correlation time. Incoherent integration is the averaging processing of periodograms in the
frequency domain

If a rectangular pulse of amplitude A and duration (pulse width) τ is consec-
utively transmitted at the repetition time T as shown in Fig. 5.13a, the frequency
spectrum of a pulse train becomes as shown in the same figure (b), where the dotted
line is the envelope, and f0 is the carrier frequency. Assuming that the envelope
of the transmitted rectangular pulse is given by g(t), and if its Fourier spectrum is
G( f ), they are expressed as

g(t) =

⎧
⎨

⎩

A −τ
2
≤ t ≤ τ

2
0 |t|> τ

2
,

(5.109)

and

G( f ) =
∫ τ/2

−τ/2
g(t)e− j2π f tdt = A

sin(π f τ)
π f

. (5.110)

Here the frequency for G( f ) = 0 is f = m/τ (m = ±1, ±2 · · ·). Actually, the
transmitted signal is a sinusoidal wave of carrier frequency f0 which is amplitude
modulated by a square wave of (5.109). Thus, using (5.110), the Fourier spectrum
Gt( f ) is expressed as

Gt( f ) = G( f − f0) = A
sin[π( f − f0)τ]
π( f − f0)

, (5.111)

and |Gt( f )| corresponds to the dotted lines in Fig. 5.13b.
As shown in Fig. 5.13b, the frequency spectral harmonics of a rectangular

pulse extends both side of the main spectrum (< −1/τ , > 1/τ). These expansion
of frequency spectrum becomes one of the cause of mutual interference with
neighboring radars. Meanwhile in actual transmitted wave form, the rise time and
fall time are not zero, thus perfectly rectangular pulse cannot be formed. This fact
effects to reduce the expansion of the frequency spectrum of outside the main band.
In other word, by deforming the transmitted pulse waveform, the spectral harmonics
can be adjusted.
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Fig. 5.13 (a) Rectangular pulse train in time region, where carrier in the pulse is abbreviated. (b)
The frequency spectrum of the pulses. Dotted line in (b) is the envelope, and the frequency at the
point 0 in the x-axis is f0, the carrier frequency. The y-axis shows relative value in the linear scale

Figure 5.14 shows various examples of transmitted pulses in time region (upper
panels) and their absolute frequency power spectrum envelopes in frequency region
(bottom panels), (a) a cosine pulse, (b) cosine-squared pulse, and (c) Gaussian pulse,
where σt and σ f are the standard deviations of t and f , respectively, and σ f =
(2πσt)

−1.
In the upper panels, only the envelopes are shown, and the carriers in the pulses

are abbreviated. In the lower panels, the frequency at the point 0 in the x-axis is
f0, the carrier frequency. The values of y-axis are normalized by the maximum
values and are shown in the linear scale. As shown in (c), The shape of a Gaussian
pulse in time region and its frequency spectrum envelope are the same shape, i.e.,
the frequency transform of the Gaussian distribution also becomes the Gaussian
distribution. The time functions in the upper panels and the frequency functions in
Fig. 5.14a–c are listed on Table 5.1.

The above discussion is concerned with the spectrum of transmitted pulses, but
the same is applicable to the received signal, since the bandwidth for received
signal never changes. Consequently, sampling the received signal at the sampling
frequency more than 2/τ , the received signal can be reproduced by Shannon and
Someya’s sampling theorem. This frequency becomes the standard for the sampling
interval in digitalizing received signals.
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Fig. 5.14 Various examples of transmitted pulses in time region (upper panel) and their frequency
power spectrum envelopes in frequency region (bottom panels). (a) Cosine pulse, (b) cosine-
squared pulse, where τ is the duration that g(t) becomes 0. (c) Gaussian pulse, where σt and σ f are
the standard deviations of t and f , respectively, and σ f = (2πσt)

−1. In the upper panels, carriers
in the pulses are abbreviated. In the lower panels, line spectrum is abbreviated and the frequency
at the point 0 in the x-axis means f0, the carrier frequency. The values of y-axis are normalized by
the maximum values and are the shown in the linear scale

Table 5.1 Time functions g(t) and frequency functions G( f ) which are shown in Fig. 5.14.
Amplitudes of these functions are normalized by the maximum values at t = 0 and f = 0

Time functions Frequency functions

cosine pulse g(t) = cosπ
t
τ
, − τ

2
< t <

τ
2

G( f ) =
cosπα
1−4α2 , α = τ f

= 0, otherwise

cosine-squared pulse g(t) = cos2 π
t
τ
, − τ

2
< t <

τ
2

G( f ) =
sinπα

πα(1−α2)
, α = τ f

= 0, otherwise

Gaussian pulse g(t) = exp
[
−1

2

( t
σt

)2]
G( f ) = exp

[
−1

2

( f
σ f

)2]

σt : standard deviation σ f = 1/(2πσt)

5.5.2 Sampling of a Received Signal

If the scattered signal v(t) is periodically received at the same time period T (equal
to the sampling interval Ts), a periodic waveform
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Fig. 5.15 Radar spectra for (top) fs ≥ 2 fM, and (bottom) fs < 2 fM

vs(t) =
∞

∑
m=−∞

v(t −mTs) (5.112)

results with period Ts. This pulse train is expressed as a convolution product

vs(t) = v(t)∗
[

∞

∑
m=−∞

δ (t −mTs)

]

, (5.113)

where δ (t) is the unit impulse which is called Dirac’s Delta function or simply Delta
function, and is defined by

δ (t) =
1
Δ t

t = 0

δ (t) = 0 t �= 0.
(5.114)

Applying (5.77) and (5.78), the Fourier transform of vs(t) is given by

Vs( f ) =
1
Ts

V ( f )

[
∞

∑
m=−∞

δ ( f −m fs)

]

=
1
Ts

∞

∑
m=−∞

V ( f −m fs), (5.115)

where V ( f ) is the spectrum of v(t). Equation (5.115) shows that the spectrum Vs( f )
for discrete signals obtained by sampling v(t) becomes a periodic function which
contains V ( f ) at every interval of fs on the frequency axis. Then, the maximum
frequency which is contained in v(t) is expressed as fM. In the case that fs ≥ 2 fM

as shown in upper panel of Fig. 5.15, aliasing (overlapping) of spectra is avoidable,
and the original analog signal can be correctly reproduced by taking out the spectral
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component | f | < fs. On the other hand, in the case that fs < 2 fM, the spectral
aliasing occurs as shown in the lower panel of the same figure, and the spectra
of the original analog signal is not preserved. The maximum frequency fN = fs/2 at
which the spectrum of the original signal is correctly preserved is called the Nyquist
frequency.

5.5.3 Processing of Discrete Signal

The major part of the signal processing for pulse radar is to perform spectral analysis
of discrete signals. This technique includes the discrete Fourier transform (DFT),
and, in particular, the fast Fourier transform (FFT) which efficiently executes DFT
by applying the circular convolution theorem. In this subsection, the expression of
discrete signals is described first. Then, the technique to express Doppler shift in the
frequency domain using the DFT and that to express it in the time domain using the
time-series signal will be described.

Discrete Fourier Transform

If the mth complex time series signal which is sampled at a constant sampling
interval Ts ≤ 1/2 fN is denoted by v(mTs), a discrete complex time series signal
vs(t) is expressed by

vs(t) =
∞

∑
m=−∞

v(mTs)δ (t −mTs), (5.116)

and the Fourier transform of vs(t) becomes

Vs( f ) =
∫ ∞

−∞

[
∞

∑
m=−∞

v(mTs)δ (t −mTs)

]

e− j2π f tdt

=
∞

∑
m=−∞

v(mTs)

[∫ ∞

−∞
δ (t −mTs)e− j2π f tdt

]

=
∞

∑
m=−∞

v(mTs)e− j2π f mTs , (5.117)

where Vs( f ) is a periodic function with period fs = 1/Ts. The discrete periodic
spectrum in the frequency domain which is obtained by sampling Vs( f ) with the
fundamental frequency fb = 1/MTs corresponds to the discrete periodic time series
signal in time domain that the discrete signal vs(t) recurs with period MTs. This
correspondence is the discrete Fourier transform.
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Abbreviating Ts and denoting the time domain signal with a period of M as ṽ(m)
hereafter, the Fourier series expansion of a periodic signal ṽ(m) can be obtained in
analogy to a continuous time series signal. The basic function for the Fourier series
expansion is composed of M complex sinusoidal signal series

ek(m) = e j2πmk/M, k = 0,1,2, · · · ,M− 1. (5.118)

Replacing the exponent with

WM = e− j2π/M, (5.119)

the periodic function ṽ(m) is expressed as

ṽ(m) =
1
M

M−1

∑
k=0

Ṽ (k)W−km
M , (5.120)

where the Fourier coefficient Ṽ (k) is given by

Ṽ (k) =
M−1

∑
m=0

ṽ(m)W km
M , (5.121)

where Ṽ (k) is also a periodic signal series with period M.
The DFT which relates the discrete time series signal with discrete spectra of a

fundamental period is expressed as follows. First, a discrete time series signal v(m)
(0≤ m ≤ M−1) with a limited length M is defined using the periodic function ṽ(m)
as

v(m) = ṽ(m)PM(m), (5.122)

where PM(m) is a pulse signal in the time domain and given by

PM(m) =

{
1 0 ≤ m ≤ M− 1
0 otherwise.

(5.123)

Then, the discrete spectrum V (k) with limited length M is defined using the Fourier
coefficient Ṽ (k) as

V (k) = Ṽ (k)PM(k). (5.124)

Accordingly, the DFT is expressed as follows:

V (k) =
M−1

∑
m=0

v(m)W km
M 0 ≤ k ≤ M− 1. (5.125)
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On the other hand, the inverse discrete Fourier transform (IDFT) is given by

v(m) =
1
M

M−1

∑
k=0

V (k)W−km
M 0 ≤ m ≤ M− 1. (5.126)

Using f = k fb = k/(MTs), (5.125) becomes

V ( f ) =
M−1

∑
m=0

v(m)e− j2π f Tsm. (5.127)

Discrete Correlation Function

Since the discrete time series signal v(m) is a steady signal, the discrete autocor-
relation function Rvv(l) is defined in the same manner as that for continuous time
series (5.84) by the following equation:

Rvv(l) = E[v∗(m)v(m+ l)] = E[v∗(m− l)v(m)], (5.128)

where superscript ∗ denotes complex conjugate, m is the number of discrete time
series signal, and l is a time lag. As is obvious from the above equation,

Rvv(−l) = R∗
vv(l). (5.129)

Using (5.129), the discrete autocorrelation function for stationary (i.e., time inde-
pendent statistical) signal, which corresponds to the autocorrelation function for
continuous signal (5.82), is given by Doviak and Zrnić (e.g. 2006, p. 95)

Rvv(l) = lim
M→∞

1
M

M−|l|−1

∑
m=0

v∗(m)v(m+ l), (5.130)

where M is the number of samples. As M is a limited number, the estimate, ˆ denotes
the estimate, for (5.130) is given by

R̂vv(l) =

⎧
⎪⎨

⎪⎩

1
M

M−|l|−1

∑
m=0

v∗(m)v(m+ l) |l| ≤ M− 1

0 otherwise.

(5.131)

Discrete Power Spectrum and Periodogram

As aforementioned by (5.86), the power spectrum is equivalent to the Fourier
transform of the autocorrelation function. Likewise the discrete power spectrum
S( f ) is given by the Fourier transform of the discrete autocorrelation function in
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the following form;

S( f ) = lim
M→∞

Ts

M−1

∑
l=−(M−1)

Rvv(l)e− j2π f Tsl . (5.132)

If (5.131) is used as the estimate of the discrete autocorrelation function for signals
having a finite number M of samples, the estimate of discrete power spectrum
for (5.132) is given by

Ŝa( f ) = Ts

M−1

∑
l=−(M−1)

R̂vv(l)e− j2π f Tsl . (5.133)

Meanwhile, the estimate of the periodogram that corresponds to (5.91) is expressed
using the discrete spectrum V ( f ) as

Ŝb( f ) =
Ts

M
|V ( f )|2 (5.134)

Using (5.127) for V ( f ), Ŝb( f ) is expressed as

Ŝb( f ) =
Ts

M

[
M−1

∑
m=0

v∗(m)e j2π f Tsm
M−1

∑
n=0

v(n)e− j2π f Tsn

]

=
Ts

M

[
M−1

∑
m=0

M−1

∑
n=0

v∗(m)v(n)e− j2π f Tsl

]

, (5.135)

where l = n−m. Here, the term in the parenthesis in the right side is transformed as

M−1

∑
m=0

M−1

∑
n=0

v∗(m)v(n)e− j2π f Tsl =
M−1

∑
l=−(M−1)

e− j2π f Tsl
M−|l|−1

∑
m=0

v∗(m)v(m+ l). (5.136)

Using (5.131),

M−|l|−1

∑
m=0

v∗(m)v(m+ l) = MR̂vv(l). (5.137)

Substituting (5.137) into (5.136), and substituting it into (5.135),

Ŝb( f ) = Ts

M−1

∑
l=−(M−1)

R̂vv(l)e− j2π f Tsl = Ŝa( f ) (5.138)
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Fig. 5.16 Relationship between the Fourier transform and the autocorrelation function

is obtained (Doviak and Zrnić 2006, pp. 97–98). The above relationship is schemat-
ically shown in Fig. 5.16. From the figure it is evident for discrete time series
signal too that the estimate of the power spectral density which is obtained by the
Fourier transform of an autocorrelation function is equivalent to the estimate of the
periodogram which is given by the Fourier transform of a discrete time series signal.

5.5.4 Estimation of Mean Doppler Frequency

Spectral Analysis in Frequency Domain

Using estimate of the discrete power spectral density, the estimate of mean Doppler
frequency f̂f (which is f̂d obtained in the frequency domain) is given, in analogy
to (5.99), by

f̂f =
1

MTs

M/2

∑
k=−M/2

kŜ(k)

M/2

∑
k=−M/2

Ŝ(k)

, (5.139)

where Ŝ(k) is the estimate of the kth sample of the periodogram which is given by

Ŝ(k) =

∣
∣∣
∣

1
M

M−1

∑
m=0

v(m)e− j2πkm/M

∣
∣∣
∣

2

. (5.140)
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The above relation becomes erroneous, producing a biased estimate, when a part of
the original Doppler spectrum is displaced due to aliasing (Mahapatra 1999, p. 198).
The following expression improves the estimate of the mean Doppler frequency and
minimizes the bias (Zrnić 1979);

f̂f =
1
M

[
km

Ts
+

1

P̂Ts

km+M/2

∑
k=km−M/2

(k− km)ŜmodM (k)

]

, (5.141)

where km (−M/2 ≤ km ≤ M/2) is argument of the sample, which yields the
maximum Fourier coefficient. P̂ is estimate of the sum of periodograms, i.e., total
power, while ŜmodM (k) is the estimate of modM (k)th periodogram, where modM(k) is
the remainder from dividing k by M. It is assumed in (5.141) that power spectral
density is maximized in the vicinity of the mean Doppler frequency. Hence, the
power spectrum is weighted according to the distance k− km from the maximum
spectral point, and the correction is made for aliased components of the power
spectrum around the Nyquist frequency.

The estimate of the mean Doppler velocity is given from (5.100) as v̂f =−λ f̂f/2.

Autocovariance Analysis in Time Domain

Using (5.107), the mean Doppler frequency ft (which is fd obtained in time domain)
can be precisely derived from the autocorrelation data as

ft =
1

j2πR(0)
dR(0)

dτ
. (5.142)

Using the estimate R̂(Ts) for the autocorrelation function R(Ts), the estimate f̂t for
ft can be expressed, as details are discussed in Appendix B.1, by

f̂t =
1

2πTs
arg R̂(Ts) =

1
2πTs

arctan

[
Im[R̂(Ts)]

Re[R̂(Ts)]

]
, (5.143)

where Re[R̂(Ts)] and Im[R̂(Ts)] are the real and imaginary parts of the autocorrelation
function R̂(l) with time lag (sampling interval) Ts, respectively. If M pulses are
transmitted at a constant period in actual radar operation, R̂(Ts) can be obtained by
successive pair of received signal, vm and vm+1, as

R̂(Ts) =
1
M

M−1

∑
m=0

v∗mvm+1. (5.144)

From (5.143) and (5.144), f̂t becomes
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f̂t =
1

2πTs
arctan

⎡

⎢
⎢⎢
⎣

M−1

∑
m=0

Im(v∗mvm+1)

M−1

∑
m=0

Re(v∗mvm+1)

⎤

⎥
⎥⎥
⎦

=
1

2πTs
arctan

⎡

⎢
⎢
⎢
⎣

M−1

∑
m=0

|v∗mvm+1|sin(φm −φm+1)

M−1

∑
m=0

|v∗mvm+1|cos(φm −φm+1)

⎤

⎥
⎥
⎥
⎦
, (5.145)

where φm is the vector angle of vm in the complex plane. If v is given by v = a+
jb, (5.145) is expressed by

f̂t =
1

2πTs
arctan

⎡

⎢
⎢⎢
⎣

M−1

∑
m=0

ambm+1 −
M−1

∑
m=0

am+1bm

M−1

∑
m=0

amam+1 +
M−1

∑
m=0

bmbm+1

⎤

⎥
⎥⎥
⎦
. (5.146)

In (5.146), M samples of R(Ts) are added vectorially, and the mean Doppler
frequency is estimated from the average of the phase shift weighted by the power of
samples (Sauvageot 1992, p. 194).

Using f̂t, mean Doppler velocity can be estimated as v̂t =−λ f̂t/2.

5.5.5 Estimation of Spectrum Width

Spectral Analysis in Frequency Domain

If the Doppler velocity spectrum width is small compared with the Nyquist velocity,
estimate of the Doppler frequency spectrum width σ̂ f , which is free from the bias
due to aliasing, can be obtained from the power spectrum as (Doviak and Zrnić
2006, p. 140);

σ̂2
f =

1

P̂T 2
s

[
km+M/2

∑
k=km−M/2

(
k
M

− f̂fTs

)2

ŜmodM (k)

]

. (5.147)

The estimate of the Doppler velocity spectrum width σ̂v can be obtained from the
estimate of the Doppler frequency spectrum width σ̂ f as σ̂v = λσ̂ f /2.
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Autocovariance Analysis in Time Domain

Substituting (5.108) and (5.107) into (5.102), the squared Doppler frequency
spectrum width σ2

f is expressed using time series signal as

σ2
f = μ2 − μ2

1 =
1

( j2π)2R(0)
d2R(0)

dτ2 −
[

1
j2πR(0)

dR(0)
dτ

]2

. (5.148)

In (5.148), only the first several time lags are important. Using estimate R̂(Ts), the
estimate σ̂2

f for σ 2
f is obtained, as details are discussed in Appendix B.2, by

σ̂2
f =

1
2π2T 2

s

[
1− |R̂(Ts)|

R̂(0)

]
. (5.149)

It is also shown as the same manner as (5.145) by

σ̂2
f =

1
2π2T 2

s

⎛

⎜
⎜
⎜
⎝

1−

∣
∣
∣
∣

M−1

∑
m=0

v∗mvm+1

∣
∣
∣
∣

∣
∣
∣
∣

M−1

∑
m=0

v∗mvm

∣
∣
∣
∣

⎞

⎟
⎟
⎟
⎠
. (5.150)

If the received signal spectra follow a Gaussian shape as will be discussed in
Sect. 5.5.6, σ̂2

f can be expressed by using autocorrelation functions of time lags 0

and 1, σ̂2
f = (1/2π2T 2

s ) ln |R̂(0)/R̂(Ts)| (Doviak and Zrnić 2006, p. 136), and using

lags 1 and 2, σ̂2
f = (1/6π2T 2

s ) ln |R̂(Ts)/R̂(2Ts)| (Srivastava et al. 1979).
The estimate of the Doppler velocity spectrum width σ̂v is given with the estimate

of the Doppler frequency spectrum width σ̂ f by the same equation as that in the
frequency domain, σ̂v = λσ̂ f /2.

5.5.6 Estimation of Spectral Parameter by Fitting

In the case that the signal is contaminated with high level noise or statistical
fluctuations, parameter estimation by the direct moment method mentioned in
Sects. 5.5.4 and 5.5.5 becomes inaccurate. Hence, the following method is generally
adopted, in particular, by atmospheric radars. That is, power spectrum is first
supposed to be expressed by an analytic function determined by several spectral
parameters, and then, the parameters are estimated by fitting the supposed analytic
spectrum to observed one. Because the power spectrum is often well described by
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a Gaussian function (e.g., Janssen and van der Spek 1985; Doviak and Zrnić 2006,
p. 112), the following model function of the Gaussian distribution is fitted20

St(v) =
S0√
2πσv

exp

[
− (v− v)2

2σ2
v

]
, (5.151)

where S0 is the scattered power, S0/(
√

2πσv) is the peak value of power spectral
density, v is the radial velocity, v is the mean radial velocity (i.e., expected value
E[v]), and σv is the Doppler velocity spectrum width . The spectrum width (full
width, or half width times 2) is defined as the width of spectrum where spectral
power becomes half of the peak value, and given by 2

√
2ln2 σv.

The above function is nonlinear, and so the fitting is performed by nonlinear
least-square method. The principle of nonlinear least-square fitting is to decide
spectral parameters that minimize residual sum of squares ε(P) between model
function and observation. The value of ε(P) is given by

ε(P) =
N

∑
k=1

[St(k;P)− y(k)]2, (5.152)

where St(k;P) is the model function given by (5.151), and y(k) is the observed
value. Note that frequency f is replaced with the frequency point k, and N is the
total number of frequency points. The function P is the parameter vector, and its
elements are S0, v, and σv. The necessary condition to minimize (5.152) yields

N

∑
k=1

[St(k;P)− y(k)]
∂St(k;P)
∂Pi

= 0 (i = 1, 2, 3). (5.153)

St(k;P) is linearized by applying the Taylor series expansion to St(k;P) around a
proper initial value P0, and taking only the zeroth and first order terms as follows;

St(k;P0 + δP)� St(P0)+
3

∑
j=1
δPj

∂St(k;P)
∂Pj

. (5.154)

Substituting (5.154) into (5.153),

A ·δP = b (5.155)

is obtained, where the elements of A and b are

20Refer to Sect. 5.6.1 for the details on Gaussian functions.
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Fig. 5.17 A result of Gaussian function fitting for measured power spectrum by the MU radar at
the direction of (azimuth, zenith) = (90◦, 10◦) and 6.2 km height between 0001:03 and 0002:03 LT
on 8 March 2011. Thick lines show measured data, and thin line the result of fitting. Courtesy of
Dr. Hashiguchi, Kyoto University

ai j =
N

∑
k=1

∂St(k;P)
∂Pi

∂St(k;P)
∂Pj

, (5.156)

b j =
N

∑
k=1

[y(k)− St(k;P0)]
∂St(k;P)
∂Pi

, (5.157)

respectively. The correction value δP is obtained from (5.155) as

δP = A−1 ·b. (5.158)

Replacement of P0 with P0 +α · δP is recurred until P converges, where α (0 ≤
α ≤ 1) is called reduction factor, which is used to stabilize convergence. The value
of P is supposed to be convergent if the change of ε(P) and the correction become
below the specified values.

Figure 5.17 shows a result of Gaussian function fitting using the above method
for measured power spectrum by the MU radar (Sect. 10.2.3) at the direction of
(azimuth, zenith) = (90◦, 10◦) and 6.2 km height between 0001:03 and 0002:03 LT
on 8 March 2011.
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5.5.7 Estimation Based on Prediction Theory

As will be discussed later in Sect. 8.4.2, received signals are practically contami-
nated with various undesired signals. As a result, the power spectrum is considerably
distorted in shape and/or very low frequency noise intermingles with received
signals, that often makes it more difficult to accurately estimate spectral parameters.
In these cases, the estimation method for time series signal based on prediction
theory such as the maximum entropy method (MEM) is adopted.

In the MEM, {vn} is assumed as a complex stationary time series signal, and the
value of one step advanced vn is estimated with the linear combination of N data in
the past data set {vm; m = n− 1, n− 2, . . .}(m < n) as follows;

vn =
N

∑
m=1

amvn−m, (5.159)

where N indicates the dimension of estimation.
When {am} that minimizes estimated error en

2 = 〈|vn − ∑N
m=1 amvn−m|2〉 is

determined, power spectral density of dimension N is given by

S( f ) =
en

2

∣
∣
∣
∣
∣
1−

N

∑
m=1

ame− j2π f m

∣
∣
∣
∣
∣

2 . (5.160)

To obtain {am}, a simultaneous equation of unknowns {eN
2, a1, . . . , aN} is derived

from (5.159) as;
⎡

⎢
⎢⎢
⎣

R0 R−1 R−2 . . . R−N

R1 R0 . . . . . . R−N+1
...

...
. . .

...
RN RN−1 . . . . . . R0

⎤

⎥
⎥⎥
⎦

⎡

⎢
⎢⎢
⎣

1
a1
...

aN

⎤

⎥
⎥⎥
⎦
=

⎡

⎢
⎢⎢
⎣

eN
2

0
...
0

⎤

⎥
⎥⎥
⎦
, (5.161)

where the autocorrelation function R(l) is indicated as Rl . From Crammer’s
formula, (5.161) is solved as follows;

eN
2 =

DN+1

DN
, (5.162)

an =
An

DN
(n = 1, · · ·, N), (5.163)

DN+1 ≡

∣
∣∣
∣
∣
∣
∣∣
∣

R0 R−1 R−2 . . . R−N

R1 R0 . . . . . . R−N+1
...

...
. . .

...
RN RN−1 . . . . . . R0

∣
∣∣
∣
∣
∣
∣∣
∣

. (5.164)
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DN and An are the cofactor matrices of N ×N regarding R0 and R−n in the Toeplitz
matrix21 DN+1 of (N + 1)× (N+ 1), respectively.22

If Rls are true correlation functions, the above relation holds strictly. However,
N + 1 estimated values are used for Rl in the MEM, and their fluctuations are
not taken into consideration in actual calculations. As a result, the power spectral
density estimated by (5.160) fluctuates more conspicuously with increasing N.
Hence, the dimension N must be determined in a suitable way. If N becomes large,
the power spectral density estimated by (5.160) approaches periodogram.

In the improved MEM method by Ogura and Yoshida (1981), it is possible to esti-
mate power spectral density in the higher precision by calculating {en

2, a1, . . . , an}
with considering the fluctuation of estimated correlation functions.

5.6 Correlation and Accuracy of Sampled Signal

Parameters such as the echo intensity, the mean Doppler frequency (velocity), and
the Doppler frequency spectrum width (velocity spectrum width) are estimated from
either power spectral density or correlation function. Here, it should be noted that
both the power spectral density and the correlation function are estimates of the
true values which are obtained by actual observation. Therefore, it is important to
know accuracy of the estimated parameters. First, assuming that these parameters
are obtained by ideal radar which is free from any error of observation, we
discuss correlation function, coherent integration, and incoherent integration. Next,
we theoretically evaluate the errors which originate in the SNR and the Doppler
frequency spectrum width.

5.6.1 Correlation Function and Correlation Time

As discussed in Sect. 5.5.6, the power spectra are often well described by Gaussian
functions. Meanwhile, if the time correlation function g(t) is Gaussian function
whose variance about t is given by σ2

t , it is expressed as

g(t) =
1√

2πσt
exp

(
− t2

2σ2
t

)
, (5.165)

21The matrix whose elements in the diagonal line are identical is called the Toeplitz matrix, and its
determinant is called the Toeplitz determinant.
22In actual numerical calculations, the simple Levinson algorithm which suites sequential compu-
tation is adopted.
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and its Fourier transform G( f ) becomes

G( f ) =
∫ ∞

−∞
g(t)e− j2π f tdt = exp

[
− 4π2 f 2

2(1/σ2
t )

]
. (5.166)

If σ f = (2πσt)
−1 is applied, (5.166) is expressed as

G( f ) = exp

(

− f 2

2σ2
f

)

. (5.167)

From (5.165) and (5.167), it is apparent that the Fourier transform of a Gaussian
function also becomes a Gaussian function. It means that the autocorrelation
function of a time function whose power spectral density is expressed by a Gaussian
function also becomes the Gaussian function in the similar form (see Fig. 5.14c).

Correlation Function

Applying the relations v =−λ f/2 and σ v =−λσ f /2 to (5.151), a Doppler-shifted
frequency spectrum S( f ) becomes

S( f ) =
S0√
2πσ f

exp

[

− ( f − f )2

2σ2
f

]

, (5.168)

where f is Doppler frequency and f is the expectation (mean value of f , and is also
shown by fd). Accordingly, (5.165) and (5.167) are used in the relation of (5.74),
and the autocorrelation function R(Ts) is expressed as

R(Ts) = S0 exp(−2π2σ2
f T 2

s )exp( j2π f Ts) (5.169)

= S0 exp

(
−8π2σ2

v T 2
s

λ 2

)
exp

(
− j

4πvTs

λ

)
+N, (5.170)

where Ts is the time lag, i.e., sampling interval, and N is defined as the mean white
noise power. From (5.170), the normalized signal correlation, or the correlation
coefficient ρn(Ts) is given by

ρn(Ts) = exp

[

−8

(
πσvTs

λ

)2
]

. (5.171)
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Correlation Time

The time lag Tc that the correlation coefficient of (5.171) falls to e−1 is called a
correlation time. In this case, 8(πσvTc/λ )2 = 1, and

Tc =
λ

2
√

2πσv
. (5.172)

The longer the correlation time is, the more moderate the change. If a number of
samples are obtained within the correlation time, it is possible to assume that the
individual samples have correlation and are sampled during an identical physical
process. Thus, in signal processing to calculate power spectral density, samples
obtained within the correlation time are used. Also, coherent integration which will
be mentioned later is performed within the correlation time.

Independent Samples

The elapsed time that mutual correlation between received signal samples approx-
imately dissolves changes depending on the condition of scatterers and observed
altitude. The independent sample time in which each sample becomes independent
is defined by the time lag Ti that the correlation coefficient of (5.171) falls to e−π .
At this time, 8(πσvTi/λ )2 = π , and

Ti =
λ

2
√

2πσv
. (5.173)

Mean receiver output value of M velocity samples v1, v2, · · · , vM, i.e., expected
value v, is given by

v =
1
M

M

∑
i=1

vi. (5.174)

If M samples are mutually independent, and the variance of v1, v2, · · · , vM are
expressed as σ2

v , then the receiver output velocity variance is reduced to 1/M, and
its expected value E[σ2

v ] becomes

E[σ2
v ] =

σ2
v

M
. (5.175)

Meanwhile, if samples have correlation, total number of independent samples MI

becomes smaller than M, and is given by the function of M and the normalized
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Fig. 5.18 Number of independent samples versus the correlation coefficient for a Gaussian
distribution [from Nathanson 1991, p. 97]

autocorrelation function ρ0(Ts). If the receiver transfer function is square law,23 MI

is given by Zrnić (1979)

E[σ2
v ]

σ2
v

=
1

MI
=

M−1

∑
m=−(M−1)

M−|m|
M2 ρ0(mTs), (5.176)

where

ρ0(mTs) = exp

[

−8

(
πσvmTs

λ

)2
]

, (5.177)

and Ts is the sampling interval.
Figure 5.18 shows the relationship between the correlation coefficient and

number of independent samples calculated from (5.176), assuming the correlation
function has a Gaussian shape (Nathanson 1991, p. 97). As apparent from the
figure, samples are transferred to the independent condition at the time around
σvTs/λ = 0.2. The value of Ts is approximately equivalent to Ti, which is given

23The output sample Qk is proportional to the input power Pk , i.e., Qk ∝ Pk ∝ V |k|2 (Doviak and
Zrnić 1984, p. 95).
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by (5.173). The signals sampled at the interval longer than this value are independent
(M = MI). It is noted that the averaging of independent samples contributes to
suppressing the variance of signals.

5.6.2 Coherent Integration

Because there is a statistical fluctuation in signals from Bragg scatterers, averaging
(or integration) of sampled signals which are independent with each other is
indispensable to obtain precise amplitude and phase information. The correlation
time of signals from Bragg scatterers at very long wavelengths is much longer than
the pulse repetition time (PRT). If that is the case the coherent averaging can be
instituted to reduce the signal processing load. In addition, vertically pointed beams
typically require a small unambiguous range and thus pulses can be transmitted at a
high pulse repetition frequency (PRF). Using high PRF spreads the noise power over
a large Nyquist interval and thus received complex echoes can be time averaged (i.e.,
the so called coherent integration) before Doppler processing as shown in Fig. 5.12.

The processing is performed in the coherent integrator which unites the signal
phase at the identical range point (or range bin). Because signals are coherent over
a time interval short compared to the signal’s correlation time, samples of I and Q
for the signal do not change significantly over time periods less than the correlation
time. But the noise samples are incoherent and change randomly from sample to
sample. Thus the sum of I and Q signal samples progressively increases (i.e., a
coherent sum) whereas the sum of the I and Q components of noise weakens on
average. If a complex voltage of the coherent integrator v(k) is comprised of a signal
s(k) = Ae jϕ (A: amplitude; ϕ : phase) and complex white Gaussian noise n(k) of
variance σ2,

v(k) = s(k)+ n(k) = Ae jϕ + n(k), (5.178)

and the SNR of v(k), denoted (S/N)1 is

(S/N)1 =
A2

σ2 . (5.179)

By adding M samples, the coherent integrator output becomes

M−1

∑
k=0

v(k) =
M−1

∑
k=0

s(k)+
M−1

∑
k=0

n(k) = MAe jϕ +
M−1

∑
k=0

n(k) (5.180)

which keeps the form of the sum of a signal component and a noise component. The
power in the signal component is (MA)2, whereas that of the noise component is
expressed as
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E

[∣∣
∣
∣
∣

M−1

∑
k=0

n(k)

∣
∣
∣
∣
∣

2]

= E

{[
M−1

∑
k=0

n(k)

][
M−1

∑
l=0

n∗(l)

]}

=
M−1

∑
k=0

M−1

∑
l=0

E
[
n(k)n∗(l)

]
= Mσ2.

(5.181)

Thus the SNR of the coherent integrator for M data samples (S/N)M becomes

(S/N)M = M
A2

σ2 = M(S/N)1. (5.182)

It means that coherent integration within the correlation time, from (5.172) about
0.113λ/αv,24 provides a factor of M gain in SNR.

As shown in Fig. 5.12, the actual coherent integrator is inserted following to
the matched filter and phase detector in receiver. If it is implemented as a band-
pass filter, then the Gain M corresponds to BN/B, where BN is the effective noise
bandwidth and B is the receiver bandwidth (the band-pass filter width). If the
coherent integrator is implemented with a FFT, then M is the number of taps in
the FFT.

A conceptual diagram of the coherent integration of the FFT is shown in
Fig. 5.19. Panel (a) shows the frequency spectrum of received signal similar to
Fig. 5.13b. Panel (b) is the expansion of the line spectrum of (a). In these panels,
the origin of the horizontal axis f is the center frequency of the carrier, and is zero
after phase measurement, Ts is the sampling interval, fd is the Doppler frequency,
and σf is the width of Doppler frequency perturbation (standard deviation). The
frequency spectrum of the received signal is the line spectrum of period 1/Ts, and the
envelope corresponds to the frequency spectrum of each single pulse. The coherent
integration is equivalent to extracting the spectrum of the signal with the comb filter
(pulse Doppler filter) shown as the solid lines of Panel (c), where the filter bandwidth
is equivalent to 1/MTs. If the received signals are integrated within the correlation
time, the spectrum are add in the identical comb filter, and the noise power increases
or decreases in proportion to the filter bandwidth.

5.6.3 Incoherent Integration

The estimates of power spectrum obtained by the FFT or other means in the
frequency domain fluctuate around the true spectrum, and have a statistical variance
at each frequency. As previously described in Sect. 5.4.2, the periodogram does
not converge to the true power spectral density even if the period T → ∞, or the
sampling number m → ∞. Therefore, averaging (or integration) of periodograms

24Smith (1986) shows the time available for coherent integration as approximately 0.14λ/αv or
neighborhood of λ/(6〈v〉), where 〈v〉 is the mean Doppler velocity.
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Fig. 5.19 Conceptual diagram of the coherent integration with a FFT. (a) Frequency spectrum of
received signal, (b) expansion of line spectrum in (a), and (c) Comb filters of coherent integration.
In (c), the coherent integration is equivalent to extracting the solid lines

is needed for estimating the true power spectral density. That is, the average
approaches the true power spectral density if multiple independent periodograms
are added at each frequency. Such averaging processing in the frequency domain
is called incoherent integration. Since phase information is discarded in incoherent
integration, separation of signal component and noise component such as shown
in (5.180) cannot be expected. Figure 5.20 shows schematic power spectrum
averaging of signal plus noise. (a) No averaging, Ms = 1, (b) averaging of Ms = 10,
and (c) Ms = 100, where Ms is the number of spectra being averaged (adapted from
Lyons 2004, Chap. 11).

To discuss averaging (or integration) of power, it might be useful to take a general
view of the χ2-distribution first. We may assume that the amplitude of a random
variable x has a Gaussian distribution expressed as

a(x) =
1√
2π

exp

(
−x2

2

)
, (5.183)
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Fig. 5.20 Schematic power spectrum averaging of signal plus noise. (a) No averaging, Ms = 1,
(b) averaging of Ms = 10, and (c) Ms = 100, where Ms is the number of spectra being averaged
[adapted from Lyons 2004, Chap. 11]
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where the mean value and standard deviation are assumed to be 0 and 1, respectively.
When independent estimates of power x2 are added m times as

y =
m

∑
k=1

x2
k , (5.184)

it can be shown that y follows a χ2-distribution given by

b(y) =
(y/2)m/2−1 exp(−y/2)

2Γ(m/2)
, (5.185)

where Γ(m/2) is defined as

Γ(m/2) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(m
2
− 1

)
! when m is even integer

(m
2
− 1

)(m
2
− 2

)
. . .

1
2

√
π when m is odd integer and m ≥ 3

√
π when m = 1.

(5.186)

The mean value μ and standard deviation σ of the χ2-distribution are

μ = m, (5.187)

σ =
√

2m. (5.188)

Therefore, when the square of random variable is added m times, the resultant
mean value or the integrated power increases m times. The number of averaging
(or integration) m is called the degree of freedom of the χ2-distribution.

As discussed in Sect. 5.3.2, I and Q components are both assumed to follow the
Gaussian distribution, and signal power which is proportional to I2 +Q2 follows an
exponential function, and its degree of freedom is 2. When Ms power spectra are
averaged (integrated; m = 2Ms), the degree of freedom becomes 2Ms. From (5.187)
and (5.188), the ratio σ/μ is given by

σ
μ

=
1√
Ms

. (5.189)

It means that the fluctuation of signal and noise decreases to 1/
√

Ms by a incoherent
integration of Ms independent samples, but such improvement of SNR as achieved
by the coherent integration cannot be expected.

The incoherent integration gain depends upon the values specified for the false-
alarm probability Pfa and the probability of detection Pd in a complicated way
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(Smith 1986). It is estimated by considering the SNR required to achieve a specified
performance when multiple data samples by incoherent integration are applied, and
comparing that to the SNR to achieve the same performance when only single
sample is used. Thus, the incoherent integration gain Iinc(Ms) is expressed as

Iinc(Ms) =
(S/N)1

(S/N)′Ms
, (5.190)

where (S/N)1 is the SNR for one pulse, and (S/N)′Ms is the SNR for one pulse of
the same Pd and the same Pfa with the integration Ms. From (5.189), Iinc(Ms) =

√
Ms

is expected.

5.6.4 Standard Deviation of Radar Reflectivity Factor

Doviak and Zrnić (2006, errata25) have discussed in detail the accuracy of the
observational parameter estimates. Based upon their description, estimate accuracy
for the received power, the mean Doppler velocity, and the Doppler velocity
spectrum width are subsequently discussed in Sects. 5.6.4–5.6.6.

The estimated value for the radar reflectivity factor at the receiver output is given
by

Ẑ = α Ŝ = α(P̂−N), (5.191)

where symbol (ˆ) denotes estimates, whereas expected value otherwise, α is a
constant determined from radar equation, Ŝ is estimate for signal power, N noise
power, and P̂ the mean value of M samples of output power Pk, which is given by

P̂ = P̄ =
1
M

M−1

∑
k=0

Pk. (5.192)

Radar reflectivity factor Z [mm6 m−3] of (5.191) is expressed in decibels by

Ẑ [dBZ] = 10log10 Ẑ = 10log10α Ŝ. (5.193)

Expressing Ŝ = S+ δS, where S is the expected value, and δS is the displacement
of Ŝ from S, (5.193) becomes (Doviak and Zrnić 2006, errata, p. 128, (6.13b))

25The errata and supplements for the third and fourth printings of Doviak and Zrnić (2006,
Chap. 6). http://www.nssl.noaa.gov/papers/books.html.

http://www.nssl.noaa.gov/papers/books.html
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Ẑ [dBZ] = 10log10αS+ 10log10

(
1+

δS
S

)
= Z + δZ. (5.194)

If M is large enough, δS/S becomes smaller than 1. Therefore, the second term
of (5.194) is approximated by applying Taylor series expansion to it:

10 log10

(
1+

δS
S

)
� 10

ln10
δS
S
. (5.195)

Substitution of (5.195) into (5.194) leads to

Ẑ [dBZ]� 10log10αS− 4.34+ 4.34
Ŝ
S
. (5.196)

As the variable contained in (5.196) is the third term only, the estimate error, i.e.,
the standard deviation (SD) of Ẑ[dBZ] is simplified as

SD[Ẑ [dBZ]] = 4.34 SD[Ŝ/S], (5.197)

where Ŝ = P̂−N, and N is assumed to be a given fixed value. Thus,

SD[Ŝ] = SD[P̂] =
P√
MI

=
S+N√

MI
, (5.198)

where MI is the number of samples which are independent out of M samples that
are used for the averaging. From (5.197) and (5.198),

SD[Ẑ [dBZ]] =
4.34(S+N)

S
√

MI
(5.199)

is derived (Doviak and Zrnić 2006, errata, p. 128, (6.13c)). If sampling is made at a
constant interval Ts in a steady state, MI is determined in the similar way as (5.176)

1
MI

=
M−1

∑
m=−(M−1)

M−|m|
M2 ρS+N (mTs), (5.200)

where ρS+N (mTs) is the autocorrelation coefficient for the power sample with noise
included at time lag mTs.

Here, it is assumed, for simplicity, that the receiver has a square-law character-
istic.26 In this case, the correlation coefficient of square-law receiver output signal
(power sample) becomes square of the correlation coefficient of input signal sample.

26The square law receiver is typically the receiver of choice because it does not produce any bias
and has the minimum variance (Doviak and Zrnić 1984, Fig. 6.2b).
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If a signal spectrum of the Gaussian distribution is superposed with white noise
spectrum, the correlation coefficient of the signal S with white noise N included,
where S and N are normalized by S+N, respectively, is expressed as (Doviak and
Zrnić 2006, errata, p. 128, (6.13d))

ρS+N (mTs) =

[
S

S+N
e−2(σvnπm)2

+
N

S+N
δm

]2

, (5.201)

where δm = 1 for m = 0 and δm = 0 otherwise. The parameter σvn is the Doppler
velocity spectrum width which is normalized with the Nyquist width 2vN = λ/2Ts,
and given by

σvn =
2σvTs

λ
, (5.202)

where λ is radar wavelength.
According to Doviak and Zrnić (2006, errata, p. 128), alternative to a numerical

solution of (5.200), there are conditions whereby we can obtain a useful analytical
solution. It can be shown the condition σvn ≤ 0.25 still applies to replace the sum
of (5.200) by an integral even if N �= 0; furthermore, σvn ≥ 2.4/M becomes a
sufficient condition to ignore the term m/M in that equation. Because the dwell
time MTs is typically much longer than the correlation time of the weather signal
samples, ρs+n(MTs) � 1 and thus the limits on the integral can be extended to
infinity. Evaluation of this integral under these condition yields (Doviak and Zrnić
2006, errata, p. 128, (6.13e))

MI =

(
1+

S
N

)2

M

1+ 2
S
N
+

(S/N)2

2σvn
√
π

. (5.203)

The formula for calculating the standard error in estimating Z[dBZ] as a function
of S/N is obtained by substituting (5.203) into (5.199) yielding (Doviak and Zrnić
2006, errata, p. 128, (6.13f))

SD[Ẑ [dBZ]] =
4.34

M1/2

N
S

[
1+ 2

S
N
+

(S/N)2

2σvn
√
π

]1/2

[dB], (5.204)

a result agreeing with that obtained from simulation (Melnikov et al. 2011).
Although SD[Ẑ [dBZ]] increases without bound as S/N decreases, it can be
shown the SD of reflectivity factor estimates, expressed in linear units (i.e.,
mm6 m−3), decreases as S/N decreases and reaches a minimum value at S = 0 (i.e.,
SD[Ẑ [mm6 m−3]] = αN/

√
M if S = 0; in this case Ẑ = 0). This apparent dichotomy

is explained by the fact that the slope of the logarithmic function increases without
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Fig. 5.21 Relationship between the standard deviation of the radar reflectivity factor and the
number of samples M for various normalized Doppler velocity spectrum widths σvn. The plotted
curves are calculated based on (5.204), which are normalized with the Nyquist width 2vN. Curves
apply if effective for σvn ≥ 2.4/M

bound as its argument decreases. That is, a constant width of a distribution on the
linear scale increases on the logarithmic scale as the mean decreases.

The relationship between the standard deviation of the radar reflectivity factor
[dBZ], and the number of samples M for normalized Doppler velocity width, when
SNR is large (= 20dB), is shown in Fig. 5.21.

5.6.5 Standard Deviation of Mean Doppler Velocity

Spectral Analysis in Frequency Domain

The variance of the mean Doppler frequency var[ f̂f] can be derived from the
signal power spectral density. That is given by integrating the mean Doppler
frequency which is weighted with power spectral density of signal within the
Nyquist frequency width, −1/2Ts to 1/2Ts, as (Berger and Groginsky 1973)

var[ f̂f] =
1

MTsS2

∫ 1/2Ts

−1/2Ts

f 2S2( f + f̂f)d f , (5.205)

where S( f ) is the power spectral density of signal with noise included and given
by S( f ) = SS( f )+SN( f ). Note that SS( f ) and SN( f ) are the power spectral density
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of signal and noise, respectively, and f̂f is the mean Doppler frequency obtained
by spectral analysis. If S( f ) is the signal spectrum of the Gaussian distribution
expressed by (5.168) and its Doppler frequency spectrum width σ f is narrow
enough (σ f Ts � 1), the variance of mean Doppler velocity var[v̂f] is given from
var[v̂f] = (λ/2)2var[ f̂f], as (Doviak and Zrnić 2006, p. 135)

var[v̂f] =
λ 2

4MT 2
s

[
σvn

4
√
π
+ 2(σvn)

2 N
S
+

1
12

(
N
S

)2
]

, (5.206)

where σvn is the Doppler velocity spectrum width which is normalized by the
Nyquist width 2vN. The standard deviation of mean Doppler velocity is given by
SD[v̂f] =

√
var[v̂f].

Autocovariance Analysis in Time Domain

If number of samples M and the Doppler velocity spectrum width σvn normalized
by the Nyquist width satisfies the following condition,

1
2πM

� σvn � 1, (5.207)

the variance of the mean Doppler velocity var[v̂t] is expressed as (Doviak and Zrnić
2006, p. 134)

var[v̂t]� λ 2

32π2Mρ2(Ts)T 2
s

{
1−ρ(Ts)

2σvn
√
π

+

(
N
S

)2

+ 2
N
S
[1−ρ(2Ts)]

}

, (5.208)

where ρ(Ts) is the correlation coefficient which was shown in (5.171) and given by

ρ(Ts) = exp[−8(πσvTs/λ )2]. (5.209)

If samples are independent, var([v̂t]) is expressed as (Doviak and Zrnić 2006, p. 134)

var[v̂t]� λ 2

32π2Mρ2(Ts)T 2
s

[
(1+N/S)2−ρ2(Ts)

]
. (5.210)

The standard deviation of the mean Doppler velocity is given by SD[v̂t] =
√

var[v̂t].
The relationship between the standard deviation of mean Doppler velocity and

Doppler velocity spectrum width for various SNR calculated based on (5.206)
and (5.208) is shown in Fig. 5.22.
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Fig. 5.22 Relationship between the standard deviation of the mean Doppler velocity and the
Doppler velocity spectrum width for various SNR, which are normalized with the Nyquist width
2vN. Calculated based on (5.206) and (5.208). Estimation error increases in the region σvn > 0.25

5.6.6 Standard Deviation of Spectrum Width

Spectral Analysis in Frequency Domain

If the Doppler frequency spectrum is of a Gaussian distribution and the spectrum
width is narrow enough, the variance of spectrum width var[σ̂ f ] for the Doppler
frequency spectrum width which is given by (5.147) can be obtained in the similar
way as (5.205) and (5.206). Thus, the variance of the Doppler velocity spectrum
width var[σ̂v] is given by Doviak and Zrnić (2006, p. 140)

var[σ̂v] =
λ 2

4MT 2
s

[
3σvn

32
√
π
+σ2

vn
N
S
+

(
1

320σ2
vn
− 1

24
+
σ2

vn

4

)(
N
S

)2
]

. (5.211)

The standard deviation of the Doppler velocity spectrum width is given by SD[σ̂v] =√
var[σ̂v].
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Fig. 5.23 Relationship between the standard deviation of the Doppler velocity spectrum width
and the Doppler velocity spectrum width for various SNR, which are normalized with the Nyquist
width 2vN. Calculated based on (5.211) and (5.212). Estimation error increases in the region σvn >
0.25

Autocovariance Analysis in Time Domain

Under the condition of (5.207), the variance of the Doppler velocity spectrum width
var[σ̂v] is given by Doviak and Zrnić (2006, p. 137)

var[σ̂v] =
λ 2

128Mπ4σ2
vnρ2(Ts)T 2

s

×
{

[2− 2ρ2(Ts)+ρ4(Ts)]
N
S
+[1+ 2ρ2(Ts)]

(
N
S

)2

+F

}

, (5.212)

where F is

F = ρ2(Ts)
M−1

∑
m=−(M−1)

{
3ρ2(mTs)+

ρ2(mTs)

ρ2(Ts)
−4
ρ [(m+1)Ts]ρ(mTs)

ρ(Ts)

}(
1−|m|

M

)
,

(5.213)

σvn is given by (5.202), and ρ(Ts) is given by (5.209). If samples are independent,
var[σ̂v] is given by Doviak and Zrnić (2006, p. 137)
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var[σ̂v] =
λ 2

128Mπ4σ2
vnρ2(Ts)T 2

s

×
{
[
1−ρ2(Ts)

]2
+ 2

[
1−ρ2(Ts)

] N
S
+
[
1+ρ2(Ts)

] N2

S2

}
. (5.214)

The standard deviation of the Doppler velocity spectrum width is given by SD[σ̂v] =√
var[σ̂v]. Relationship between the Doppler velocity spectrum width and its

standard deviation for various SNR calculated based on (5.211) and (5.212) is shown
in Fig. 5.23.



Chapter 6
Radar Observations of Precipitation

Among various physical quantities which are measured with meteorological and
atmospheric radars, precipitation is widely considered the most important quantity
from the viewpoint of the practical use. In this chapter, we first discuss the
relation between the basic radar quantities which are obtained by a single radar,
including radar reflectivity factor, mean Doppler frequency, and mean Doppler
spectrum width, and the typical physical parameters which represent characteristics
of precipitation, including water contents, the rainfall rate, and the drop size
distribution (DSD). Then, we describe the specific techniques to derive these
physical parameters from the basic radar quantities. As shown in Fig. 3.9, the
radar reflectivity by precipitation particles becomes larger than that by refractive
index perturbations in the frequency range higher than 2–3 GHz. Therefore, as for
discussions in this chapter, meteorological radar and the related subjects become
the main topics. However, the relation between basic radar quantities and physical
parameters concerned with precipitation is common to both meteorological and
atmospheric radars. Meanwhile, for high precision estimation of DSD which is
discussed in Sect. 6.2, it is crucially important to separate particle’s falling velocity
from the vertical motion of the background atmosphere, and thus the estimation is
usually performed as the part of atmospheric radar observations.

Next, the attenuation of radar wave in the atmosphere which sometimes
significantly affects observations by the meteorological radar is discussed. The
attenuation is not significant in the frequency range which is generally used for
atmospheric radar, and thus, this discussion is limited primarily to meteorological
radar.

Finally, techniques to estimate precipitation rate and the DSD in higher precision
by using polarimetric radar (or dual polarization radar) are described.

S. Fukao and K. Hamazu, Radar for Meteorological and Atmospheric Observations,
DOI 10.1007/978-4-431-54334-3 6, © Springer Japan 2014
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168 6 Radar Observations of Precipitation

6.1 Parameters of Precipitation

6.1.1 Parameters of Drop Size

Drop Size Distributions of Precipitations

Precipitation particles include raindrops, graupels, hails, clouds, fogs, and so on.
Thus, meteorological radars, in general, choose the wavelengths where the Rayleigh
approximation becomes effective. Because radar cross section is proportional to the
sixth power of particle diameter D as discussed in Sect. 3.3, the rainfall rate is related
closely to the DSD when rainfall rate is given as the function of the radar cross
section (or radar reflectivity factor). A variety of functions have been so far proposed
for the DSD, and among them, the following gamma distribution is known as the
most popular one which expresses a general DSD (e.g., Ulbrich 1983; Willis 1984).

N(D) = N0Dμ exp(−ΛD). (6.1)

This distribution depends on three parameters, N0, μ , and Λ. If small drop size
is predominant and the distribution monotonically decreases as drop size becomes
large, the values of μ ≤ 0 fit better. On the other hand, when a specific drop size
which is not the minimum diameter is predominant, the values of μ > 0 represent
the distribution better (Ulbrich 1983). Theoretical models of the DSD generated by
breakup and coalescence have been presented by e.g., Srivastava (1967, 1971).

The parameter N0 is an intercept parameter of the distribution curve, and its unit
becomes [m−1−μ m−3] if the unit of diameter is expressed in [m]. The parameter Λ
[m−1] is a slope parameter which shows the gradient of distribution curve. Figure 6.1
illustrates the drop size distributions for the gamma distribution for μ =−2, 0, +2
in (6.1). When μ = 0, N(D) becomes an exponential distribution expressed as
(Marshall and Palmer 1948)

N(D) = N0 exp(−ΛD), (6.2)

The Marshall–Palmer (M–P) distribution belongs to the group of (6.2) with the
following values for N0 and Λ;

N0 = 8.0× 106 [m−1m−3], (6.3)

Λ = 4100R−0.21 [m−1], (6.4)

where R is the rainfall rate [mm h−1].
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Fig. 6.1 Drop size
distribution of the gamma
distribution for the case
where W = 1 [g m−3] (see
Sect. 6.1.3) and the median
value of diameters
D0 = 2 mm are assumed.
N(D) is calculated for
μ =−2, 0, +2. The inset
table shows the corresponding
values of radar reflectivity
factor [from Ulbrich 1983]

Higher Moments of DSD

It is convenient to use the higher moment of the DSD to express various physical
quantities of precipitation. The nth moment of N(D) is defined as

mn ≡
∫ ∞

0
DnN(D)dD. (6.5)

Although the actual integration range is between Dmin and Dmax, it is generally
assumed, for simplicity, that Dmin = 0 and Dmax = ∞. The error caused by this
approximation can be ignored to practical use. We adopt the following formula
which is useful in expressing the DSD (Doviak and Zrnić 2006, p. 219);

∫ ∞

0
xa−1e−bxdx =

1
baΓ(a), (6.6)

where a > 1 and b > 1. The function Γ is the complete gamma function, and Γ(n+
1)= nΓ(n). If n is an integer,Γ(n+1)= n!. Substituting (6.1) into (6.5) and utilizing
(6.6), the nth moment of the DSD can be expressed as

mn = N0
Γ(n+ μ+ 1)
Λn+μ+1 . (6.7)
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Terminal Velocity of Precipitation Particle

Precipitation particles are falling at a constant speed in the atmosphere, which is
determined by the balance between the downward force of gravity and the upward
resistance exerted by the atmosphere. The speed is called the terminal velocity.
A variety of formulae have been proposed to express the terminal velocity wT

[m s−1] of precipitation particles in the atmosphere. An empirical equation was
given by (4.57) as the function of radar reflectivity factor and atmospheric density.
In addition, it is possible to express it by the function of drop diameter D [m] in the
range around 3× 10−4 m < D < 6× 10−3 m as follows (Atlas et al. 1973);

wT(D) = 9.65− 10.3exp (−600D). (6.8)

The error from (6.8) has been confirmed less than 2% by comparison with the actual
measurement in the range of drop diameter 6× 10−4 m < D < 5.8× 10−3 m. The
more simplified expression is given by power law fit to the actual measurement as
follows (Atlas and Ulbrich 1977);

wT(D)� 386.6D0.67. (6.9)

It is said that the above equation meets well with the actual measurement in the
range 5× 10−4 m < D < 5× 10−3 m. However, the difference with the result of
(6.8) becomes large gradually as shown in Fig. 6.2.

Theoretical terminal velocity of hailstones can be obtained through Newton’s
third law by equating the total drag force to the weight. The most uncertain
parameter for determining the terminal velocity is the drag coefficient (Doviak and
Zrnić 2006, p. 217). Matson and Huggins (1980) determined the best-fit relationship
between the diameter and terminal velocity of hailstones with diameters less than
2.5× 10−2 m as

wT(D)� 114.5D0.5, (6.10)

where wT [m s−1] and D [m], respectively.
As for aggregate snowflakes, Gunn and Marshall (1958) used the formula for

wT(D)� 8.34D0.31, (6.11)

where wT [m s−1] and D [m] is the diameter of a water sphere with the same mass
as the snowflake less than 2.5× 10−3 m.

Figure 6.2 shows the terminal velocities as a function of the particle diameters of
raindrops, hailstone, and snowflake calculated by (6.8) to (6.11).

The falling speed of precipitation particles is affected by air resistance, and
strictly speaking, the terminal velocity changes according to the atmospheric
density. If atmospheric densities at sea level and at the level of observation are ρa0

and ρa, respectively (Sect. 4.3.1), the terminal velocity of precipitation particles in
diameter D becomes
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Fig. 6.2 Terminal velocities as a function of the particle diameters of raindrops, hailstone, and
snowflake calculated by (6.8) to (6.11)

wT(D,ρa) = wT(D)

(
ρa0

ρa

)0.4

. (6.12)

Hereafter, we assume that the correction term due to atmospheric density in (6.12)
is unity and so there is no change of terminal velocity due to atmospheric density
unless otherwise mentioned.

6.1.2 Relations Between Basic Radar Parameters and DSD

Radar Reflectivity Factor and DSD

The radar reflectivity factor is the sixth moment of the DSD as given in the form of
(3.66), and expressed by using the complete gamma function as

Z =

∫ ∞

0
D6N(D)dD = m6 = N0

Γ(μ+ 7)
Λμ+7 , (6.13)

where the unit of Z is [m6m−3], N0 [m−1−μm−3], andΛ[m−1]. It should be noted that
N0 has a physical interpretation for the exponential distribution, i.e., it is the number
density per unit drop diameter. However, for the gamma distribution, as shown in
Sect. 6.1.1, it depends on μ and does not seem to have any physical meaning.
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Doppler Velocity and DSD

The mean Doppler velocity wd in the vertical direction which is measured with
ground based radar is expressed by the following equation as the sum of the
terminal velocity wT of precipitation particles and the vertical component w of
the background wind velocity, where the velocity away from radar is assumed to
be positive.1

wd =−

∫ Dmax

Dmin

wT(D)D6N(D)dD

∫ Dmax

Dmin

D6N(D)dD
+w. (6.14)

Using the higher moment of (6.7) and the terminal velocity of (6.8), the equation
(6.14) can be expressed as

wd =−

∫ ∞

0
(9.65− 10.3e−600D)D6N0Dμe−ΛDdD

∫ ∞

0
D6N0Dμe−ΛDdD

+w

=−9.65+ 10.3

(
Λ

Λ+ 600

)μ+7

+w. (6.15)

Doppler Velocity Spectrum Width and DSD

The Doppler velocity spectrum width for vertical direction σw can be expressed
using the Doppler velocity wd as

σw = (w2
d −w2

d)
1/2. (6.16)

If the background wind velocity can be ignored, it is possible to express σw of (6.16)
as follows by using (6.8) and (6.7);

σw =

⎡

⎢
⎢
⎣

⎛

⎜
⎝

∫ ∞

0
w2

TD6N(D)dD
∫ ∞

0
D6N(D)dD

⎞

⎟
⎠−

⎛

⎜
⎝

∫ ∞

0
wTD6N(D)dD

∫ ∞

0
D6N(D)dD

⎞

⎟
⎠

2
⎤

⎥
⎥
⎦

1/2

= 10.3

[(
Λ

Λ+ 1200

)μ+7

−
(

Λ
Λ+ 600

)2μ+14
]1/2

. (6.17)

1According to the convention, the terminal velocities are in (6.8) to (6.11), and therefore, it is
necessary to reverse the sign when making the direction away from radar positive.
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Equations (6.15) and (6.17) show that wd and σw are independent of N0.
It suggests that these two parameters can determine μ and Λ. If the constrained
gamma DSD (Vivekanandan et al. 2004) is based on valid physical grounds, then
the DSD can be well determined simply from the Doppler velocity and the spectrum
width for vertically directed beams. Meanwhile, N0 is determined from (6.13).
Above discussion shows that three basic radar parameters, Z, wd, and σw, can
be related with relatively simple analytical equations to the three parameters of a
gamma DSD. First, N0, Λ and μ are determined, as will be shown in the subsequent
sections, by the least squares method from a lot of samples of Z, wd, and σw, which
are obtained by radar observations. Next, using these parameters of the DSD, it
is possible to know important physical quantities which show the characteristics
of precipitation, cloud water content, rainfall rate, and median volume diameter.
However, this method is not necessarily suitable for real time processing. Therefore,
rainfall rates, cloud water content, etc., are generally obtained from empirically
obtained parameters.

The discussion in this section is based on the parameters observable with one
single polarization radar. On the other hand, the precipitation parameter estimation
by the above mentioned empirical transformation equation becomes more sophisti-
cated by using polarimetric radars, which can transmit multiple polarization waves.
The detail of these methods will be described in Sect. 6.4.

6.1.3 Physical Quantities Concerned with Precipitation

Cloud Water Content

The cloud water content W is the water amount contained in a unit volume, which
is proportional to the third moment of the DSD. As the volume of one particle in

diameter D [m] is
4
3
π
(

D
2

)3

, W [g m−3] is given by

W =
πρw

6

∫ ∞

0
D3N(D)dD, (6.18)

where the density of precipitation particle ρw is in [g m−3](= 106 for water), and
N(D)dD is in [m−3]. Using (6.5) and (6.7),

W =
πρw

6
m3 =

πρwN0Γ(μ+ 4)
6Λμ+4 . (6.19)

If μ = 0, i.e., N(D) follows an exponential distribution, (6.19) becomes

W =
πρwN0Γ(4)

6Λ4 =
πρwN0

Λ4 . (6.20)
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Total Number of Precipitation Particles

Total number of precipitation particles per unit volume NT[m−3] is the 0th moment
of the DSD, and given by

NT =

∫ ∞

0
N(D)dD = m0 = N0

Γ(μ+ 1)
Λμ+1 . (6.21)

Mass Weighted Mean Drop Diameter

Mass weighted mean drop diameter Dm[m] is given by

Dm =

∫ Dmax

Dmin

D4N(D)dD

∫ Dmax

Dmin

D3N(D)dD
�

∫ ∞

0
D4N0Dμe−ΛDdD

∫ ∞

0
D3N0Dμe−ΛDdD

=
4+ μ
Λ

. (6.22)

Median Volume Diameter

For the cloud water content of W , the median volume diameter is given by the value
of D0[m], which satisfy the following equation;

πρw

6

∫ D0

0
D3N(D)dD =

1
2
πρw

6

∫ ∞

0
D3N(D)dD =

W
2
. (6.23)

If N(D) follows an exponential distribution, substitution of (6.2) and (6.20) into
(6.23) leads to

∫ D0

0
D3 exp(−ΛD)dD =

3
Λ4 . (6.24)

Applying the relation
∫

xne−axdx =
n
a

∫
xn−1e−axdx− xn

a
e−ax (6.25)

to (6.24), and solving it for D0 leads to2

2By integrating (6.24), the following equation is given;

(6+6ΛD0 +3Λ2D2
0 +Λ

3D3
0)exp(−ΛD0) = 3.

Solving the above equation numerically for D0, D0 � 3.67/Λ is obtained.
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D0 � 3.67
Λ

. (6.26)

If N(D) follows a gamma distribution,

∫ D0

0
Dμ+3 exp(−ΛD)dD =

3
Λ4 . (6.27)

Applying the relation (6.25) to (6.27) and solving it for D0 in a similar way as (6.24)
to (6.26), and using (6.22), D0 is given by

D0 � μ+ 3.67
Λ

=
μ+ 3.67
μ+ 4

Dm. (6.28)

Drop Size Distribution

The parameter D0 has an easier physical interpretation than Λ, and thus, we will use
D0 for expressing the DSD.3 Substituting Λ which is obtained by (6.28) into (6.1),
N(D) is expressed as

N(D) = N0Dμ exp

[
−(μ+ 3.67)

D
D0

]
. (6.29)

Rainfall Rate

The rainfall rate R is defined as the amount of precipitation, or volume of
precipitation, which passes through a horizontal unit area in a unit time. Therefore,
R has the unit of height of precipitation volume per unit time [m s−1], which is
expressed by the following equation (e.g., Sauvageot 1992, p. 72);

R =
π
6

∫ Dmax

Dmin

D3N(D)(wT(D)−w)dD, (6.30)

where wT(D) is the terminal velocity of precipitation particle which was given by
(6.8), while w is the vertical component of the background wind velocity (upward

3Ulbrich (1983) describes the advantages of using Dm rather than D0, i.e., the use of Dm in analyses
of precipitation data is more convenient computationally and avoids interpolation of particle size
spectra to find D0. Dm is a very good approximation to D0 for μ ≥−2.
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positive). When the precipitation particles are observed in the stationary atmosphere
which has no vertical motion, w is assumed to be zero, and (6.30) is expressed as

R =
π
6

∫ Dmax

Dmin

D3N(D)wT(D)dD. (6.31)

Using the higher moment of the DSD in (6.7) and the terminal velocity in (6.8),
(6.31) becomes

R =
π
6

∫ ∞

0
(9.65− 10.3e−600D)N0Dμ+3e−ΛDdD

=
πN0

6

[
9.65

(
Γ(4+ μ)
Λ4+μ

)
− 10.3

(
Γ(4+ μ)

(Λ+ 600)4+μ

)]
. (6.32)

If μ = 0, the above equation is simplified to

R = πN0

[
9.65
Λ4 − 10.3

(Λ+ 600)4

]
, (6.33)

where the MKS units are assumed throughout. It should be noted that (6.8) is
applicable in the range D about 3× 10−4 m or larger, and R in (6.32) and (6.33)
takes positive values in the above range. From a practical view point, however, the
fall rate of precipitation is expressed in units of [mm h−1]. In this case, coefficient
103 × 3,600 is multiplied to the right side of (6.30) to (6.33). This unit conversion
is made to R in (6.42) to (6.45) which will be mentioned later.

6.1.4 Radar Reflectivity Factor and Rainfall Rate

General Expression

Using the general expression for the higher moment of the DSD, N(D) is expressed
by D and another physical quantity S, e.g., the cloud water content W , the
rainfall rate R, or moments of the DSD as (Sempre-Torres et al. 1994; Bringi and
Chandrasekar 2001, pp. 421–422)

N(D;S) = Sαg

(
D

Sβ

)
= Sαg(x), (6.34)

where α and β are the constants, and g(x) is a general distribution function which is
independent from S. The M–P DSD in (6.2) to (6.4) corresponds to α = 0, β = 0.21,
and g(x) = 8× 106 exp(−4100x).
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The cloud water content W in (6.18) is given by

W =
πρw

6

∫ ∞

0
D3N(D;W )dD =

πρw

6

∫ ∞

0
D3Wαg

(
D

Wβ

)
dD

=
πρw

6
Wα+4β

∫ ∞

0
x3g(x)dx. (6.35)

As is clear from (6.35), α and β are not independent with each other, and g(x) is, in
addition, constrained so that they have to satisfy the following equations;

α+ 4β = 1, (6.36)

πρw
6

∫ ∞

0
x3g(x) = 1. (6.37)

Applying (6.34) to the nth moment in (6.5), we obtain

mn =
∫ ∞

0
DnN(D;S)dD =

∫ ∞

0
DnSαg

(
D

Sβ

)
dD

= Sα+β (n+1)
∫ ∞

0
xng(x)dx

= anSbn , (6.38)

where

an =
∫ ∞

0
xng(x)dx, (6.39)

bn = α+β (n+ 1). (6.40)

Using the rainfall rate R as the physical quantity for S, the radar reflectivity factor Z
given by the sixth moment of the DSD in (6.13) is related to R by applying (6.38) as

Z = a6Rb6 , (6.41)

where a6 and b6 are precipitation constants.

Relation Between Rainfall Rate and Radar Reflectivity Factor

It is necessary for estimating R from (6.41) to know the DSD. However, actual
drop size distributions varies in every precipitation event, and consequently, it is
difficult to fix R only from Z. The efforts which empirically define the values of
a6 and b6 based on a lot of precipitation events have been continued. For example,
Battan (1973, pp. 90–92) studied 69 patterns of the Z–R relation for various types
of precipitations. Figure 6.3 shows these relations plotted by Doviak and Zrnić
(2006, p. 224). Through these efforts, a6 and b6 pairs have been prepared to
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Fig. 6.3 Z–R relations for various types of precipitations from Battan (1973, pp. 90–92). The thick
broken line represents the M–P distribution for stratiform rain. Plotted by Doviak and Zrnić (2006,
p. 224)

represent various types of precipitations. The most popular Z–R relation is the M–P
distribution for stratiform rain, which is given by the following equation (Marshall
et al. 1955);

Z = 200R1.6, (6.42)

where the units Z and R are [mm6 m−3] and [mm h−1], respectively. The Japan
Meteorological Agency adopts it as the measure of echo intensity. The following
equation is an example of the Z–R relation for precipitations concerned with
typhoon and convective cloud such as thunderstorm (Sekhon and Srivastava 1971;
Jorgensen and Willis 1982).

Z = 300R1.35. (6.43)

The Doppler radar WSR-88D(NEXRAD; refer to Sect. 9.2.2.), which is the most
typical meteorological radar in the U.S.A., adopts the following relation;

Z = 300R1.4. (6.44)

Rewriting the above equation to express the rainfall rate R for a radar reflectivity
factor Z, the following relation is obtained;

R = 0.017Z0.714. (6.45)
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For snowfall, the following relation is represented, based upon a series of observa-
tions at different places (Sekhon and Srivastava 1970);

Z = 1780R2.21. (6.46)

Equations (6.42) to (6.45) use Z for water which is equal to the equivalent radar
reflectivity factor Ze. On the other hand, Z in (6.46) is Zi for snow, and R refers to
the rainfall rate for melted water. Thus, using (3.72), (6.46) becomes Ze = 399R2.21.

6.2 Estimation of DSD

For precise estimation of the DSD, it is necessary to remove vertical motion of
the background atmosphere from the observed velocity of precipitation particle.
Therefore, in general, atmospheric radar which can directly measure vertical wind
component simultaneously with precipitation particle velocity with higher precision
is utilized. In this section, we discuss the technique to estimate the DSD of
precipitation particles, which are discretely distributed scatterers, with atmospheric
radar (e.g., Wakasugi et al. 1986; Sato 1990). For simplicity, our discussion is
limited to the terminal velocity of precipitation particles and the vertical component
of turbulent velocity. More strictly, the horizontal wind component gives a Doppler
shift for a vertically pointed beam of finite width. This issue is discussed in the
paper by Fang et al. (2012). Furthermore, Fang et al. derive a generalized analytical
expression for the Doppler spectra of scatter from precipitation particles observed
with a vertically pointed beam which incudes the spectral broadening mechanisms
of mean wind, turbulence, particle oscillation/wobble, and the dispersion of particle
terminal velocity, all of which are not necessarily spatially uniform.

Doppler Spectrum of Precipitation Particles

The relation between the normalized mean Doppler spectrum (power spectral
density or power spectrum) Sp(wT) of precipitation observed with a vertically
pointed beam and the DSD N(D) is derived by (Doviak and Zrnić 1984, p. 231)

Sp(wT)dwT(D) = σb(D)N(D)
dD
η

, (6.47)

where wT is the terminal velocity of a raindrop of diameter D which is expressed
by e.g., (6.8), σb the backscattering cross section, and η the radar reflectivity,
respectively. In the above equation, it is assumed that the resolution volume is
much larger than the spacing between drops of all diameters. Using the relation
σ(D)/η = D6/Z from (3.63) and (3.67), (6.47) is expressed as

Sp(wT)dw(D) = D6N(D)
dD
Z

, (6.48)
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where Z is the radar reflectivity factor. Thus, the power spectrum of a distribution
of drops is expressed as

Sp(wT) =
D6N(D)

Z

/[
dwT(D)

dD

]
. (6.49)

Meanwhile, the probability distribution of turbulent velocity (i.e., the radial compo-
nent of the wind velocity) is assumed to have a Gaussian form, thus the normalized
turbulence spectrum of vertical wind St(w) can be written as

St(w) =
1√

2πσw
exp

(
− w2

2σ2
w

)
, (6.50)

where σw is the spectral broadening (Wakasugi et al. 1986).
If radars of larger wavelengths, e.g., very high frequency (VHF) radars, are used

to measure the Doppler spectrum, the sum of the two spectra expressed by (6.49)
and (6.50), corresponding precipitation and refractive index perturbations caused by
atmospheric turbulence, respectively, are obtained. Furthermore, if raindrops of any
size instantly respond to the turbulence, the Doppler spectrum of the precipitation
component can be expressed by the convolution of Sp and St. Then, the observed
Doppler spectrum So is written as (Wakasugi et al. 1986)

So(w) = PrpSp(wT)∗ St(w)+PrtSt(w), (6.51)

where Prp and Prt are echo powers associated with precipitation and perturbation
of refractive index caused by atmospheric turbulence, respectively, and ∗ denotes
convolution.

In the presence of the mean (up- or downdraft) velocity w, the velocity w in (6.47)
to (6.50) must be changed to w−w corresponding to a shift of the spectra. Then, the
Doppler spectrum So can be written as

So(w−w) = PrpSp(wT −w)∗ St(w)+PrtSt(w−w), (6.52)

where the first term of St should have the argument w because the precipitation
spectrum has been shifted by the argument wT −w of Sp (Wakasugi et al. 1986).

The value of So(w) is determined by eight parameters; that of background
atmosphere, i.e., the echo intensity, the vertical component of wind velocity, and
the Doppler velocity spectrum width, and in addition, the parameters of the DSD
which were discussed in Sect. 6.1.1, i.e., N0, Λ, and μ , terminal velocity and noise.
First, the parameter μ is fixed, and the least square fitting4 is performed by changing
other seven parameters to find the set of parameters that minimize the estimation
error. Next, the value of μ is changed successively, and finally, the set of parameters
that minimizes the least square error is derived as the optimum estimate (Wakasugi
et al. 1986). The existence of spectral broadening σw leads to an underestimate of

4As for fitting, refer to Sect. 5.5.6.
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Fig. 6.4 Observed Doppler spectrum (solid curve) by the MU radar during precipitation at the
height of 2.7 km and the fitted theoretical spectra (dashed curve). (a) A simple summation of
precipitation and air components, (b) the effect of air turbulence on raindrops are accounted, and
the function defined by (6.52) is used to calculate the spectrum, and (c) fitting is performed with
(6.53), where the simple uniform weighting is used [adapted from Wakasugi et al. 1986]
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the N0 and Λ values, and an overestimate of w, thus, the broadening σw should
be less than half width of the precipitation spectrum (Hauser and Amayenc 1981;
Wakasugi et al. 1986).

Figure 6.4 shows the Doppler spectra obtained by the MU radar, a 46.5 MHz
MST radar which will be mentioned in Sect. 10.2.3, during precipitation (Wakasugi
et al. 1986). There are two components in the Doppler spectra. One is a symmetrical
form with a vertical speed of around 0 m s−1 which corresponds to the echo from
air (scattering due to perturbations of radio refractive index), and the other a skewed
form with a speed of around−10 to −5 m s−1, where “−” denotes downward, which
is originating from raindrops. In Panel (a), a simple summation of two spectral
components PrpSp(w−w) +PrtSt(w−w) is used as a fitting function, whereas in
Panel (b), the function defined by (6.52) is used. The fitted spectra in Panels (a) and
(b) shows considerable difference at the skirts of each component, which is because
the sampled data are truncated when calculating the periodogram to estimate the
Doppler spectrum (power spectral density; Balsley and Gage 1980). If the observed
spectrum results in a convolution of So and a window function W (w) as

S′o(w) = So(w)∗W (w), (6.53)

difference due to the truncate of sampled data can be made smaller. Various types of
window functions have been discussed by e.g., Harris (1978). Figure 6.4c shows the
results when fitting is performed with (6.53), where the simple uniform weighting
of sidelobe fall of −6 dB oct−1 is used. In the case of (c), a spillover of the spectral
component throughout the entire spectral range should be accounted.

6.3 Attenuation of Radio Waves in the Atmosphere

The intensity of radio wave that propagates through the atmosphere is attenuated
by various factors in the atmosphere. The attenuation rate depends, to a great
extent, on the atmospheric condition and radar frequency. As will be discussed in
detail below, the attenuation rate of radio wave whose frequency is not larger than
approximately 3 GHz and is generally applied to atmospheric radar is comparatively
small. Furthermore, as atmospheric radars radiate radio wave aloft near the zenith,
the distance for the radio wave to pass through the height range where the
atmospheric density is comparatively dense and consequently the attenuation is
more significant is limited. Thus, attenuation of radar wave can be safely ignored in
most cases of atmospheric radar. On the other hand, meteorological radars use the
radar waves from several GHz to 95 GHz whose attenuation rate is comparatively
large. Also, meteorological radar is usually steered at low elevation angles to obtain
horizontal distribution of precipitation particles. Therefore, the attenuation of radio
wave in the atmosphere becomes significant for meteorological radar, often limiting
the observation range. Specifically, it is noted that the influence of the attenuation
becomes more significant at the frequencies of millimeter waves and higher.
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6.3.1 Attenuation Rate

The attenuation rate a of the power density S is defined as

dS
dr

≡−aS, (6.54)

where r is range, and a [m−1] is the attenuation rate when the radio wave propagates
a unit distance. For simplicity, the effect that the received power density decreases in
proportion to 1/r2 is not taken into consideration. Integrating (6.54), power density
S(r2) at an arbitrary range r2 is expressed as (Doviak and Zrnić 1984, p. 29)

S(r2) = S(r1)exp

(
−

∫ r2

r1

adr

)
, (6.55)

where S(r1) is the power density at the reference point r1.
Taking the logarithm of (6.55) leads to

ln
S(r2)

S(r1)
=−

∫ r2

r1

adr. (6.56)

Generally, the attenuation coefficient (or specific attenuation) A [dB km−1] is given
as the attenuation per unit kilometer, and thus the above equation becomes, by
changing natural to common logarithms, to

10 log
S(r2)

S(r1)
=

10
ln10

ln
S(r2)

S(r1)
=−4.34× 103

∫ r2

r1

adr =−
∫ r2

r1

Adr, (6.57)

and

A = 4.34× 103 a [dB km−1]. (6.58)

The value obtained by (6.57) is the one-way attenuation. In general, radar wave
makes a round-trip, and thus the actual attenuation is twice the above value. It is
possible to describe the total attenuation per unit distance by adding the attenuation
due to the atmosphere Aatms and that due to precipitation Aprp, i.e., A = Aatms+Aprp.

The major factor of attenuation of radar wave in the atmosphere which should
be considered in practical use is the absorption by resonance with oxygen and
water molecules at the specific wavelengths as mentioned in Sect. 5.1.2 (Van Vleck
1947a,b). On the other hand, the major factor of attenuation due to precipitation is
the absorption and scattering by individual precipitation particles. The attenuation
by these particles is determined by the ratio of the size of precipitation particles to
the radar wavelength. As the detail will be discussed in Sect. 6.3.3, the extinction
cross section σt, which was previously mentioned in Sects. 3.3.3 and 3.3.4, deter-
mines the attenuation.
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6.3.2 Attenuation by the Atmosphere

Attenuation of radio waves at wavelength longer than approximately 3 cm
(at frequency lower than 10 GHz) is primarily caused by oxygen, and the attenuation
rate (or coefficient) is nearly constant, approximately 0.01 dB km−1, irrespective of
wavelength. At the higher frequency, an additional attenuation due to water vapor
increases, and moreover, large attenuation is caused in specific frequency bands due
both to oxygen and water vapor. Attenuation of radio waves within a designated
range in the atmosphere is the sum of attenuations by oxygen and water vapor.
The attenuation coefficient Aatms is given by the sum of the attenuation coefficient
of oxygen Aoxy and that of water vapor Avpr, i.e., Aatms = Aoxy +Avpr.

Attenuation of radio waves in the atmosphere depends on atmospheric pressure,
temperature, water vapor density and so on. Various models which include these
values to calculate the attenuation rate are proposed. Among them, ITU-R compu-
tational model (ITU-R 2001) is based on spectroscopic study, while the millimeter-
wavelength propagation model (MPM) takes atmospheric pressure, temperature,
humidity, and tiny precipitation particles that intercept the propagation path into
consideration for frequency less than 1,000 GHz (Liebe 1985). On the other hand, a
simplified expression for the standard atmosphere pressure and temperature by the
International Radio Consultative Committee (CCIR) is also available (CCIR 1991),
although the applicability is limited. Both the simplified models by the CCIR and the
MPM show the precision high enough for purpose of the actual radar measurement,
and therefore, only the CCIR will be presented and used in the calculation of results
below, while the MPM is used for comparison.

Attenuation by Oxygen

Attenuation by oxygen in the atmosphere is caused by magnetic interaction between
magnetic moment of oxygen molecule and radio wave. There are a variety of
absorption bands of radio wave around 60 GHz and one isolated band at 118 GHz.
The simplified model of the CCIR gives the attenuation coefficient of oxygen Aoxy

[dB km−1] at frequency f [GHz], atmospheric temperature 15◦C, and atmospheric
pressure 1,013 hPa as follows; for f ≤ 57 GHz

Aoxy =

[
7.19× 10−3+

6.09
f 2 + 0.227

+
4.81

( f − 57)2+ 1.50

]
f 2 × 10−3, (6.59)

and for 63 GHz ≤ f ≤ 350 GHz
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Fig. 6.5 Attenuation coefficients of radio waves due to (a) oxygen and (b) water vapor in the
atmosphere calculated by the CCIR simplified model (broken line) and the MPM (solid line)

Aoxy =

[
3.79× 10−7 f +

0.265
( f − 63)2 + 1.59

+
0.028

( f − 118)2+ 1.47

]

× ( f + 198)2× 10−3. (6.60)

The attenuation coefficients of oxygen calculated with this model and the MPM are
shown in Fig. 6.5a.

Attenuation by Water Vapor

Attenuation by water vapor in the atmosphere is caused by the interaction between
the electric moment of water vapor molecule and radio wave. There are two isolated
absorption bands of radio wave at 22.5 and 183.3 GHz (Ulaby et al. 1981, p. 270).
The simplified model of the CCIR gives the attenuation coefficients of water
vapor Avpr [dB km−1] for the frequency range 1 ≤ f ≤ 350GHz, at atmospheric
temperature 15◦C, and atmospheric pressure 1,013 hPa as follows;

Avpr =

[
0.050+ 0.0021ρv+

3.6
( f − 22.2)2+ 8.5

+
10.6

( f − 183.3)2+ 9.0

+
8.9

( f − 325.4)2+ 26.3

]
f 2ρv × 10−4, (6.61)

where ρv is the density of water vapor [g m−3]. The attenuation coefficients of water
vapor calculated with this model and the MPM are shown in Fig. 6.5b.
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6.3.3 Attenuation by Water Particle

Attenuation of radio waves by cloud droplets and precipitation particles (rain, snow,
hail, etc.) is related with the extinction cross section of the particles. The attenuation
coefficient Aprp [dB km−1] is expressed with N(D) and the extinction cross section
σt(D), where σt(D) is defined by (3.44) and given by (3.47) and (3.61), as (e.g.,
Doviak and Zrnić 2006, p. 40)

Aprp = 4.34× 103
∫ ∞

0
σt(D)N(D)dD, (6.62)

where D is the diameter of water particles in [m].

Attenuation by Cloud

Cloud droplets are water particles or ice particles whose diameters are not larger
than 100μm. In general, the diameter of particle D and the radar wavelength λ
satisfy the Rayleigh approximation πD/λ � 1 for ordinary radars. Therefore, the
absorption cross section σa is much larger than the scattering cross section σs as
mentioned in Sect. 3.3.4, and therefore, σs can be ignored. From (6.62) and (3.60),
the attenuation coefficient of cloud, Acld [dB km−1] is expressed as

Acld � 4.34× 103
∫ ∞

0
σa(D)N(D)dD

� 4.34× 103 π2

λ
Im|−K|

∫ ∞

0
D3N(D)dD. (6.63)

Substituting (6.18) into (6.63), Acld becomes

Acld � 4.34× 103
(

6π
λ

)
Im|−K| W

ρw
. (6.64)

As shown in Table 3.4, Im| − K| depends on the temperature and the radar
wavelength. Benoit (1968) formalized these parameters and derived empirical
equations for calculating Acld. According to Benoit, Acld for the cloud water content
W [g m−3] is expressed at radar frequency f [GHz] as follows;

Acld = f a1 exp[a2(1+ a3T )] W, (6.65)

for water cloud and fog. But for ice cloud,

Acld = f b1 exp[b2(1+ b3T + b4T 2)] W, (6.66)

where T is the atmospheric temperature [◦C]. Constants ai(i = 1− 3) and b j( j =
1− 4) are
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Fig. 6.6 Attenuation coefficients of radio waves calculated by (6.65) for different cloud water
contents at the atmospheric temperatures 0◦C (dashed lines) and 15◦C (solid lines)

a1 = 1.95, a2 =−6.866, a3 = 4.5× 10−3,

b1 = 1.006, b2 =−8.261, b3 =−1.767× 10−2, b4 =−4.374× 10−4,

respectively. The attenuation coefficients of radio waves calculated by (6.65) for
different cloud water contents at the atmospheric temperatures 0◦C and 15◦C are
shown in Fig. 6.6.

Attenuation by Precipitation

As discussed in Sect. 3.3.4, both the scattering cross section σs and the absorption
cross section σa should be taken into account in calculating σt for attenuation
by precipitation. From (6.58) and (6.62), and applying (3.61), the attenuation
coefficient of precipitation Aprp [dB km−1] is given by

Aprp = 4.34× 103
∫ ∞

0
σt(D)N(D)dD

= 4.34× 103
(∫ ∞

0
σs(D)N(D)dD+

∫ ∞

0
σa(D)N(D)dD

)
. (6.67)
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Table 6.1 Attenuation coefficients of electromagnetic wave Aprp [dB km−1]
expressed by the rainfall rate R [mm h−1] and constants a0 and b0 for various
radar wavelengths

Wavelength M–P Modified M–P Gunn–East
[cm] (0◦C) (0◦C) (18◦C)

10 0.0007R–0.0009R 0.00082R 0.0003R
5.7 – – 0.0022R1.17

5.5 0.003R–0.004R 0.0031R –
3.21 0.011R1.15 0.013R1.15 0.0074R1.31

1.24 0.117R1.07 0.13R1.07 0.12 R1.06

0.86 0.27R 0.31R –
0.62 0.37R–0.50R 0.52R –

Modified from Wexler and Atlas (1963)

From the Rayleigh approximation in (3.59) and (3.60), σs ∝ D6 and σa ∝ D3.
However, the Rayleigh approximation is not very good to compute attenuation for
centimeter wavelength radars. Doviak and Zrnić (2006, p. 40) shows σt versus
D for various wavelengths. If a power-law in the form σt = CλDn is applied for
10−4 ≤ D ≤ 8× 10−3 m, n = 3.5, 3.9, and 4.1 fit at 10, 5, and 3 cm wavelengths,
respectively as a first approximation. For large drops with 5× 10−3 ≤ D ≤ 10−2 m,
the corresponding n values are 4.6, 4.8, and 4.9, respectively. To simplify the
discussion, let n � 4 (Bringi and Chandrasekar 2001, p. 491). It follows that (6.62)
can be expressed as

Aprp � 4.34× 103 Cλ

∫ ∞

0
D4N(D)dD, (6.68)

where Cλ is temperature dependent.
The drop size distribution N(D) is contained in (6.68), and it shows that Aprp is

approximately proportional to the forth moment of the DSD. As we will discuss
in Sect. 6.4.4, one of the polarization parameters relates to the forth moment of
the DSD, and can be applied for the computation of Aprp. However, it is not
straightforward to obtain N(D) and Aprp simultaneously by single polarization radar.
Hence, in a single polarization radar observation, Aprp is assumed to be given in an
empirical equation with the rainfall rate R [mm h−1]. From (6.9) and (6.30), R is
approximately R ∝ D3.67, if the atmosphere has no vertical motion. Applying this
relation into (6.68), Aprp is expressed using R and constants a and b as follows
(Gunn and East 1954; Hitschfeld and Bordan 1954);

Aprp = a0Rb
0. (6.69)

Constants a0 and b0 depend on the radar frequency and the atmospheric temper-
ature.5 The typical values of (6.69) for various radar wavelengths are listed in

5It is suggested that b is around n/3.67, thus if n = 4, b is around 4/3.67 � 1.09.
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Fig. 6.7 Attenuation coefficients of radio waves due to precipitation calculated for various radar
wavelengths

Table 6.1 (Wexler and Atlas 1963). The Modified M–P distribution is sometimes
applied for drop size diameter less than 1–1.5 mm where the difference from the
exponential distribution becomes large. The Gunn and East (1954) results and the
others are in fairly good agreement except at wavelength of 10 cm. The discrepancy
in 10 cm is largely attributable to the dissimilarity in temperatures as will be
shown later in Table 6.3. The calculated result for the attenuation coefficients of
precipitation is shown for different wavelengths in Fig. 6.7.

The R value is derived from Z as discussed in Sect. 6.1.4. It is an iterative
attenuation correction scheme, where the measured reflectivity factor Z is used
to estimate the attenuation coefficient beginning from a place where Z is not
yet substantially affected by the attenuation. The attenuation coefficient Aprp is
subsequently used to adjust the measurement of Z at next increment of distance
from the radar. Thus, even small errors of Aprp would grow with increasing distance,
causing large errors unless additional information such as a measure of the total path
attenuation is available (Weinman et al. 1990; Jameson 1992).

6.4 Polarimetric Radar

All of the rainfall rates which are given in (6.42)–(6.46) represent the typical
cases. However, as shown in Fig. 6.3, the variance of R for a specific value of Z is
considerably large. Moreover, the DSD varies every moment in actual precipitations.
Therefore, it is generally difficult to apply a single Z–R relation to them, or it
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is impossible to infer R with high precision only by the measurement of radar
reflectivity factor Z. Furthermore, a DSD is often approximately expressed by the
function which has only two or three parameters. Consequently, it is possible to
improve the precision of estimation for precipitation intensity by measuring two or
more parameters at the same time with polarimetric radar, which will be discussed
in this section. One of the typical techniques proposed for this purpose is dual
polarization method. Furthermore, attenuation by precipitation can be estimated
more properly not by using the empirical equation of (6.69) but by applying the
parameters obtained with the dual polarization method.

6.4.1 Generation of Dual Polarized Wave

Precipitation particles and fog are distinguished by their form, i.e., shape, orientation
of the axis of symmetry (typically hydrometeors have an axis of symmetry),
and so on. Any information on the form of particles cannot be obtained from
backscattered signals of a single polarization radar. On the other hand, the difference
of characteristics of backscattered signal due to polarizations directly depends on the
shape and orientation of particles. If radar waves are dual polarization waves, i.e.,
horizontal and vertical polarizations, these characteristics can be obtained. Thus,
radar observation with dual polarizations has been introduced as the mean of getting
information on the shape of precipitation particles. The conventional meteorological
radar transmits and receives a fixed single polarized wave. Meanwhile, polarimetric
radar radiates and receives linear polarization waves which are polarized horizon-
tally and vertically. Another method which applies right-hand circular (RHC) and
left-hand circular (LHC) polarized waves is also available.

Schematic configurations of polarimetric radar which utilizes dual polarized
waves such as horizontally and vertically polarized ones, are demonstrated in
Fig. 6.8. Panel (a) shows the case that horizontally and vertically polarized waves
are alternately transmitted and received (alternate mode), and (b) horizontally and
vertically polarized waves are alternately transmitted, backscattered signals of both
polarization are received simultaneously (alternate transmission and simultaneous
reception; ATSR mode). In this mode, the linear depolarization ratio, one of the po-
larization parameters which will be discussed later in Sect. 6.4.2, can be measured.
In recent years, it becomes common to transmit and receive both polarized waves
simultaneously. The National Weather Service of the U.S.A. uses this mode of
operation in their network of polarimetric Doppler weather radars. Panel (c) shows
the case of simultaneous transmission and simultaneous reception (STSR mode). In
this mode, radar waves of slant linear at 45 degrees are radiated, and backscattered
waves of horizontal and vertical polarization are received and processed by two
receivers. In the STSR mode, signals at both polarizations are simultaneously
sampled which has significant advantage. Meanwhile, the transmitted power of each
polarization becomes a half of (a) and (b).
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For example, Doviak et al. (2000) and Zrnić et al. (2012, Sect. 2.2.3) discuss
the advantage of polarization modes in detail. For example, assuming no propa-
gation effect, in the STSR mode, polarization parameters which will be discussed
in Sect. 6.4.2 can be estimated directly, i.e., there is no need to assume the correlation
model between successive received echoes, not so for the alternate and ATSR
modes. On the other hand, reflectivities of overlaid echoes6 for even transmitted
pulses (second, forth, etc.) are automatically suppressed when using the alternate
mode and ATSR mode. As a whole, they concluded that the advantages of the STSR
mode are superior to other modes for almost all operational applications expected.
A significant problem related to the polarization mode is calibration of differential
powers (i.e., ZDR) which will be discussed in next subsection. Several papers, e.g.,
Hubbert et al. (2003) and Zrnić et al. (2006) discusses this topic.

Backscattering Matrix

As discussed in Sect. 2.1.2, the backscattered wave is, in general, a composition
of horizontally and vertically polarized waves of different amplitude and phase.
The characteristics of backscattered wave are decided by the distribution, shape,
and direction of the main axis of particles, and the permittivity of the particle. If the
backscattered wave is composed of horizontally and vertically polarized waves, the
backscattered (reception) electric field Eb at the antenna point can be expressed by
the incident (transmitted) electric field Ei and the backscattering matrix [S] of linear
polarization as follows;

[
Eh

Ev

]b

= [S]
[

Eh

Ev

]i
e− jkr

r
, (6.70)

where

[S] =
[

shh shv

svh svv

]
, (6.71)

and k is the radar wave number (k = 2π/λ ), r the distance between radar and
scatterer. The subscript h of electric field vector and matrix element means hori-
zontal polarization, while v vertical polarization. The first and the second subscripts
show the backscattered and incident electric fields, respectively.

All elements of [S] can be obtained by the radar configuration illustrated in
Fig. 6.8b. On the other hand, in the radar configurations Fig. 6.8a and c, only
the diagonal elements of [S] can be obtained. To obtain all elements in the
alternate mode of (a), the following procedure is needed. The receiver port is not
alternately switched, synchronizing with the switching of the transmission port, but
switched once per two transmission pulses of horizontally polarized wave, then the

6See Sect. 8.4.2, the paragraph of suppression of secondary echo.
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Fig. 6.8 Schematic configurations of polarimetric radars which uses horizontally and vertically
polarized waves. (a) Alternate H and V transmission and reception (alternate mode), (b) alternate
transmission and simultaneous reception (ATSR mode), and (c) simultaneous transmission and
simultaneous reception of H and V signals (STSR mode)

backscattering matrix element shh appears for the first pulse, and the element svh

appears for the second pulse. In this case, the time period while each element is
obtained becomes one quarter of total observation time. To obtain all elements in
the STSR mode in (c), the following procedure is needed. Although radar waves
are divided into two orthogonal polarization waves for every transmission pulse,
interrupt transmission of either polarization wave once of two times. For example,
when vertical polarization wave is interrupted, shh and svh appear on the H
and V ports of the receiver, respectively. By the same way, when horizontal
polarization wave is interrupted, svv and shv appear on the V and H ports of the
receiver, respectively. The period which each element is obtained is a half the total
observation time.
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If backscattered wave is assumed to be the composition of right-hand and
left-hand circular polarized waves, the matrix [S] in (6.71) can be replaced with
that of circular polarization wave [Sc] as

[Sc] =

[
srr srl

slr sll

]
, (6.72)

where subscript r in the matrix elements shows right-hand circularly polarized wave,
and l left-hand circularly polarized wave. Elements of the matrices [S] and [Sc] are
related in the following ways;

srr =
1
2
(svv − shh − j2svh), (6.73)

sll =
1
2
(svv − shh + j2svh), (6.74)

srl = slr =
1
2
(svv + shh). (6.75)

Horizontally and Vertically Polarized Waves

We limit further discussion to horizontally and vertically polarized waves which
are commonly applied for meteorological radar observations. The signal voltage
backscattered by the nth particle at rn, vi j, is expressed with the scattering parameter
si j as

vi j(rn) = si j(n)F(rn) e− j2krn , (6.76)

where weighting function F(rn) is assumed to be identical for horizontally and
vertically polarized waves, and that each is purely transmitted, i.e., (6.76) assumes
the antenna does not radiate cross-polar fields (not so in practice, and the effect of
cross-polar field is discussed by e.g., Hubbert et al. 2010), there is no depolarization
along the propagation path, and that the transmitted power in horizontally and
vertically polarized waves are equal and alternately transmitted (Doviak and Zrnić
2006, pp. 240–241, errata and supplements). Received signal from the whole
scattering volume Vi j is the sum from all particles inside, which is given by

Vi j(r) =∑
n

si j(n)F(rn) e− j2krn . (6.77)

As mentioned in Sect. 5.3.2, since the phase 2krn is uniformly distributed between
0− 2π , the mean value of Vi j(r) becomes zero.
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The second-order moment 〈Vi jV ∗
kl〉, which is given by the product of Vi j(r) and its

complex conjugate, where superscript * denotes complex conjugate, is important as
the parameter that relates to a wide range of characteristics of precipitation particles.
From (6.77), 〈Vi jV ∗

kl〉 is given by

[Co] = 〈Vi jV
∗
kl〉=

〈

∑
n
∑
m
[si j(n)s

∗
kl(m)e− j2k(rn−rm)F(rn)F

∗(rm)]

〉

=∑
n
〈[si j(n)s

∗
kl(n)]〉|F(r)|2

=

∫
n(r)〈si js

∗
kl〉|F(r)|2dV, (6.78)

where [Co] is a four by four voltage covariance matrix. The ith polarized field are
transmitted alternately with the kth polarized field, and echoes received simultane-
ously in two receivers to obtain all the elements of the voltage covariance matrix.
But, because not all signals are received simultaneously, adjustments need to be
made to compensate for the loss of signal correlation and phase shifts due to the
relative motion of scatterers. In the last equality the summation over n is replaced
with the integral over the product of the density n(r) of drops at position r, the
ensemble mean of si jskl , and the resolution volume weighting function. In this
integral form 〈si js∗kl〉 are elements of the backscattering covariance matrix for a
drop that represents the ensemble of drops of various diameters, shapes, etc. It might
seem strange to assign the same 〈si js∗kl〉 to drops of all sizes and shapes, but it must
be realized the size and shape of each scatterer is not known. The best we can do
is estimate the expected size and shape of a scatterer for each location (Doviak and
Zrnić 2006, pp. 240–241, errata 1st–4th). The expectations in (6.78) are expressed
in terms of the distribution of the hydrometeor’s properties (i.e., equivalent volume
diameter, shape, canting angle, etc.). Thus the general term is

〈si js
∗
kl〉=

∫
p(X,r)si js

∗
kldX, (6.79)

where p(X,r) is the probability density of the scatterer’s properties. These properties
are represented by a vector X (Doviak and Zrnić 2006, pp. 241–242).

The second-order moment 〈Vi jV ∗
kl〉 given by (6.78) is generally expressed by a

four by four covariance matrix. On the other hand, considering that Vi j and Vji are
reciprocal,7 the matrix becomes three by three covariance matrix (Borgeaud et al.
1987). Each matrix element becomes as follows (Doviak and Zrnić 2006, p. 241).

7In the case of a monostatic radar, the electric field intensity when transmitted by vertically
polarized wave, scattered and received by horizontally polarized wave is equal to the electric field
intensity when transmitted by horizontally polarized wave, scattered by the same scatterer and
received by vertically polarized wave. This principle is called the reciprocity theorem.
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〈|shh|2〉 〈shvs∗hh〉 〈svvs∗hh〉
〈shhs∗hv〉 〈|shv|2〉 〈svvs∗hv〉
〈shhs∗vv〉 〈shvs∗vv〉 〈|svv|2〉 (6.80)

As meteorological radars are usually operated in the wide zenithal angle from
horizontal direction to near the zenith, various polarization parameters can be
obtained by combining two linearly polarized waves (horizontal and vertical).
Meanwhile, the observation area for atmospheric radars is limited to near the
zenith, and thus, atmospheric radars generally use single linearly polarized wave
for observations. Various characteristics about precipitation particles can be shown
by using parameters which are obtained by polarimetric radars as shown in the
following sections.

6.4.2 Characteristics of Polarization Parameter

There are two kinds of polarization parameters; one is caused by backscattering of
radar wave and the other by propagation. In this section, we will first discuss the
relations between the elements of backscattering covariance matrix of backscatter-
ing signals and the differential reflectivity, and the linear depolarization ratio. Next,
the relation with parameters by propagation such as the specific differential phase
will be discussed. Then, methods for estimating precipitation parameters such as the
rainfall rate will be discussed.

Polarized Wave and Covariance Matrix Backscattering Signal

Equation (6.78) provides various components of scattered power, e.g., horizontally
polarized component of scattered wave for horizontally polarized incident wave can
be selectively calculated. From this equation and the discussion on backscattering
cross section in Sect. 3.3, radar reflectivity defined by the backscattering cross
section in a unit volume is related to each element of backscattering covariance
matrix. For example, in the case that both incident and scattered electric field are
either horizontal or vertical polarization wave, the following relations are obtained;

ηhh = 4πn〈|shh|2〉, (6.81)

ηvv = 4πn〈|svv|2〉. (6.82)

If the backscattering precipitation particle is a complete sphere,

η = 4πn〈|s|2〉, (6.83)
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where s ≡ shh = svv. Substituting (3.69) into (6.81) and (6.82), the radar reflectivity
factor Z is expressed using elements of the backscattering covariance matrix as

Zhh =
4λ 4n〈|shh|2〉
π4|Kw|2 , (6.84)

Zvv =
4λ 4n〈|svv|2〉
π4|Kw|2 . (6.85)

The radar reflectivity of horizontally polarized scattered wave corresponding to
vertically polarized incident wave ηhv and that of the vertically polarized scattered
wave to horizontally polarized incident wave ηvh are respectively given using
elements of backscattering covariance matrix as follows;

ηhv = ηvh = 4πn〈|shv|2〉. (6.86)

Differential Reflectivity Zdr, ZDR

Differential reflectivities for horizontally to vertically polarized waves Zdr and ZDR

are expressed using (6.81), (6.82), (6.84), and (6.85) as

Zdr =
ηhh

ηvv
=

4πn〈|shh|2〉
4πn〈|svv|2〉 =

Zhh

Zvv
, (6.87)

ZDR[dB] = 10logZdr = 10log

(
Zhh

Zvv

)
, (6.88)

where the lower case subscripts are used to denote the ratio directly (in linear unit),
whereas the upper case subscripts are used to express the ratio in decibels.

Parameter ZDR is assumed to depend on the drop shape for horizontally and
vertically polarized waves, i.e., the ratio of height and width of drop. Water drop
receives upward air resistance when falling down, and generally flatness of the drop
increases as the diameter becomes large. Thus, ZDR generally becomes positive.
The maximum value observed by ordinary meteorological radar at frequency around
2.8–9.5 GHz is approximately 4 dB.8 Maximum diameter of raindrop is 6–8 mm.
When exceeding this size, drop splits into two or more pieces smaller in size
(Komabayashi et al. 1964). On the other hand, in the case of snow and hail,
flatness of particle does not change much even if the diameter of particle changes.
From these points, the differential reflectivity is considered to be useful for getting
information on shape, distinction of particles, and the DSD. This naturally leads
to the improvement of the estimation of precipitation intensity (Seliga and Bringi

8As will be shown later in Table 6.2, the value for rain and hail becomes approximately to 6 dB.
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1976). The precipitation intensity (rainfall rate) estimation with parameters of drop
shape will be described later in Sect. 6.4.6.

In the STSR mode, it should be noticed that Zdr biasies is caused by cross
coupling of horizontally and vertically polarized waves due to antenna polarization
error and so on. If the cross-polar isolation is better than 40 dB, the biasies can be
reduced to negligible value (Hubbert et al. 2010).

Linear Depolarization ratio Ldr, LDR

Linear depolarization ratios Ldr and LDR are defined using (6.81), (6.82), and
(6.84)–(6.86) as

Ldrhv =
Zhv

Zvv
=

4πn〈|shv|2〉
4πn〈|svv|2〉 , (6.89)

LDRhv[dB] = 10logLdrhv = 10log

(
Zhv

Zvv

)
, (6.90)

and

Ldrvh =
Zvh

Zhh
=

4πn〈|shv|2〉
4πn〈|shh|2〉 , (6.91)

LDRvh[dB] = 10logLdrvh = 10log

(
Zvh

Zhh

)
. (6.92)

where the uses of lower and upper cases are the same as those for Zdr and ZDR,
respectively.

The denominator of right-hand side of (6.89) shows the backscattered electric
power when vertically polarized wave is transmitted and the same polarized wave
is received. On the other hand, the numerator shows the backscattered electric
power when vertically polarized wave is transmitted and horizontally polarized
wave is received. In this case, the transmission of horizontally polarized wave is
ceased. In (6.91), horizontally polarized wave is transmitted. For the transmission
and reception of dual polarization radar, LDR shows the ratio of the backscattered
electric power which is generated by the orthogonally polarized wave to that which
is generated by the same polarized wave. When flat particles fall, LDR depends on
the flatness and orientation of the main axis.

The parameter LDR is assumed to be an index for qualitative distinction of
shape and direction of ice particles. Thus, it is regarded to be effective for detection
of ice and water mixture in the upper layer and for distinction of hail. However
the magnitude is as small as at most −20 dB except for inside the bright band.
To obtain the correct LDR, it is desirable for observation system to secure a degree
of separation of 30–40 dB or more between horizontally and vertically polarized
waves. The application of LDR to practical and quantitative measurements is a
subject in the future.
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Correlation Coefficient at Zero Lag ρhv(0)

The correlation coefficient between horizontally and vertically polarized waves of
the received signal is called correlation coefficient at zero lag, and is given using
covariance matrix in (6.80) by (e.g., Doviak and Zrnić 2006, p. 242);

ρhv(0) =
|〈svvs∗hh〉|

〈|shh|2〉1/2〈|svv|2〉1/2
. (6.93)

Parameter ρhv(0) depends on fluctuations of horizontal to vertical length ratio of
particles within the scattering volume. As shown in Fig. 3.3, backscattered signal
intensity monotonically increases with the diameter of particle in the Rayleigh
scattering region. Meanwhile, it significantly changes corresponding to a little
change of the diameter in the Mie scattering region. Therefore, if different kinds
of particles coexist in the scattering volume, the backscattered signal intensity
ratio of horizontally to vertically polarized waves change according to type and
spatial distribution of particles, which makes the correlation coefficients between
them smaller. Furthermore, if the particle shape is distorted like hail, the signal
intensity ratio of horizontally to vertically polarized wave fluctuates when the
particle vibrates or rotates, also making the correlation coefficients between them
smaller. Consequently, ρhv(0) is called the parameter that indicates irregular shape
and uneven distribution of precipitation particles.

There are other quantities of correlation coefficient between polarized waves, the
co-polar elements and cross-polar element shv, as (Doviak and Zrnić 2006, p. 243)

ρh =
|〈shvs∗hh〉|

〈|shv|2〉1/2〈|shh|2〉1/2
, (6.94)

ρv =
|〈shvs∗vv〉|

〈|shv|2〉1/2〈|svv|2〉1/2
. (6.95)

The practical use of these parameters is also a subject in the future.

Differential Phase ΦDP

The polarization parameter that have been discussed so far is related to the
backscattering by precipitation particles within a scattering volume. On the other
hand, phase shift is caused in radar wave during propagation. If the phase shifts
in round trip between radar and scatterer for horizontally and vertically polarized
waves are Φhh and Φvv, respectively, Φhh and Φvv are almost equal for isotropic
scatterers. On the other hand, they become different for anisotropic scatterers.
In the case of flat particles such as raindrops in large diameter, phase shift
by horizontally polarized wave becomes larger than that of vertically polarized
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Fig. 6.9 Conceptual diagram of the differential phase between at the distances r1 and r2

wave, and accordingly Φhh > Φvv in a unit distance. The difference between the
magnitudes for horizontally and vertically polarized waves is called the differential
phase, which is given by

ΦDP =Φhh −Φvv, (6.96)

where ΦDP and Φhh,vv are defined in two-way with the unit [deg].

Specific Differential Phase KDP

The change of ΦDP per unit distance is called the specific differential phase KDP,
which has been watched in recent years as an important parameter concerned
with precipitation intensity (Sachindananda and Zrnić 1985). When radar wave
propagates through homogeneous medium like the atmosphere as shown in Fig. 6.9,
KDP, which is defined per one-way, is given as the differential phase per unit
distance which occurs in round trip between two points r1 and r2 as (e.g., Bringi
and Chandrasekar 2001, p. 368)

KDP =
ΦDP(r2)−ΦDP(r1)

2(r2 − r1)
, (6.97)

where the unit is [deg km−1].
As is clear from the definition of Φhh and Φvv, KDP > 0 if the horizontally

polarized wave is affected more by precipitation particles or flat particles are
dominant, while KDP < 0 otherwise. The parameter KDP, which is different from
ZDR and LDR, is not influenced by the amplitude of received signal, and therefore,
its accuracy is not damaged by attenuation of radar waves through the propagation
path. By these characteristics, KDP is regarded to be useful as same as ZDR for
precipitation intensity estimation and expected for improvement of the estimation
accuracy. The technique to obtain precipitation intensity (rainfall rate) based on KDP

will be mentioned later in Sect. 6.4.6.
Ranges of polarization parameters and temperature for various hydrometeor

species are given in Table 6.2. The ranges are first outlined by Doviak and Zrnić
(2006, p. 271) and refined later by Straka et al. (2000) except for the KDP ranges
which have been modified to reflect the operation of the classification procedure at
the C band (Keenan 2003).
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Table 6.2 Ranges of polarization parameters and temperature for various hydrometeor species
[from Keenan 2003]

Zhh ZDR KDP Temperature
[dBZ] [dB] |ρhv(0)| [deg km−1] ◦C

Drizzle 10 to 25 0.2 to 0.7 > 0.97 0 to 0.06 >−10
Rain 25 to 60 0.5 to 4 > 0.95 0 to 20 >−10
Snow (dry, low density) −10 to 35 −0.5 to 0.5 > 0.95 −1 to 1 < 0
Snow (dry, high density) −10 to 35 0 to 1 > 0.95 0 to 0.4 < 0
Snow (wet, melting) 20 to 45 0.5 to 3 0.5 to 0.9 0 to 1 0 to 5
Graupel, dry 20 to 35 −0.5 to 1 > 0.95 0 to 1 < 0
Graupel, wet 30 to 50 −0.5 to 2 > 0.95 0 to 3 −15 to 5
Hail, small < 2 cm wet 50 to 60 −0.5 to 0.5 0.92 to 0.95 −1 to 1 −15 to 20
Hail, large > 2 cm wet 55 to 65 −1 to 0.5 0.90 to 0.92 −1 to 2 −25 to 20
Rain and hail 45 to 80 −1 to 6 > 0.9 0 to 20 −10 to 25

6.4.3 Shapes of Precipitation Particles and Polarization
Parameters

Shapes of Particles

As previously described, there are certain limits in single-polarization radar
observations for estimating intensity and other parameters of precipitation whose
DSD changes momentarily. Meanwhile, using polarization parameters available by
dual polarization radar, various experiments have been conducted to estimate pre-
cipitation intensity and liquid water content by different algorithms that compensate
the limits of the single-polarization radar observation.

Observations at low elevation angles are generally emphasized for quantitative
radar observations of precipitation. In low elevation angle observations, the most
important polarization parameters are differential reflectivity ZDR and specific
differential phase KDP. The polarization characteristics of received signal depends
on backscattering cross section as the sum of each scatterer. Therefore, it is
important to know the relation between drop size and flatness, and that between
flatness and dual polarization parameters for estimating precipitation parameters.
For the semi-major axis diameter a and the semi-minor axis diameter b of a flat
raindrop, some linear approximation which shows the relation between the axis
ratio b/a and the diameter of drop D has been derived. For example, Pruppacher and
Beard (1970) presented the expression of the axis ratio from a wind-tunnel test as

b
a
= 1.03− 62D 0 ≤ D ≤ 9× 10−3 [m]. (6.98)

The more accurate polynomial approximation has been presented through a
numerical modeling by Beard and Chuang (1987) as
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Fig. 6.10 The relation between the axis ratio b/a versus D for various numerical models, where
the curve referred to the “minimum” is derived by interpolation of the smallest values from the
relations in the literatures [from Park et al. 2005a]

b
a
= 1.0048+ 5.7× 10−1D− 2.628× 104D2 + 3.682× 106D3 − 1.677× 108D4

0 ≤ D ≤ 7× 10−3 [m], (6.99)

where the unit of D is [m]. Figure 6.10 indicates the axis ratio b/a versus D for
various numerical models including the results of (6.98) and (6.99), where the curve
referred to the “minimum” is derived by interpolation of the smallest values among
the axis ratios calculated from the relations in the literatures. These minimum axis
ratios are close to those Pruppacher and Beard (1970) for D < 4× 10−3 m and are
close to Beard and Chuang (1987) for D > 4.4× 10−3 m (Park et al. 2005a).

Relation Between Axis Ratio and ZDR

Polarization parameters which depend on the flatness of raindrop will be discussed
below by following Bringi and Chandrasekar (2001, Chap. 7). If the axis ratio shown
by either (6.98) or (6.99) is expressed as b/a ≡ ζ , the factor λz which depends on
flatness of drop is given by

λz =
1+ f 2

f 2

(
1− 1

f
tan−1 f

)
, (6.100)
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where f 2 is expressed as

f 2 =
1
ζ 2 − 1 =

(a
b

)2 − 1, (6.101)

In the Rayleigh–Gans limit, the elements of backscattering matrix shh and svv can
be expressed as (Bringi and Chandrasekar 2001, p. 382)

shh =
k2

4π
V (εr − 1)

[
1+ 1

2(1−λz)(εr − 1)
] (6.102)

svv =
k2

4π
V (εr − 1)

[1+λz(εr − 1)]
, (6.103)

where k is the radar wave number, k = 2π/λ , V the volume of a drop or V =
(π/6)D3, and εr the relative permittivity (= ε/ε0).

From (6.102) and (6.103), it is clear that both shh and svv are the function of ζ
and D. Hence, shh and svv can be expresses as shh(ζ ,D) and svv(ζ ,D), respectively.
Thus, the differential reflectivity ZDR which is given by (6.88) becomes

ZDR = 10log10

[
4π〈|shh(ζ ,D)|2〉
4π〈|svv(ζ ,D)|2〉

]
. (6.104)

Noting that Zdr = 100.1ZDR, the antilogarithm of ZDR leads to

Zdr =
4π〈|shh(ζ ,D)|2〉
4π〈|svv(ζ ,D)|2〉 . (6.105)

In general, if the DSD is N(D), Zdr is expressed as

Zdr =

∫
|shh(ζ ,D)|2N(D)dD

∫
|svv(ζ ,D)|2N(D)dD

. (6.106)

Substituting (6.102) and (6.103) into (6.106), Zdr becomes

Zdr =

∫
D6N(D)[1+λz(εr − 1)]2dD

∫
D6N(D)

[
1+

1
2
(1−λz)(εr − 1)

]2

dD

. (6.107)

Substituting the approximation
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|1+λz(εr − 1)|2
∣∣
∣
∣1+

1
2
(1−λz)(εr − 1)

∣∣
∣
∣

2 � 1

ζ 7/3
(6.108)

into (6.107), Zdr is expressed as (Bringi and Chandrasekar 2001, pp. 389–390)

Z−1
dr �

∫
ζ 7/3D6N(D)dD
∫

D6N(D)dD
= ζ 7/3

Z , (6.109)

where ζ 7/3
Z is the mean value of ζ 7/3 which is weighted by the radar reflectivity

factor.

Relation Between Axis Ratio and KDP

Radar wave propagation through precipitation was first discussed by Oguchi (1983).
If the propagation path is uniformly filled with precipitation, the phase delays per
unit distance (one-way) in [rad] for horizontally and vertically polarized waves are
written as

φh =
2π
k

∫
N(D)Re[ah · f (ζ ,D)]dD, (6.110)

φv =
2π
k

∫
N(D)Re[av · f (ζ ,D)]dD, (6.111)

respectively, where k is the radar wave number (= 2π/λ ), ah and av are unit vectors
of horizontally and vertically polarized waves, respectively, and f(ζ ,D) is the vector
amplitude of forwardly scattered wave which is the same as that shown in (3.13).
As Φhh,vv in (6.96) are defined in two-way path, KDP in (6.97) is given by

KDP =
2π
k

∫
N(D)Re[ah · f(ζ ,D)− av · f(ζ ,D)]dD [rad m−1]. (6.112)

From the Rayleigh–Gans theory, the above equation is replaced to

KDP =
πk
12

∫
D3N(D)Re[F(ζ ,εr)]dD, (6.113)

where F(ζ ,εr) is given by

F(ζ ,εr) =
εr − 1

1+ 1
2 (1−λz)(εr − 1)

− εr − 1
1+λz(εr − 1)

. (6.114)
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In the Rayleigh scattering, Re[F(ζ ,εr)] is simplified as

Re[F(ζ ,εr)]�Ck(1− ζ ), (6.115)

where Ck is almost constant. For instance, in the frequency band of 3 to 30 GHz,
Ck becomes 3.3 to 4.2 for ζ from 1 to 0.5. Substituting (6.115) into (6.113), KDP is
expressed as (Bringi and Chandrasekar 2001, p. 387)

KDP =
πkCk

12

∫
D3(1− ζ )N(D)dD

=
(π
λ

) Ck

ρw

∫ (π
6

)
ρw(1− ζ )N(D)dD

=
(π
λ

)
Ck

W
ρw

⎡

⎢
⎣1−

∫
ζD3N(D)dD

∫
D3N(D)dD

⎤

⎥
⎦ , (6.116)

where W is the cloud water content given by (6.18), λ is the radar wavelength, and
ρw is the density of raindrop. Note that MKS units are used throughout. The ratio
of integrations in (6.116) means the mass-weighted mean axis ratio ζm. The value
of KDP is commonly expressed in [deg km−1], and thus, if the units of W , ρw, and λ
are [g m−3], [g cm−3], and [m], respectively, KDP becomes (Jameson 1985; Bringi
and Chandrasekar 2001, p. 388)

KDP =

(
180
λ

)
10−3CkW (1− ζm) [deg km−1], (6.117)

where Ck = 3.75. The above equation relates KDP to mass-weighted mean axis ratio
ζm. Furthermore, in (6.117), replacing ζm by (6.98) and using the mass-weighted
drop diameter Dm[m] in (6.22), KDP is expressed as

KDP � 62

(
180
λ

)
10−3CkDmW [deg km−1]. (6.118)

If W is sufficiently large and λ is small, KDP becomes the magnitude which is
practically measurable.

6.4.4 Attenuation Correction Using KDP

As shown in (6.68), the attenuation coefficient due to water droplet Aprp is
approximately proportional to the forth moment of the DSD. Furthermore, as the
definition of W is given by (6.18) and that of Dm by (6.22), DmW in (6.118) is
essentially proportional to the forth moment of the DSD. It follows that Ah [dB
km−1], which is the attenuation coefficient of a horizontally polarized wave due
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to precipitation and same as Aprp in (6.68), is nearly linearly related to KDP for
frequencies from 5 GHz to, at least, 19 GHz, and is of the form

Ah = αKDP
b, (6.119)

where b � 1. The coefficients α and b depend on the temperature and the radar
frequency (Jameson 1992; Bringi and Chandrasekar 2001, pp. 492–493).

Attenuation Correction of Z

If the measured (attenuated) radar reflectivity factor of a horizontally polarized wave
at distance r [km] is Z′

hh(r) and that of after attenuation correction is Zhh(r), Z′
hh(r)

is expressed as

10 logZ′
hh(r) = 10logZhh(r)− 2Ahr, (6.120)

which can be generalized for an inhomogeneous path as

10 logZ′
hh(r) = 10logZhh(r)− 2

∫ r

0
Ah(s)ds. (6.121)

Substituting Ah = αKDP
b from (6.119) into (6.121), the Z value after attenuation

correction becomes

10logZhh(r) = 10logZ′
hh(r)+ 2

∫ r

0
αKDP

b(s)ds. (6.122)

If the linear relation, i.e., b = 1 is applied along the propagation path, KDP can be
replaced by φDP as

10 logZhh(r) = 10logZ′
hh(r)+α[ΦDP(r)−ΦDP(0)]. (6.123)

The values α and b in (6.122) for the temperature between 0◦C and 30◦C are listed
on Table 6.3 (Jameson 1992).

Attenuation Correction of ZDR and LDR

From (6.88), the following relation is derived;

ZDR[dB] = 10logZhh − 10logZvv. (6.124)

Thus, if the measured radar reflectivity factor of a vertically polarized wave is Z′
vv(r)

and that after attenuation correction is Zvv(r), the measured differential reflectivity
Z′

DR is expressed as
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Table 6.3 The values α and b in Ah = αKb
DP, β and c in ADR = βKc

DP, for
temperature-average 0–30◦C [from Jameson 1992]

Frequency Temperature Ah = αKb
DP ADR = βKc

DP

[GHz] [◦C] α b β c

0 2.577×10−2 0.838 4.391×10−3 1.053
2.80 0–30 1.704×10−2 0.836 2.925×10−3 1.052

30 1.152×10−2 0.834 1.993×10−3 1.051

0 9.738×10−2 0.959 1.605×10−2 1.177
5.48 0–30 7.268×10−2 0.991 1.331×10−2 1.231

30 5.339×10−2 1.017 1.080×10−2 1.280

0 2.480×10−1 0.971 3.321×10−2 1.128
9.34 0–30 2.328×10−1 1.019 3.279×10−2 1.148

30 2.138×10−1 1.068 3.220×10−2 1.170

0 4.231×10−1 0.957 5.387×10−2 1.137
13.80 0–30 4.390×10−1 0.975 5.439×10−2 1.131

30 4.532×10−1 0.994 5.553×10−2 1.127

0 6.960×10−1 0.995 9.098×10−2 1.181
19.35 0–30 7.218×10−1 0.988 8.802×10−2 1.172

30 7.593×10−1 0.980 8.681×10−2 1.161

Z′
DR = 10logZ′

hh − 10logZ′
vv

= 10logZhh − 10logZvv − 2(Ah −Av)

= ZDR − 2ADR, (6.125)

where Av is the attenuation coefficient of a vertically polarized wave due to
precipitation and ADR = Ah −Av. As the relation between Av and the DSD is similar
to that of Ah, Av can be expressed using KDP in the same way. Thus, ZDR at the
distance r [km] is finally given in [dB] by the same formula as (6.122) as

ZDR(r) = Z′
DR(r)+ 2

∫ r

0
βKc

DP(s)ds, (6.126)

and as (6.123) in the linear relation of c = 1 as

ZDR(r) = Z′
DR(r)+β [ΦDP(r)−ΦDP(0)]. (6.127)

The values β and c in ADR = βKc
DP for the temperature between 0◦C and 30◦C is

also listed on Table 6.3.
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As for LDR, one way path contributes to the total attenuation, thus the measured
LDR′

hv and the value after attenuation correction LDRhv are in the following relation
(Pfeifer et al. 2008).

LDR′
hv = LDRhv +ADR (6.128)

LDRhv = LDR′
hv −

∫ r

0
βKc

DP(s)ds. (6.129)

The algorithms to estimate attenuation due to precipitation from KDP orΦDP have
several advantages. These values are derived from phase measurement, and thus
they are unaffected by the echo intensity, i.e., absolute calibration error, attenuation,
and so on. However, it should be noticed that KDP is relatively noisy at low rain
rates. The value of KDP is derived as the range derivative of ΦDP and estimated
over a finite path. Moreover, as discussed in the previous subsection, smoothing is
intrinsically desired for the practical use of ΦDP. More detailed discussion is done
by e.g., Jameson (1992), Bringi and Chandrasekar (2001, Chap. 7), and Park et al.
(2005a,b) especially for 9.375 GHz radar.

6.4.5 Estimates and Variances of Polarization Parameters

Ryzhkov and Zrnić (1998) have compared theoretically the errors in estimatingΦDP

of the STSR mode and the alternate mode and concluded that the received signal
of the STSR mode provides for reduced statistical fluctuations. This advantage is
more pronounced if Doppler velocity spectrum widths normalized by the Nyquist
width 2vN (= λ/2Ts) is larger than 0.1, values that are typically encountered in
severe storms. Bringi and Chandrasekar (2001, Chap. 6) have discussed in detail
the variance of the estimates of polarimetric parameters for the ATSR and STSR
modes. Based upon their descriptions, the estimates and variances of polarization
parameters for the STSR mode are discussed in this subsection, where the received
signals for the STSR mode are schematically shown in Fig. 6.11.

Radar Reflectivity Factor and Differential Reflectivity

The estimates of received signal power of the horizontally polarized wave P̂h and
that of the vertically polarized one P̂v are equal to the respective mean values, i.e.,
the expected values (¯), which are given by

P̂h = Ph =
1
M

M

∑
m=1

|Vh(m)|2, (6.130)

P̂v = Pv =
1
M

M

∑
m=1

|Vv(m)|2, (6.131)
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Fig. 6.11 Schematic showing horizontal and vertical components of the received signal Vh(m) and
Vv(m) for the pulses of the STSR mode

where M is the number of samples, and Vh and Vv are signal amplitudes of
horizontally and vertically polarized waves, respectively. The estimate of differential
reflectivity ẐDR is given by

ẐDR[dB] = 10log

(
P̂h

P̂v

)
. (6.132)

The variances of P̂h and P̂v are expressed using the number of independent
samples MI and the relations of (5.198) and (5.200) as

var[P̂h] =
P

2
h

MI
=

P
2
h

M

M−1

∑
m=−(M−1)

(
1− |m|

M

)
ρh(m), (6.133)

var[P̂v] =
P

2
v

MI
=

P
2
v

M

M−1

∑
m=−(M−1)

(
1− |m|

M

)
ρv(m), (6.134)

respectively, where MI is the number of independent samples, M the total number
of samples, and ρh,v(m) the correlation coefficients of the received power (power
sample) of horizontally and vertically polarized waves, respectively. Thus, as
discussed in Sect. 5.6.4, ρh,v(m) are equivalent to ρS+N (mTs) = [ρ0(mτ)]2 in (5.201).
The perturbation approximation for the ratio of two random variables X and Y
becomes (Bringi and Chandrasekar 2001, p. 354)

var

[
X
Y

]
�

(
X

Y

)2 [
var(X)

X
2 +

var(Y )

Y
2 − 2cov(X ,Y )

XY

]
, (6.135)
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where X and Y are the expected values of X and Y , respectively, and “cov” denotes
covariance. Applying the above relation and using (6.133) and (6.134), var[P̂h/P̂v]
is expressed as

var

[
P̂h

P̂v

]
=

2
M

(
P̂h

P̂v

)2

[1−ρhv(0)
2]

M−1

∑
m=−(M−1)

(
1− |m|

M

)
ρh(m). (6.136)

Taking logarithm of both sides of (6.136) and applying (5.203), the standard
deviation SD(ẐDR) becomes

SD[ẐDR] [dB] = 10log

⎧
⎨

⎩
1+

[
2
M
(1−ρhv(0)

2)
M−1

∑
m=−(M−1)

(
1− |m|

M

)
ρh(m)

]1/2
⎫
⎬

⎭

= 10log

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1+

⎡

⎢
⎢
⎢
⎣

2
M
(1−ρhv(0)

2)

1+ 2
S
N
+

(S/N)2

2σvn
√
π

(
1+

S
N

)2

⎤

⎥
⎥
⎥
⎦

1/2
⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

,

(6.137)

where σvn is the Doppler velocity spectrum width normalized by the Nyquist width
2vN. Figure 6.12 illustrates SD[ẐDR] versus M for various σvn values calculated with
(6.137), where the SNR is 10 dB, ρhv(0) values are (a) 0.95 and (b) 0.99.

Correlation Coefficient at Zero Lag Between the Copolar Signals

The correlation coefficient at zero lag between horizontally and vertically polarized
signals ρhv(0) is obtained by

ρ̂hv(0) =
|R̂hv(0)|
(P̂hP̂v)1/2

, (6.138)

where R̂hv(0) is the covariance at zero lag between Vh and Vv, which is given by

R̂hv(0) =
1
M

M

∑
m=1

V ∗
h (m)Vv(m), (6.139)

where the superscript ∗ denotes complex conjugate.
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Fig. 6.12 SD[ẐDR] versus total number of samples M for various σvn values calculated with
(6.137), where the SNR is 10 dB, ρhv(0) values are (a) 0.95 and (b) 0.99

The presence of noise affects the value of ρhv(0). If the correlation coefficient
corresponding to observation data in the presence of noise is ρ ′hv(0) and that
corrected for the signal-to-noise ratio ρhv(0), the value ρ ′hv(0) is expressed as

ρ ′hv(0) = ρhv(0)
1

√

1+
1

(S/N)h

√

1+
1

(S/N)v

, (6.140)
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Fig. 6.13 SD[ρ̂hv(0)] for the STSR mode versus total number of samples M for ρhv(0) values
between 0.85 and 0.98 calculated with (6.142), where the SNR is 10 dB, and σvn is 0.1

where (S/N)h and (S/N)v are the signal-to-noise ratio of horizontally and vertically
polarized signals, respectively. With the assumption of (S/N)h = (S/N)v = (S/N),
we can express ρhv(0) as (Shusse et al. 2009)

ρhv(0) = ρhv(0)
′
[

1+
1

(S/N)

]
= ρhv(0)

′[1+ 10−(S/N)[dB]/10]. (6.141)

The variance of ρ̂hv(0) for the STSR mode can be written as (Bringi and Chan-
drasekar 2001, p. 364)

var[ρ̂hv(0)] =
(1−|ρhv(0)|2)2

|ρhv(0)|2
1

2M2

M−1

∑
m=−(M−1)

(M−|m|)ρh(m), (6.142)

and the standard deviation is given by SD[ρ̂hv(0)] =
√

var[ρ̂hv(0)]. Figure 6.13
shows SD[ρ̂hv(0)] versus M for various values of ρhv(0) calculated with (6.142)
and applying (5.203), where the SNR is 10 dB, and σvn is 0.1.

Differential Phase

The differential phase of measured received signals between horizontally and
vertically polarized waves ΨDP is given using R̂hv(0) in (6.139) as

ΨDP = arg[R̂hv(0)], (6.143)
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Fig. 6.14 SD[Φ̂DP] versus total number of samples M for ρhv(0) values between 0.85 and 0.98
calculated with (6.145), where the SNR is 10 dB, and σvn is 0.1

which is the composition of the differential (propagation) phase ΦDP and the
differential scattering phase δ as

ΨDP =ΦDP + δ , (6.144)

where δ = arg(s∗hhsvv). The value of ΦDP is range cumulative, and its range profiles
are smooth functions of range, whereas δ is dependent on the phase change in
each range volume. For scattering from precipitation at a 10-cm wavelength, δ � 0
(Torlaschi and Holt 1993). In the present paragraph, we assume that δ = 0, and
estimate the error of ΦDP. The treatment of nonzero δ will be discussed in the
following paragraph.

The variance of ΦDP for the STSR mode is given by (Bringi and Chandrasekar
2001, p. 362)

var[Φ̂DP] =
1−|ρhv(0)|2
|ρhv(0)|2

1
2M2

M−1

∑
m=−(M−1)

(M−|m|)ρh(m), (6.145)

and the standard deviation is given by SD[Φ̂DP] =
√

var[Φ̂DP]. Figure 6.14 shows

SD[Φ̂DP] versus total number of samples M for ρhv(0) values between 0.85 and 0.98
calculated with (6.145), where the SNR is 10 dB, and σvn is 0.1. Figure 6.15 shows
the

√
M SD[Φ̂DP] values as a function of the normalized Doppler velocity spectrum

width σvn for the STSR mode and the alternate mode (Ryzhkov and Zrnić 1998).
Naturally, two results agree well, e.g., if σvn is 0.1, ρhv(0) is 0.90, and M is 100,
SD[Φ̂DP] becomes almost 3.1◦.
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Fig. 6.15
√

M SD[Φ̂DP] as a function of the normalized Doppler velocity spectrum width σvn for
the STSR mode and the alternate mode [from Ryzhkov and Zrnić 1998]

For small σvn values, the two estimates of the STSR mode and the alternate mode
are almost equivalent. Meanwhile, at large spectrum width, the alternate mode is
clearly inferior. A sharp increase in the error is observed at a σvn value around
0.12. At a radar wavelength of 10 cm and a pulse repetition time of 10−3 s, σvn <
0.12 corresponds to σv < 6 m s−1. At higher radar frequencies such as 5- and 3-cm
wavelengths, σv < 3 m s−1 and < 1.8 m s−1, respectively. Note also that SD[Φ̂DP] is
always lower for long pulse repetition time, i.e., for large σvn values in the STSR
mode (Ryzhkov and Zrnić 1998).

Smoothing the Range Profile of Differential Propagation Phase

If the differential scattering phase δ in (6.144) is nonzero, as occurs in Mie
scattering, and if it varies over the range volume, the value of specific differential
phase KDP will be in error. Hence, effects due to δ must be eliminated before
estimating KDP. Hubbert et al. (1993) and Hubbert and Bringi (1995) discussed in
detail how to eliminate the possible effects of δ . The following description is based
on their discussion.

Fundamentally, the range profile of ΦDP shows a range-cumulative feature,
and so if perturbations are observed in the profile, they can be attributed to δ
which is a kind of statistical error. Low pass filtering schemes can be applied to
reduce the measurement fluctuations, and to detection, estimation, and elimination
of perturbations due to δ . The finite impulse response (FIR) and infinite impulse
response (IIR) filters are proposed for these purposes. Figure 6.16a shows magnitude
responses of two types of IIR filters; “light” and “heavy” (Hubbert et al. 1993).
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Fig. 6.16 (a) Magnitude response of the “light” (curve A) and “heavy” (curve B) IIR filters.
(Hubbert et al. 1993). (b) Magnitude response of the filter used in the iterative algorithm [from
Hubbert and Bringi 1995]

Fig. 6.17 (a) Raw (broken line) and lightly filtered (solid line)ΨDP profiles using IIR through rain
area. (b) Filtered (broken line) ΨDP profiles for the data of (a) [from Hubbert et al. 1993]

Curve A shows the response of the light filter, whose range variations on the order
of 0.5 km and larger are passed, whereas variations of ΦDP on the range scale on
the order of 0.25 km and smaller are attenuated by more than 20 dB. Curve B shows
that of the heavy filter, where range variations on the order of 1.5 km or less are
significantly attenuated. The magnitude response of the filter used in the iterative
algorithm is shown in Panel (b) (Hubbert and Bringi 1995).

Figure 6.17 shows the range profile of ΨDP before and after applying the
above-mentioned filters. In Panel (a), perturbations due to δ are observed in raw
range profile (broken line) of the range sampling rate of 0.15 km. Applying the
light filter (solid line), the gate-to-gate fluctuations are strongly attenuated and range
variation on the order of 0.5 km is preserved. Panel (b) shows the light filter output
(solid line) and the heavy filter output (broken line) which is applied on the light
filter output. In the broken line, the perturbations due to δ are eliminated, and the
mean trend of increasing ΦDP with range becomes clear (Hubbert et al. 1993).

Expanding the above concept and selecting proper magnitude response, an
iterative range filtering technique can be applied in a wider variety of conditions.
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The algorithm has two primary selectable parameters. The first is the cutoff
frequency of the filter. When using data with a 0.15 km sampling period, ΦDP esti-
mates are practically averaged over 1–2 km intervals to reduce statistical fluctuations
so as to obtain meaningful KDP estimates. Thus, choosing a filter which sharply
attenuate fluctuations that occur over 1.5 km or less is appropriate. Figure 6.16b
shows an example of the low-pass magnitude response of the FIR filter used in the
iterative algorithm. The second is to decide threshold value ΨTh used to construct
the iterated ΨDP range profile. The algorithm of the iterative filtering is given as
follows;

1. Apply observed ΨDP(ri) or the result of procedure 3 on the filter and obtain the
outputΨfltDP(ri).

2. Calculate the value ΔΨDP(ri) = |ΨfltDP(ri)−ΨDP(ri)|.
3. If ΔΨDP(ri) ≤ ΨTh then adopt ΨDP(ri)| as the filter output, if ΔΦDP(ri) > ΨTh

then adoptΨfltDP(ri) as the filter output, where ΨTh [deg] is the threshold value.
4. Repeat the above procedures 1 to 3.

The thresholds of 1.25 to 2 times the standard deviation ΨDP were found to give
good results. Furthermore, it was found that repeating the above process around 10
times provides good results (Hubbert and Bringi 1995).

Specific Differential Phase

The specific differential phase KDP after smoothing ΦDP is given by (6.97) and
(6.144) as

K̂DP =
ΦDP(r2)−ΦDP(r1)

2(r2 − r1)
� Ψ̂DP(r2)− Ψ̂DP(r1)

2(r2 − r1)
, (6.146)

thus the standard deviation of KDP becomes

SD[K̂DP] =
SD[Φ̂DP]√

2Δr
, (6.147)

where Δr is the range interval (r2 − r1).
Assuming that KDP is uniform along the propagation path, it can be estimated

as the slope of the cumulative differential propagation phase profile utilizing a least
squares approximation with N range samples of ΦDP(ri) as (Gorgucci et al. 1999)

K̂DP =

N

∑
i=1

[ΦDP(ri)−ΦDP]

(
i− N + 1

2

)
Δr

2
N

∑
i=1

[(
i− N + 1

2

)
Δr

]2 . (6.148)
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The variance of K̂DP can be given by

var[K̂DP] =
3
Δr2

var[Φ̂DP]

N(N − 1)(N + 1)
. (6.149)

Thus, using L = NΔr, the standard deviation of KDP becomes

SD[K̂DP] =
SD[Φ̂DP]

L

√
3

N − 1/N
. (6.150)

If N = 2, the standard deviation of (6.150) becomes equal to that of (6.147).
Desirable accuracies for KDP are on the order of 0.4 deg km−1 for applications

such as rainfall rate estimation (Hubbert et al. 1993), and it can be estimated to the
accuracy of around 0.3–0.4 deg km−1 depending on the path length over which KDP

is estimated (Bringi and Chandrasekar 2001, p. 548).

6.4.6 Radar Rainfall Estimation Using Polarization
Parameters

The Z–R relation which was discussed in Sect. 6.1.4 is widely used at the present
time. Furthermore, as polarimetric parameters ZDR and KDP are deeply related to
the DSD, and thus these parameters can be used in various combinations to estimate
rainfall rate. Radar rainfall algorithms can be broadly classified into four categories,
namely, R(Z) (here Z means Zh in common) which is based on the Z–R relation,
R(Zh,ZDR), R(KDP), and R(KDP,ZDR), where Zh is in unit of [mm6 m−3], ZDR is in
[dB], and KDP is in [deg km−1].

As of now, most radars operate at single polarization, hence R(Z) is the most
popular algorithms to estimate radar rainfall. However, reflectivity-based algorithm
requires accurate knowledge of radar performance and is liable to errors in absolute
calibration including the attenuation through the propagation path. The differential
reflectivity (ZDR) is the value which is obtained by relative power measurement,
thus it can be measured accurately without being affected by absolute calibration
errors. As it is not possible to measure rainfall rate only using ZDR, any rainfall
estimate algorithm which uses ZDR needs to be combined with Zh and or KDP.
Algorithms which uses KDP to estimate rainfall rate have several advantages. Since
KDP is derived from phase measurements, it is intrinsically unaffected by absolute
calibration error and the attenuation through the propagation path. However, it is
derived as the range derivative of ΦDP, therefore, there is a trade-off between the
accuracy and range resolution of KDP-based rainfall estimates. The advantages and
disadvantages of each polarimetric measurement translate into the error structure of
algorithms involving Zh, ZDR, and KDP (Bringi and Chandrasekar 2001, p. 537).
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Table 6.4 Constants to
estimate R [mm h−1] using Zh
and ZDR

Frequency c1 a1 b1

3 GHz (S-band) 6.7×10−3 0.93 −3.43
5.45 GHz (C-band) 5.8×10−3 0.91 −2.09
10 GHz (X-band) 3.9×10−3 1.07 −5.97

Bringi and Chandrasekar (2001, Chap. 8) discussed in detail the algorithms
to estimate rainfall rate using polarization parameters. Teschl et al. (2008) also
present rainfall rate estimation algorithms for different raindrop models with 2.8-,
5.635-, and 9.6-GHz polarimetric radars. Maki et al. (2005) also shows the similar
algorithms for convective and stratiform rains with 3-cm wavelength polarimetric
radar. In the following paragraphs, we will discuss the estimations based upon the
description of Bringi and Chandrasekar (2001, Chap. 8).

Estimation by Zh and ZDR, R(Zh,ZDR)

Using antilogarithm expression of the differential reflectivity ZDR which is obtained
by (6.88), Zdr (= 100.1ZDR), and the radar reflectivity factor Zh which is obtained
by the observation of horizontal polarization wave, rainfall rate R [mm h−1] can be
given by (Bringi and Chandrasekar 2001, pp. 537–538)

R(Zh,ZDR) = c1Zh
a1Zdr

b1 = c1Zh
a1100.1b1ZDR , (6.151)

where a1, b1, and c1 are constants,9 and given in Table 6.4.

Estimation by KDP, R(KDP)

Similar to the discussion of the attenuation by precipitation in (6.69) and (6.119), the
relation between R and KDP can be expressed as a0Rb

0 = αKDP
β . Thus the generic

form of R(KDP) can be given with radar frequency f [GHz] and KDP by (Bringi and
Chandrasekar 2001, p. 539)

R(KDP) = 129

(
KDP

f

)b2

, (6.152)

where b2 is constant, and b2 = 0.85 is generally applied. Equation (6.152) is
effective in microwave band of less than around 13 GHz.

9Constants a1, b1, c1, · · · which are used in Sects. 6.4.4 and 6.4.5 are different from those used in
Sect. 6.3.3.
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Table 6.5 Constants to
estimate R [mm h−1] using
KDP and ZDR

Frequency c3 a3 b3

3 GHz (S-band) 90.8 0.93 −1.69
5.45 GHz (C-band) 37.9 0.89 −0.72
10 GHz (X-band) 28.6 0.95 −1.37

Table 6.6 Constants to
estimate W [g m−3] using Zh
and ZDR

Frequency c4 a4 b4

3 GHz (S-band) 0.7×10−3 0.89 −4.16
5.45 GHz (C-band) 0.6×10−3 0.85 −2.36
10 GHz (X-band) 0.9×10−3 0.95 −6.18

Estimation by KDP and ZDR, R(KDP,ZDR)

From (6.118), it is shown that KDP is related to W and Dm, and the value W can be
related to rainfall rate. In addition, from (6.28) Dm is proportional to D0 which is
directly related to ZDR. Using the above relation, the generic form of R(KDP,ZDR)
can be given by (Bringi and Chandrasekar 2001, pp. 539–540).

R(KDP,ZDR) = c3KDP
a3Zdr

b3 = c3KDP
a3100.1b3ZDR , (6.153)

where a3, b3, and c3 are constants, and given in Table 6.5.

6.4.7 Estimation of Cloud Water Content

The cloud water content W is defined using the DSD as (6.18), and W can be also
parameterized with either (Zh, ZDR) or KDP, (KDP and ZDR) as similar to rainfall
estimation.

Estimation by Zh and ZDR

Using Zh and ZDR, cloud water content W [g m−3] can be given by (Bringi and
Chandrasekar 2001, p. 544)

W (Zh,ZDR) = c4Za4
h Zb4

dr = c4Za4
h 100.1b4ZDR , (6.154)

where a4, b4, and c4 are constants, which are given in Table 6.6.
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Table 6.7 Constants to
estimate W [g m−3] using
KDP and ZDR

Frequency c6 a6 b6

3 GHz (S-band) 6.05 0.88 −2.52
5.45 GHz (C-band) 2.32 0.83 −1.11
10 GHz (X-band) 2.13 0.91 −2.19

Estimation by KDP

Using KDP [deg km−1] and radar frequency f [GHz], W [g m−3] can be given by
(Bringi and Chandrasekar 2001, p. 544)

W (KDP) = c5

(
KDP

f

)b5

, (6.155)

where b5 and c5 are constants, and the values are 0.77 and 3.565, respectively.

Estimation by KDP and ZDR

Using KDP [deg km−1] and ZDR, W [g m−3] can be given by (Bringi and
Chandrasekar 2001, p. 545)

W (KDP,ZDR) = c6Ka6
DPZb6

dr = c6Ka6
DP100.1b6ZDR , (6.156)

where a6, b6, and c6 are constants, and given in Table 6.7.

6.4.8 Hydrometeor Classification with Polarization
Parameters

Polarimetric parameters can be used to classify hydrometeor types. Although the
classification itself is the final purpose, it is also important to improve the estimation
quality of rainfall intensity. As for the classification, many methodologies such
as statistical discussion model, neural network model, and so on are discussed.
In addition, the method of using a fuzzy logic theory has become popular in recent
years (e.g., Liu and Chandrasekar 2000; Zrnić et al. 2001; Keenan 2003; May and
Keenan 2005; Park et al. 2009). The fuzzy logic classification treats the information
which contains ambiguousness in its own boundary and judges the information by
modeling as the human being considers and handling it quantitatively. The following
discussion is based upon the description of Park et al. (2009).
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Fig. 6.18 Conceptual flow diagram of the fuzzy logic classification using two example classes,
heavy rain (HR) and dry aggregated snow (DS). Labels on the abscissas are based on Park et al.
(2009). The ZDR value of HR is for Zh value of 50 dBZ

Estimation of Hydrometeor Species with Fuzzy Logic Theory

In the fuzzy logic classification, there are generally three steps as shown in
Fig. 6.18. The first step is the fuzzification process. From the statistical points,
each hydrometeor species, e.g., drizzle, rain, snow, and so on, has a specific
range of values for various polarization parameters such as Zh, ZDR, and so on.
Appropriate membership functions are usually applied to characterize these ranges
for the fuzzification. The second step is the aggregation process. In this step,
the fuzzification results on the first step are aggregated. The final step is the
classification to find the most probable radar echo class.

In the first step, the degree, i.e., the probability of an element which belongs
to a set (fuzzy set) is expressed by the membership function. If the hydrometeor
species are denoted by i (ith class), and the observed parameter is expressed by
j ( jth variable), the membership function which expresses the probability that the
observed element belongs to the ith class and the jth variable is given by Pi(Vj).
There are several expression for the membership function such as the beta function
(Liu and Chandrasekar 2000) and a Gaussian Bell function (Keenan 2003). Here,
we assume Pi(Vj) to have trapezoidal shape with a maximal value of 1 and a
minimal value of 0 as shown in Fig. 6.19. The four parameters, x1, x2, x3, and x4
for 10 classes to describe trapezoidal functions are given by Park et al. (2009). They
give these values for 6 parameters as input, Zh[dBZ], ZDR[dB], ρhv(0), LKDP =
10 log(KDP[deg km−1]), SD[Zh][dB], and SD[ΦDP][deg], and output ten classes,
ground clutter including that due to anomalous propagation (GG/AP), biological
scatterers (BS), dry aggregated snow (DS), wet snow (WS), crystals of various
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Fig. 6.19 Trapezoidal membership function, where x is an arbitrary polarimetric variable [from
Park et al. 2009]

Table 6.8 Trapezoidal function parameters x1, x2, x3, and x4 for Zh[dBZ]
[from Park et al. 2009]

x GC/AP BS DS WS CR GR BD RA HR RH

x1 15 5 5 25 0 25 20 5 40 45
x2 20 10 10 30 5 35 25 10 45 50
x3 70 20 35 40 20 50 45 45 55 75
x4 80 30 40 50 25 55 50 50 60 80

orientations (CR), graupel (GR), big drops (BD), light and moderate rain (RA),
heavy rain (HR), and a mixture of rain and hail (RH). Table 6.8 shows the x1 to x4
values for the input parameter Zh.

In the second and final steps, an aggregation value Ai for the ith class of
hydrometeor species is found here as

Ai =

6

∑
j=1

Wi jQ jP
i(Vj)

6

∑
j=1

Wi jQ j

, (6.157)

where Wi j is a weight between 0 and 1 assigned to the ith class and the jth variable
according to the contribution of each input parameter for various classes, and Q j is
an element of the confidence vector assigned to the jth variable that associates with
data quality. The classification decision is based on the maximal aggregation value.
The details of Wi j and Q j are also discussed in Park et al. (2009).

The temperature within range volume is important to evaluate the consistency of
the classification. Although the temperature cannot be obtained by radar observa-
tions directly, in principle, the melting layer can be incorporated from the radar data
by measuring the height of the radar bright band. The geometry of the radar beam
with respect to the melting layer is illustrated in Fig. 6.20. In the figure, the beam
axis is drawn with the thick solid line, where Rt and Rb correspond to geometrical
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Fig. 6.20 Geometry of the radar beam with respect to the melting layer. The beam axis is drawn
with the thick solid line whereas the locations of beam extent (3-dB beam width) are indicated with
the dashed curves. Slant ranges Rtt and Rt correspond to the melting layer top height Ht. Rbb and
Rb correspond to the same layer bottom height Hb [from Park et al. 2009]

projections of the melting layer; top height Ht and bottom Hb, respectively. Dotted
lines show the locations of radar beam extent (3-dB beam width), where Rtt and Rbb

correspond to the melting layer Ht and Hb, respectively. Once the boundaries of the
melting layer are determined, the fuzzy logic aggregation (6.157) and classification
procedure are applied with two restrictions: snow is not allowed below the melting
layer bottom and pure rain is prohibited above the melting layer top except for the
big-drops category. The following subsets of classes are allowed within five slant
range intervals (Park et al. 2009):

0 < R < Rbb GC/AP,BS,BD,RA,HR,RH;

Rbb < R < Rb GC/AP,BS,WS,GR,BD,RA,HR,RH;

Rb < R < Rt GC/AP,BS,DS,WS,GR,BD,RH;

Rt < R < Rtt GC/AP,BS,DS,WS,CR,GR,BD,RH;

R > Rtt DS,CR,GR,RH.



Chapter 7
Radar Observations of the Clear Atmosphere

As seen in Sect. 3.4, refractive index perturbations of half the radar wavelength in
scale mostly contribute to atmospheric radar backscattering. Because the turbulent
irregularities are advected by the prevailing (background) wind, the component of
the wind vector parallel to the radar beam direction causes a frequency shift of
the radar carrier frequency by Doppler effect. The baricenter of Doppler spectrum
is proportional to the radial component of the mean wind velocity in the radar
resolution volume (or scattering volume), the spectral width provides information
on the wind variability partly due to turbulence, and the signal power can be related
to the intensity of refractive index irregularities. From these primary parameters,
vertical profiles of turbulence parameters such as the energy dissipation rate and the
vertical eddy diffusivity can be deduced on certain conditions. Combined with the
radio acoustic sounding system (RASS), atmospheric radar measurements can also
provide vertical profiles of background virtual temperature and water vapor.

In this chapter, the notion of radar detectability is first defined. Standard
techniques used to retrieve wind velocity from radar measurements are then
described. Next, the methods used for estimating turbulence parameters and other
physical parameters obtained from atmospheric radar measurements are discussed.
Finally, radar interferometric techniques for improving the spatial resolution are
summarized.

7.1 Detectability of Atmospheric Radar Signals

7.1.1 Received Power and Radar Reflectivity

Assuming locally homogeneous isotropic turbulence in the inertial subrange, the
so-called refractive index structure constant, C2

n , defined in (3.116), can be related
to radar reflectivity η by the relation

S. Fukao and K. Hamazu, Radar for Meteorological and Atmospheric Observations,
DOI 10.1007/978-4-431-54334-3 7, © Springer Japan 2014
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C2
n �

( η
0.38

)
λ 1/3. (7.1)

C2
n is an intrinsic parameter describing the intensity of the refractive index perturba-

tion and thus does not depend on radar frequency. In addition, a relation between η
and the received echo power can be established.

The radar equation for Bragg scatterers which is commonly applied for atmo-
spheric radars is (3.40). Thus the expected radar reflectivity is obtained using the
expected (or time mean) received power E[Pr] at the distance r from the radar as

E[η ] =
210(ln2)π2r2

Ptg2λ 2θ 2
1 cτ

E[Pr]. (7.2)

The noise power (expected value or time mean value) E[Pn] at the receiver input port
is given by (5.36) as

E[Pn] = kTsysB, (7.3)

where k is the Boltzman’s constant, B is the receiver bandwidth, and Tsys is the
system noise temperature given by (5.35). Then by using (7.2) and (7.3), the radar
reflectivity is expressed as

E[η ] =
210(ln2)π2r2kTsysB

Ptg2λ 2θ 2
1 cτ

E[Pr]

E[Pn]
. (7.4)

Applying actual radar performance data and measured E[Pr]/E[Pn] to (7.4), the ex-
pected radar reflectivity E[η ] can be derived which, in turn, provides C2

n from (7.1).

7.1.2 Coherent Integration in Atmospheric Radar

The extraction of a radar signal in noise background is generally based on e.g.,
spectral width of the signal. Furthermore, for atmospheric radars, a criterion is
based on the power spectral density (also called power spectrum). It is the reason
why signal and noise powers per unit of frequency, i.e., the signal and noise power
spectral densities, are important quantities. A typical example of the echo power
spectrum obtained from atmospheric radar measurements is plotted against the
Doppler shift between −δ f and +δ f in Fig. 7.1 (modified from Gage and Balsley
1978). The symbols SS and Sn refer to the power spectral density of signal and noise,
respectively. Their mean values are noted SS and Sn, respectively.ΔSn is the standard
deviation of the statistical fluctuations of noise power spectral density around the
mean level. The ±δ f limits are determined by the transmitted pulse repetition
frequency and the number of coherent integrations, i.e., δ f [Hz] can be expressed
as a function of the number of coherent integrations (i.e., addition of consecutive
complex data samples) Mcoh, the total number of points of the periodogram
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Fig. 7.1 A typical echo power spectrum obtained from atmospheric radar measurements [modified
from Gage and Balsley 1978]

(or shortly, fast Fourier transform (FFT) points) MB, the total number of points of
actual signal sample Ms, where Ms ≤ MB, and the pulse repetition time T as

δ f = MsΔ f =
1

McohT

(
Ms

MB

)
, (7.5)

where Δ f = 1/(McohMBT ) is the frequency resolution of the power spectral density.
Gage and Balsley (1978) define the detectability D of the received signal in terms

of SS (i.e., the spectral peak of the received signal density after averaging) relative
to ΔSn (i.e., the noise fluctuation level after averaging) as

D ≡ SS

ΔSn
. (7.6)

Then, in terms of the radar equation for distributed scatterers, the detectability
criterion may be obtained by using (7.2) and (7.3) as (Gage and Balsley 1978)

D =
E[Pr]

E[Pn]

(
McohMB

Ms

)
. (7.7)

The terms in the parenthesis of right-hand side of (7.7) express the improvement
factor resulting from coherent integration as discussed in Sect. 5.6.2.

Substituting (7.5) into (7.7), D can be expressed as

D =
E[Pr]

E[Pn]

(
1
δ f T

)
. (7.8)

From (7.7) and (7.8), it can be noted that the detectability obtained after Mcoh

coherent integrations and MB FFT points is equal to the detectability for a
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Fig. 7.2 A vertical profile representative of the correlation time expected for received signals from
turbulent scattering at 50 MHz [from Kato et al. 1982]

power spectral density of (Mcoh ×MB) FFT points without coherent integrations.
The reason for this is that the frequency resolution Δ f is the same for both cases.
However, the memory size necessary for the calculations and the time for FFT
calculations significantly differ for the two cases. Filtering by coherent integrations
can be used for data compression until frequency aliasing occurs.

7.1.3 Detection of Signal in Noise Background

Figure 7.2 shows a vertical profile representative of the correlation time expected
for received signals from turbulent scattering at 50 MHz. The magnitude decreases
rapidly for altitudes higher than about 100 km. Below 100 km, the correlation time
is estimated to be about 1 s or more. This value is thus much larger than the pulse
repetition time for usual atmospheric radars (about 1 ms or even less). Consequently,
consecutive samples are highly correlated and the frequency resolution can be
selected arbitrarily in the range of correlation time. When applying incoherent
integrations of power spectral density (i.e., when adding power spectrum), both
signal and noise are added incoherently. In this case, the signal-to-noise ratio
(SNR) is not improved but the noisy fluctuations of the power spectral density
are reduced, making easier the detection of the peak of power spectral density,
especially when the SNR is small. As discussed in Sect. 5.6.3, if the number of
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incoherent integrations is noted Minc, the standard deviation of the noise fluctuations
in the power spectral density is reduced by a factor 1/

√
Minc. Thus, D of (7.8) is

improved by a factor
√

Minc, namely,

D =
E[Pr]

E[Pn]

(√
Minc

δ f T

)
. (7.9)

If D is equal to three or more, the probability that the noise fluctuations exceed than
those of the atmospheric signals is equal to 0.1% or less. Thus, the level D = 3 is
generally used as the detection limit.

7.2 Wind Measurements

7.2.1 DBS/VAD Methods

A method used to estimate the wind vector from three (or more) ground-based
radar antennas was described in Sect. 4.3.4. The meteorological radar beams can be
steered from the horizontal plane to the vertical direction in any azimuth, whereas
atmospheric radar beams are generally steered around the zenith direction down to
a maximum value of 30◦ off zenith. Therefore, wind vector can also be measured
from a single radar antenna by steering the radar beam in three (or more) directions
assuming that the wind field is uniform in the volumes probed by the different radar
beams. This method is called the Doppler beam swinging (DBS) method.

Basic Beam Scanning with the DBS Method

The most basic DBS method consists of steering the radar beam in three non
coplanar directions. Assuming that the vertical and horizontal wind are uniform,
respectively, the east-west (zonal) and the south-north (meridional) winds can be
measured using a vertical beam and two oblique beams at zenith angle θ of about
10◦ to the north and the east directions. As a more robust method in three beam
DBS method, the number of beams is sometimes increased to 5, to the south and
the west directions in addition to the former three beams as shown in Fig. 7.3. If the
vertical and zonal wind components are w and u, respectively, the radial components
measured from the eastward beam VrE and westward beam VrW can be expressed as
follows

VrE = wcosθ + usinθ , (7.10)

VrW = wcosθ − usinθ . (7.11)



228 7 Radar Observations of the Clear Atmosphere

Fig. 7.3 An example of Doppler beam swinging with five beams. Thick arrows in the right panel
indicate the Doppler velocities of each beam

Subtracting (7.11) from (7.10), one obtains:

u =
VrE −VrW

2sinθ
. (7.12)

Adding (7.10) and (7.11) provides an estimate of w. Similarly, the meridional wind
component v can be obtained by substituting VrE and VrW in (7.12) by the radial
wind components VrN and VrS measured from the northward and southward beams,
respectively.

Generalization

Let i be the unit vector along the radar beam direction. The radial component vd of
wind vector v = (vx,vy,vz) is

vd = v · i = vx cosθx + vy cosθy + vz cosθz, (7.13)

where θx, θy, and θz are the angles between the axis defined by the unit vector i in
the radial direction and x, y, and z axes, respectively. The expression (7.13) can be
applied for m = 3 arbitrary non coplanar directions so that

v =

⎛

⎝
cosθx1 cosθy1 cosθz1

cosθx2 cosθy2 cosθz2

cosθx3 cosθy3 cosθz3

⎞

⎠

−1⎛

⎝
vd1

vd2

vd3

⎞

⎠ . (7.14)

The approach can be generalized to multiple beams (m > 3). v can then be
estimated by minimizing the residual error ε2

v defined from the least square method.
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Fig. 7.4 The change of radial
velocity according to the
antenna rotation in a
simplified VAD method

ε2
v ≡

m

∑
i=1

(vx cosθxi + vy cosθyi + vz cosθzi − vdi)
2 . (7.15)

The optimal value of v is obtained when the partial derivative of ε2
v is 0 for each v,

namely,

∂ε2
v

∂v j
= 0 ( j = x, y, z). (7.16)

It can be shown that v is then given by

v =

⎛

⎝
∑cos2 θxi ∑cosθxi cosθyi ∑cosθxi cosθzi

∑cosθyi cosθxi ∑cos2 θyi ∑cosθyi cosθzi

∑cosθzi cosθxi ∑cosθzi cosθyi ∑cos2 θzi

⎞

⎠

−1⎛

⎝
∑vdi cosθxi

∑vdi cosθyi

∑vdi cosθzi

⎞

⎠ ,

(7.17)

where ∑ denotes ∑m
i=1.

Simplified VAD Method

A simplified velocity azimuth display (VAD) method is used by atmospheric radars
for retrieving the wind vector. Radial velocities are observed by scanning radar beam
in azimuth along a circle at a given zenith angle (see Sect. 4.2.2). Using the zenith
angle θ instead of the elevation angle θe and the wind direction D corresponding to
δ +π in expression (4.36), the radial velocity component vr can be expressed as

vr = vz cosθ − vh sinθ cos(D−φ), (7.18)

where φ is the azimuthal angle. vr varies with φ as indicated by the thick curve in
Fig. 7.4. The thin curve shows the result for D = 270◦ (eastward or westerly wind).
From (7.18), the maximum and minimum values vrmax, vrmin are given by
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vrmax = vz cosθ + vh sinθ , (7.19)

vrmin = vz cosθ − vh sinθ , (7.20)

where vh and vz are the horizontal and vertical wind velocities, respectively. They
can be deduced by subtracting/adding (7.20) from/to (7.19) that

vh =
vrmax − vrmin

2sinθ
, (7.21)

vz =
vrmax + vrmin

2cosθ
. (7.22)

7.2.2 Wind Velocity Measurements from Spaced Antenna
Methods

The DBS method previously described is based on a direct measurement of the
Doppler velocity in different directions near the zenith with narrow beams (a few
degrees). It is considered as an excellent method for wind velocity measurements.
However, narrow beams require large antenna diameters. Consequently, the DBS
method can only be applied in practice at very high frequency (VHF) and higher
frequencies. For lower frequencies, the spaced antenna (SA) method based on
correlation methods is generally applied instead of the DBS method. It is based on
the measurement of the drift of the diffraction pattern along the ground. The cross
correlation and autocorrelation techniques are used to determine drift velocity, and
other parameters of moving patterns is examined (Briggs 1984).

The SA method can also constitute an alternative to the DBS method at VHF.
The principle of the SA method is based on the measurement of the interference
pattern at the ground of signals due to backscattering from refractive index irregu-
larities advected by the wind or backscattering from precipitation, and the horizontal
wind velocity component is estimated from the displacement of the diffraction
pattern. Contrary to the DBS method, the SA method requires a wide radar beam
for measuring the drift of the refractive index irregularities by the wind. The SA
method gains advantage from enhanced echoes due to partial reflection near the
zenith in the lower atmosphere. It was initially developed for observing the evolution
of irregularities in the ionosphere around the altitude of 100 km (Ratcliffe 1956),
and was applied later for measuring the horizontal wind velocity in the lower and
middle atmosphere (Fraser 1968; Röttger and Vincent 1978). If the radar resolution
volume is filled by multiple and randomly distributed refractive index scatterers,
backscattered signals interfere each other. As a result, a random diffraction pattern
is formed on the ground. The processing method is based on the assumption that
the random diffraction pattern on the ground has a spatial correlation that can be
described with a Gaussian function. If the scatterers are identical, the distribution
is isotropic. The contours of equal three-dimensional spatial autocorrelation of the
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Fig. 7.5 Conceptual diagram
of the movement of
atmospheric scatterer and the
diffraction pattern at the
ground in the spaced antenna
(SA) method

diffraction pattern at the ground are then given by ellipses using variables ξ , η , and
ζ , and constants a, b, and h, i.e.,

ρ(ξ ,η ,ζ ) = exp[−(ξ 2/2a2+η2/2b2 + ζ 2/2h2)]. (7.23)

It can be shown that autocorrelation functions identical to (7.23) can be observed in
any arbitrary planes parallel to scattering layers, i.e., on the ground (Ratcliffe 1956).

The statistical properties of the diffraction pattern at the ground can be deter-
mined from the estimation of space-time correlation functions of received signals
from several antennas receiving radiation with a wide beam pattern toward zenith
and separated by a suitable distance. The correlation values are obtained by
calculating the temporal average of the product of complex samples collected from
a pair of receiving arrays. If the main factor responsible for temporal fluctuations of
the signals is the diffraction pattern advection by the wind (i.e., the scatterers can
be considered as almost frozenly advected during the acquisition time), it can be
shown that the velocity of displacement of the diffraction pattern at the ground is
approximately twice the wind velocity of the scatterers as illustrated in Fig. 7.5. This
relation can be intuitively understood since the shadow caused by a screen on a wall
moves at twice of speed on the screen when the light source, the screen, and the wall
are at the same distance. In the above discussion, it is assumed that the correlation
time of the refractive index irregularities (scatterers) advected by the background
wind is large enough compared to the acquisition time.

SAD Method

The simplest processing method of the SA method consists in measuring the time
lag between signals received between a pair of receiving arrays. This time lag can be
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estimated by calculating the cross-correlation of time series of samples collected by
both antenna arrays. The velocity component along the base line formed by the pair
of antennas can then be estimated. This method is called the spaced antenna drift
(SAD) method (Röttger and Vincent 1978). It is assumed that the diffraction pattern
moves without deformation (i.e., the field pattern moves as the “frozen” or “locally
frozen” structures of such as scattering refractive index irregularities move across
the radar receiving antennas (Liu et al. 1991)). The two components of horizontal
wind velocity can be obtained by applying the method with at least two non coplanar
pairs of receiving arrays.

FCA Method

Actually, the frozen advection hypothesis can be flawed mainly due to the random
motions of scatterers, and decay and generation of the turbulent irregularities.
More sophisticated methods called full correlation analysis (FCA) method or its
equivalent in the spectral domain, the full spectral analysis (FSA) method, for
example, have been developed. These methods take into account the limited span life
of the irregularities (Briggs 1984; Costa and Fougere 1988). Because these methods
take account for the anisotropy of the scatterers, information on the characteristics
of the scatterers can be an additional product of the methods.

The FCA method assumes that the two-dimensional cross-correlation function
ρ of the diffraction patterns received by two ground-based antennas separated by
(ξ ,η) along two orthogonal baselines, can be expressed as

ρ(ξ ,η ,τ) = ρ(Aξ 2 +Bη2 + 2Hξη+Kτ2), (7.24)

where A, B, H, and K are constant, and τ is the time lag. The correlation is 1 if
both antennas are located at the same point and tends to 0 for infinite distance
separation. In the general case, the shape of (7.24) is not defined. The expression
(7.24), however, implies that the contours of equal correlation values are ellipsoids.
In this case, the horizontal cross section forms an ellipsoid at any time and only the
direction changes. It is thus possible to quantify the anisotropy of the scatterers in
the horizontal plane. In particular, the contour for ρ = 0.5 is called the correlation
ellipsoid or the characteristic ellipsoid.

The second step of the FCA method consists in estimating wind velocity from
the interference pattern subjected to random fluctuations. If the interference pattern
is advected at a velocity V = (Vx,Vy), expression (7.24) becomes

ρ(ξ ,η ,τ) = ρ [A(ξ−Vxτ)2+B(η−Vyτ)2+Kτ2+2H(ξ−Vxτ)(η−Vyη)]. (7.25)

If we define F and G such that

AVx +HVy =−F, (7.26)

BVy +HVx =−G. (7.27)
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Equation (7.25) can be rewritten as

ρ(ξ ,η ,τ) = ρ(Aξ 2 +Bη2 +Cτ2 + 2Fξτ+ 2Gητ+ 2Hξη), (7.28)

where C = AV 2
x +BV 2

y +K+ 2HVxVy.
Since (7.28) is a quadratic in τ , three unknown variables can be eliminated, from

fitting to the observed cross-correlation function. If two sets of independent cross-
correlation functions are obtained from three antennas, the six variables A, B, C, F ,
G, H can be estimated. The horizontal wind velocity components (Vx,Vy) are finally
calculated by substituting these values into (7.26) and (7.27).

Another method of analysis was developed by Doviak et al. (1996) and Holloway
et al. (1997a), which is based on models of volume scattering and spectrum
of randomly distributed refractive index irregularities produced by turbulence.
Turbulence parameters and correlation lengths of turbulent irregularities can be
derived from these methods. An additional method for measuring wind velocities
from another correlation method was also proposed by Holloway et al. (1997b).
All these methods only differ slightly by the assumed model. Assessing their validity
by intercomparison is still at issue (Hassenpflug et al. 2003).

FSA Method

The Fourier transform of cross-correlation function is the cross-power spectrum.
Consequently, the approaches used for the FCA method can also be applied in the
frequency domain (Costa and Fougere 1988; Briggs and Vincent 1992) and are
called the FSA method. Let us assume that the general cross-correlation function
has a Gaussian distribution shape, and let the vectorial separation between one pair
of antennas (i, j) be (ξi j, ηi j), (7.28) can be then expressed as

ρ(ξi j,ηi j,τ) = exp{−[Aξ 2
i j+Bη2

i j+2Hξi jηi j+2(Fξi j+Gηi j)τ+Cτ2]}. (7.29)

Let Wi j( f ) be the Fourier transform with respect to τ of the cross-correlation
function (7.29), Wi j the maximum value of |Wi j( f )|, fi j the e−1 half width of the
cross-spectrum, and mi j the slope of the cross-spectrum phase. Then,

Wi j =
(π

C

)1/2
exp

{
−
[

Aξ 2
i j +Bη2

i j + 2Hξi jηi j − (Fξi j +Gηi j)
2

C

]}
, (7.30)

fi j =
C1/2

π
, (7.31)

mi j = −2π
(

Fξi j

C
+

Gηi j

C

)
. (7.32)
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The value of fi j can be accurately estimated from the mean power spectrum
obtained by averaging of the power spectrum from three antennas. The estimation
can be made by fitting a Gaussian function to the mean power spectrum. In practice,
from three antennas forming a triangle, it is possible to estimate Wi j and mi j.
All unknowns in (7.30)–(7.32) can then be determined (Briggs and Vincent 1992).
Substituting these values into (7.26) and (7.27), horizontal wind estimate can finally
be obtained.

The SA method only provides the horizontal wind component. In order to
measure the vertical wind component, the Doppler shift in the power spectrum
measured from vertically oriented beam must be calculated at the same time.
With the FSA method, high frequency echoes resulting from sidelobes at low
elevation angles and electromagnetic interferences at specific frequencies can be
easily removed.

7.3 Turbulence Observations

Basically, turbulence is a chaotic fluid regime producing random and rapid
fluctuations of pressure, velocity and other quantities and is not a repeatable process.
Turbulent flows are usually composed of eddies or vortices of many different
scales. Atmospheric motions can often become turbulent due to instabilities at
any scale and atmospheric turbulence occurs most in the planetary boundary layer.
However, turbulence can be met at any altitude and despite the static stability of
the stratosphere, it is supposed that diffusion caused by small-scale turbulence can
play an important role in vertical transport of materials, energy, and momentum.
The earliest experimental studies of atmospheric turbulence in the free atmosphere
were performed by in situ observations using instrumented balloons and aircrafts
(e.g., Lilly et al. 1974). Quantitative estimations of vertical eddy diffusivity and
energy dissipation rate by remote sensing techniques became possible owing to the
development of atmospheric radars (Weinstock 1981; Hocking 1983).

As discussed in Sect. 3.4, atmospheric radars are sensitive to refractive index
perturbations caused by turbulence having the length scale of half the radar wave-
length (i.e., the Bragg scale). The Doppler power spectrum peak and its spectrum
width can be related to the radial velocity of the refractive index perturbations being
advected by the mean wind in the radar resolution volume and to the wind velocity
variations caused by turbulence, respectively. The power of the Doppler spectrum
is proportional to the intensity of the refractive index perturbations at the Bragg
scale. Stronger turbulence mixes more deeply air having vertical gradients of mean
potential refractive index, and thus creates refractive index perturbations having
larger amplitude. Thus, the power of the Doppler spectrum is indirectly related to
the intensity of turbulence as well as the intensity of the gradient of temperature
and humidity. Based on these facts and additional information such as background
stability, vertical eddy diffusivity and energy dissipation rate can be estimated.
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7.3.1 Measurement of Momentum Flux

Atmospheric gravity waves (described in detail in Sect. 12.3) are known to have
significant impacts on the general circulation in the middle atmosphere. Through
turbulent mixing in the mean circulation, they can transport upward momentum flux
and energy from the lower atmosphere and release them in the mesosphere.

The momentum flux is a rate of transfer of momentum across a unit area.
The vertical momentum flux (per unit of mass) of horizontal wind perturbations
u′ is given by the covariance u′w′ where w′ is the vertical wind perturbations.
Atmospheric radars (i.e., Bragg scatter radars) are a better tool for estimating
these momentum fluxes (Vincent and Reid 1983) because they can better measure
backscatter from refractive index perturbations, especially in the upper atmosphere.
Momentum fluxes measurement with meteorological radars is also discussed by
Doviak and Zrnić (2006, Chap. 10).

Let us consider two radar beams oriented at the same zenith angle but separated
by an angle of 180◦ in azimuth as illustrated in Fig. 7.6a. The corresponding radial
wind velocities, V1 and V2, can be expressed as

V1 = u1 sinθ +w1 cosθ , (7.33)

V2 =−u2 sinθ +w2 cosθ , (7.34)

where ui and wi (i = 1,2) are horizontal and vertical wind velocities, respectively. If
the mean wind velocity Vi is the time averaged value during the observation period,
wind velocity fluctuation V ′

i can be expressed as

V ′
i =Vi −Vi. (7.35)

The difference between the mean squared values of V ′
1 and V ′

2 (i.e., the variances of
radial wind velocities can be expressed as

V ′
1

2 −V ′
2

2 = (u′1 sinθ +w′
1 cosθ )2 − (−u′2 sinθ +w′

2 cosθ )2

= (u′1
2 − u′2

2)sin2 θ +(w′
1

2 −w′
2

2)cos2 θ

+ 2(u′1w′
1 + u′2w′

2)sinθ cosθ , (7.36)

where u′i and w′
i (i = 1,2) are the horizontal and vertical wind perturbations,

respectively. If the statistical values of wind velocity perturbations do not depend
on the point of observations as is the case for atmospheric gravity wave propagating

over the radar, u′i
2, w′

i
2, and u′iw′

i are identical in both directions. Therefore, the
vertical momentum flux can be deduced from (7.36) as (Lhermitte 1968; Vincent
and Reid 1983)

u′iw′
i =

V ′
1

2 −V ′
2

2

2sin2θ
. (7.37)
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Fig. 7.6 Geometry of the radar beams for (a) four- and (b) three-beam determinations of
momentum flux by MST radars. Side and plan views are given on the top and bottom, respectively.
Beam positions are indicated by N (northward), W (westward), S (southward), E (eastward), and
Z (vertical, upward) [from Fukao et al. 1988a]

The momentum flux per unit mass (7.37) can be expressed as that per unit volume
by multiplying (7.37) by the atmospheric density. To obtain the vertical momentum
flux of the zonal and meridional wind perturbations, two pairs of radar beams are
required as shown by Fig. 7.6a.

If a vertical beam is used in addition to an oblique beam as shown in Fig. 7.6b, u′
is obtained by the following equation by the estimates of V ′

1 and w′
0,

u′ =
V ′

1 −w′
0 cosθ

sinθ
. (7.38)

Using (7.33), u′ becomes

u′ = u′1 +(w′
1 −w′

0)cotθ . (7.39)

The perturbations w′ are directly measured from the vertical beam. Thus, w′ = w′
0.

As a result, the vertical momentum flux is given by the expression

u′w′ = u′1w′
0 +(w′

1w′
0 −w′

0
2)cotθ . (7.40)

In (7.40), the second term of the right-hand side includes the correlation between
vertical wind perturbations from the two beams. Therefore, the momentum flux
can be accurately measured from this method if the horizontal wavelength of the
atmospheric gravity waves producing the wind perturbations is much larger than the
horizontal distance separating the two volumes probed by the radar beams (Fukao
et al. 1988b).
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7.3.2 Estimation of the Turbulence Contribution
to Spectrum Width

The radar echo results from backscattered signals from individual scatterers in the
radar resolution volume. Each scatterer moves in average with the background wind.
Hence, the power spectrum at a given height is the result of Doppler shift due
to the mean wind superimposed to the random motions of each scatterer around
the mean velocity. As a result, to a first approximation, the Doppler spectrum
generally follows a Gaussian shape.1 The spectrum width reflects the intensity of
velocity fluctuations weighted by the intensity of the refractive index perturbations.
However, additional non turbulent effects also contribute to the measured spectrum
width. Among them, the beam broadening effect is due to the finite width of
the radar beam; the shear broadening effect results from the vertical shear of the
background wind in the radar resolution volume; transient effects are due to the
time variations of the background wind during the acquisition time (e.g., Hocking
1983), which may also contain turbulence of larger scale than the acquisition time.
For accurate estimates of turbulence parameters, it is necessary to remove these
effects.

Beam Broadening

The radial velocity in the radar resolution volume is given by the velocity component
along the main axis of radar beam. However, the radial direction for each scatterer
slightly varies because the radar beam is not infinitely narrow. Hence, even if the
background wind velocity is constant within the radar resolution volume, the radial
velocity in each part of the volume slightly varies as shown in Fig. 7.7 leading to
a broadening of the spectrum width. This effect, called beam broadening effect,
increases with the width of the radar beam.

The beam broadening effect depends on the mean wind velocity and on the
antenna beam pattern. Its correction is based on the hypothesis of a uniform hori-
zontal wind in the radar resolution volume. The procedure consists in calculating the
radial components of background wind velocity at each point in the radar resolution
volume, and integrating within all the radar resolution volume weighted by the
antenna beam pattern. If the radar beamwidth is about several degrees (as is the case
for standard atmospheric radars), the spread of spectrum width by beam broadening
effect is approximately given by Hocking (1985)

σ 1
2 B = θ 1

2
vh, (7.41)

1It is not simply the randomness of turbulence that causes roughly the Gaussian shape. Only if the
probability distribution of turbulent velocities is described by a Gaussian function, the spectrum
also will be Gaussian shaped (Doviak and Zrnić 2006, pp. 115—116).
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Fig. 7.7 Conceptual diagram of the broadening of the spectrum width due to the antenna beam
pattern

where σ 1
2 B is half-width half power of the Doppler spectrum, θ 1

2
is the half

power half width of the effective (two way) radar beam, and vh is the background
horizontal wind velocity. For example, if the beamwidth is 4◦(� 7.0× 10−2 rad)
and the horizontal wind velocity is 20 m s−1, σ 1

2 B � 1.4 m s−1. The contribution of

beam broadening effect to the measured spectrum width is thus about 2.8 ṁ s−1.
Practically, beam broadening is the most significant contribution to the spectrum
width broadening.

If the radar resolution volume is filled with refractive index perturbations
moving with uniform background wind and turbulence, the power spectrum can be
expressed in terms of convolution integral of the spectrum by turbulence with that of
antenna beam pattern. As these spectrum broadening mechanisms are independent
of one another, the square of measured half-width half power of the Doppler
spectrum σ 1

2
can be approximated by

σ2
1
2
= σ2

1
2 B

+σ2
1
2 turb

, (7.42)

where σ2
1
2 B

and σ2
1
2 turb

are the second central moments of the two-way antenna power

spectrum (half-width) and those of the turbulent power spectrum (half-width) in the
radar resolution volume, respectively.

Shear Broadening

Whether the background wind is uniform or not, the radial velocity within the radar
resolution volume varies in each part of the volume, and the measured spectrum
width becomes wider. Horizontal wind varies with height due to the baroclinicity
of the atmosphere (thermal wind) and gravity waves producing a vertical shear
of horizontal wind. When the vertical shear is large over the depth of the radar
resolution volume, it can be a significant source of the spectrum width broadening.
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Fig. 7.8 Conceptual diagram of the broadening of the spectrum width due to horizontal shear

This effect is called shear broadening.2 As for shear broadening, the radial velocity
component of background wind contributes as shown in Fig. 7.8. Shear broadening
can be ignored when the radar beam is oriented vertically whereas its effect is most
pronounced when the radar beam is tilted far away from the zenith.

Let Sw [s−1] be the vertical shear and σ 1
2 S the contribution of the shear

broadening to the measured spectrum width. It is given by

σ 1
2 S =

Sw sinθΔr
2

, (7.43)

where θ is the zenith angle and Δr(= cτ/2 in Fig. 3.6) is the depth of the scattering
resolution volume.

Vertical shear of horizontal wind is mitigated by breaking of atmospheric gravity
waves that will be discussed in Sect. 12.3.1, The magnitude of vertical shear
for background wind is estimated as follows. Let us note N the Brunt Väisälä
frequency3 of the atmosphere at the height of the turbulence, which is an index

2Shear broadening and beam broadening can be lumped together by simply considering the radial
velocity shear of the mean wind within the resolution volume (Doviak and Zrnić 2006, Sect. 5.3).
If the radial mean velocities along range azimuth and zenith can be measured, the radial velocity
shear can be computed under simplifying assumptions, e.g., mean wind shear is uniform.
3When a fluid mass in a continuously stratified fluid is raised, the mass density is larger than that of
the surrounding fluid. The fluid mass density is smaller when it is lowered. In either case restoring
force which is proportional to the vertical displacement works on the fluid mass to return to the
original height. A simple harmonic oscillation is induced to the fluid mass, if the fluid is inviscid
and not distorted by the mass motion. The frequency of this oscillation is called the Brunt Väisälä
frequency. It is proportional to square root of the density change in the vertical direction, and is
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of the stability of the stratification and has unit of s−1. The flow is dynamically
stable if

Ri ≡ N2

|∂u/∂ z|2 ≥ 1
4
, (7.44)

where Ri is the Richardson number, which defines the dynamical stability of
stratified atmosphere constrained to a vertical shear of horizontal wind |∂u/∂ z|.
It represents the ratio of potential energy to kinetic energy. If Ri > 1/4, shear
instability cannot occur because the stratification overcomes the mechanical effects.
If the instability develops for Ri < 1/4, it is maintained without decaying if Ri < 1.
If Ri < 0, convective instability occurs. The typical value of N in the stratosphere is
about N � 0.02s−1. It is small compared to |∂u/∂ z|. Therefore, |∂u/∂ z| ≤ 0.04s−1.
For example, for a zenith angle θ of 10◦ and Δr = 150 m, expression (7.43) shows
that σ 1

2 S is smaller than 0.5 m s−1.

Broadening Due to Transient Effects

Incoherent integrations are applied for improving the detectability of the
atmospheric echo in the Doppler spectra (see Sects. 5.6.3 and 7.1.3). This procedure
increases the total acquisition time τ needed for calculating the atmospheric
parameters. It can be an additional source of spectrum width broadening if the
acquisition time τ is not significantly smaller than the characteristic time of the
wind fluctuations, where fluctuations are caused by; (1) atmospheric waves, e.g.,
convective rolls, gravity waves, etc., and (2) turbulence, e.g., due to convection, or
shear induced breaking of waves. Indeed, if the Doppler shift is slightly different
for each Doppler spectrum before the incoherent integration, the width of the
composite Doppler spectrum after integration could be larger than the width of a
Doppler spectrum without the incoherent integration (Fig. 7.9).4 The most important
effects are obviously produced by atmospheric gravity waves, in particular, those
which have an intrinsic frequency close to the Brunt Väisälä frequency N. The
contamination is all the more important if acquisition time τ is close to the period T
of the gravity wave. Let W be the velocity amplitude of the wave. The variance (v′τ )2

of radial velocity for an acquisition time τ and a gravity wave of period T = 2π/N
is (Hocking 1988):

(v′τ)2 =
W 2

2

[
1− 2

N2τ2 (1− cosNτ)
]
. (7.45)

used as a parameter which indicates stability of the stratification. Note that the symbol of N is used
to present noise power too in the following chapters as mentioned in the corresponding places.
4The possibility that this shift is due to scales of turbulence larger than the acquisition time also
remains.
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Fig. 7.9 Conceptual diagram of the broadening of spectrum width due to time changes of the
wind of gravity waves within the beam. The width of the composite Doppler spectrum obtained
after incoherent integrations is indicated by the dashed line

The value (v′τ)2 cannot be directly obtained from radar observations. It is known,
however, from the observations that the difference between two successive data of
vr becomes the Gaussian distribution, and the variance (v′2τ)2 in the period 2τ can
be defined by replacing τ of (7.45) with 2τ . Thus, the squared half-width half power
of the Doppler spectrum produced by gravity wave at the Brunt Väisälä frequency
becomes

σ2
1
2 T

= 2ln2(v′τ)2

� 2ln2
1− (2/N2τ2)(1− cosNτ)

1− (1/2N2τ2)(1− cos2Nτ)
(v′2τ)2

� 4(v′2τ)2. (7.46)

By extending (7.42), the contribution of turbulence to the spectrum width σ 1
2 turb

is given by subtracting the different broadening effects described in the present
subsection (i.e., beam broadening, shear broadening, and transient effects)5 from
the measured spectrum width σ 1

2
. It reads

σ2
1
2 turb

= σ2
1
2
− (σ2

1
2 B

+σ2
1
2 S

+σ2
1
2 T
). (7.47)

From (7.47), it is possible to retrieve the value v2
rms which is the variance of

fluctuating velocity due to turbulence, true spectrum width defined at −3 dB. From
exp(−σ2

1
2 turb

/2v2
rms) = 1/2, it is derived as (Hocking 1983, 1985)

5In addition, there are following effects which broaden spectrum such as antenna rotation,
dispersion of hydrometeor terminal velocities, and hydrometer’s oscillation and/or wobbling (Fang
and Doviak 2008).
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v2
rms =

1
2ln2

σ2
1
2 turb

� 0.72σ2
1
2 turb

. (7.48)

Hereafter, it will be assumed that the spectrum width has been corrected from the
various broadening effects for the estimation of the turbulence parameters.

7.3.3 Estimation of Turbulence Parameters

Inertial Subrange

The time and space domain covered by isotropic and inertial turbulence extends
five decades at maximum. Generally, three-dimensional turbulence is generated by
convective and dynamical shear instabilities. The turbulence generated is affected
by the stability of stratification in the buoyancy subrange (so that the turbulent
eddies become flattened and anisotropic). At scales smaller than the buoyancy
length scale, the energy “cascades” from the largest eddies to the smallest ones by
an inertial (and inviscid) mechanism. This range is called “inertial and isotropic
subrange”. It has been demonstrated that the one-dimensional (wave number
energy) spectrum is proportional to the −5/3th power of wave number in this
range (see (3.114)) (Ottersten 1969b; Hocking 1985). The smallest eddy is strongly
affected by viscosity, and kinetic energy is converted into heat. This is called the
viscous subrange or dissipative subrange.

Figure 7.10 shows the height variation of inertial subrange [l0, LB] (Hocking
1985), where l0 is the scale for determining the transition region between the viscous
and inertial subranges, i.e., the inner scale of turbulence, and LB between the inertial
and buoyancy subranges, i.e, the buoyancy length scale. An important scale for
analytical expression of l0 is the Kolmogorov microscale, defined by Tatarskii
(1971, p. 53)

lK =

(
ν3

ε

)1/4

, (7.49)

where ν is the kinematic viscosity (i.e., the dynamical viscosity divided by the fluid
density) which has units of m2 s−1, and ε is the turbulent energy dissipation rate
which has units of W kg−1, then lK has units of meters (Hocking 1985). A widely
accepted definition for l0 was proposed by6 (Hill 1978; Hill and Clifford 1978):

l0 = 7.4lK, (7.50)

6Tatarskii (1971, p. 53) defines l0 = lK where the dimension of ν is cm2 s−1, and ε has units of
W kg−1, thus the constant is different from the following discussion.
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Fig. 7.10 Typical height profile of the inertial subrange. The scales l0 and LB are the inner scale
of turbulence and the buoyancy length scale, respectively. l0 and LB are assumed to vary smoothly
between 40 and 60 km. (The region between 30 and 80 km is the most uncertain part of the graph.)
The inertial subrange of turbulence strictly only applies for scales somewhat less than LB and larger
than l0. For a radar wavelength λ , backscatter is only from scales of λ/2. Thus if a 50-MHz radar
is used (λ = 6 m), then scatter should be possible from isotropic inertial subrange turbulence up to
altitudes of about 65–70 km [from Hocking 1985]

where the constant 7.4 is only relevant for air (Hocking 1985). Due to the fact that
the ratio of the rates of diffusion of momentum and temperature (i.e., the Prandtl
number) is not unity, the inner scale for velocity fluctuations is slightly different,
i.e., (e.g., Caughey et al. 1978; Hocking 1985; Wilson 2004)

l0 � 12.8lK. (7.51)

According to e.g., Weinstock (1978), Crane (1980), and Hocking (1985),

LB = Fε1/2N−3/2, (7.52)

where F is a constant, F = 2π/0.62 is generally applied, and N is the Brunt Väisälä
frequency.

The inertial subrange becomes narrow with height because the Reynolds number
Re decreases with height, where the Reynolds number is a dimensionless number
which quantifies the relative effect of inertial and viscous forces on fluid. If the
travelled length of the fluid is L, and the flow velocity is U , Re is given by
Re=UL/ν . The generation and persistence of turbulence depends on the magnitude
of Re. In general, the value becomes greater than 103. Fluid becomes viscous and
turbulence decays, if ν increases and accordingly Re decreases.
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Energy Dissipation Rate

In inertial subrange, the one-dimensional spectrum Sn(κ) is given using the
turbulent energy dissipation rate ε and the wave number of the Bragg scatter κ
by Ottersten (1969a); Lilly et al. (1974)

Sn(κ) = aε
2
3 κ−

5
3 , (7.53)

where a(= 1.5) is the Kolmogorov constant.
If half the radar wavelength lies in the inertial subrange, observable motions lie

in the range from buoyancy length scale to the Bragg scale. Thus, the variance of
wind velocity given by (7.48) can be expressed in terms of the integral of the one-
dimensional spectrum of (7.53) from buoyancy length scale to the Bragg scale as

3
2

v2
rms =

∫ κb

κB

aε
2
3 κ−

5
3 dκ , (7.54)

where κB and κb are wave numbers corresponding to buoyancy length scale LB =
2π/κB and the Bragg scale λb = 2π/κb, respectively. Solving (7.54) assuming that
κB � κb,

ε � a−3/2κBv3
rms, (7.55)

where, for the lower limit of turbulence,

κB =
N

vrms
. (7.56)

Substituting (7.56) into (7.55), ε is given by

ε � a−3/2Nv2
rms =CtNv2

rms, (7.57)

where Ct is a constant. Theoretically, Ct � a−3/2 � 0.5. However, an experimental
value of Ct � 0.4 is generally applied (Weinstock 1981) and was confirmed by many
estimates made from stratospheric data (Hocking 1983, 1985).

Vertical Eddy Diffusivity

The vertical eddy diffusivity K is defined as

K =−Θ′w′
/
∂Θ
∂ z

, (7.58)
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where z is the altitude, w the vertical wind velocity, and Θ is the potential
temperature.7 The symbols (¯) and (′) denote mean values and perturbations,
respectively. The term Θ′w′ expresses the vertical heat flux per unit of mass. The
potential temperature and the Brunt Väisälä frequency N are related by Lilly et al.
(1974)

N2 ≡ g
Θ
∂Θ
∂ z

, (7.59)

where g is the gravitational acceleration. Assuming the stationary state (i.e., the

production of turbulent kinetic energy
∂u
∂ z

u′w′ is balanced by the buoyancy flux
g

Θ
Θ′w′ and the energy dissipation rate ε), we obtain

ε =−∂u
∂ z

u′w′+
g

Θ
Θ′w′ =

(
1− 1

Rf

)
g

Θ
Θ′w′, (7.60)

where u denotes the horizontal wind velocity, and

Rf ≡ g

Θ
Θ′w′

/
∂u
∂ z

u′w′ (7.61)

is the flux Richardson number. Substituting (7.59)–(7.61) into (7.58), we obtain

K =
βε
N2 , (7.62)

β ≡ Rf

1−Rf
. (7.63)

The value of β is empirically determined. Assuming Rf = 1/4 in the lower
stratosphere (Lilly et al. 1974), β � 0.3.

7.3.4 Relation Between Refractive Index and Structure
Constant for Refractivity Turbulence

As discussed in Sect. 2.2.2, the refractive index n in the neutral atmosphere depends
on pressure p, temperature T , and water vapor pressure e (see (2.84)). The variance
δn2 of the refractive index perturbations due to isotropic turbulence is related to

7The potential temperature of an air parcel at pressure p and temperature T is the temperature that
would get the air parcel if this parcel is moved adiabatically at a reference pressure p0 (usually
p0 = 1,000 hPa). Adiabatic motions can be assumed for motions at large scale. Thus, potential
temperature is a Lagragian conserved quantity in absence of water phase changes and for non
saturated air.
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the power spectral density En(κ) of refractive index perturbations as shown in
Sect. 3.4.2;

δn2 =
∫ ∞

κB

En(κ)dκ , (7.64)

where κB = 2π/LB. Rewriting (7.64) with (3.110) for p = 5/3 and (3.114),

δn2 =
5
12

C2
n

∫ ∞

κB

κ−5/3dκ . (7.65)

From (7.65), the refractive index structure constant C2
n can be related to the variance

of refractive index perturbations by the relation

C2
n = 5.45L−2/3

B δn2. (7.66)

Substituting (7.66) into (3.116), we have

η = 2.07L−2/3
B λ−1/3δn2. (7.67)

Tatarskii (1971, p. 76) proposed a relation between C2
n and the refractive index

gradient Mn = dn/dz, namely,

C2
n = κ2αL4/3

B M2
n . (7.68)

The terms κ and α are constants, κ2 � 2.8 and α � 1.0. For a dry atmosphere, Mn

is derived from (2.84) to (2.86) as8

Mn =−7.76× 10−5 p
T

N2

g
, (7.69)

where p in (7.69) is atmospheric pressure. The substitution of LB in (7.52) into
(7.68) gives

C2
n ∝ ε2/3M2

n N−2. (7.70)

If the radar system parameters are known, the radar reflectivity η can be estimated
from the measurements of the received power as described in Sect. 7.1.1. Conse-
quently C2

n can be estimated from η by (7.1), and ε can be derived from C2
n (Hocking

1985; Cohn 1995) when M2
n N−2 is known.

From (3.116) and (7.70), we obtain

η ∝ ε2/3M2
n N−2λ−1/3. (7.71)

8For a detailed derivation of (7.69), refer to Sect. 7.5.
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In (7.69), p/T is proportional to the atmospheric density which slowly varies with
height. Thus, in a dry atmosphere, to a first approximation, Mn is proportional to N2.
Applying this relation to (7.71), it is found that η is proportional to N2. Furthermore,
η is proportional to λ−1/3.

Atmospheric radars operating in VHF band are not only sensitive to isotropic
turbulence but also to thin temperature and humidity gradient sheets (Röttger
1980a; Dalaudier et al. 1994; Muschinski and Wode 1998). Partial (or Fresnel)
reflection from these quasi laminar and horizontal structures is very often the
dominant backscattering mechanism when the radar beam is vertical. When multiple
sheets are randomly distributed within the radar resolution volume, the concept of
Fresnel scattering was introduced by Gage et al. (1981). For this volume reflection
mechanism, the partial reflection coefficient is proportional to the product of M2

n
and En(κ), where En(κ) is the power spectral density vertical displacement at the
Bragg scale and κ is the wave number of the Bragg scatter as discussed in Sect. 3.4.2
(VanZandt and Vincent 1983; Gage et al. 1985). Thus

|ρ |2 = CM2
n En(κ), (7.72)

where C is a constant mainly determined by the radar system parameters. Luce et al.
(2007) compared vertical profiles of echo power with the MU radar and profiles of
M2

n estimated from colocated balloon data. A good agreement was generally found
showing that the height profile of echo power is mainly decided by M2

n and then N4

for a dry atmosphere. In the stratosphere where N2 is approximately constant, Mn

decreases in the scale height9 of atmospheric density (approximately 7.3 km) with
altitude.

7.4 Observations of Temperature Profile

7.4.1 Measurement of Atmospheric Temperature with RASS

RASS is the system which measures the virtual atmospheric temperature by the
combination of atmospheric radar and acoustic wave source (e.g., Marshall et al.
1972; Matuura et al. 1986; Tsuda et al. 1989a). Very feeble condensations and
rarefactions occur in atmospheric density and hence fluctuations of the refractivity
index are produced when acoustic waves are radiated in the atmosphere as illustrated
in Fig. 7.11. If radio wave of atmospheric radar is radiated to the acoustic wavefront,
it is scattered by the produced fluctuations of refractive index. Since sound speed
is approximately 10–100 times as high as the atmospheric motion, the frequency
spectrum of atmospheric motion is completely separated from that of acoustic
wave in received signal. Thus, when the acoustic wave component is taken out

9Refer to Sect. 2.2.4 and (2.99).



248 7 Radar Observations of the Clear Atmosphere

Fig. 7.11 Principle of RASS measurements [from Furumoto 2002]

from the backscattered signal, the sound speed can be deduced from the Doppler
shift. Moreover, the atmospheric temperature can be also inferred by using the
relationship that the acoustic speed depends on the atmospheric temperature. This
measurement can be performed with very high resolution in space and time as
compared with radiosonde observation conventionally done from the past.

The apparent sound velocity ca is given by the sum of the true sound velocity cs

and the background wind velocity v as

ca = cs + v. (7.73)

Thus, the sound velocity which is obtained by the RASS ca becomes

ca = cs · i+ v · i, (7.74)

where i is the unit vector in radial direction. The absolute value of apparent sound
velocity ca is related to the Doppler frequency fda which is obtained by atmospheric
radar as

fda =
2ca

λ
, (7.75)

where λ is the radar wavelength that gives a maximum echo intensity for echoes
from the range resolution volume.

When there is no background wind, ca(= cs) [m s−1] and atmospheric tempera-
ture T [K] are related by the following equation.

ca = Kd

√
T , (7.76)
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where Kd is a constant which changes with humidity. In dry atmosphere,

Kd =

√
γR
M

� 20.047 [ms−1 K−1/2], (7.77)

where γ is the specific heat ratio of ideal gas, and γ � 1.4 for dry air, R is the
gas constant, and M is the mean molecular weight of the atmosphere. Applying
fda obtained by atmospheric radar to (7.75), ca is calculated. Then, by substituting
ca into (7.76), temperature profile T (z) can be inferred at height z. In the actual
RASS observation, the radial wind velocity derived from clear air echo observation
is subtracted from apparent acoustic velocity obtained with the RASS observation.

Sound speed becomes a little larger in a moist atmosphere than that in a dry
atmosphere. In this case, the temperature of moist atmosphere is given by (7.76) as
follows;

Tv =

(
ca

Kd

)2

, (7.78)

where Tv is the virtual temperature of the atmosphere. The virtual temperature
is the equivalent temperature for a supposed dry atmosphere which has the same
atmospheric pressure and volume with the actual moist atmosphere with humidity
mixing ratio of q [kg kg−1], and is related to actual temperature T by

Tv = (1+ 0.608q)T. (7.79)

7.4.2 Change of Refractive Index and Radar Equation
for RASS

Fluctuations of Refractive Index

Electron densities which effect the refractive index n in (2.84) can be ignored
in lower atmosphere. In this case, n is given with atmospheric pressure p [hPa],
atmospheric temperature T [K], and partial pressure of water vapor e [hPa] by the
following equation (Balsley and Gage 1980).

n = 1+ 7.76× 10−5 p
T
+ 3.73× 10−1 e

T 2 . (7.80)

The second and third terms are the contributions of dry and moist atmospheres,
respectively. Although the third term is useful for studying moisture profile in the
next section, we discard it for simplicity. In dry atmosphere, n can be expressed as

n = 1+ 7.76× 10−5 p
T
. (7.81)
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The change of n caused by fluctuations of the atmospheric pressure dp and
temperature dT can be given by (7.81) as

dn = 7.76× 10−5
(

dp
T

− p
dT
T 2

)
. (7.82)

Atmospheric pressure changes lead to atmospheric temperature variation in accor-
dance with the adiabatic equation (Tatarskii 1971, p. 74);

dT
T

=
γ− 1
γ

dp
p
. (7.83)

Substituting (7.83) into (7.81), the relation between fluctuations of the refractive
index and the temperature can be given by

dn = 7.76× 10−5 1
T γ

dp. (7.84)

Acoustic Intensity

Acoustic intensity Ia [W m−2] is the sound power which passes unit area perpendicu-
lar to the direction of propagation per second, and given using sound pressure10 p as

Ia =
p2

ρacs
, (7.85)

where ρa is atmospheric density [kg m−3], and cs is true sound velocity [m s−1].
The acoustic intensity of the sound, which is transmitted from the sound source
with power Pa and gain gat, at range r becomes

Ia(r) =
Pagat

4πr2 . (7.86)

From (7.85) and (7.86), the sound pressure p at range r can be expressed as

p(r) =

√
ρacsPagat

4πr2 . (7.87)

Applying (7.87) to dp in (7.84), the rms value of fluctuations of the refractive index
dn, n, becomes

n(r) =
Aa

r
, (7.88)

10Root mean square (rms) of atmospheric pressure variation caused by passing of sound wave.
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where Aa is the constant which is determined by characteristics of the sound source
and condition of the atmosphere, and given by

Aa = 7.76× 10−5 1
T γ

√
ρacsPagat

4π
. (7.89)

Radar Equation for RASS

The received power which is backscattered from sound wave surface, Par, can be
given as the detail will be discussed in Appendix D by Marshall et al. (1972);
Clifford and Wang (1977)

Par = Aa
4π2Pt

λ 2r2

(
Δr
2

)2

sinc2
[
(2k− ka)

Δr
2

]
, (7.90)

where sincx = sinx/x. Aa is the constant given by (7.89), Pt and λ the transmitted
power and the wavelength of atmospheric radar, respectively, r the range from
atmospheric radar to the sound surface, and Δr the range resolution, while k and
ka are the wave numbers of radar wave and acoustic wave, respectively.

7.4.3 Bragg Condition and Background Wind

Bragg Condition

To receive RASS echo, the Bragg condition must be satisfied between the wave
number vectors of acoustic wave ka and of radar wave k as follows.

ka = 2k. (7.91)

For this purpose, the directions and the amplitudes of both wave number vectors
must satisfy

ka//k, (7.92)

|ka|= 2|k|. (7.93)

Equation (7.92) shows that the sound wave surface is orthogonal to the direction of
radar beam, and (7.93) indicates that the wavelength of acoustic wave is half that of
radar wave. For example, frequencies of acoustic wave compatible with atmospheric
radars at transmitted frequency of 50 MHz and 1,300 MHz are selected around
110 Hz and 2.86 kHz, respectively. However, atmospheric temperature varies with
altitude, and consequently sound speed changes with altitude. Thus, it is generally
not easy for a single frequency to satisfy the condition of (7.93) in a wide range
of altitude. Therefore, the observations are performed by sweeping frequency of
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Fig. 7.12 The concept of
frequency sweeping for
RASS (from Adachi 1996)

acoustic waves in a suitable band where the Bragg condition is almost satisfied
(Masuda et al. 1992). Figure 7.12 illustrates the concept of frequency sweeping for
RASS. The upper panel shows the frequency sweeping of acoustic waves, and the
lower one height profile of atmospheric temperature. For instance, if three discrete
frequencies fa1, fa2, and fa3 are used for the sound source, temperature measurement
becomes possible at the altitudes which satisfy the threshold value of the Bragg
condition, i.e., within the ellipses which are shown by broken lines of the same
figure (Adachi 1996).

Effects of Background Wind

The second term in the right-hand side of (7.74) is the radial component vr of
background wind velocity. Thus, if background wind velocity is included, (7.78)
is corrected to

Tv =

(
ca − vr

Kd

)2

. (7.94)

Range where the RASS observation is feasible depends considerably on
temperature and horizontal wind velocity. Figure 7.13 illustrates loci of acoustic
wavefront that propagates from the sound source at the origin every 2 s during
1–29 s after the transmission of the acoustic wave (Masuda 1988). In panel (a)
of the figure, it is assumed that sound speed cs(z) [m s−1] changes linearly with
altitude z [m] by cs(z) = 331–2.8×10−3z and that the background wind does not
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Fig. 7.13 Loci of acoustic wavefront that propagates from the sound source at the origin drawn
every 2 s during 1–29 s after the transmission of the acoustic wave. (a) represents the windless
condition, dcs/dz(< 0) is constant. In (b), dcs/dz is the same as (a) but there is a background wind
which changes linearly with altitude [from Masuda 1988]

exist, i.e. u = 0 m s−1. Since sound speed decreases with increasing altitude, the
loci of acoustic wave fronts have elliptical cross section, which are symmetrical
with respect to the altitude direction with the major axis in the horizontal direction.
On the other hand, in (b), it is assumed that sound speed is the same as that in
(a) while the horizontal wind velocity u(z) [m] changes linearly with altitude by
u(z) = 0.1+ 9× 10−3z. In this case, the loci of acoustic wave fronts are distorted
and the longer axis of the ellipsoid are slanted windward.

Atmospheric temperature, wind direction, and wind velocity generally changes
with altitude, and consequently sound speed differs between vertical and horizontal
directions. This causes that curvature of acoustic wavefronts differs between vertical
and horizontal directions, making it more difficult to point the wave number vector
of radar wave perpendicular to the acoustic wavefronts with increasing distance
from sound source. This situation limits the range observable with RASS.

Figure 7.14 shows the observable range for RASS simulated by two dimensional
ray-tracing of acoustic wavefronts (Adachi 1996). Concentric curves in the figure
show the loci of acoustic wavefronts in the interval of 5 s. Shadow indicates
observable area for RASS where the radar beam crosses perpendicularly to the
acoustic wavefronts, The shadow density changes from high to low with distance
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Fig. 7.14 Observable range for RASS simulated by two dimensional ray-tracing of acoustic
wavefronts. Concentric curves in the figure show the loci of acoustic wavefronts in the interval of
5 s. In each panel, u denotes horizontal wind speed [m s−1], z denotes altitude [m], and L denotes
the distance [m] from the center of atmospheric radar antenna to the sound source [from Adachi
1996]

from the point of perpendicularity. In each panel (a)–(d), it is assumed that sound
velocity changes with altitude by the same value in Fig. 7.13. In panels (a)–(d),
it is assumed that the sound speed linearly varies with altitude as in the case of
Fig. 7.13. On the other hand, the following conditions are assumed; (a) horizontal
wind velocity is zero, (b) horizontal wind of 2 m s−1 blows from left to right,
(c) same as Fig. 7.13 (b), i.e., horizontal wind changes linearly with altitude by
u(z) = 0.1+ 4.5× 10−3z, and (d) atmospheric temperature and background wind
are the same as those in (c) and placing radar antenna apart from sound source by
200 m.

These figures properly illustrate that the observable altitude for RASS extends
higher by scanning radar beam as compared with using fixed beam to the vertical
direction, except for the case of no wind. Furthermore, it is effective for expanding
observation range of RASS to operate synchronously multiple sound source placed
approximately away from radar antenna.
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7.5 Estimation of Water Vapor Profiles

The estimation of water vapor profile from atmospheric radar measurements
requires to measure the vertical gradient of refractive index (refractive index
gradient) Mn and the temperature profile from RASS observations. A major problem
is the determination of the sign of Mn because the radar measurements only provide
M2

n . A method for determining the sign must be derived.

Brunt-Väisälä Frequency

The value of Brunt Väisälä frequency N can be derived from the virtual temperature
profile estimated from the RASS technique. The square of N in (7.59) can be
obtained from the potential temperatureΘ or temperature T using the relation:

N2

g
=

1
Θ
∂Θ
∂ z

=
1
T

(
∂T
∂ z

+Γ
)
, (7.95)

where g is the gravitational acceleration, z is altitude, Γ is the dry adiabatic lapse
rate given by Γ = g/Cp � 9.80 [K km−1], where Cp is the specific heat capacity at
constant pressure (� 1,004 [JK−1 kg−1]). Θ can be expressed in terms of T and p
through the relation

Θ= T

(
p0

p

) Rsp
Cp

, (7.96)

where p0 = 1,000 hPa, and Rsp is the specific gas constant for dry air (� 287
[JK−1 kg−1]). Thus Rsp/Cp � 0.286.

Mixing Ratio

The mixing ratio q is defined as the mass of vapor divided by the mass of dry air,
and is related to p and partial pressure of water vapor e through the expression

q = 0.622
e

p− e
� 0.622

e
p
. (7.97)

From (7.96) and (7.97), it is possible to express the refractive index n of (7.80) in
terms of Θ and q. It gives

n = 1+ 7.76× 10−5 p
Θ

(
p0

p

) Rsp
Cp

⎡

⎣1+ 7800
q
Θ

(
p0

p

) Rsp
Cp

⎤

⎦ . (7.98)
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Vertical Gradient of Refractive Index

The refractive index gradient Mn is by definition dn/dz (see Sect. 7.3.4). From (7.95)
to (7.97), we obtain (Ottersten 1969c)

Mn =−7.76× 10−5 p
T

(
N2

g
+ 15600

q
T

N2

g
− 7800

T
dq
dz

)
. (7.99)

Expression (7.99) is a first-order differential equation in q(z) and thus can be
rewritten as

dq
dz

+A(z)q = B(z), (7.100)

where

A(z) = −2N2

g
, (7.101)

B(z) = 1.65
T2

p
Mn +

1
7800

(
dT
dz

+Γ
)
. (7.102)

Assuming boundary conditions in (7.100), i.e., q(z0) = q0 andΘ(z0) =Θ0 for z= z0,
the height profile of mixing ratio q(z) can be expressed as

q(z) = Θ2
[∫ z

z0

B(z) Θ−2dz+
q0

Θ2
0

]
. (7.103)

Because η is proportional to M2
n as shown by (7.71), the sign of Mn (appearing in

(7.102)) is impossible to determine from the sole radar observations. Methods based
on complementary balloon observations and consisting in estimating the correlation
function between Mn and N2 for example have been proposed. Recently, a method
for estimating precipitable water from the propagation delay of global positioning
system (GPS) radio waves has been tested and validated (e.g., Gossard et al. 1999;
Tsuda et al. 2001). That is to integrate water vapor profile in altitude which is
estimated by radar observation and calculate precipitable water, and to correct the
sign of Mn appropriately so as not to differ with the precipitable water obtained by
the GPS. The virtual potential temperature Θ in (7.103) can be calculated from the
virtual temperature retrieved from RASS observations. Since the difference between
virtual potential temperature and potential temperature is only several K in the lower
troposphere where water vapor has the highest density, a maximal error of about
1 % in Θ is expected. The error in mixing ratio by this assumption is at most 1–2 %
(Furumoto et al. 2003). The profiles of the relative humidity measured by radar and
that by radiosondes will be shown in Sect. 12.4.3.
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7.6 Radar Interferometry Techniques

Radar interferometry (RI) techniques have been applied soon after the development
of atmospheric radars. More recently, radar imaging techniques based on the use
of multiple receivers and/or multiple frequencies have also emerged for improving
the spatial resolution of atmospheric radars and the rejection of outliers and
ground clutters. For these objectives, more and more sophisticated signal processing
methods are being applied.

As already explained in Sect. 3.1, the range resolution of a pulse radar is defined
by the width of the transmitted pulse. Therefore, the narrower the pulse width be,
the better the range resolution will be. However, the transmission of a narrow pulse
requires a wide frequency bandwidth which is not always available due to both
technical and frequency allocation limitations. In addition, reducing the pulse width
implies a decrease of the transmitted power and thus of the SNR. In standard mode,
the range resolution of UHF/VHF atmospheric radars is generally about 75–600 m
with various pulse compression techniques.

The angular resolution is defined by the radar beamwidth which essentially
depends on the diameter of the antenna array at a given radar wavelength. Thus, the
angular resolution can be improved as much as the antenna array dimension can be
increased. However, physical space limitations for installation of the antenna arrays
cannot always be avoided especially at VHF and lower frequencies. As a result,
radar beams cannot be typically narrower than a few degrees. Radar Interferometry
techniques can constitute alternatives to large antenna arrays and narrow pulses
at the expenses of hypotheses on the atmospheric scatterers or other limitations
(e.g., Fukao and Palmer 1991). Recent works aim at reducing the effects of these
limitations and hypotheses through further advanced signal processing.

7.6.1 SDI and FDI Techniques

The spatial domain interferometry (SDI) technique was developed for determining
the direction of arrival (DOA) of signals backscattered from isolated atmospheric
scatterers at a high angular resolution in a wide radar beamwidth. The method is
based on the use of pairs of receiving antennas separated by a suitable distance and
on the measurement of the difference of phases between the received signals. These
phase differences are related to the angular positions of the scatterers (Palmer et al.
1991; Larsen et al. 1992).

If the whole radar resolution volume is filled with atmospheric scatterers, the
angular resolution is obviously governed by the radar beamwidth. For a radar
wavelength λ and a diameter Da of the antenna array, the radar beamwidth is
proportional to λ/Da as will be discussed in Sect. 8.2.1. For an isolated scatterer
in the radar resolution volume, the angular resolution rather depends on the size of
the scatterer. In the limit case of a discrete scatterer, the angular resolution become
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Fig. 7.15 Conceptual
diagram of the SDI technique.
Antennas 1 and 2 are
horizontally separated by a
distance Da and receive
signals backscattered from a
scatterer advected by the
horizontal wind at a zenith
angle θ [from Fukao and
Palmer 1991]

infinite and the DOA can be determined from simple geometrical considerations.
Basically, the DOA is estimated by measuring the phase difference between received
signals from different receiving antennas. In practice, three non coplanar receiving
antennas are used. For ease of explanation, we describe the technique with two
antennas. In Fig. 7.15, antennas horizontally separated by a distance Da receive
signals backscattered from a scatterer advected by the horizontal wind at a zenith
angle θ . Obviously, it is assumed that the scatterer is located in both radar beams.
The signals are received by antenna 2 with a time delay with respect to the signals
received by antenna 1. This time delay corresponds to a phase difference given by

Δφ = φ1 −φ2 = kDa sinθ , (7.104)

where k = 2π/λ is the radar wave number. Relation (7.104) is valid if one assumes
that the scatterer is in the far field (i.e., one assumes the Fraunhofer approximation)
so that the wavefront of the backscattered signal is plane (as illustrated in Fig. 7.15).
Even for a small range difference Da sinθ , a significant phase difference can occur
depending on θ and the carrier frequency of the radar.

The typical shape of Fourier transforms of complex signals received by antennas
1 and 2 is shown in Fig. 7.16. The radial components of horizontal wind velocity
vsinθ (where v is the horizontal wind velocity) from the two antennas appear as
peaks in the modulus of the complex spectrum (upper panel of Fig. 7.16). Because
the distances between the scatterer and both antennas are approximately the same
in the far field hypothesis, the signal powers received by the two antennas are also
almost the same. The lower panel shows the corresponding phase of the complex
spectrum. The phases of the signals are surrounded by circles. The phase difference
and finally the angular location of the scatterer can be deduced from (7.104).
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Fig. 7.16 Typical shape of the Fourier transforms of complex signals received by antennas 1 and
2 [from Fukao and Palmer 1991]

Similarly, the range of a single scattering layer within the radar volume can
be estimated by measuring the phase difference between received signals when
using two distinct carrier frequencies. The technique, called (dual) frequency
domain interferometry (FDI) technique, is thus based on the transmission, pulse
to pulse, of two closely separated frequencies (Kudeki and Stitt 1987). The radar
beam is generally oriented overhead in accordance with the horizontal distribution
of the atmospheric layers. As illustrated by Fig. 7.17, the phase difference Δφ
varies according to the position of the scattering layer in the radar volume. By
appropriately choosing the frequencies f1 and f2 of the two consecutive transmitted
pulses S1 and S2, i.e., if Δ f = f2 − f1 < 1/τ where τ is the pulse width, the phase
difference of the received signals does not exceed 2π so that ambiguity in distance
is avoided. Thus, in practice, the relative position of a single scattering layer in the
radar volume, zl , can be estimated by measuring the phase difference and is given,
as a first approximation, by

Δφ = φ1 −φ2 = 2Δkzl , (7.105)

where Δk is the wave number difference of the transmitted signals. Equation
(7.105) is the equivalent expression of (7.104) for the SDI. In addition, the depth
of the scattering layer can be estimated from the signal coherence or normalized
covariance of the received signals by assuming a Gaussian distribution of the single
scattering layer (e.g., Franke 1990).
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Fig. 7.17 Conceptual diagram of the FDI technique

The SDI and dual FDI techniques are now obsolete for determining the
distribution of the scatterers in the radar volume. These techniques only provide
apparent features consistent with the restrictive hypotheses necessary for their
application. Indeed, these techniques are based on two antennas or two frequencies
and thus information that can be obtained is limited. Radar imaging techniques that
will be described in Sect. 7.6.2 are now being developed not only for improving the
spatial resolution of atmospheric radars but also for suppressing ground clutter and
moving clutters (such as aircrafts, birds, and insects).

Wind Estimation

Let us consider the zenith angle θ of the scatterer (see Fig. 7.15) to be small. For a
scatterer moving at the radial velocity vr and two antennas arranged along a baseline
as shown by Fig. 7.18, the phase difference φ can be rewritten as

φ = kDa cos(α− δ )sinθ � kDa cos(α− δ )θ , (7.106)

whereα and δ are azimuthal angles of the antenna baseline and of the wind velocity,
respectively. In addition, the radial velocity vr is given by

vr = vh sinθ +wcosθ � vhθ +w, (7.107)

where vh and w are the horizontal and vertical wind velocities, respectively.
Substituting (7.107) into (7.106), φ can be expressed in terms of vr as (Palmer et al.
1991)



7.6 Radar Interferometry Techniques 261

Fig. 7.18 Loci of two
antennas applied for the wind
estimation by the SDI
technique [from Fukao and
Palmer 1991]

φ(vr) =

[
kDa cos(α− δ )

vh

]
vr −

[
wkDa cos(α− δ )

vh

]
. (7.108)

The relation (7.108) does not only apply to a single scatterer but also to
distributed scatterers as is the case in the atmosphere. The phase of received signals
depends on the position of the scatterers. Since the wind velocity is assumed to
be uniform in a narrow radar beam of several degrees, the radial velocity vr varies
continuously as the zenith angle of the scatterer varies from positive to negative
values. For example, the value of vr at the zenith angle +θ is equal to the value
at the zenith angle −θ but with an opposite sign (i.e., −vr). Consequently, φ is
a linear function of vr as revealed by the expression (7.108). This property was
verified from observations performed with several antennas and the calculation of
cross spectrum11 (Farley et al. 1981; Röttger et al. 1990b). Thus, (7.108) can be
rewritten as φ(vr) = mvr + b, where the slope m and the intercept b are given by

m =
kDa cos(α− δ )

vh
, (7.109)

b =
−wkDa cos(α− δ )

vh
, (7.110)

respectively. Applying u′ = sinδ/vh and v′ = cosδ/vh, (7.109) becomes

m = kDa(u
′ sinα+ v′ cosα). (7.111)

If two sets of independent m and α values are estimated from two pairs of antenna
arrays, u′ and v′ can be obtained. Let m and α for antennas 1 and 2 be (m12, α12)
and (m13, α13) for antennas 1 and 3. The parameters u′ and v′ are then given by

11Power spectrum is the Fourier transform of autocorrelation function, whereas cross spectrum is
defined by the Fourier transform of the cross correlation function.
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u′ =
1

kDaΔ
[m12 cosα13 −m13 cosα12], (7.112)

v′ =
1

kDaΔ
[m13 sinα12 −m12 sinα13], (7.113)

respectively, where Δ = sinα12 cosα13 − sinα13 cosα12. Thus, from (7.112) and
(7.113), the horizontal wind velocity vh and its azimuth δ are

vh =
1

√
(u′)2 +(v′)2

, (7.114)

δ = arctan

(
u′

v′

)
. (7.115)

The vertical wind velocity component can be either estimated from (7.110) and vh

obtained by (7.114), or from (7.108) for φ = 0 such as

w = vr|φ=0 =− b12

m12
. (7.116)

At VHF (∼50 MHz), if the scattering layer is slightly tilted, the vertical wind
velocity measured from vertically pointing radar beams can be biased due to the
contamination by the horizontal wind. The advantage of the SDI is to provide an
unbiased measurement of the vertical wind velocity because there is no component
other than the true vertical velocity when the phase between two sets of antenna is
zero, i.e., the radar beam is correctly oriented vertically.

7.6.2 Radar Imaging Techniques

Coherent Radar Imaging

Coherent radar imaging (CRI) is basically an extension of the SDI and refers to
an interferometric technique based on the application of a spatial filter to complex
signals received from multiple antenna subarrays with wide and vertically pointing
beam patterns. This interferometric technique was originally developed in the field
of radio astronomy and acoustics. The filtering operation consists in multiplying the
received samples by complex coefficients so that the radar beam can be steered in
any desired direction (within the wide beam pattern). The so-called beamforming
technique is the most basic approach: signals are simply phase-shifted and added so
that a beam is formed in a desired direction. The processing corresponds to a fast
Fourier transform of the received signals (as seen in the following paragraph). It
can be made off-line by software on time series of received signals and is called the
post beam steering (PBS) processing method (Röttger and Ierkic 1985; Van Baelen
et al. 1991). It can be shown that phase compensation can be applied after statistical
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processing of the signals. The method is then called the post statistic steering (PSS)
processing method (Kudeki and Woodman 1990; Palmer et al. 1990, 1993). With
PBS, time series of complex signals must be recorded whereas cross correlation
functions and/or complex cross spectra of signals only need to be recorded with
PSS, saving calculation amounts and memory capacity. These techniques need one
receiver for each antenna subarrays. However, Hélal et al. (2001) proposed the
sequential post beam steering (SPBS) method based on multiple antenna subarrays
but a single receiver, the signals being received sequentially at a high time rate,
assuming that the signal is stationary during the acquisition time.

The Fourier-based method was first applied to the observation of ionospheric
instabilities in the equatorial zone by Kudeki and Sürücü (1991). It is a classical filter
bank processing method for estimating the signal intensity (also called “brightness”
in radio-astronomy) in a direction determined by the wave number vector k. As k can
be selected in software, it is possible to focus to any direction in the transmitted radar
beam so that the horizontal distribution (map) of signal intensity can be obtained.
The resolution of the map ultimately depends on the total length of the receiver
baselines. Let [Wf] be the weighting vector which expresses Fourier-based filtering
operation. It is expressed with the steering vector [e(k)] as follows:

[Wf(k)] = [e(k)] = [exp( jkd1) exp( jkd2) · · · exp( jkdN)]
T, (7.117)

where di is the vector indicating the center of the receiving array i, kdi means the
inner product k · di, and the upper subscript T denotes transposition operator. Let
[v(t)] be the signal vector from the N receivers, the scalar output of the filter in the
direction of k, y(k, t), can be expressed as

y(k, t) = [Wf(k)]† · [v(t)], (7.118)

where the upper subscript † denotes the Hermitian operator. The variance Bf(k) =
〈y(k, t) · y∗(k, t)〉 expresses the brightness in the direction k and is given by

Bf(k) = [Wf(k)]† · [R] · [Wf(k)], (7.119)

where [R] = 〈[v(t)] · [v(t)]†〉 is the covariance matrix of dimension N. This matrix is
Hermitian, i.e., [R] = [R]†.

Palmer et al. (1998) estimated the autocorrelation function of y(k, t), Ry(k,τ) =
〈y(k, t+τ) ·y∗(k, t)〉, where τ means time lag, assuming a stationary signal in a wide
sense. Bf(k) is Ry(k,0). In matrix notations, it can be expressed as

Ry(k,τ) = [Wf(k)]† · [R(τ)] · [Wf(k)], (7.120)
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where [R(τ)] = 〈[v(t + τ)] · [v(t)]†〉. The Fourier transform of Ry(k, τ) is an
estimation of the brightness for each Doppler frequency bin in the direction k. This
approach is particularly useful for imaging the clear air and precipitation echoes
separated when they are Doppler-sorted.

Capon Imaging

The Fourier-based (or periodogram) method has well-known characteristics but
has also limited performances. The Fourier filter is just constrained to minimize
the background noise contribution and to maintain the gain of the filter to 1,
without phase distortion, in the desired direction. The side lobes can be the cause
of contaminations from intense sources outside the desired direction (outliers,
clutter, etc.). Capon’s method (Capon 1969) is also a filter bank method but is
defined by a constrained optimization problem. The filter is now designed to be
“as selective as possible” for the input consisting of the studied data themselves. It
does not only maintain the gain to 1 in the selected direction but also minimizes
the brightness in the other directions. For this reason, Capon’s method is also
called the “minimum variance” method. This constrained optimization problem is
mathematically described as follows. The quantity

[WC(k)]† · [R] · [WC(k)] (7.121)

should be minimum everywhere except in the desired direction where the filter
passes the signals, without attenuation and phase distortion, i.e.:

[e(kd)]
† · [WC(kd)] = 1. (7.122)

This minimizing problem can be solved using Lagrange methods (e.g., Palmer et al.
1998). It can be deduced that the weighting vector of Capon imaging WC(k) and the
brightness BC(k) can be expressed as

[WC(k)] =
[R]−1 · [e(k)]

[e(k)]† · [R]−1 · [e(k)] , (7.123)

BC(k) =
1

[e(k)]† · [R]−1 · [e(k)] , (7.124)

respectively. As shown by (7.117), the weighting vector of the Fourier-based method
does not depend on the signal input. On the other hand, the weighting vector of
Capon’s method depends on the covariance matrix of the signals (7.123) and thus
on the SNR. Capon’s method is therefore an adaptive (non parametric) filter bank
method. Since the output power of the filter is minimized, possible interfering
signals can be minimized (at the cost of higher sidelobes in directions of weak
sources). Interfering signals from known directions can be totally suppressed by
adding the constraint of a null in the direction of the interfering signal. Figure 7.19
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Fig. 7.19 Examples of antenna beam patterns using (a) Fourier-based and (b) Capon’s method. In
(b), a null is imposed in the direction of the interference [from Palmer et al. 1998]

shows examples of antenna beam patterns using Fourier-based method (a) and
Capon’s method (b). In (b), a null is imposed in the direction of the interference
(Palmer et al. 1998). In addition, the angular resolution obtained from Capon’s
method is better than that obtained from Fourier-based method, and Capon’s method
is more robust than autoregressive methods such as the maximum entropy method
(MEM) applied in spectral analysis. Indeed, it can be shown that Capon estimator is
an average of the MEM estimators (Nickel 1988). Capon’s method is most effective
when the SNR is high. For very low SNR, the performances of Capon estimator tend
to the performances of the Fourier estimator.

The methods used in the spatial domain can be directly transposed into the
frequency domain for range imaging with N frequencies steering pulse to pulse
(Palmer et al. 1999; Luce et al. 2001b). The technique is either called the range
imaging (RIM) or the frequency domain interferometric imaging (FII). Let z be the
range within the radar resolution volume. The range brightness for Fourier-based
and Capon’s methods can be directly deduced from (7.119) and (7.124):

Bf(z) = [e(z)]† · [R] · [e(z)], (7.125)

BC(z) =
(
[e(z)]† · [R]−1 · [e(z)])−1

, (7.126)

respectively. (7.125) and (7.126) are the expressions equivalent to (7.119) and
(7.124) for 1D (range) imaging. Capon RIM/FII improves by a factor 5–10 the
range resolution if the maximum frequency difference Δ fmax = 1/τ and if SNR
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exceeds 0 dB. For SNR < 0, the performances are degraded but at least a factor 3
of improvement can be obtained in the lower stratosphere where SNR often ranges
below 0 dB (e.g., Luce et al. 2007).

CRI with Fourier-based and Capon’s methods can also be used for retrieving
spectral parameters (mainly wind velocity) at high resolution within the radar
resolution volume (e.g., Yu and Brown 2004; Cheong et al. 2004) and in particular
the horizontal and vertical winds. By applying (7.120) with Wf or WC, Doppler
spectra can be calculated from the reconstructed time series in the desired directions.
However, some challenging problems still need to be resolved due to the intermit-
tency or inhomogeneities of the scatterers distribution within the radar volume (e.g.,
Cheong et al. 2004).

Both CRI and RIM/FII can be applied together for a 3D radar imaging (e.g., Yu
and Palmer 2001; Hassenpflug et al. 2008). The steering vector for both angular and
range imaging [e(k,z)] has the form:

[e(k,z)] = [ e j(2k1z−k1D1) e j(2k1z−k1D2) · · · e j(2k1z−k1DN )

e j(2k2z−k2D1) e j(2k2z−k2D2) · · · e j(2k2z−k2DN )

...

e j(2kMz−kMD1) e j(2kMz−kMD2) · · · e j(2kMz−kMDN )]T, (7.127)

where the number of frequencies and antenna subarrays is M and N, respectively.
The covariance matrix has the dimension (MN)× (MN).

The filter bank processing methods have degraded performances for low SNRs.
Recently, some methods using the difference of time correlation between the
signal and the noise have been developed for improving the performances of these
methods. Le et al. (2010) used a multilag (ML) correlation technique developed
for meteorological radars (e.g., Melnikov 2006). The aforementioned methods use
the covariance, i.e., the correlation function at zero lag which is affected by noise.
The noise effects should be removed or, in practice, strongly attenuated by using
the covariance for time lags 1 (= Ts) and 2 (= 2Ts), or higher. By assuming a
Gaussian spectrum of the covariance function, and a Gaussian spectrum of the
backscattered signal derived the following expression of the ML brightness (Le et al.
2010),

BML(k)�
( |[W ]†[R(Ts)][W ]|4
|[W ]†[R(2Ts)][W ]|

)1/3

. (7.128)

where the weights [W ] are given by Fourier-based or Capon’s method.
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Extremely High Resolution Using SVD Methods

The eigensystem approach (Bienvenu and Kopp 1983) uses a decomposition of
the covariance of dimension (N ×N) in singular values. It is called the singular
value decomposition (SVD) method. The decomposition leads to two orthogonal
vector sub-spaces, associated with the noise and the signal, respectively. This
decomposition can be made by determining the eigenvalues and eigenvectors of the
covariance matrix. This approach has been developed for the detection of discrete
sources assuming that their number is smaller than the number of receivers. Their
location is determined using the multiple signal classification (MUSIC) algorithm
(Schmidt 1986). Hélal et al. (2001) and Luce et al. (2001b) first applied this method
to atmosphere radar observations for angular and range imaging, respectively.

Let us assume a covariance matrix [R] = 〈[v(t)] · [v(t)]†〉 of dimension N ×N
and M < N sources. Since [R] is Hermitian, the eigenvalues λ1, λ2, · · · , λN are
non-negative real values, and the eigenvectors [qi] (∀i ∈ [1, N]) are orthogonal,
respectively.

When sorting the eigenvalues λ1 to λN in the decreasing order, the first M
eigenvalues are associated with the signal subspace and the eigenvectors [q1] to
[qM] constitute a basis of the signal sub-space. The N −M eigenvalues correspond
to the noise sub-space and the eigenvectors [qM+1] to [qN ] constitute the basis of the
noise sub-space. λM+1 to λN are equal to noise power. Consequently, the number of
sources M can be estimated, in principle, from the distribution of λ1 to λN .

The noise and signal sub-spaces are orthogonal. For localizing the sources, we
use the fact that each [e(kn)] (∀n ∈ [1,M]) is orthogonal to vector basis of the noise
sub-space, i.e.,

[ql ]
† · [e(kn)] = 0, ∀n ∈ [1,M], ∀l ∈ [M+ 1,N] (7.129)

is verified. For the MUSIC algorithm, we apply

BM(k) =

(
N

∑
l=M+1

∣
∣[ql ]

† · [e(k)]∣∣2
)−1

=
(
[e(k)]† · [Q] · [Q]† · [e(k)])−1

, (7.130)

where [Q] is a (N× (N−M)) matrix formed by the eigenvector [qM+1] to [qN ] of the
noise sub-space.

Maxima of (7.130) provide the spatial location of the discrete sources. If (1) the
number of (discrete) sources is known, (2) the noise output is equal to 1, and (3)
SNR tends to infinity, it can be shown that the brightness distribution provided by
Capon’s method tends to the one provided by the MUSIC algorithm (Nickel 1988).
However, the MUSIC algorithm and, more generally, approaches based on the SVD
methods, fail to image distributed or correlated sources. For this reason, Capon’s
method is the most popular method for imaging with atmospheric radars.

Observation results using radar imaging techniques applied on various
atmospheric radars are shown in Sect. 12.5.1.



Chapter 8
Overview of Radar

8.1 Brief Discussion on Two Types of Radar

In Chap. 4, we discussed coherent-type radars whose transmitted pulse phase is
so stable that phase information of successively received pulses can be precisely
utilized. There are two groups in coherent radars regarding the modulation system
of transmitted signals, i.e., frequency-modulated continuous waves (FMCW) radars
and pulse radars mentioned in Sect. 3.1.1.

8.1.1 FMCW Radar

It is a radar which changes transmitted frequency linearly in a fixed period. When a
scattered signal is received, the frequency of transmitted signal is already changed,
thus the distance to the scatterer can be estimated by counting the frequency
difference between transmitted and received signals, i.e., the beat frequency. FMCW
radars are operated with lower peak transmitted power compared with pulse radars,
and with the higher range resolution.

An FMCW radar changes the transmitted frequency following a certain function
in a constant time interval TM. If the transmitted frequency is linearly changed from
f0 to f0 +F as shown in the thick line in the upper panel of Fig. 8.1, the returned
echo from the scatterer at the distance r is received with a delay time of Δt = 2r/c,
and mixed with the transmission signal. The beats for the received echo appears at
the frequency fr = FΔt/TM as shown in the thick line of the lower panel of the same
figure. Thus, the distance from radar to scatterer can be known by

r =
TMc fr

2F
. (8.1)

For observations of weather and the atmosphere, the typical magnitudes of F and
TM are around 10 MHz and 10−3 s, respectively.

S. Fukao and K. Hamazu, Radar for Meteorological and Atmospheric Observations,
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Fig. 8.1 Frequency-time relationship in FMCW radar

Fig. 8.2 Doppler effect in FMCW radar for (a) stationary scatterer and (b) moving scatterer

Doppler Frequency

In operational radars, the transmitted frequency is usually changed in a triangular
waveform as shown in Fig. 8.2 to avoid modulation frequency from becoming
discontinuous. In the case of stationary scatterer, the received echo appears as
the broken line in the upper panel of the same figure (a), and the beats appear
as shown in the lower panel of the same figure. On the other hand, when the
scatterer moves, the received echo appears as the broken line of the upper panel
in Fig. 8.2b, and the beats appear as shown in the lower panel of the same figure.
If the scatterer is approaching the radar and the transmitted frequency increases, the
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beat frequency fb(up) becomes the magnitude that the frequency change fr for the
stationary scatterer is reduced by the Doppler shift fd. On the other hand, when the
transmitted frequency decreases, the beat frequency fb(down) becomes the sum of fr

and fd. Thus,

fb(up) = fr − fd, (8.2)

fb(down) = fr + fd, (8.3)

where fd is the same value with the Doppler frequency which was discussed in
Sect. 4.1.1. From (8.2) and (8.3), the frequency change which is related to distance
to the scatterer fr becomes

fr =
fb(up) + fb(down)

2
. (8.4)

In the same way, Doppler frequency fd is given by

fd =
fb(down)− fb(up)

2
. (8.5)

Points to be Remarked in Actual Observations

Both the frequency change fr and the Doppler shift fd are contained in the beat
frequency of the FMCW radar output. Thus, it is necessary to estimate the influence
of the Doppler shift which would make worse the accuracy of range measurement.
However, in general, the Doppler shift caused by weather or the atmosphere scatterer
is small compared with fr, and can be ignored. For example, if the radial velocity of a
scatterer is observed as 10 ms−1 with the radar of frequency modulation bandwidth
F = 10 MHz, the time interval TM = 2.5 ms, and the radar wavelength λ = 10−1 m,
fd becomes 200 Hz from (4.11). The distance change (or error) Δr caused by the fd

becomes Δr = 7.5 m from (8.1). This value is small enough to be ignored in ranging
scatterers.

If more than one scatterer exist in the same observation range, multiple signals
with different frequencies whose number is equal to the number of scatterers are
obtained. Therefore, it is necessary to separate these frequencies by narrow filter
banks and so on to determine each frequency, i.e., distance to each scatterer. For
an FMCW radar, transmitted power is radiated via the antenna without interruption,
hence the sensitivity of receiver is deteriorated by the leakage of transmitted power
which overlaps received signal. Therefore, the transmitting antenna and receiving
antennas are often separated from each other so as to isolate the received signal
from the leakage of transmitted power.

One of the advantages of the FMCW radar is its high range resolution. Range
resolution of pulse radars is generally determined by the transmitted pulse width,
whereas it is determined by the value of fr in the FMCW radar. As fr is determined
by the frequency modulation band width F , the range resolution becomes precise if
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Table 8.1 Typical meteorological radars and atmospheric radars

Band Typical radar Frequency Application

Atmospheric radar
VHF MST radar 50 MHz Middle and upper atmosphere

ST radar 50 MHz Stratosphere and troposphere
UHF ST radar 400 MHz Stratosphere and troposphere

BL radar 900 MHz Boundary layer
L Lower troposphere radar 1.35 GHz Lower troposphere and boundary

layer
Meteorological radar
S Weather radar 2.7–3.0 GHz Wide area weather
C Weather radar 5.3 GHz, 5.6 GHz Middle area weather
X Weather radar 9.5 GHz Local area weather
Ku TRMM precipitation radar 13.8 GHz Satellite-borne, precipitation
Ka Cloud and fog radar 35 GHz Cloud and fog
W Cloud radar 95 GHz Cloud

F is expanded wider. If the scatterer is single, the range resolution of FMCW radars
generally becomes about one digit higher than that of pulse radars. Furthermore,
because the FMCW radar uses a continuous wave as the transmitted waveform, the
signal to noise ratio (SNR) of the desired level can be realized by smaller transmitted
peak power than that of pulse radar which requires high voltage modulation
circuitry. Thus, FMCW radars are used in collision preventive radars installed on
automobiles, altimeters on board aircraft and satellite, and so on.

8.1.2 Pulse Radar

It is the radar which successively radiates short transmitted pulses separated by
long intervals during which echoes are received. The distance to a scatterer can
be known by measuring the time between the pulse transmission and the reception
of the echo. Radars that measure the phases of the transmitted radio frequency (rf)
pulse and received echoes are called coherent pulse radars, whereas radars which
cannot are called non-coherent pulse radars. There are two groups of coherent pulse
radars: one does not perform phase modulation to pulse, and the other does. The
phase modulation is widely used by the radars which implement pulse compression
techniques as will be discussed in Sect. 8.3.4.

The basic configuration of a pulse radar is shown in Fig. 3.1. The typical
transmitted frequency bands of meteorological radar and atmospheric radar are
shown in Table 8.1. The transmitter and the receiver of a coherent pulse radar,
which was mentioned to explain the principle of Doppler radar in Sect. 4.1.1,
will be discussed again in detail in Sect. 8.3. A pulse radar intermittently radiates
rf pulses of constant width and typically with constant spacing between pulses.
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As shown in Fig. 5.6, the carrier signal is modulated with fixed pulse duration
and (pulse) interval, and the transmitted pulses are radiated via the antenna which
has directive power density gain. Generally, the transmission and the reception
of radar signals are performed with a common antenna. The path control of the
transmitted pulse and received signals are performed with the duplexer (sometimes
called a Transmit/Receive switch or, for short, a T/R switch). The duplexer for
small peak transmitted power is usually a semiconductor diode, whereas for high
power switching it is generally composed of a waveguide circulator. The circulator1

connects transmitter, antenna, and receiver, which lets the transmitted pulse pass
from transmitter to antenna, and lets the received signal pass from antenna to
receiver. In the receiver, the received signal is amplified. Various (sometimes very
sophisticated) signal processing is performed to obtain desired signals.

Pulse radars usually consist of the master oscillator and power amplifier (MOPA)
system, which can control the phase of the transmitted pulse produced by modulat-
ing an rf amplified source signal as will be discussed in Sect. 8.3. Digitalization of
the received signal is generally performed to convert the IF (intermediate frequency)
signal into a digital signal in the stage of phase detection.

In the remaining sections of this chapter, attention will be focused on the pulse
radar and its signal processing methods.

8.1.3 Echo Power

Echo power is obtained by measuring receiver output power2 and then it is referred
to the input to obtain the echo power at the input to the receiver. Echo power
from a scatterer at a certain distance can be calculated by the radar equation which
was discussed in Sects. 3.3 and 3.4. Echo power from isolated scatterer such as
aircraft is obtained by (3.8), and it is inversely proportional to the 4th power of
the distance between radar and scatterer. On the other hand, echo power from
discretely distributed scatterers such as precipitation, clouds and fog are in inversely
proportional to the 2nd power of the distance and given by (3.40). If scattering
occurs from continuously distributed scatterers as the Bragg scatters, the echo
power is obtained by (3.40) and (3.116). In the case of partial reflection, it is

1A circulator blocks leakage of the transmitted pulse from entering into the receiver. In practice,
around 40 dB suppression of the leaking power is feasible. A TR limiter is typically also inserted
in front of the receiver to prevent the receiver from breaking down by the leakage of transmitted
power.
2Actually, it is often obtained as the 0th moment of power spectrum as previously discussed in
(5.98).
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obtained by (3.117). The echo power from these distributed scatterers or from partial
reflection scatterers is also in inversely proportional to the 2nd power of the distance
between radar and scatterers.

Assuming that the echo power from scatterers obtained by actual observation
is identical to the result of the above mentioned radar equation, physical parameters
which contribute to the echo power is determined. These physical parameters
include the radar cross section σ for isolated scatterer, radar reflectivity factor Z,
radar reflectivity η for distributed scatterers, and reflection coefficient |ρ | for partial
reflection scatters. To estimate these physical parameters, it is necessary to have
an absolute calibration of signal power both from transmitter to antenna and from
antenna to the receiver. It is noted, however, as will be mentioned in Sect. 8.2.5, the
absolute calibration for large scale atmospheric radar is not always feasible because
of its system configuration.

Because electromagnetic waves are attenuated when propagating through the
atmosphere, it is necessary when using the radar equation to take the attenuation into
consideration in the calculation of echo power. Attenuation includes both absorption
and scattering as discussed in Sects. 3.3.3 and 3.3.4. The attenuation is mainly
caused by oxygen, water vapor, cloud, and precipitation, as discussed in Sects. 6.3.2
and 6.3.3. Note that the values of specific attenuation estimated in these sections are
one way attenuations per unit distance, and the total loss in dB is the product of the
specific attenuation and the round trip distance. Thus the received echo power in dB
is reduced by the total atmospheric loss factor in dB.

8.1.4 Scanning Methods

The meteorological phenomena like precipitation and clouds which are observed
with meteorological radar, and atmospheric turbulence and various atmospheric
phenomena which are studied by atmospheric radar, have three dimensional
structure. Therefore, it is necessary to scan the radar beam to receive scattering
signals in three-dimensional space in order to understand structure and dynamics
of scatterers. The frequency bands which are applied in meteorological radar
and atmospheric radar differ from each other because of the difference of the
scattering mechanism of precipitation particles and refractive index perturbations.
Thus, radar characteristics such as transmitted power, beamwidth, and the antenna’s
physical size differ for meteorological and atmospheric radars. Furthermore, there
is a significant difference in SNR for echoes received by meteorological and
atmospheric radars, and thus data acquisition time of these radars differs much.
Because of the above differences in observations, there are differences in the
methods of beam scanning and the volume of space being scanned by the beams
when using meteorological and atmospheric radars.
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Fig. 8.3 Antenna scan mode and scan area in the space

Scanning with Meteorological Radar

The antenna diameter of ordinary meteorological radar is one to several meters,
and accordingly its radar beamwidth is around 0.3–2◦. Thus, as for meteorological
radars, it is possible to scan the whole three dimensional space considering its
physical size and mechanical configuration. In addition, the beamwidth is narrow
enough to suppress the interference from ground and sea scatterers (clutter) when
the beam is directed at low elevation angles. Furthermore, there are following rea-
sons that meteorological radars do not perform coherent integration (as for coherent
integration, see Sect. 5.6.2). Atmospheric radars are mostly pointed in the vertical
direction or near vertical and Doppler velocities are relatively small, whereas the
mean Doppler velocities measured with meteorological radars easily span the entire
unambiguous velocity interval. Moreover, the weather signal spectrum typically
occupies an appreciable portion of the unambiguous velocity interval (i.e., −vN

to +vN). Thus, in general the coherent time of meteorological radar echoes are
relatively short,3 and coherent integration would not only reduce noise power but
also signal power.

Because meteorological radar antenna sizes are relatively small, these radars
generally scan their antennas mechanically, and their beams are pointed to specific
directions or areas in the space as shown in Fig. 8.3. The most basic scan method
is the volume scan, which rotates antenna around azimuthal direction continuously
with changing elevation angle in sequence. A polar coordinates indication of data in
azimuth and range at a specific elevation angle is called the plan position indicator
(PPI). On the other hand, data extraction and indication at a constant altitude from
the observation data of each elevation scan is called the constant altitude PPI
(CAPPI). The vertical cross sectional view extracted from the three dimensional

3As discussed in Sect. 5.6.1, the correlation time is in inverse proportion to the spectrum width.
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data is called the range height indicator (RHI). The radar observation data which
have been extracted from limited ranges in azimuthal and elevation angles is called
the sector (SECTOR) scan data. The sector scan of PPI (SPPI) and the sector scan
of RHI (SRHI) are the modifications of PPI and RHI, respectively. The positioning
data or the pointing (POS) data are obtained by the observation in the specific
direction. The data of PPI, RHI, and SECTOR scan can be obtained not only by
volume scan but also by scanning in specific elevation angle, specific azimuthal
angle, and specific angle range of elevation and azimuth, respectively.

The time required to scan the whole space depends on the antenna revolution
speed and the number of elevation angles to scan, and, in general, is about 3–5 min.

Scanning with Atmospheric Radar

Transmitted frequency of atmospheric radar is around 50 MHz to 1 GHz.4 To realize
the radar beamwidth narrower than several degrees, the apertures are required to be
several meters for 1-GHz radars and around 100 m for 50 MHz radars. Thus, it is not
easy for the antenna of atmospheric radar to mechanically scan in three dimensions
from physical and mechanical aspects. Furthermore, as the radar beamwidth of
atmospheric radar is wider compared with that of meteorological radar, influence
by ground and sea clutter cannot always be avoided when the beam is scanned at
low elevation angles near the ground surface.

Generally, scattered signals received by meteorological radars are considerably
stronger than the noise level, whereas that of atmospheric radars are often weaker
than the noise level. Therefore, for the atmosphere radar, detection of received
signals by coherent integration becomes indispensable. It takes approximately for
10 s to about 1 min for atmospheric radar to observe in one direction, and thus, it is
restricted by the observation time to scan the whole space.

Because of the above reasons, atmospheric radar observations are generally
conducted changing the direction of radar beam by electronic means to observe
the space over the radar. For the most basic method, the radar beam is directed to
the zenith, then sequentially directed to the north, south, east, and west at fixed
zenith angles to a maximum zenith angle of about 10–15◦. The electronic scanning
of the radar beam is performed by a phased array antenna, which controls the phases
of the wave transmitted from each element of the array. The phased array method
has many advantages, especially, it is possible to change the radar beam direction
instantly, and the space can be observed with more than one beam at the same time.

4Considering the portability, the higher frequency of 3.05 GHz is sometimes utilized. Refer to
Sect. 10.4.1 regarding this point.
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8.2 Radar Antenna

The antenna is the instrument which efficiently radiates high power electromagnetic
waves generated by the transmitter, and efficiently receives the echoes from
scatterers.

The shape and direction of the beam containing the radiated electromagnetic field
is determined by the electromagnetic field distribution in the antenna aperture. It is
the vector sum of electromagnetic fields that correspond to the individual electric
currents which flow on each antenna element. Parabolic reflector antennas and
planar array antennas which will be discussed in Sects. 8.2.2 and 8.2.4, respectively
can radiate intense rf power density by concentrating the radiation in a narrow beam.
Figure 8.4 shows the theoretically computed pattern (the angular distribution of
calculated rf power density) of the MU radar antenna (see Fig. 10.4); the area which
rf power density is concentrated is the main lobe and surrounding small peaks are
sidelobes.

8.2.1 Radar Antenna Parameters

The same antenna is generally used for transmission and reception of radar signals.
Hereafter, we assume that the antenna is applied both for transmission and reception,
and discuss mainly the parabolic antenna which is generally used for meteorological
radar and a planar array antenna which is often used for atmospheric radar.

Fig. 8.4 The angular distribution of calculated rf power density for the MU radar antenna, which
is shown in Fig. 10.4



278 8 Overview of Radar

Near and Far Fields

The area which is the nearest to the antenna aperture is called near field, and the
adjoining area is called the Fresnel region, beyond which is called the Fraunhofer
region or far field.5 The concentration of rf power density, i.e., radar beam is
gradually made as electromagnetic wave leaves the antenna aperture, and the final
conically shaped beam is formed in the far field. In the near field the power density
is quasi uniform with range because the beam has a relatively fixed cross section
with range, whereas in the far field power density decreases with range because this
is where the beam has a fixed angular width, but a cross section increasing with
range. The distance to the boundary between the Fresnel region and the far field
rF is related to the antenna diameter Da and radar wavelength λ as rF1 = D2

a/λ
or rF2 = 2D2

a/λ . For example, rF2 is approximately 600 m for a meteorological
radar transmitting at a frequency of 5.6 GHz and using an antenna aperture of 4 m
diameter. The accepted values of the minimum distance at which the far field rf
power density distribution pattern (radiation pattern) measurements may properly
be made varies between rF1 and rF2. The ratios of antenna gains at the distance rF1

and rF2 to those at the infinite distance are 0.94 and 0.99, respectively. There is a
little difference between them; but the rF2 criterion is to be favored (Silver 1949,
p. 199). However, if space limitations do not allow measurements at ranges rF2 or
larger, then a distance of rF1 may be tolerated (Silver 1949, p. 575).

Antenna Gain and Beamwidth

Antenna gain gives the relative level of electromagnetic power density in a specific
direction, typically along the beam axis.

As discussed in Sects. 2.1.4 and 3.2.1 directivity gD is a function of the effective
antenna aperture Ae and radar wavelength, and given as shown in (2.83) by (Skolnik,
1970, p. 9.5)

gD =
4πηaA
λ 2 =

4πAe

λ 2 , (8.6)

where the physical antenna aperture A by Ae = ηaA, where ηa is called the antenna
aperture efficiency.6 The effective aperture area of the antenna represents a smaller,
uniformly illuminated aperture having the same gain as that of actual, nonuniformly

5Antenna engineers usual call this region the far field, whereas optical physicists call it the
Fraunhofer region (Skolnik 2001, p. 545).
6The antenna aperture efficiency depends on the nature of the current illumination across the
antenna aperture. If the illumination is uniform, the efficiency becomes maximum, i.e., ηa = 1, but
the radiation pattern has a relatively high peak-sidelobe level. On the other hand, if the illumination
is the maximum at the center of the aperture and tapers off in amplitude towards the edges, the
peak-sidelobe level becomes lower but the antenna is less efficient than if it were to be uniformly
illuminated (Skolnik 2001, p. 544).
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illuminated aperture, i.e., ηa < 1 (Skolnik 1990, p. 6.4). A crude approximation to
the directivity for the definition in (2.77) is expressed as (Skolnik, 1970, p. 9.3)

gD =
4π
ϑBϕB

, (8.7)

where ϑB and ϕB are radar’s one-way half-power beamwidths in radians in the
E- and H-planes. On the other hand, as discussed in Sect. 3.3.2, the radiation
pattern (i.e., beam shape) is well represented by a Gaussian function.7 Then with
beamwidths radians, gD is given by gD = 16ln2/(ϑBϕB) (Doviak and Zrnić 2006,
p. 478). The difference this equation and (8.7) is due to the difference in modeling
the beam shape. If the beamwidths are given in degrees, (8.7) is given by (Skolnik,
1970, p. 9.5)

gD � 4100
ϑBϕB

. (8.8)

For practical antenna, the total radiated power is less than the power applied to the
antenna port because of losses. The ratio of the power radiated to the power applied
to the antenna port is the efficiency of the antenna, η1(≤ 1), thus the antenna power
gain (or simply gain) g is related with directivity by

g = η1gD. (8.9)

Skolnik (1970, p. 9.5) gives typically as

g � 32000
ϑBϕB

, (8.10)

where the beamwidths are in degrees. If ϑB and ϕB are 1◦, g in (8.10) is
approximately 3.2× 104 (� 45dB). It should be noticed that the coefficients in
the numerator of (8.10) depends on the efficiency of the antenna η1. The relation
g � 26000/(ϑBϕB) is also recommended as an excellent approximation for general
use (Stutzman 1998; Skolnik 2001, p. 541).

The angular width at which electromagnetic power density of antenna radiation
pattern is reduced to the half of the peak value, i.e., 3 dB down from the maximum
value, is called a half-power beamwidth, and generally the beamwidth is defined
by this value. In the case of a symmetrically illuminated circular aperture, the
antenna beamwidths in the E- and H-planes become equal, and are functions of
antenna diameter Da and radar wavelength λ . The radar beamwidth in radians is
approximately given by (Silver 1949, p. 195; Doviak and Zrnić 2006, p. 34)

ϑB = ϕB =
1.27λ

Da
[rad]. (8.11)

7The radar equation (3.40) is also derived analytically on the assumption that the radiation pattern
is Gaussian shaped.
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Fig. 8.5 Radiation pattern and beamwidth of a circular aperture antenna. (a) Polar coordinate
system and (b) rectangular coordinate system [from Ulaby et al. 1981, p. 98]

This value strongly depends on ηa. For ηa equal to 1.0, 0.75, and 0.56, the
coefficients in the numerator of (8.11) become 1.02, 1.27, and 1.47, respectively
(Silver 1949, p. 195).

The beamwidths at the levels where the rf power density reduced by 3 or
10 dB from the peak value are called the 3-dB(half-power) or 10-dB beamwidths,
respectively. For a circular aperture antenna, these relations are illustrated in the
polar coordinate system (a) and the rectangular coordinate system (b) in Fig. 8.5.

8.2.2 Parabolic Antenna

One of the techniques to realize the antenna characteristics of high antenna
gain and sharply narrowed beam is to utilize the similar reflectors as those in
optical telescopes. A parabolic antenna is widely adopted for meteorological radar.
Electromagnetic waves which are radiated from the feed horn installed at the focal
point of the parabola, as shown in Fig. 8.6a, are transformed by the parabolic surface
into a plane wave, and then radiated propagating along the beam axis. It should
be noted that in the range beyond rF2 (i.e., in the far field), the phase fronts of the
radiated waves are spherical, not planar. The same figure (b) shows the parabolic
antenna with 4 m in diameter which is actually used with a dual polarization radar.
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Fig. 8.6 Fundamental parabolic antenna. (a) Radiation path and (b) an actual parabolic antenna,
having a 4 m diameter aperture, used with a polarimetric radar (note the pair of waveguides attached
to the spars supporting the feed horn; one guide contains the power radiated with H polarization
and the other with V polarization [courtesy of Mitsubishi Electric Corporation]

Fig. 8.7 Coordinate system of a parabolic antenna

In the rectangular coordinate system (x,y,z) of Fig. 8.7 where the origin is located
at the apex of the paraboloid, the focal length lf is related to the paraboloid as follows
(Skolnik 1990, p. 6.12):

z =
x2 + y2

4lf
. (8.12)
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Fig. 8.8 Reflector types of (a) Cassegrain antenna and (b) offset Cassegrain antenna [modified
from Skolnik 1990, p. 6.25]

Whereas in the polar coordinate system (ρ ,ψ ,ξ ) where the origin is the focal point,
the above relation is expressed as8

ρ =
2lf

1+ cosψ
= lf sec2 ψ

2
. (8.13)

tan
ψ0

2
=

Da

4lf
. (8.14)

The aperture angle, i.e., the angle to see the edge of aperture from the focal
point, is given by 2ψ0. Between the aperture angle, lf, and antenna diameter Da, the
following relationship is held. The ratio lf/Da of most reflectors are chosen to have a
focus length between 0.25 and 0.5 times the diameter (Skolnik 1990, p. 6.12). In the
case of parabolic antenna of Fig. 8.6b, the ratio lf/Da is approximately 0.4.

The Cassegrain antenna is an application of the parabolic antenna. It is composed
of the main parabolic reflector which is rotationally symmetric with respect to the
main axis, the hyperboloid which is sub-reflector also rotationally symmetric, and a
primary horn as illustrated in Fig. 8.8a. It has a variety of advantages. One of them is
that it is possible to extend the focal length, and thus curvature of the main reflector

8For the derivation of (8.13), the following relationship between the two coordinate systems

x = ρ sinψ cosξ , y = ρ sinψ sinξ , z = lf −ρ cosψ

are applied. Substituting these equations into (8.12), the following equation is obtained;

lf −ρ cosψ =
ρ2 sin2ψ

4lf
.

Transforming this equation, the relation (8.13) can be obtained.
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can be significantly reduced which in turn reduces cross-polar radiation. The other
advantage is that the primary horn can be installed near the main reflector, and thus
waveguide can be shortened and waveguide loss is reduced. On the other hand,
because the sub-reflector is placed along the beam axis, a part of power reflected
from the main reflector is blocked (this phenomenon is called blocking) and results
in a reduction of antenna power gain and an increase of the level of sidelobes.
Therefore, the Cassegrain antenna is generally applied in the condition that the
influence of blocking is comparatively small as the aperture of the main reflector
is about 80–100 times or more larger than the radar wavelength, and the radar
beamwidth is narrower than about 1◦. When using the offset Cassegrain antenna
which is illustrated in Fig. 8.8b, the sub-reflector can be made offset from the front
of the main reflector so that the blocking can be reduced.

The CSU-CHILL radar, in Greeley, CO, the U.S.A, is a dual-polarized,
dual-wavelength (S- and X-band) radar of 8.5 m reflector. The beamwidths of the
S- and X-band radars are 1◦ and 0.3◦, respectively. The reflector was at first a
center-fed parabolic one, and is recently replaced with a dual-offset Gregorian
parabolic reflector. The Gregorian antenna is similar to the Cassegrain antenna
except that the sub-reflector is concave in shape. The antenna aperture efficiency
of the Cassegrain type is in the order of 65–70 %, whereas that over 70 % can be
achieved with the Gregorian design. The antenna performance is greatly improved,
e.g., the ground clutter is greatly reduced because of rapid falloff in the sidelobe
levels with increasing elevation angle, and the linear depolarization ratio (LDR)
system limit is shown to be −40 dB or better9 (Bringi et al. 2011).

8.2.3 Radome

Scanning of meteorological radar antennas is made by, in general, mechanically
steering, as discussed in Sect. 8.1.4. Thus, the radar antenna is usually covered with
radome (a compound word of radar dome), which protects the antenna reflector
and mechanical elements from heavy wind and rain to keep scanning of the
antenna stable. On the other hand, the antennas for atmospheric radar usually do
not have mechanically steered beams, but beams that are scanned electronically.
Furthermore, atmospheric radar antennas, many of which are significantly larger
than meteorological radar antennas, are often installed near the ground. Thus, most
atmospheric radars do not require a radome. However, some small atmospheric radar
are housed in a radome, these are typically those radar sited in heavy snowfall areas
so as to avoid snowfall on the antenna surface.

In general, the radome has a spherical structure which connects panels of
polyurethane by pinching together with fiber-reinforced plastic (FRP). Radomes
typically have a power transmissivity of 90 % or more, and that the beam deflect

9In general, the value of well-designed radars is around −35 dB or better.
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Fig. 8.9 Various types of radome. (a) Solid laminate, (b) metal space frame, and (c) sandwich

angle, the angle which the main beam deflects when penetrating the radome, is
smaller than 0.1◦. Representative types of spherical radome are solid laminate, metal
space frame, and sandwich type as illustrated in Fig. 8.9.

Solid Laminate Radome

Vertically divided segments of solid fibergrass are used to construct a spherical
radome. Typically, the radome of about 7 m in diameter encloses a parabolic antenna
with an aperture diameter of 3–4 m. Because of its structure, the connecting lines are
made necessarily straight in both vertical and horizontal directions. The difference
in the vertical and horizontal structure causes the attenuation to differ for vertically
and horizontally polarized waves. Thus in general, the radome of this type is not
used for polarimetric radars but used for single polarized wave radars.

Metal Space Frame Radome

Metal rods are connected to construct triangular frames of various sizes and shapes
that compose the spherical dome, and panels are stuck to the frames. It has good
electrical characteristics over a wide frequency band from 0.5 to 100 GHz, and the
scattering characteristic becomes approximately homogeneous for both horizontally
and vertically polarized plane waves. Thus, it is possible to use this type of radome
for dual polarization radar.

Sandwich of Laminates

Multi-layer (e.g., 3-layer) panels of hexagonal shape and of various sizes and
orientation are connected together to construct spherical radome. Impedance match-
ing is often employed to decrease the insertion loss to a particular frequency
band. The radome of this type is generally applied for radars of 10 or more GHz.
The scattering characteristic becomes almost homogeneous for horizontally and
vertically polarized waves, and the electrical characteristics are the best among the
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Fig. 8.10 Linear array antenna which arranges N pieces of half-wave length dipole (element) in
alignment

three types of radome. For the airport weather Doppler radars in Japan (5.3-GHz),
a sandwich type radome with 11 m diameter is applied for the parabolic antenna of
7 m in diameter.

8.2.4 Array Antenna

An array antenna consists of multiple radiating elements regularly or sometimes
irregularly arranged. If the phase of the electromagnetic wave supplied to each
individual antenna elements is controlled, the antenna is called a phased array
antenna. A phased array antenna can change the direction of the beam electrically,
and thus it is possible to scan the radar beam with a stationary antenna. It is common
to use the phased array antenna for atmospheric radars.

Linear Array Antenna

Suppose a linear array antenna with N half wavelength dipoles (elements) arranged
in a straight line as shown in Fig. 8.10. If the distribution of electric current on
each element is identical, the radiation pattern of each element (element pattern) is
expressed by the same function.10 Therefore, the radiation pattern of array antenna
can be given by adding phase difference corresponding to antenna element positions
to the current distribution on each element. In the same figure, if the phase difference

10Strictly speaking, the current distribution on each element is not identical because cross-
couplings between elements differ according to positions of them. However, when the overall
pattern of array antenna is considered, the difference of this current distribution can be ignored.
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between the successive elements in the Fraunhofer region is δ , and the electric
current which flows on the mth element is Im, the radiation pattern of linear array
antenna F(θ ) can be expressed as

F(θ ) = g(θ )
N−1

∑
m=0

Ime jmδ , (8.15)

where θ is the offset angle from the broadside, which is perpendicular to the base
line of linear array antenna, g(θ ) is the element pattern, and mδ is the phase of
electric current which flows on the mth element. The phase difference between the
successive elements δ is given by

δ = kd sinθ , (8.16)

where d is the distance between successive elements, and k = 2π/λ is the wave
number (λ : wavelength). From (8.15), the radiation pattern Ea(θ ) without the
element pattern is given by

Ea(θ ) =
N−1

∑
m=0

Ime jmδ . (8.17)

This pattern is called the array factor. If Im = 1, the right-hand side of (8.17) is given
by the sum of the geometric series with the first term 1, with successive term ratio
e jδ , and term number N. Thus, Ea(θ ) becomes

Ea(θ ) = e jδ (N−1)/2
sin

(
Nδ
2

)

sin

(
δ
2

) . (8.18)

Hereafter, we assume, for simplicity, the array factor excluding phase term
e jδ (N−1)/2. If N = 20, the array factor can be shown as Fig. 8.11. It is clear from
the same figure that the antenna radiation pattern becomes a periodic function of
δ in the linear array antenna whose elements are arranged in the regular interval.
In (8.16), |sinθ | ≤ 1, and accordingly δ varies as follows:

− kd ≤ δ ≤ kd that is − 2πd
λ

≤ δ ≤ 2πd
λ

. (8.19)

If the distance between the adjoining elements is half wavelength, the range of
|δ | ≤ π corresponds to the real space |sinθ | as shown in Fig. 8.11, and the radiation
pattern outside this range does not appear in the real space. The radiation whose
amplitude becomes the maximum at δ = 0 is the main lobe, and other radiations
with smaller amplitude are sidelobes. The region where the radiation pattern appears
in space is called the visible range, and the outside of the region is called the
invisible range. In the region where δ ≥ 2π , i.e., d sinθ ≥ λ , a large radiation
which is generated in the direction δ = ±2sπ(s: integer) enters the visible range.
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Fig. 8.11 Array factor 20 elements linear array antenna. Distance between elements is half-wave
length

This large radiation is called grating lobe. The grating lobe for d = λ appears in
the direction of θ = π/2 (horizon line), and it approaches the broadside when d
becomes larger than λ . If the distance between the elements becomes larger, cross-
coupling among each element decreases, and radar beamwidth becomes narrower.
The area which one element covers (occupation area) is determined by the array
interval and the arrangement of array antenna, whereas the gain expected for one
element is given by (2.83). For example, in the case of regular triangle array
(see Fig. 8.13b), 0.7λ (= 4.5m) on a side, the gain derived from the occupation
area Se is 4πSe/λ 2 = 5.3 (= 7.2dB), and thus the element whose gain is greater
than this value is used. Within this limitation, the distance between elements are
made as long as possible in the region where grating lobe does not appear in the
visible range (Hansen 2009, Chap. 2).

Beam Scanning with a Linear Array Antenna

The main beam of array antenna can be formed to arbitrary directions by adjusting
phases of individual element. If each element is excited so that the contribution
from all elements become in-phase (or cophase) in the direction of θ = θ0 in the
Fraunhofer region, the phase of mth element (m = 0, 1, 2, . . . ) becomes

φm =−mkd sinθ0. (8.20)

The phase difference between adjoining element in this case is

δ = kd(sinθ − sinθ0). (8.21)
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The array factor is expressed as

Ea(θ ) =
sin

[
Nkd

2
(sinθ − sinθ0)

]

sin

[
kd
2
(sinθ − sinθ0)

] . (8.22)

If the position of the main beam changes, that of the grating lobe accordingly moves.
For avoiding occurrence of grating lobe by cophase arrays in all directions, the
following condition

|δ |= |kd(sinθ − sinθ0)| ≤ 2π (8.23)

is required, i.e.,

d
λ

<
1

1+ |sinθ0| . (8.24)

Practically, the effect of beamwidth θB must be considered. If the maximum scan
angle of the main beam is θ0max, the requirement in (8.24) is modified as follows:

d
λ

<
1

1+ |sinθ0max|+ sinθB
. (8.25)

It is also necessary to consider that the beamwidth of array antenna changes
corresponding to the change of scan angle, and it becomes θB(θ0) = θB(0)/cosθ0,
where θB(0) is the beamwidth in the scan angle θ = 0.

As previously discussed, the synthetic radiating pattern of array antenna F(θ )
becomes the product of the array factor Ea and the element pattern g(θ ). If the scan
angle of the main beam is θ0, F(θ ) becomes11

F(θ ) = g(θ )
sin

[
Nkd

2
(sinθ − sinθ0)

]

sin

[
kd
2
(sinθ − sinθ0)

] . (8.26)

Rectangle Planar Array Antenna

Consider a rectangular planar array antenna with M rows and N columns in the x and
y directions, respectively, as shown in Fig. 8.12. If the amplitude of radiation pattern

11From the same reason as that of the previous footnote (10), g(θ ) at the outer edge element differs
from that of the central element. However, in the case of planar array antenna composed of several
hundred elements can be assumed that all g(θ ) values are the same as that of the central one (Fukao
et al. 1986).
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Fig. 8.12 Alignment of rectangle planar array antenna of M row N column for x and y directions,
respectively

of the element at the point of intersection between the mth row and nth column is
Imn, the array factor can be expressed as

Ea(θ ,φ) =
M−1

∑
m=0

N−1

∑
n=0

Imne j(mδx+nδy). (8.27)

In the above equation, the phases of the (m,n)th element are

δx = kdx sinθ cosφ , (8.28)

δy = kdy sinθ sinφ , (8.29)

where k is the wave number, dx and dy are the distances between elements in the
x and y directions, respectively. If the radiation Imn from the (m,n)th element in a
planar array antenna is made as

Imn = ImIn, (8.30)

Eq. (8.27) becomes

Ea(θ ,φ) =
M−1

∑
m=0

Ime jmδx
N−1

∑
n=0

Ine jnδy . (8.31)

The above equation means that the array factor of rectangular planar array antenna
can be expressed as the product of that of linear array antennas (IEICE 2008,
Chap. 8).
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Fig. 8.13 Alignment of elements. (a) Quadrate arrangement and (b) triangular arrangement,
where white circle shows actual position of element and black circle shows equivalent position
of that in the corresponding direction of planar array antenna

Alignment of Elements

In designing actual phased array antennas, it is desirable that grating lobes do not
appear and moreover the occupation area by an element is as wide as possible with
the least number of elements.12 In Fig. 8.13, white circle shows actual position of
element and black one the equivalent position to that in the corresponding direction
in planar array antenna. For the square arrangement in the same figure (a), the
equivalent interval between each element becomes maximum along the x- and
y-axes. For example, if the maximum scan angle of the main beam is 40◦ from the
zenith with the maximum distance between elements d which produces no grating
lobe, d � 0.61λ is obtained from (8.24) where λ is the wavelength. On the other
hand, if element is arranged at each apex of triangle as shown in the same figure (b),
which is called a triangular arrangement, the equivalent distance between elements
becomes maximum along the y axis. The distance d in this case which produces
no grating lobe should also be d � 0.61λ . The actual distance between elements in
this case is longer than this distance or about 0.70λ as seen in (b). It means that the
actual distance between elements can be made wider by approximately 15 % in the
alignment of (b) than that of (a).

Shape of Array Antenna

The antenna of atmospheric radar is, in general, the array antenna composed of
numerous elements. The most representative configurations are the square array

12In reducing number of elements, both the expense of power consumption and cost for manufac-
turing elements can be suppressed. On the other hand, it should be noticed that total output power
of active phased array antenna is proportional to the number of element.
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Fig. 8.14 Configuration of array antenna and integrated current distributions, i.e., summations of
current distribution of individual element projected on each axis along A-A’ and B-B’. (a) Square
array antenna and (b) circular array antenna, where black dots show elements

shown in Fig. 8.14a and the circular array in the same figure (b). The black dots
in each figure show the positions of elements schematically. The integrated current
distributions, summations of current distribution of individual element projected on
each axis along A-A’ and B-B’, are also shown in each figure. The integrated current
distributions in the respective directions are not the same in the square array antenna
of (a), since the distance between each element and the number of elements which
contribute to the integrated current distributions along A-A’ and B-B’ are different.
As a result, the antenna radiation patterns become different between both directions.
In other words, main-beam width along A-A’ becomes narrower but the current
distribution becomes discontinuous at the edges of array. The sidelobes of radiation
pattern which correspond to higher frequency spectral components becomes large.
On the other hand, the sidelobe levels are improved but the main-beam width along
B-B becomes wider than that along A-A’. In the case of circular array antenna of
(b), the current distribution in all directions which include A-A’ and B-B’ becomes
approximately identical, and therefore, the radiation pattern also becomes almost
the same in all directions. Consequently, omitting elements at the four corners of
square array antenna or using circular array antenna are effective to improve the
antenna pattern. When giving priority to the radiation pattern of the main beam and
the rotation symmetry of sidelobes, circular array is often chosen. On the other hand,
when having much interest to the easiness in array alignment, square array is usually
preferred.
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Array Antenna in General Shape

Equation (8.31) can be applied to the expression of the radiation pattern for square
array antenna. However, the same equation cannot be applied to the general array
antennas in alignment at irregular intervals which include circular array antenna.
Hence, the actual antenna radiation pattern is, in general, obtained by numerical
calculation, considering actual alignment of individual element. Generally, the
array factor for arbitrary three-dimensional array antenna with N elements can be
expressed as follows. If the position vector and phase of exciting current on nth
element are dn = (xn, yn, zn) and φn, respectively, the array factor Ea in the direction
of unit vector r = (x, y, z) can be expressed as

Ea =
N

∑
n=1

e jφne jkdn·r. (8.32)

If the unit vector in the direction of beam scanning is rb = (xb, yb, zb), the phase
angle of radar beam can be given by

φn =−kdn · rb. (8.33)

Phase Shifter and Feeding System

As previously described, the main beam of phased array antenna can be electrically
steered by changing the relative phase of each element. By giving the relative phase
shown in (8.20) to each phase shifter, the main beam is pointed to the direction θ0

from the broadside direction. The phase of the transmitted pulse on the mth element
is delayed by kmd sinθ0 from that on the 1st element. Hence, by giving this delay to
the phase of each element, the main beam can be steered to the direction θ0.

There are roughly two ways of alignment of phase shifters for steering the radar
beam of planar phased array antenna. One way is to attach one phase shifter to each
row and column of elements, and thus M+N phase shifters are needed in total for M
rows and N columns. In this case, scanning is limited in the planes perpendicular to
the directions of the row (x) and column (y). The other way is to attach phase shifter
to all elements one by one. In this case, M×N phase shifters are needed in total for
the same planar array antenna, however, for the sake the main beam can be steered
to arbitrary directions within the range where the main beam is allowed to move.
One of the typical examples of feeder system for planar phased array antenna is to
divide one transmitter output power to whole elements as shown in Fig. 8.15a. In the
past, the above system was often adopted with high power transmitter tube. In recent
years, the transmitting and receiving module which houses transmitter amplifier and
phase shifter is commonly adopted. In the system which uses these modules, one
transmitter amplifier supplies its output power to one or several elements as shown
in the same figure (b). After the phase-control for each element is applied, each
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Fig. 8.15 Feeder system of planar phased array antenna. (a) Passive phased array. One transmitter
output power is divided to whole elements. (b) Active phased array. Phase shifter, transmitter, and
receiver of the set is connected to one or several elements

element radiates amplified pulse. The whole transmitted powers from individual
elements are composed to high power in space. The radar system of this type is
called active phased array radar.

Example of Planar Array Antenna

Table 8.2 shows examples of typical planar array antenna for atmospheric radar.
The antenna power gain [dB] and the beamwidth [deg] of each antenna which is
calculated by (8.10) and (8.11), respectively, are also listed. As one of the actual
planar phased array antenna, the antenna for the Equatorial Atmospheric Radar
(EAR) installed in Indonesia by Kyoto University in Japan is shown in Fig. 8.16.
Its antenna field is almost circular plane in diameter 110 m with 560 elements of
Yagi, and the radar frequency is 47 MHz (Fukao et al. 2003). The feeder system of
the EAR is composed as shown in Fig. 8.15b, and the phase shifter is equipped to
each element.
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Table 8.2 Characteristics of typical planar array antenna of atmospheric radar

Frequency [MHz] Aperture Antenna power gain Beamwidth

50 Diameter 110 m 33 dB 4.0◦

400 11 m × 11 m 31 dB 5.0◦

1,300 4 m × 4 m 33 dB 4.2◦

Fig. 8.16 Planar phased array antenna of the Equatorial Atmospheric Radar (EAR) which is
installed in Indonesia by Kyoto University in Japan. Five hundred and sixty set of elements are
composed of Yagi antenna. Transmitter and receiver module with phase shifter is equipped to each
element [from Fukao et al. 2003]

Multi-beam Antenna with Lens

Multi-beam antenna can form multiple beams for different radiation directions by
use of lens. The Luneburg lens is one example of this kind of antenna. A Luneburg
lens can collect a plane wave which is incident on the surface of spherical dielectric
to the focus of the opposite surface by varying the dielectric constant according
to the distance from the center of the spherical dielectric. As the dielectric is a
sphere, each incident wave arriving from different direction has its focus on the
surface of the sphere as shown in Fig. 8.17a. Therefore, if the transmitter–receiver is
placed on the focal position corresponding to the radiation direction and operated,
the Luneburg lens can perform the function of multi-beam antenna. The palaboric
antenna has single focus thus it is necessary to move entire antenna to change
the radiation direction, whereas Luneburg lens can change the beam direction by
changing the direction of primary horn.

In recent years, several Luneburg lens antennas which configure low power
phased array antenna for atmospheric radar are performed by switching the input
and output ports of each antenna primary radiator, which is shown in Fig. 8.17b.
The antenna is composed of seven Luneburg lenses, each Luneburg lens has five
primary horns corresponding to zenith, 15◦ from zenith to north, south, east, and
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Fig. 8.17 (a) Principle of Luneburg lens and (b) phased array antenna of atmospheric radar which
is composed of seven Luneburg lenses [courtesy of Kyoto University]

west, respectively. High-speed electronic scanning is performed by changing the
phase between the switch and the primary radiator according to the beam direction
at the same time.

8.2.5 Measurement of Antenna Radiation Pattern

Designed pattern of the antenna radiation is validated by actual measurement.
It is known that the antenna patterns are reciprocal or identical for transmission
and reception. Therefore, the antenna radiation pattern is generally obtained, for
simplicity of measurement, in mode for reception.

In general, small antennas of diameter of less than several meters such as those
applied for meteorological radar13 can be easily scanned mechanically. The actual
measurement is conducted as follows: a test transmission signal is radiated through
the well-calibrated transmitting antenna, and received by the antenna under mea-
surement which is located in the far field. The main lobe and possibly the first few
sidelobes can be measured accurately from the intensity change of echoes received
by changing sequentially azimuth and elevation angles. The test field should be
selected so that the received signal is not contaminated with interference, scattered
signals from stationary targets and so on.

On the other hand, the above-mentioned method is not applicable for large
aperture antennas, such as that used for large scale atmospheric radar. The atmo-
spheric radar generally steers its beam only to the limited directions near the zenith.

13As for meteorological radar antennas, the aperture is, in general, less than a few meters. The
antenna used for WSR-88D, which will be mentioned in Sect. 9.2.2, is comparatively large or
8.5 m in diameter.
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Fig. 8.18 Antenna radiation patterns. (a) Received noise power of Cassiopeia A by the SOUSY
radar at 53.5 MHz in Germany (Czechowsky et al. 1984). (b) Radiation pattern of the MU radar
obtained using the reflection from the moon surface. Thick lines show measured data, and the thin
lines the result of fitting [from Fukao et al. 1985c]

In general, there are two methods to measure the radiation pattern of large aperture
antenna. The one method is to use the astronomical bodies such as discrete radio
sources, solar radio waves, or reflection from the moon surface or orbiting metallic
spheres. The other is to use the flight objects such as aircrafts, artificial satellites
or balloons. The position of the radio stars, the moon or metallic spheres can be
precisely computed, and the reproducibility of measurements is good. As for the
discrete radio source with high brightness, Cassiopeia A (the celestial declination
58.58◦N) is well known at high and middle latitudes. On the other hand, Cygnus A
(the celestial declination 40.73◦N) is well known at low latitudes. However, it is not
easy to measure sidelobes with this method because there is limitation in direction
of scan angles of the measured antenna, and the SNR is low.

Figure 8.18a shows the received noise power of Cassiopeia measured with the
SOUSY radar14 in Germany which was obtained while scanning radar beam in
the north–south direction near the zenith (Czechowsky et al. 1984). The radiation
pattern in the east–west direction is determined by using the rotation of the Earth.
The maximum rf power is observed in the north approximately 7◦, which shows
that the direction of the main beam is correct. Analyzing the radiation pattern,
the antenna radiation pattern of the main beam in the north–south cross section,
approximate east–west cross section and the half power beamwidth can be obtained.
Figure 8.18b shows the antenna radiation pattern of the MU radar15 obtained by
using the reflection from the moon surface (Fukao et al. 1985c). The measurement
is conducted by directing the main beam to the meridian direction of the moon, and
the antenna radiation pattern of approximately east–west cross section is obtained

14The MST radar which was installed in Lindau, Germany in 1974. The radar frequency is
53.5 MHz, and the beamwidth is 5◦.
15The pattern of the three dimensional power distribution of the MU radar is shown in Fig. 8.4,
which corresponds to the thin line of Fig. 8.17b. The details on the MU radar will be discussed in
Sect. 10.2.3.
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by using the rotation of the Earth. The measured value (the heavy line) of the main
beam direction, the half power beamwidth, and the first sidelobe level agree well
with the theoretical value (the thin line). The fluctuation of the measurement is
caused by turbulence (the scintillation) in the ionosphere.

The measurement which utilizes orbiting satellites has the advantage in
performing the same measurement repeatedly down to low elevation angles for an
extended period, although the initial manufacturing cost is high. In this method,
the receiver is on board a satellite, and receives the signal power from the ground-
base radar. The antenna radiation pattern is determined along the orbital plane.
A calibration signal, which is separated 50 kHz from that of radar signal for the
MU radar, is transmitted from another antenna that is calibrated beforehand so as
to eliminate the effects due to posture changes of the satellite antenna, and intensity
fluctuation of received signal which depends on the distance between satellite and
radar. The satellite receiver separates the two signals received. The radiation pattern
of the measured antenna relative to the calibration antenna can be obtained from
the intensity ratio (Fukao et al. 1985c). The MU radar of Kyoto University and the
404 MHz band radar16 which composes the wind profiler network in the central part
of the United States of America are measured in the above-mentioned method at
their early stages of operation.

In the case of active phased array radar, each element is excited by individual
transmitter module, and thus the above mentioned reciprocity cannot be applied.
Therefore, the antenna radiation patterns both for transmission and reception should
be measured. For this purpose, the method to utilize the surface reflection from the
moon and artificial satellite in transmission mode is effective.

8.3 Transmitters and Receivers

The transmitter–receiver system consists of the transmitter which generates and
radiates the rf high power pulses via the antenna, and the receiver which receives
the rf backscattered signals, converts them to the IF signals, and performs phase
detection for analyses in the follow-on processor. The peak power of transmitted
pulse varies from several hundreds watt (W) to several hundreds kW according to
uses, the scale of the radar system, and so on. Some large-scale atmospheric radars
have the peak transmitted power of several MW, whereas the minimum power that
the receiver can detect is the order of 10−11 mW, which is determined by the receiver
noise, bandwidth, and circuit temperature as discussed in Sect. 5.1. The dynamic
range of typical receiver is approximately 80 dB, and the received signal power is
roughly between 10−3 mW (−30 dBm) and 10−11 mW (−110 dBm).

16Refer to Sect. 10.3.1 for the details.
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Fig. 8.19 Schematic configuration of a transmitter–receiver system of coherent pulse radar which
is conceptually shown in Fig. 5.6. a(t) denotes the amplitude of detector output

Figure 8.19 illustrates the schematic configuration of a transmitter–receiver
system of coherent pulse radar which is conceptually shown in Fig. 5.6. The IF
signal of frequency fc which is generated by the coherent oscillator (COHO) and the
local frequency (LO) signal of frequency fs which is produced by the stabilized local
oscillator (STALO) are mixed, up-converted to the rf carrier frequency f0 = fc + fs,
which is amplified by the high power amplifier to the high power transmission pulse.
In general, fc � fs. For example, fc is commonly chosen around 30 MHz for 5-GHz
band weather radar, and around 5 MHz for 50-MHz atmospheric radar. The type of
the modulation and amplification system of a coherent pulse radar which amplifies
the source signal step by step is called MOPA. The frequency of received signal
from moving target is affected by the Doppler shift of fd, and shifted to f0 + fd.
Applying frequency conversion and phase detection as discussed in Sect. 5.2.2,
two components of received signal, I and Q signals, are obtained. Various radar
parameters are derived from them.

8.3.1 Transmitter

Primary parameters which define the performance of the transmitter for a pulse radar
is transmitted frequency f0, transmitted power Pt, transmitted pulse width τ , and
pulse repetition frequency (PRF) fp. Pulse repetition time is given by T = 1/ fp, and
the transmitter’s duty cycle Rd becomes

Rd =
τ
T
. (8.34)
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Transmitted power Pt generally refers to the peak power. The time average
transmitted power Pt and Pt are related as follows;

Pt = RdPt. (8.35)

For example, if τ = 1μs and Ts = 1 ms, Rd becomes 0.001. The typical value of Rd

in meteorological radar is around 0.0005–0.005. On the other hand, for atmospheric
radars using pulse compression which will be discussed in Sect. 8.3.4, the value of τ
usually becomes long compared with that of meteorological radar.17 Thus the duty
cycle, Rd, of atmospheric radar is higher than that of meteorological radar, and Rd

can be as large as 0.2.
To perform Doppler velocity measurements with pulse radar, it is indispensable

to keep coherency between transmitted pulses. Coherent transmitters typically adopt
the MOPA system (see Sect. 8.3.2). The basic method to generate the rf pulse
and radiate it from the antenna is common between meteorological radar and
atmospheric radar. For meteorological radar, a parabolic antenna is commonly used
to radiate the high peak power pulse, and a large transmitter tube such as klystron
is generally used as the final high power amplifier. On the other hand, atmosphere
radar commonly uses a planar array antenna, and its high power transmitted pulse
is synthesized in space by combining incremental electromagnetic power radiated
from each of the antenna elements. Furthermore, the number of atmospheric radars
which use active phased array antennas is increasing, and each antenna element
of the phased array is being integrated into one module containing transmitter and
receiver.

8.3.2 Transmitter Used for Meteorological Doppler Radar

Transmitter of the MOPA Type

In the past, magnetron, a self-excited oscillator was widely applied as the transmitter
tube. However, because the magnetron is an incoherent oscillator and cannot
generate coherent transmitted pulses (i.e., the phase of a transmitted pulse is
not correlated with the phase of any other pulse transmitted by the magnetron).
Moreover, because the sinusoidal oscillations within the transmitted pulse are not
uniform, the magnetron also transmits signals outside the nominal bandwidth of
the rf pulse. Thus transmitters of the MOPA system became common in recent
years. In the background, to cope with the worldwide wireless local area network
(LAN) demand, specifically in the frequency band of meteorological radar, the
development and practical application of a technology, which reduces frequency
allocation and suppresses interference to other radio stations is desired; the MOPA

17In recent years, meteorological radars which adopt pulse compression technique appear in
practical use.
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Fig. 8.20 Configuration of the transmitter which adopts the MOPA system with a klystron; 5.3-
GHz band and a peak transmitted power of 200 kW [adapted from Hamazu et al. 2002]

technology achieves the goal of reducing interference. Typical examples which use
the MOPA system to obtain coherent transmitted pulses having peak powers of
several kW or more are klystrons, traveling wave tubes (TWT), and high power
transistors. The peak transmitted power of traveling wave tubes is several kW,
and that of high power transistors is several 10–100 W, and those output powers
are generally low compared with that of klystrons of about a few hundred kW
and up to a couple of megawatts. However, pulse compression techniques were
developed in recent years to obtain high resolution and long observation range as
conventional radar, but with less peak power. Figure 8.20 shows an example of
the configuration of a transmitter which adopts the MOPA system using a high
peak power klystron (Hamazu et al. 2002). Klystrons can obtain high peak power,
high efficiency, and high gain, and several times or more longer lifetime compared
with that of magnetrons. Moreover, in klystron, the adjustment of output power and
frequency is easy and the configuration of peripheral circuits is simple, thus the
use of klystrons is spreading as the transmitter tube of the MOPA system. In recent
years, the development of high power gyroklystrons is also advancing, mainly in
millimeter wave radar.

Klystron

The operation of the klystron is based on the principle that velocity modulated
electron beam produces amplification of pulse power. A basic configuration of
the klystron is shown in Fig. 8.21. It is an amplifier tube and is composed of the
electron gun which radiates electron beam, the cavity to amplify microwave, the
collector which catches electron beam, the output window which pull out amplified
microwave, and so on. Also, a focusing coil (solenoid) is installed to surrounds
klystron main unit. The electron beam radiated from electron gun of diode structure
is focused by the magnetic field which is produced by the focusing coil, and it
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Fig. 8.21 Basic configuration of a klystron [adapted from Skolnik 2001, p. 694]

goes along the axial direction of the klystron to the collector. To simplify the
description, we assume that the cavities are composed of one resonance cavity and
one output cavity. When electron beam reaches resonance cavity, a part of electron
is accelerated by the electromagnetic field of microwave which is added to the input
port and a part is decelerated. As a result, the electron beam which is stored in
the drift space (in the drift tube) receives bunching action. It means that the electron
which is worked on deceleration reaches the output cavity with low velocity, and that
worked on acceleration reaches with high velocity. If choosing the length of the drift
space suitably, it is possible to make those electrons arrive at the output cavity at the
same time, and the density of the electron beam can be maximized. Output voltage is
generated in the output cavity according to the density of the passed electron current.
In other words, klystron transforms the velocity modulation of electron beam to the
density modulation, and pulls out amplified microwave signal from the resonated
output cavity. The actual klystron has several cavities, and the electron beam passes
these resonance cavities. In this process, the electron beam receives bunching action
repeatedly, thus the kinetic energy of electron increases, and the bunching action
itself becomes large (Skolnik 2001, pp. 694–695).

Traveling Wave Tube (TWT)

Like the klystron, the TWT is also a kind of amplifier tube. If phase velocity of
electromagnetic waves and velocity of electron beam are arranged to be almost
equal and come close each other, a strong interaction arises and electronic kinetic
energy is transferred into the energy of electromagnetic waves. The TWT applies
this principle. Figure 8.22 shows the basic configuration of a TWT. A TWT is
composed of an electron gun which generates focused electron beam, a slow-wave
circuit which decreases the speed of electromagnetic wave, and a collector which
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Fig. 8.22 Basic configuration of a traveling wave tube (TWT) [from Skolnik 2001, p. 699]

removes the electron beam from the inside of the tube. A helix is used for the slow-
wave structure18 (Skolnik 2001, pp. 698–699).

The electron beam (direct current) passes through the slow-wave structure.
The velocity of propagation of the inputted rf signal is slowed down by the slow-
wave structure so that it is nearly equal to the velocity of the electron beam. The
synchronism between the electromagnetic wave (inputted rf signal) propagating
along the slow-wave structure and the electron beam propagating inside the slow-
wave structure results in a cumulative interaction which transfers direct current
energy from the electron beam to increase the energy of the electromagnetic
wave (Skolnik 2001, p. 699). Since the direction of the electromagnetic wave
field reverses for every half-wavelength, the region which accelerates the speed of
electrons and the region which decreases the speed of electrons are separated by half
a wavelength. Thus, accelerated electrons overtake the decelerated electrons causing
the electron density to vary or bunch in space and time as the electrons flow along
the axis of the tube. The bunching action amplifies the electromagnetic wave.

A combination of solid-state (semiconductor) amplifiers and a TWT is also often
designed to configure microwave power module. Although solid-state amplifiers and
a TWT can be applied independently, the combination can create a more compact
transmitter than applying either device alone. As the gain of TWT is a function of the
physical length of the tube, if it can be minimized, the TWT can be made smaller.
Thus for example, instead of requiring a 50 dB gain TWT, a solid-state driver of
25 dB or so of gain (where power levels are reasonably low) and a TWT of 25 dB or
so of gain where the power levels are high can be used. As the solid-state device
can generate reasonable powers at wide bandwidths and the TWT is inherently
wideband, the microwave power module is also capable of wide bandwidths.

18The helix TWT is limited to voltages of about 10 kV and a peak transmitted power of a few
kilowatts. For higher transmitted power radar, other types of slow-wave structures, e.g., the ring-
bar circuit and the coupled-cavity circuit, have been employed (Skolnik 2001, p. 699).
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Magnetron

In older meteorological radars which used only intensity data, it was not necessary to
obtain phase information. For that case, it is generally accepted practice to adopt the
magnetron as the transmitter tube which is relatively low cost and can get high power
easily. The magnetron has a cylindrical anode and a cathode which is in the center
axis, and applies magnetic field axially. Klystrons generate bunches of electrons
along a straight beam, whereas the magnetron’s resonant cavities, uniformly spaced
in the cylindrical anode, generate several radially extended bunches of electrons
streaming from the cylindrical cathode to the anode. Because of the strong axial
magnetic field, these radially extended electron bunches sweep by the resonant
cavities and amplify the electromagnetic fields within these cavities.

Coherent Radar Obtained with a Magnetron

The frequency of magnetron oscillation is random (i.e., not representative of the
average frequency across the pulse) at the beginning of the pulse. Thus the phase is
measured near the center of the pulse where it is most representative of the carrier
frequency. Although the phase is derived from an I, Q sample (see Sect. 5.2.2) at
the center of the transmitted pulse, the phase is also random (i.e., it is not coherent
from pulse to pulse), but it is the phase of a relatively constant frequency across
the rf pulse. Hence, when assembling a pulse Doppler radar using a magnetron, it
is indispensable to measure the phase of the transmitted pulse and compare that
to the phase of the echo sample. In the past, it was general practice to couple
the transmitted pulse at much reduced power and then pass this lower power rf
pulse to the receiver and synchronize the phase of the coherent oscillator (i.e.,
COHO) in the receiver to that of transmitted pulse in analog circuitry so as to obtain
coherency and to perform phase detection. This method is often used at relatively
low radar frequencies such as in the 5.3/5.6-GHz and 9.5-GHz bands to build a
low cost pulse Doppler radar. However, using this method, it becomes difficult at
higher frequencies and for narrower pulse widths to sample a phase of a stable
and representative frequency within transmitted pulse width. Thus, the new method
(the digital phase reference method) as shown in Fig. 8.23 has been developed
wherein the initial phase of each transmitted pulse is recorded (upper panel), and it
is used as a reference phase for real time digital processing (lower panel) (Hamazu
et al. 2003). Although the noisy portion of the transmitted spectrum is relatively high
compared to that of the pulse transmitted using the MOPA, coherent processing can
be performed in real-time. This technique is useful for high frequency Doppler radar
in the millimeter wave band.
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Fig. 8.23 Coherent processing of a magnetron radar with digital phase referencing

Double Pulse Technique to Increase the Nyquist Velocity

As discussed in Sect. 4.1.2, the Nyquist velocity vN = λ fp/4, where λ is the
wavelength and fp is the pulse repetition frequency. Generally, short wavelength
(i.e., less than 3 cm) radars are chosen to detect clouds and thus vN is relatively
small. Thus to increase vN of short wavelength radars, fp can be increased.

However, some higher rf oscillators such as the magnetron of 3 cm wavelength
cannot increase their pulse repetition frequencies easily because of the restrictions
of the maximum duty cycle. Then by shortening the pulse width and increasing fp,
vN can be increased without impacting the duty cycle. Although this solution would
allow increase of vN without violating the duty cycle limitation, it comes at the cost
of decreased detection capability. The loss of detection performance results because
a wider receiver bandwidth is required to received the shorter width pulses. But a
wider receiver bandwidth increases the noise power and thus decreases the per pulse
SNR. Furthermore, decreasing the inter-pulse spacing of a uniform train of pulses
comes at the cost of multiple trip echoes being overlaid.

A solution that maintains detection performance without losing detection
capability, and limits the number of overlaid echoes, is one in which closely spaced
pairs of pulses, separated by long intervals, are transmitted as seen in Fig. 8.24.
The upper panel of the figure shows the ordinary method to transmit pulses with a
constant repetition rate. The lower panel shows a pulse series which is applied for
this method, where the pair pulses having a short inter-pulse interval are transmitted
between long pulse intervals. This solution keeps the duty cycle fixed while
increasing vN. In this case, the Doppler velocity measurement by the autocovariance
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Fig. 8.24 Single pulse transmission (upper panel) and double-pulse transmission where pair
pulses of short pulse interval are transmitted in a long pulse interval (lower panel)

Table 8.3 Peak transmitted
power of typical
meteorological radars

Frequency [GHz] Peak transmitted power [kW]

2.8 500–800 (MOPA, magnetron)
5.3 200–300 (ditto)
9.5 30–100 (ditto)
35 30–50 (MOPA), 50–150 (magnetron)
95 2–3 (MOPA)

processing which was discussed in Sect. 5.5.4 is determined by the two pulses with
short interval, and the value of vN is five times expanded compared with that of upper
panel. However, the spectrum analyses such as the FFT can not be performed with
this method. If weather extends beyond the range cTs/2, where Ts is the sample
time interval, echoes only from the two closely spaced pulses will be overlaid
(i.e., assuming the interval between pairs of pulses is sufficiently long). Although
accurate measurements would be limited because of the overlaid echoes, the pair of
overlaid echo samples are not correlated because they come from different ranges.
Thus Doppler velocity estimation is not biased, but estimate variance will increase.

Peak Transmitted Power of Meteorological Radar

Meteorological radar generally transmits a uniform sequence of high power pulses.
In addition, pulse compression transmitters which adopt relatively low transmitted
peak power has been developed recently. The values of typical frequency band and
typical peak power of meteorological radars are shown in Table 8.3.



306 8 Overview of Radar

Table 8.4 Breakdown power of rectangular waveguide

Frequency [GHz] Waveguide a × b [mm2] Breakdown power [kW]

2.8 WRJ-3 72.1×34.0 2,450
5.3 WRJ-5 47.6×22.2 1,270
9.5 WRJ-9 28.5×12.6 446
35 WRJ-320 7.11×3.56 30.1
95 WRJ-900 2.54×1.27 3.77

Characters a and b denote long side and short side, respectively, of the rectangular waveguide
(inside dimension)
Withstand voltage of air at the normal temperature and 1 atm is E = 1,500 V mm−1 where safety
ratio is 2

Breakdown Power of Waveguides

When using small size waveguide in high power, e.g., for millimeter wave pulse
radar, there are some problems such as avoiding arcing in the waveguide due to a
high transmitted power as well as losses in the waveguides. So as to keep withstand
voltage high, the atmospheric pressure in a waveguide is raised. The breakdown
power (peak power) of rectangular waveguide can be given by the following
equation (Marcuvitz 1965, p. 61).

P =
E2

4× 120π

√

1−
(
λ
2a

)2

ab, (8.36)

where E is the [V mm−1] of air at the normal temperature and 1 atm, λ is the
wavelength [mm], and a and b are the rectangular waveguide sizes of long side and
short side, respectively. The higher the frequency, the smaller the waveguide size,
and the withstand voltage declines. The values of breakdown power at safety ratio
2 for various sizes of rectangular waveguide are shown in Table 8.4. For example,
the breakdown power for 35-GHz band waveguide becomes around 30 kW. Thus,
to realize a pulse radar having 100 kW of peak transmitted power in this frequency
band, it is necessary to increase breakdown power by pressurization.

Solid State Power Amplifier

As will be discussed in the next subsection, power-transistors are adopted for
transmitter modules of atmospheric radars. In recent years, meteorological radars
have begun using power-transistors for the transmitter. The solid state power
amplifier (SSPA) is a MOPA system, and its operation is the same as that of klystron
as shown in Fig. 8.20. However, the operational voltage of the SSPA is only a
fraction of that needed by klystrons and magnetrons. Although the peak output
power of the SSPA is quite low, it can be operated at high duty cycle up to several
tens of a percent. Thus applying the pulse compression technique (Sect. 8.3.4) with
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Fig. 8.25 Configuration of the transmitter and receiver module for 50-MHz band atmospheric
radar [from Fukao et al. 2003]

pulse width of several tens μs to several hundred μs, a SSPA radar can achieve
almost the same observation performance as that of a klystron radar. Moreover,
the output power spectrum of the SSPA in linear amplification region is pure
and its spurious radiation is better suppressed. Thus, a SSPA radar can minimize
interferences to neighboring radars in the crowded area of the same frequency band.
At 3-cm wavelength, SSPA radars of peak output power of around 200 W whose
transmitter module is composed with gallium nitride (GaN) is in practical use (Wada
and Uyeda 2011). 5-cm wavelength SSPA radars are also under development.

8.3.3 Transmitter of Atmospheric Radar

In the atmospheric radar which adopts phased array antenna, active phased array
radar is becoming general, where elements and integrated transmitter–receiver
modules are combined to generate the transmitted pulse. A transmitter and receiver
module is composed of a power amplifier, receiver, phase shifter, TR switch, control
circuit, and related peripherals. The example of the transmitter and receiver module
for 50-MHz band atmospheric radar is shown in Fig. 8.25. As previously discussed,
there is more than one method to connect the array elements to a transmitter–
receiver module. For example, one method is for the transmitter–receiver module to
be connected to one antenna element, and the other method is for one transmitter–
receiver module to supply rf power to several antenna elements. The method of
connection is determined according to the desired function of radar beam control.

In the typical example of large-sized atmosphere radar in the 50-MHz band (to be
discussed later in Chap. 10), the output rf power of each transmitter–receiver module
is around 200 W to 2 kW, and the active phased array antenna is composed of about
500 antenna elements. In this case, the combined output rf power becomes around



308 8 Overview of Radar

100 kW to 1 MW. In the case of 1,300-MHz band radar for boundary layer and
lower troposphere observation, whose transmitted frequency is one of the highest
in atmospheric radar, the rf power generated by one transmitter module is divided
and supplied to several elements. As the observation range of this type of radar is
relatively low, the output rf power of one transmitter module is reduced to about
200 W, and the combined output rf power is about 2 kW. Using about ten transmitter
modules, each module supplies rf power for two to four elements.

8.3.4 Pulse Compression

The methods to improve SNR of pulse radar are to increase peak transmitted power,
expand transmitted pulse width and so on. However, there is limitation in transmitter
devices to increase peak rf power. Furthermore, expansion of pulse width degrades
range resolution (altitude resolution). Pulse compression technique is introduced
with the atmospheric radar as the method to solve this problem and improve SNR.
The basic concept of pulse compression is to apply appropriate phase modulation
on a long transmitted pulse and then demodulate and decode the received signal
to obtain an equivalent echo sample having a much higher peak power than that
transmitted, and having significantly better range resolution than that of the long
transmitted pulse if it were not coded. In this technique, all the rf power which is
equivalently contained in the pulse can be centered in a short time period without
degrading range resolution and exceeding peak transmitted power limitations.

In meteorological radar, it is not so difficult to obtain desired SNR compared with
atmospheric radar, and high power transmission tube is sometimes easily produced.
Hence, in the past, pulse compression techniques were not generally applied to
meteorological radar. Meanwhile, there are significant advantages in converting
high peak power and short pulse to low peak power and long pulse, e.g., lower
peak power makes the design of transmitters easier since the components used
to construct the circuits must be able to prevent breakdown. Furthermore, lower
peak power transmission is preferable to avoid contaminating adjacent radars with
transmitted waves. Thus in recent years meteorological radars which adopt pulse
compression technique also attract attention from the point of radio wave allocation
plan.

Basic Concept of Pulse Compression Technique

To compress a long pulse into a short one in the receiver, the easiest method is to
modulate a waveform that is uncorrelated in time but known at the receiver. A cross-
correlation operation at the receiver will compress the longer received waveform
into a shorter one. This is due to the autocorrelation properties of the transmitted
waveform, which is maximum at zero-lag and almost zero at lags other than zero.
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As shown in (5.84), the autocorrelation function of the received signal v(t) is given
by R(τ) = E[v(t)v∗(t + τ)] = [v(0)v∗(τ)]. The value R(τ) becomes maximum for
τ = 0 (where R(0) is equal to the power).

The alignment of the phase in frequency domain for the time domain signal
v(t) can be performed by multiplying the frequency spectrum V ( f ) of v(t) and the
complex conjugate V ∗( f ). Taking into consideration that the frequency spectrum of
v∗(−t) becomes V ∗( f ), the product V ( f )V ∗( f ) in frequency domain is equivalent
to the convolution v(t) ∗ v∗(−t) in time domain as from (5.79). Furthermore,
calculation of v(t)∗ v∗(−t) is nothing other to obtaining the autocorrelation of v(t).
Moreover, it is equivalent to the matched filter which was previously discussed in
Sect. 5.3. From the above procedure, it is possible to say that the pulse compression
is obtained by implementing the following procedure.

1. Generate a modulated long pulse width signal as a transmitted pulse where the
modulation signal is a quasi-random signal that has a very narrow autocorrelation
function. In this stage, the frequency spectrum of the generated signal is spread
and the phase is not aligned.

2. In the receiving process, perform demodulation by applying cross-correlation
between the detected received signal and the modulation signal which was
adopted to generate transmitted pulse.

As general classification, there are two typical methods in the pulse compression,
one is the frequency modulation method and the other is the code modulation
method. The former is the method which performs frequency modulation of the
transmitted pulse. The latter is performed by modulating with a discrete code the
phase and amplitude of the rf pulse, applying discrete coding, where the coding
function is selected that the autocorrelation function is analogous to the delta
function. There are some kinds of coding depending on the selection of code series.
Some typical methods are discussed in the following paragraphs.

Pulse Compression by Linear Frequency Modulation (FM Chirping)

Figure 8.26 presents this method. The frequency modulation of the transmitted rf
pulse is shown in (a), and the concept of demodulation of the received signal is
shown in (b). As shown in the upper panel of (a), linear frequency modulation of
bandwidth Δ f is applied on the transmitted signal of pulse width T . As a result, the
carrier frequency of the transmitted pulse becomes as shown in the lower panel of
(a). When receiving signals, the received signal is applied to a circuit which has the
delay time characteristic corresponding to the frequency as shown in the upper panel
of (b), large delay occurs for the lower frequency components on the first half of the
transmitted pulse, and small delay occurs for the higher frequency components on
the last half of the transmitted pulse. Therefore, when the received signal passes the
demodulation circuit, the frequency components of the signal which are distributed
in the pulse concentrates to the narrow time zone at the center of the waveform, and
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Fig. 8.26 Principal of the pulse compression by linear frequency modulation (FM chirping).
(a) Frequency modulation of transmitted rf pulse, and (b) demodulation of received signal

it becomes the steep pulse as shown the lower panel of (b). The envelope curve f (t)
of the waveform after the demodulation circuit becomes

f (t) =
√

TΔ f
sinπΔ f t
πΔ f t

, (8.37)

where
√

TΔ f is the peak amplitude (voltage) of demodulation, and 1/Δ f (≡ τp) is
the demodulated (final) pulse width. The product of transmitted pulse width T and
bandwidth Δ f , TΔ f , is called the pulse compression ratio. In pulse compression;
this ratio, TΔ f = T/τp, expresses the effective increase of transmitted peak power.

Pulse Compression by Phase Coding

The transmitted rf pulse can be modulated by phase coding. In this case, the
transmitted pulse is divided in N time slots and the phase of the transmitted pulse
is changed at the beginning of each time slot. The binary phase coding which can
perform phase modulation digitally by 180◦ is the most practical. In this method,
the phase of +(0◦) or −(180◦) (which is equivalent to changing the sign of the
signal) is applied to the transmitted pulse at each of N slots. In the reception, to
decode the signal, the cross-correlation is performed between the detector output
signal and phase modulated code series. The range resolution and the amplitude of
the decoded signal becomes 1/N and N times, respectively compared with original
signal, and almost all the rf power in the pulse is transferred to one slot. At this time,
the pulse compression ratio is N, and the rf power of the signal becomes N2 times
larger. On the other hand, as the noise has no correlation to each other, the noise
power of N samples become N times that of the original noise power. Thus, SNR is
improved N times.
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In a N bits binary phase code series, if the unit amplitude signal series is
expressed as

(X1,X2, · · · ,Xn) where Xi = 1 or − 1, (8.38)

the pulse compression waveform can be digitally modulated and the autocorrelation
functionΩ(k) can be given by

Ω(k) =
N−|k|
∑
i=1

XiXi+|k| k =−(N − 1)∼ N − 1. (8.39)

The above function is an even function which is symmetric around k = 0. Generally,
the autocorrelation function of binary phase code series does not become a single
pulse of width N because there are residual signals, called range sidelobes, before
and after the peak signal. Typical phase code series which suppress sidelobes to
the utmost are shown below.

(1) Barker codes

For the phase code series given by (8.38), the autocorrelation function (8.39)
becomes N for time lag 0, and 0 or ±1 for the other lags. In this code series (8.38),
Ω(k) which is given in (8.39) satisfies

|Ω(k)| ≤ 1 (8.40)

for k �= 0. The phase code series shown in Table 8.5 has been discovered for N =
2, 3, 4, 5, 7,11, 13, and two kinds of phase code series exist for N = 2 and 4.
In the above table, code element + indicates 0 phase, and − indicates a phase of
π radians. The longest bit length of the phase code series which adapts between 1
and 6084 is 13 bits. Figure 8.27 shows the autocorrelation function, i.e., decoded
output for N = 7, 11, and 13 in the upper, middle, and lower panels, respectively.
The characteristics of Barker codes that the range sidelobes become 0 or ±1 are
shown in these panels. If the conversion that are shown in (8.41)–(8.43) are applied
on the phase code series in Table 8.5, another Barker code series is generated.19

Xi1 = (−1)iXi, (8.41)

Xi2 = (−1)i+1Xi, (8.42)

Xi3 =−Xi. (8.43)

(2) Complementary codes

The complementary codes are a pair phase code series of equal length for
which the autocorrelation function of each code series has a sign opposite of the

19In the case of N = 2, only the conversion of X1 = 1 is approved.
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Table 8.5 Barker codes
(from Skolnik 1990, p. 351)

Code length N Code elements Sidelobe level [dB]

2 +−, ++ −6.0
3 ++− −9.5
4 ++−+, +++− −12.0
5 +++−+ −14.0
7 +++−−+− −16.9
11 +++−−−+−−+− −20.8
13 +++++−−++−+−+ −22.3

Fig. 8.27 Autocorrelation function of Barker codes of lengths N = 7,11,13
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other (complementary code) in the sidelobe region. Thus, the range sidelobes are
erased by adding the outputs of the autocorrelation of both code series. Because
the autocorrelation functions of the two phase code series (X1,X2, · · · ,XN) and
(Y1,Y2, · · · ,YN) of length N are

ΩX(k) =
N−|k|
∑
i=1

XiXi+|k| (8.44)

ΩY (k) =
N−|k|
∑
i=1

YiYi+|k|, (8.45)

respectively, they are a pair of complementary codes if the following relation is
satisfied,

ΩX(k)+ΩY (k) =

{
0 for k �= 0

2N for k = 0,
(8.46)

where k = −(N − 1) ∼ N − 1. Equations (8.44) and (8.45) show the case for k of
non-negative integer. Those autocorrelation functions are symmetric for positive and
negative values each other, thus (8.46) is approved even for k < 0. As evident from
(8.46), the summation of the above pair code series has no range sidelobe.

Figure 8.28 shows an example of a 32 bit complementary codes autocorrelation
functions, and the summation of the respective autocorrelation functions (Woodman
1980). If the code length of X and Y is N bits, X +Y and X +Y , which are composed
by combining those two codes, become 2N bits complementary codes, where Y
means the code having signs that are inverted from those of Y . Thus, the length of
complementary code has no upper limitation. It is known that complementary code
series of bit lengths such as N = 2n and 10× 2n can exist, where n is integer.

Applying this code series on actual pulse radar, pulses are transmitted with a
phase modulation by phase code series X and Y alternately. In reception of radar
signals, the received signal for each phase code series is decoded independently.
After the decoding, the received signals obtained for each code series are added.
This code series is applicable for the signals that have a correlation time sufficiently
longer than the pulse repetition time and successive received signals of equal to
or more than two pulses are coherent. For example, this code series is suited for
received signals of atmospheric radar observations of troposphere and stratosphere
where the correlation time is sufficiently long.

(3) Pseudo-Barker code

This code is similar to Barker codes but the maximum value of range sidelobe
level allowed to be ±2. The code N = 28 is in practical use.
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Fig. 8.28 Thirty two bits complementary code series, the pair code series X and Y , those
autocorrelation functions, and the summation of them [from Woodman 1980]

Truncated Range in Pulse Compression

Pulse compression can improve radar observation performance in detecting weak
echo from regions at long ranges and/or high altitudes. However, minimum
detectable range (or minimum altitude) is generally limited. As the long pulse is
transmitted, the transmitted pulse and backscattered signal intermingle up to the
distance which is equivalent to the pulse duration from radar. Thus, the correlation
processing in demodulation in this region is not possible, and the perfect decoding
of received signal cannot be performed. This time region is called truncated range.
In truncated range, the gain corresponding to the compression ratio can not be
obtained, and unnecessary range sidelobes are generated. The region outside the
truncated range is called untruncated range, where received signal can be decoded
perfectly.

When applying the technique of pulse compression to the observation of
scatterers at low altitude like those in the boundary layer, decoding of received
signal in lower altitude even in the truncated range is required. The phase codes
which can satisfy this request have been developed in recent years and are called the
Spano codes; they are one kind of an extension of the complementary codes (Spano
and Ghebrebrhan 1996a,b). The Spano codes are taken into consideration for use by
troposphere and boundary layer radars which deal with low altitude observations as
well as observations at high altitudes.
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Fig. 8.29 A train of S continuous pulses Pk (k = 0 to S−1) of identical pulse width and amplitude
1 coded by code sequence Ck , respectively

Fig. 8.30 The in-phase and the quadrature components of the received, demodulated, and filtered
signals are sampled by R range gates G1,G2, · · · ,GR with a time period of τ [from Spano and
Ghebrebrhan 1996a]

Spano Codes

Let pulse-strings Pk of amplitude 1 be transmitted S times continuously as shown
in Fig. 8.29. Each pulse-string is composed of N subpulses (or slots) of the same
length. As shown in the same figure, the phase modulation of c j

k (0◦ or 180◦) is
applied to each transmitted subpulse by the code series Ck. In the reception, I and
Q signals are sampled at the range gates G1, G2, · · · , GR in the time period of τ ,
respectively. The N-bits phase modulated signal is obtained in each gate as shown in
Fig. 8.30, thus the backscattered signal for each gate is the composition of received
signals for N subpulses.
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Table 8.6 Code sequence of
Spano codes (from Spano and
Ghebrebrhan 1996b)

Code length N Code name Code elements

4 C1 +−−−
C2 ++−+

8 C1 −++−−−−−
C2 −−++−+−+

C3 −−−−+−−+

C4 −+−+++−−

If sampled complex data series for kth transmitted pulse are {vk
1, vk

2, · · · , vk
N , · · · ,

vk
R }, and the decoded complex data series are {wk

1, wk
2, · · · , wk

N , · · · , wk
R }, then wk

j
is given by

wk
j =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

j

∑
m=1

ck
m+N− jv

k
m 1 ≤ j ≤ N − 1

N

∑
m=1

ck
mvk

m−N+ j N ≤ j ≤ R,

(8.47)

where {wk
1, wk

2, · · · , wk
N−1} are signals in the truncated range.

The final decoded signal wj in range gate G j can be obtained by the summation
of wk

j . In the truncated range, as the received signals from subpulses which are
necessary for the decoding are partially missing, thus complete decoding (correla-
tion processing) is not possible. In general, matrix operation is required to perform
full decoding for the phase modulated signal by complementary code modulation.
On the other hand, when using the Spano codes, the matrix is diagonalized and
particular decoding processes for the truncated range is not necessary (Spano and
Ghebrebrhan 1996a). Thus, decoding becomes possible regardless of the truncated
range and the untruncated range and observed data can be obtained.

Let the phase modulation of 0◦ and 180◦ be simply expressed by + and −,
respectively. It is known that if the signals are phase modulated with the Spano
codes as shown in Table 8.6, and transmitted as the sequence shown below, good
decoding performance can be achieved (Spano and Ghebrebrhan 1996b).

case of 4 bit C1, C2, C
′
2, C

′
1, C2, C1, C

′
1, C

′
2 (8.48)

case of 8 bit C1, C2, C2
′
, C1

′
, C2, C1, C1

′
, C2

′
,

C3, C4, C4
′
, C3

′
, C4, C3, C3

′
, C4

′
, (8.49)

where C
′

and C show the reverse bit sequence and sign reversal of C, respectively.
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Fig. 8.31 Basic configuration of rf signal reception and processing

8.3.5 Receiver

The fundamental function of a radar receiver is receiving echoes from scatterers,
amplifying them, and applying appropriate filter to detect the desired signals.
The scope of receiver has been changed according to the progress of technology.
In the past, the receiver amplified the rf signal, translated the signal spectrum to an
intermediated carrier frequency (IF), and finally obtain video signal by detection.
On the other hand in recent years, the IF signal is usually converted to digital
numbers by an analog to digital (A/D) converters and the mixing to baseband is
done digitally. In this section, we define the scope of receiver between the stage of
rf signal reception and phase detection as shown in Fig. 8.31. The following signal
processing including A/D conversion is described in Sect. 8.4.

Radio Frequency Amplifier

It was mentioned in Sect. 5.1 that the suppression of background noise which is
generated inside receiver is important for the receiver at GHz bands.20 If the received
signal from scatterers is weak, it is buried in noise and cannot be detected. Hence, it
is possible to say that the optimal design of receiver is to maximize SNR.

The most important parameter at the rf stage is background noise in the receiver.
Therefore, the first stage of rf signal reception and processing uses a low noise
amplifier (LNA). The role of low noise amplifier is to amplify the extremely weak
rf echoes and externally generated noise without decreasing the signal to noise
ratio. In the past, the parametric amplifier of the cooling type or the non-cooling
type which has excellent low noise characteristic was usually employed. However,
it is generally complex and expensive. On the other hand, in recent years various
types of transistor amplifier became available at the radar frequency band for use
in receiver front-ends. As a typical receiver front-end, the high electric mobility
transistor (HEMT) which used III-V family compound semiconductor, such as
centered on gallium arsenic, is well known. Furthermore, the monolithic microwave
integrated circuit (MMIC), which is composed of the HEMT and other devices
such as matched circuit for input and output, bias circuit, and so on a common

20As for MHz band receivers such as that of atmospheric radar, space background noise is generally
much higher than receiver internal noise.
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Fig. 8.32 Characteristics of typical low noise amplifiers. The broken line is from Skolnik (1981,
p. 351)

semiconductor board, has been developed and is widely used. The Gallium Arsenide
field effect transistor (GaAs FET) or metal-semiconductor FET (MESFET) is used
mainly for high performance microwave applications and in semiconductor rf
amplifiers. The GaAs FET is also applied for the low noise amplifier of the receiver
of satellite communication earth station. The characteristics of the typical low noise
amplifiers are shown in Fig. 8.32.

Receiver Principle

As shown in Figs. 8.19 and 8.31, a typical radar receiver is based on the super-
heterodyne principle. The rf received signal, which contains the signal at the carrier
frequency signal, is amplified in the first stage, where filtering is applied in a
comparatively wide frequency band. The filtered and amplified signal is then mixed
with the LO signal which is generated by the STALO. If the frequency of the LO
is fs and the receiver input signal is centered on f1, two mixer output signals of
frequencies f1 − fs and f1 + fs are generated.21 The signal of frequency f1 − fs

is selected by filtering, and is called IF received signal which is then amplified

21As shown in Fig. 8.19, f1 is the summation of the COHO frequency fc, LO frequency fs, and the
Doppler shift fd.
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before synchronous detection. Major advantages of superheterodyne principle are
as follows:

1. Amplification of signals in IF band is lower in cost and more stable in operation
than in rf band.

2. The ratio of the pass band and IF is much larger than that of the pass band and rf
(carrier frequency). Thus the filter design and its operation are easier than those
in rf band.

3. Even if the transmitted frequency changes, the receiver operates only by
changing the frequency of the local oscillator. There is no need to change the
IF and latter stage circuits.

Although other receiving methods are used (e.g., the direct detection or
homodyne receiver Doviak and Zrnić 2006, p. 30 and Skolnik 2001, p. 738; the
superregenerative receiver Skolnik 1990, p. 3.3), it can be said that almost all radar
receiver adopts the superheterodyne method.

There are from one to several steps to convert received signal to final IF frequency
signal of several MHz to around 100 MHz. Using multiple frequency conversion
steps, the rejection performance of interference due to image signal reception can
be improved. In meteorological radar, receivers of double superheterodyne principle
that includes two frequency conversion steps is generally adopted. On the other
hand, in atmospheric radar, as the transmitted frequency is lower compared with
that of meteorological radar, the single superheterodyne principle is in general.

Optimal Design of Receiver

Significant parameters in IF band which determine the characteristics of receiver
are the center frequency, the band width of the band pass filter, the gain of the
amplifier, the dynamic range, and so on. The filter which maximizes SNR in the
receiver, where external noise and Johnson noise are added, is called matched filter
as was mentioned in Sect. 5.2.1. The matched filter delays input signal and reverses
the time axes of it as shown in (5.30). If received signal is applied to a filter of
finite bandwidth, loss of received signal occurs compared with the filter of infinite
bandwidth. The loss in the case of applying rectangular pulse to the matched filter
is around 1.8 dB (Nathanson and Smith 1972).

As is difficult to compose the perfect matched filter in practice, an approximate
alternative is actually employed. The degradation of SNR, due to the loss by
employing alternative filter instead of the perfect matched filter, depends on the
characteristic of the input signal waveform and that of alternative filter. If the filter
band width is Bf and the pulse width of the signal is τ , the loss due to filter
mismatching is determined by the product between Bf and τ (Bf τ product). The Bf τ
products that minimize the degradation of SNR for various input signals and various
filter characteristics are shown in Table 8.7. The 6-dB width (B6), the 3-dB width,
and all power in the table mean the band width that the power is decreased by 6 dB,
by 3 dB, and the bandwidth to pass all power, respectively. The loss [dB] in the table
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Table 8.7 Efficiency of nonmatched filters compared with matched filters (adapted from Skolnik
1990, p. 3.21)

Optimum (B6τ) Loss in SNR

Input signal Filter 6-dB width 3-dB width All power [dB]

Gaussian pulse Gaussian 0.88 0.44 0.50 0
Gaussian pulse Rectangular 1.05 0.74 0.79 0.51
Rectangular pulse Gaussian 1.05 0.74 0.70 0.51
Rectangular pulse 5 cascaded single- 0.97 0.67 0.76 0.51

tuned stages
Rectangular 2 cascaded single- 0.95 0.61 0.75 0.56

tuned stages
Rectangular pulse Single tuned 0.70 0.40 0.63 0.88
Rectangular pulse Rectangular 1.37 1.37 1.37 0.85

means the degradation of SNR due to the bandwidth for B6. For example, if the
input signal of Gaussian waveform is applied to Gaussian filter, the degradation of
SNR does not occur. On the other hand, if the input signal of rectangular waveform
is applied to the same filter, the degradation of SNR, i.e., the loss due to filter
mismatch, becomes about 0.5 dB. The SNR for various input signal waveforms
become maximum if the B6 value is the reciprocal of around τ , i.e., B6τ � 1.

Actually, input signal is not a complete rectangular wave. Hence, considering the
other fluctuation factors, too, the receiver band width is designed to B6τ � 1.5− 2,
and is a bit wider than the optimum value. Also, as shown in the above table, the
loss due to the degradation caused by the mismatch of filter is around 0.5–0.9 dB.
Typically, the value of 0.5 dB is employed as the loss by the mismatch of filter.
Thus, in the computation of actual radar equation, the total loss of 2.3 dB due to the
limitation of filter bandwidth and filter mismatch should be taken into account.

Usually, the carrier frequency of pulse radar is modulated with the pulse. Hence,
the above mentioned alternative filter is applied on both I and Q signals after phase
detection is performed.

Phase Detection Circuit

The procedure to extract the information of amplitude and phase from the received
signal is performed by phase detection that was mentioned in Sect. 5.2.2. The re-
ceived signal which is converted to IF with superheterodyne receiver is applied
to two synchronous phase detectors as shown in Fig. 5.6. The output signal of the
COHO is divided to two ports, the one is directly applied to the phase detector and
produces I signal, and the other is applied to the other phase detector after phase
shift of 90◦ and produces Q signal. The procedure to treat I and Q signals in analog
form and convert them to digital form is called analog IQ detection method. On the
other hand, the procedure to convert IF received signals into digital signals directly
is developed in recent years. This procedure is called digital IQ detection method. In
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Fig. 8.33 Signal sequence of digital phase detection

this case, the mixer output IF signal is amplified in the IF amplifier, converted from
analog to digital (A/D), and applied to digital filter to produce digital I and Q signals
as shown in Fig. 8.33. In analog IQ detection method, it is necessary to adjust the
offset level of I and Q signals and to calibrate those amplitudes and phases. On the
other hand, in digital IQ detection method, the above mentioned adjustments can be
treated easily in digital signal process or software algorithm, thus the precision of
IQ detection is markedly improved.

8.4 Digital Signal Processing System

In early days, signal processing was performed on the analog signals. Nowadays,
with the development of semiconductor devices, signal processing is performed on
the digital signals. Today, with the development of high speed CPU processing,
various algorithms which were performed with special purpose processors can be
treated in real time with the software using the CPU for general use. In this section,
we will overview the flow of radar signal processing and discuss the basic processing
algorithms.

8.4.1 Signal Processing

In meteorological radar, the estimation of echo intensity, Doppler velocity, Doppler
velocity spectrum width, and so on are performed using received echoes from each
resolution volume at (r,θ ,φ) in Fig. 3.6. On the other hand in atmospheric radar,
the main process is to obtain the height profile of the above mentioned data with
multiple antenna scans around zenith. Although the details of the processing such
as removal of unwanted signals are different between in meteorological radar and
atmospheric radar, basic technique, such as spectral analysis which is adopted on
the estimation of Doppler velocity and velocity spectrum width, is common.
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Fig. 8.34 Signal processing sequence of typical meteorological radar

Signal Processing with a Meteorological Radar

Typical flow of the signal processing in meteorological radar is shown in Fig. 8.34.
The process is composed of the following steps.

1. The front-end processing using the digitized I and Q signals to remove the
interference waves from neighboring radars. In general, rf filters are used to
remove interference waves. Even if they remain through the filtering, they are
removed in this step.

2. Spectral analysis, where the time series signal samples are transformed to the
spectral domain using a discrete Fourier transform (DFT) or a fast Fourier
transform (FFT). The processing of ground clutter suppression and out-of-trip
echoes removal (see Sect. 8.4.2) are done in this step.

3. Spectral moment calculation (see Sect. 5.4.3) and/or inverse DFT (IDFT) or
inverse FFT (IFFT) if necessary, i.e., the frequency domain signal samples are
transformed back to the time series signal samples, and the autocovariance
processing is then performed to estimate spectral moments (see Sects. 5.5.4 and
5.5.5).

4. The processing to estimate the echo intensity from the radar reflectivity factor
using the results of the former step.

Here, we assume a 5.6-GHz meteorological radar having a 150 km observing
range and obtaining data every 300 m and every 1.0◦ azimuth. The rough amount
of data which is generated by this radar for 360◦ of azimuth coverage at each
elevation angle can be determined as follows. The number of cells per scan becomes
(150km/0.3km)× 360 = 180000. In real time processing, if the antenna rotating
speed is 2 rpm (revolutions per minute), the spectral analysis and other calculations
are performed for 180000/30 = 6000, i.e., 6,000 cells/1 s. In above observed
range, the minimum pulse repetition time is (2 × 150km)/3× 105 km = 1.0 ms,
where the out-of-trip echoes are removed by the method such as will be discussed
in Sect. 8.4.2. In the case of an antenna rotating at 2 rpm, the number of the
transmitted pulses for every azimuthal division (every 1.0◦) becomes 30 s/(360×
1.0× 10−3 s) � 83. Thus, a DFT of 80 points or more or an FFT of 64 points
can be performed. The maximum measurable Doppler velocity, i.e., the Nyquist
limit vN, is given by (4.12). Substituting the wavelength of 5.6-GHz radar λ =
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Fig. 8.35 Signal processing sequence of typical atmospheric radar

5.36× 10−2 m, vN = 5.36× 10−2 m/(4× 1.0× 10−3 s) � 13.4 m s−1 is obtained.
If spectral processing is performed with a 64 point FFT, the velocity resolution
becomes 13.4 m s−1 × 2/64 = 0.418 m s−1.

To perform the spectrum moment estimation, e.g., a 64 points FFT for 14 bit
data is executed once for 6,000 cells per 1 s. In the case of the autocovariance
estimation, an IFFT of the same amount should be added to transform the data to
the time series signal samples again.22 Today, these processing becomes executable
sufficiently with single or parallel processor.23. As will be mentioned in Sect. 8.4.3,
in recent years, the A/D conversion bit length of 12–14 bits is often adopted to obtain
a dynamic range of 60–70 dB or more.

Signal Processing with an Atmospheric Radar

Basic flow of the signal processing in an atmospheric radar is shown in Fig. 8.35.
The typical process is mainly composed of the following steps.

1. The processing of decoding for coded received signal in pulse compression
(see Sect. 8.3.4).

2. The DFT or FFT and the coherent integration, i.e., the processing to integrate
the signal data within the coherency time of the signal, and to suppress receiver
noise (see Sect. 5.6.2).

3. The removal of interference signal and ground clutter suppression based on the
power spectrum processing (see Sect. 8.4.2).

4. The incoherent integration, i.e., averaging multiple spectra from the same
location (see Sect. 5.6.3).

5. Estimation of noise level and calculation of the moments of the signal power
spectrum.

6. Estimation of mean Doppler velocity, velocity spectrum width, and echo intensity
along the beam.

22If the signal processing including ground clutter suppression and autocovariance estimation is
done only in the time domain as shown in Fig. 5.16, the FFT and IFFT are not needed.
23It should be noted that if the out-of-trip echoes removal is done in the frequency domain, further
FFT and IFFT combination is needed as will be shown in Sect. 8.4.2.
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The processing after the data digitization is usually performed by the software
using the general processor like the one used in meteorological radar. The amount
of the data which is generated with atmospheric radar can be calculated as follows.
First, A/D conversion of bit length of 12–14 bits is often adopted (i.e., the same
as that for meteorological radar). The intended height range is different according
to the purpose of the atmospheric radar. For example, if the observation range is
15 km in the vertical direction, the minimum pulse repetition time becomes 10−4 s.
In case the vertical height resolution is 150 m, the number of resolution cells is
15km/0.15km = 100 for each beam direction. If the antenna is scanned in five
directions, the total number of data cells becomes 500 needed to obtain one vertical
sounding of wind, turbulence, and reflectivity estimates. The coherent integration
is performed for each cell according to the correlation time of the signal. Then,
the data of the required FFT points are collected. If 128 points FFT is performed
without coherent integration, it is necessary to perform the spectrum analyses for
500 data cell of the bit length of 12–14 in every 12.8ms×5 = 64ms. In the spectral
analysis, FFT processing, coherent integration, incoherent integration, and so on are
performed. Coherent integration and incoherent integration are arithmetic addition,
and the needed processing time for those operations is negligible compared with
that needed for the FFT and the IFFT. In the atmospheric radar, the above mentioned
processing steps are generally performed by a single processor.

8.4.2 Removal of Unwanted Signal

In the reception of backscattered signal, unwanted signals, such as the out-of-trip
echo, ground clutter associated with mountains or buildings, echoes from aircraft,
and interference from neighboring radars, sometimes contaminate desired signals
such as precipitation echoes and atmospheric echoes. Various techniques to remove
these unwanted signals which have been developed are discussed in this section.

Reduction of the Effects from Out-of-Trip Echoes

The maximum observable Doppler velocity in pulse radar is proportional to the
PRF(= fp) and the radar wavelength, whereas the PRF is inversely proportional to
the unambiguous range. Hence, it is desirable to fix the PRF to the value that does
not cause range ambiguities. If the observation of 150 km range is performed with
the PRT of 1.0 ms, the first trip echoes come from ranges between 0 and 150 km.
However, if there are storms beyond 150 km, the second trip echoes come from
ranges between 150 and 300 km, and the third trip echoes are often seen in wide
spread severe storm situations. Echoes from those storms can overlap echoes from
nearby storms as shown in Fig. 8.36.
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Fig. 8.36 Conceptual diagrams of received first trip echo overlapped by the second trip echo

To suppress out-of-trip echoes, two approaches are common. One relies on
variable pulse repetition time (PRT = 1/ fp), e.g., the staggered PRF that spreads
echoes in the time domain (e.g., Zrnić and Mahapatra 1985). This approach is
based on the fact that the location of the first trip echo is invariable even if the
PRF changes, whereas the location of the second trip echo varies according to the
PRF. Thus, by carefully selecting the PRFs, range obscuration from distant storms
can be minimized over a specified region (e.g., Crocker 1988). The hybrid multi
PRF (HMP) method developed by Yamauchi et al. (2006, 2007) which applies multi
PRF and spatial continuity of Doppler velocities, is effective for out-of-trip echo
removal and automatic dealiasing.

The other approach uses the frequency domain to separate overlaid echoes (e.g.,
Laird 1981; Siggia 1983). In this approach, the phase coding scheme alters the
spectra of the overlaid signals, enables one to estimate the spectral moments of
each with appropriate processing techniques. Let the received signal for the mth
transmitted pulse be Vm, and the first trip echo, the second trip echo, and the total
system noise be Vm1, Vm2, and Nm, respectively. Thus, the value Vm is expressed as

Vm =Vm1 +Vm2 +Nm . (8.50)

If the mth pulse is transmitted with the initial phase shifted Φm from the reference
phase, and if the received signal is compensated to negate the initial phase shift, the
received signal becomes

Vme− jΦm =Vm1e− jΦm +Vm2e− jΦm +Nme− jΦm , (8.51)

where Vm2 in the second term of the right-hand side of above equation is the scatterer
signal caused by the (m−1)th transmitted pulse. Thus, its original phase difference
to the reference phase is Φm−1, and it becomes to Φm −Φm−1 nevertheless after
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above phase compensation. If the signal of the reference phase is expressed with the
suffix “s”, Vm1 =Vm1se jΦm , Vm2 =Vm2se jΦm−1 , and (8.51) is expressed as

Vme− jΦm =Vm1s +Vm2se
− j(Φm−Φm−1) +Nme− jΦm . (8.52)

If the series of Φm is selected as Φm −Φm−1 becomes random between [0, 2π], the
second term of the right-hand side of (8.52) is assumed to be random phase noise.
Sachidananda and Zrnić (1986) proposed several phase-coding techniques. Doviak
and Zrnić (2006, p. 169) shows the conceptual diagram of the rejection of overlaid
signals using the random phase method. By applying the FFT to the received signal
series after the phase compensation, only the first trip echo spectrum remains intact
whereas the second trip echo spectral power is spread quasi uniformly between ±vN,
where vN is the Nyquist velocity. Thus the spectral spread of the second trip power
increases the apparent noise, and the SNR for the first trip echo becomes degraded.
To avoid the degradation of the SNR, the second trip echo spectrum is first cohered
and then suppressed by notch filtering. Next, the IFFT is applied to the portion of
the spectrum remaining after filtering to obtain the time series of the first trip echoes
to which autocovariance processing techniques can be applied to extract the spectral
moments.

The basic concept of the frequency domain approach is the same for various
phase coding schemes; however, the relative merits of the phase codes differ and
can be gauged by the accuracy of estimating the spectral moments. Sachidananda
and Zrnić (1999) applied not a random phase code but a periodic phase code, the
SZ-code, which generally outperforms the random code and its expansion is adopted
to the upgrade of the NEXRAD.

Ground Clutter Suppression

In general, ground clutter has a long correlation time, which means that its spectrum
width is very narrow, and its mean Doppler velocity is zero (Doviak and Zrnić 2006,
p. 202). In the past, most meteorological radars have been built using the approach of
a selectable but fixed notch-width infinite impulse response (IIR) filter, a high-pass
filter with a pass band Doppler velocity larger than e.g., 1 m s−1. Some radar systems
have used clutter maps and the decision to apply the IIR filter depends on the
strength of the clutter. If the spectral processing of Doppler signal, i.e., the FFT, is
employed, the Doppler velocity spectrum of ground clutter can easily be recognized
and hence removed prior to Doppler moment estimation which was discussed in
Sect. 5.4.3. The advantage of a spectral approach is that ground clutter filtering can
be made adaptive by modeling the clutter and weather echo spectra in the frequency
domain. The disadvantage of this approach is that meteorological echoes of zero
Doppler are suppressed along with ground clutter. One of the techniques to avoid the
above disadvantage is to remove clutter points and replace those points by assuming
Gaussian meteorological spectrum, e.g., the Gaussian model adaptive processing
(GMAP) developed by Siggia and Passarelli (2004).
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Fig. 8.37 Doppler spectrum of atmospheric radar received signal. (a) Echo including ground
clutter. (b) Expanded view of the spectrum about zero Doppler velocity. Two Gaussian curves
who have the peaks of zero Doppler and −0.7 m s−1 are the ground clutter and the atmospheric
echo, respectively. They are fitted by the most likelihood method [from Law et al. 1994]

As for the atmospheric radar observations, it is also indispensable to suppress
ground clutter to estimate the moments of an atmospheric echo accurately. As with
the discussion of the meteorological radar, a simple and easy way to eliminate
ground clutter in real time is to assume that zero Doppler spectral lines and those
nearby lines are caused by ground clutter, and then to suppress these coefficients and
replace them by zero. In atmosphere radar, unwanted signal elimination based on
the spectral analysis in the frequency domain has been performed since the earliest
days of radar development. In addition, the spectral estimation methods which are
based on prediction theory, such as the maximum likelihood method (MLM), the
maximum entropy method (MEM), and so on, are also generally adopted (Ogura
and Yoshida 1981). If the line of sight Doppler velocity is small, these methods
are not always reliable. Figure 8.37a shows an example in which the Doppler
velocity of atmospheric echo is small and its spectrum peak and that of ground
clutter are adjacent to each other. It is observed with the 402 MHz atmospheric radar
which composes the U.S. wind profiler network.24 The velocity spectrum about zero
Doppler is shown in an expanded view in Panel (b). In Panel (b), two Gaussian
shaped spectral models are fitted to the data using the maximum likelihood method;
one (the clutter spectrum) has a peak at zero Doppler, and a second (the atmospheric
echo spectrum) has a peak at −0.7 m s−1. Eliminating the spectrum of the former
curve as the ground clutter, the remaining spectral coefficients are associated with
atmospheric echoes (Law et al. 1994).

24Refer to Sect. 10.3.1.
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Fig. 8.38 Doppler velocity spectrum of atmospheric radar echo including aircraft echo when the
aircraft flies passing over the radar observation area. (a) During the passing of aircraft and (b) after
passing

Moreover, it can be shown that the narrow ground clutter spectrum, which is
caused by fluctuations in the air refractivity along the ray path and movement
of ground scatterers (i.e., tree limbs, leaves, grass, autos, etc.), can spill over the
entire frequency range if the time window for every DFT is shorter than the fading
clutter correlation time. It sometimes becomes a few tens of dB stronger than
the atmospheric echo. An effective estimation method for such particular cases is
already practicable (Sato and Woodman 1982).

Removal of Clutter from Moving Scatterers

The Doppler velocities of clutter from moving scatterers such as vehicles, rail
traffic, ships, aircrafts, and birds typically are not zero; thus this clutter cannot be
suppressed by zero Doppler filtering. Moving isolated scatterers (Table 3.1) can be
detected using a point target filter. This filter uses multiple range gates of data to
identify clutter associated with a moving isolated scatterer. The point target filter
looks for targets with reflectivity much higher than the neighboring range gates.
This types of filter can remove clutter from moving isolated hard scatterers, but
weather data in the same range gates are lost (Cho 2009). A more modern approach
filters data in the two-dimensional, Doppler velocity spectrum vs. range. The two-
dimensional filter utilizes the characteristics that moving clutter spectral signals
tend to be spectrally compact and discontinuous in range, whereas meteorological
and atmospheric received signals are continuous (e.g., Sasaoka 2003; Meymaris
2007; Cho 2009). This technique is applicable to both meteorological radar and
atmospheric radar.

Figure 8.38 shows the Doppler velocity spectra of atmospheric echoes including
echoes from aircraft passing through the radar observational volume. Panel (a)
shows the data during the passing of aircraft, and (b) shows that of after passing,
respectively. The radar beam is directed to the zenith, and about 1 min of Doppler
velocity spectra are averaged. In Panel (a), the strong echo which is received at
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the height above 4 km or higher is caused by aircraft, where the altitude of the
aircraft is only an apparent altitude because the echoes from the aircraft are received
through antenna sidelobes; that is, the apparent altitude is the range to the aircraft.
The Doppler velocity spectrum which is intermingled with aircraft echo can be
easily discriminated and eliminated with e.g., above-mentioned two-dimensional
filter because it does not continue both in time and in altitude.

The atmospheric radar of the frequency of 400 MHz or higher usually receives
the backscattered signal from migrating birds (e.c., Wilczak et al. 1995). The birds
are assumed to be small ones that fly on the low-level jet under 2–4 km height, in
clear night of the spring and the autumn. As a bird of heavy water content has
a large radar cross section, it is easily observed with radar. The 404 MHz band
radar of the U.S. wind profiler network is estimated to detect birds of the density
of 3.6× 10−8 m−3 at the height of 2 km (Wilczak et al. 1995). When the echo
intensity of migrating bird is stronger than meteorological or atmospheric echo,
the radar sometimes estimates not the movement of meteorological or atmospheric
echo but the travelling speed of the birds. Several algorithms to eliminate migrating
bird echo are developed by e.g., Pekour and Coulter (1999) and Sasaoka (2003) for
the atmospheric radar, and by e.g., Zhang et al. (2005) and Liu et al. (2005) for the
meteorological radar.

8.4.3 Analog to Digital Conversion

Quantization noise is caused in the process of sampling analog signals and
converting them to digital numbers. Thus, the main parameters which determine
the performance of analog to digital (A/D) conversion are the dynamic range and
the quantization noise of the signal.

Dynamic Range

If Vop is the absolute value of the maximum input voltage to the A/D converter,
the full scale voltage range (span) between −Vop and Vop is 2Vop, and N is the A/D
resolution in bits, then the resolution Δ of the A/D converter, equal to the least
significant bit (LSB) voltage, is given by

Δ=
2Vop

2N − 1
. (8.53)

For example, if Vop = 5 V, A/D resolution is 10 bits, the A/D converter’s voltage
resolution is Δ= 2× 5V/(210− 1)� 9.8× 10−3 V.
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Fig. 8.39 Dynamic range of A/D conversion for bit lengths N = 10–16

The maximum dynamic range, Drmax, is obtained if noise is not included in the
input signal, and the value is expressed as

Drmax = 20log
Vop

Δ
[dB]. (8.54)

Substituting (8.53) into (8.54), Drmax becomes

Drmax = 20log
2N − 1

2
[dB]. (8.55)

Even though noise is contained in the input signal, if the noise level σn is low
enough to satisfy σn < 3Δ/2, the rms value of the quantized noise becomes Δ.
Hence, the dynamic range is equal to the value given by (8.55). If noise increases
over the above level and (n+ 1/2)Δ ≤ σn < (n+ 3/2)Δ, the rms value of noise
becomes (n+1)Δ, where n is the positive integer. Although signal levels below noise
power are detectable with appropriate signal processing such as coherent integration
(see Sect. 5.6.2), if the dynamic range is defined between the output signal power
and the quantization noise flower, the dynamic range of signal decreases to

Dr = 20log
Vop

(n+ 1)Δ
= 20log

2N − 1
2(n+ 1)

[dB]. (8.56)

Figure 8.39 shows the dynamic range of A/D conversion for bit lengths N = 10–16,
where the abscissa axis expresses the noise level normalized by the minimum bit Δ.
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Quantization Noise

Concerning the quantization unit of the A/D conversion Δ which is given by (8.53),
the probability density function p(x) for uniformly distributed input signal x is

p(x) =
1
Δ

where − Δ
2
≤ x ≤ Δ

2
, (8.57)

and the noise power generated by the quantization error, x2, which is the square
mean value of x becomes

x2 = σ2
q =

∫ ∞

−∞
x2 p(x)dx =

[
x3

3Δ

]Δ/2

−Δ/2
=
Δ2

12
. (8.58)

Degradation of SNR Due to A/D Conversion

If the A/D conversion input signal and noise power are Si and Ni, respectively, the
input SNR is SNRi = Si/Ni. Here, the input noise amplitude is σn, thus,

Ni = σ2
n , (8.59)

and the A/D conversion output noise power No is given by the summation of input
noise power and quantization noise power as

No = σ2
n +σ2

q , (8.60)

On the contrary, the signal power does not change before and after the A/D
conversion. Thus, the signal power after the A/D conversion So is

So = Si. (8.61)

As a result, using (8.59)–(8.61), the change of the SNR through the A/D conversion,
i.e., the degradation of SNR, ISN, is given by

ISN =
So/No

Si/Ni
=

So

Si

Ni

No
=

σ2
n

σ2
n +σ2

q
. (8.62)

Substituting (8.58) into (8.62), then

ISN =
1

1+
1

12

(
Δ
σn

)2 . (8.63)

The change of ISN against σn/Δ is shown in Fig. 8.40. From the figure, it is evident
that if the quantization unit is suppressed within around 1.7 times of the A/D
conversion input noise, i.e., σn/Δ > 0.6, it is found that the degradation of SNR
due to A/D conversion is 1 dB or less.
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Fig. 8.40 Change of ISN against σn/Δ

8.4.4 Spectral Analysis

The basics of the signal processing for meteorological radar and atmospheric radar
are efficiently finding the power spectrum from I and Q signal series as discussed
in Sect. 5.4 and getting echo intensity (or radar reflectivity factor), Doppler velocity,
and velocity spectrum width. The main operations of the spectral transform of the
discrete I and Q signals, which are obtained by the A/D conversion, are the DFT
and the IDFT as were described in Sect. 5.5.1. Major portion of the processing time
performed for received signal is spent for the DFT and IDFT.

FFT

The FFT which was devised by Cooley and Tukey (1965) is the technique to perform
DFT at high speed. High-speed computing apparatus such as the parallel processor
and the array processor were built to perform the FFT of data efficiently processing
in real time. In recent years, it can be realized readily by the software processing
owing to the performance improvement of computer. The basic algorithm of the
FFT is to divide the DFT points N, where the number of points N is a power of two,
one after another to the small radix, radix-2, and perform the DFT by the small radix.
The FFT algorithms generally fall into two classes, i.e., two different algorithms that
perform the same operation to find the DFT.

One is called the decimation-in-time (DIT) FFT algorithm which is the technique
to divide the sequence according to the number of sample in the time axis. The DIT
radix-2 FFT recursively partitions a DFT into half-length DFTs of the even-
indexed and odd-indexed time samples. The other one is to divide the sequence
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according to the number of samples along the frequency axis, and is called the
decimation-in-frequency (DIF) FFT algorithm. The DIF radix-2 FFT partitions the
DFT computation into even-indexed and odd-indexed outputs, which can each be
computed by shorter-length DFTs of different combination of input samples. Both
differ in the order of the calculation only and there is no difference in calculation
time. Incidentally, there are the same two techniques in the IFFT which correspond
to that of the FFT, respectively.

Reduction of Calculation by the FFT

The FFT operation which is based on above mentioned algorithms is discussed in
Appendix B. In an M points DFT, M(M − 1) complex calculations are required,
i.e., 4M(M − 1) real number product operations and the same real number addition
are needed. On the other hand, an M points FFT is implemented, log2 M recursive
operations are required; these recursive operations are each composed of M/2
butterfly operations,25 i.e., 2 log2 M real number product operations, and 3M log2M
real number additions. Thus, a rough estimate of the number of operations for the
DFT and the FFT can be compared based only on the number of product operations
which is more time-consuming than addition. Table 8.8 shows the comparison of
the number of product operations and additions in the DFT and in the FFT (Ziemer
et al. 1998). It is evident from the table that the larger is M, the smaller is the per
cent of time needed for the FFT compared to the DFT.

8.4.5 Window Function

In actual signal processing of the DFT which treats discrete data, spectral distortion
due to the finite length of data is unavoidable. To mitigate the distortion, an adequate
sampling window is usually applied, where a window function is a mathematical
function that goes to zero smoothly yet sufficiently rapidly at the edges of the chosen
interval. If the length M of discrete time series v(m) (M is the number of points in

25If the length M in (5.125) is M = 2, the DFT of the time signal series v(m) becomes

Z(k) =
1

∑
m=0

v(m)W mk
2 k = 0,1,

where W 1
2 = e− j2π/2 =−1. Thus, the above equation is expressed for k = 0 and k = 1 as

Z(0) = v(0)+ v(1) Z(1) = v(0)− v(1),

respectively. These equations are the operations of the radix-2 FFT algorithm, and the operation
flow is analogous to butterfly, and called the butterfly operation.
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Table 8.8 Comparison of the
number of times for product
operation and addition in the
DFT and in the FFT (from
Ziemer et al. 1998, p. 503)

FFT points DFT FFT Ratio

2 8 4 2
4 48 16 3
8 224 48 5
16 960 128 8
32 3,968 320 12
64 16,128 768 21
128 65,024 1,792 36
256 261,120 4,096 64
512 1,046,528 9,216 114
1,024 4,190,208 20,480 205
2,048 16,769,024 45,056 372
4,096 67,092,480 98,304 683

Table 8.9 Various windows
applied for spectral analysis
(from e.g., Ziemer et al. 1998,
p. 522)

Window type Window functiona

Rectangular 1

Hanning 0.5−0.5cos

(
2πm
M

)

Hamming 0.54−0.46cos

(
2πm
M

)

Blackman 0.42−0.5cos

(
2πm
M

)
+0.08cos

(
4πm
M

)

a For 0 ≤ m ≤ M−1, otherwise 0

the DFT), is equal to the fundamental period of v(m), a discontinuity will not occur
at the boundary of the data. However, in general, radar received signals are not
periodic. As a result of the DFT, high frequency components which are not included
in the original signal are sometimes generated. The window function is applied to
constrain the rapid change of the received signal. The window, i.e., the weighting
function, heavily weights toward zero the samples at the beginning and end of the
sampling interval. Thus, the relatively smooth transition of sample power to zero
at the window edges reduces the spilling of spectral power into velocity bins that
would not have echo power if wider windows (i.e., longer dwell times) were used.

Typical window functions applied to the spectral analysis is listed in Table 8.9.
As shown in Fig. 8.41, window function has the characteristic which the both sides
of the sample section converge on around 0. Window functions except for the
rectangular window suppress the discontinuity of the signal at the window boundary.

Rectangular Window

A function that is constant inside the interval and zero elsewhere is called a
rectangular window. This window function does not eliminate the discontinuity of
the signal at the window boundaries and thus spills the largest amount of power into
Doppler velocity intervals outside the intrinsic spectrum of the atmospheric echoes.
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Fig. 8.41 Typical window functions which are applied for spectral analysis

If the window width is TW, the first minimum value is generated at the frequency
of ±1/TW [Hz]. The frequency resolution in the center of the window is excellent.
However, the waveform deformation is easily caused at the window edges, and the
sidelobe levels are the highest of any of the window functions.

Hanning Window

This window function is a raised cosine waveform whose median value is 1.
The frequency resolution of the weather signal spectrum is worse than that of
the rectangular window, but the spectral sidelobes are comparatively small. Thus,
it is better suited to detect, in the spectral domain, weak signals that are nearby
strong signals. On the other hand, the signal components near the window edges
are attenuated and the spectral power associated with these components is not well
represented in the spectral domain.

Hamming Window

This window function is the sum of a rectangle and a Hanning window, and has
amended above mentioned fault of the Hanning window. The characteristic is near
that of the Hanning window, and is suppressing the sidelobe around the mainlobe
in addition to utilize the signal in the both edges of the window. The frequency
resolution of the main component is rather meager, however it is suited for detecting
low power spectrum.
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Fig. 8.42 Spectrum of typical window functions which are applied for spectral analysis

Blackman Window

This window function is quite similar to Hann and Hamming windows, and has the
characteristic that the sidelobe levels are significantly lower. Thus, it is useful when
strong and weak signals need to be resolved in the spectral domain, but it has poorer
spectral resolution.

The spectrum of typical window functions is shown in Fig. 8.42. The unit of the
abscissa scale is the frequency component 1/TW.

The Effect of the Window

Generally, in radar signal processing, the ratio of the maximum power spectral
component and that of the minimum one becomes to be about several tens of dB, and
the higher frequency resolution is more desirable. Therefore, the Hanning window
and the Hamming window are often adopted. Here, the effect of window functions
on the power spectrum is examined. Now, the frequency signal series (the spectrum)
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Fig. 8.43 Conceptual diagram to show the effect of the window functions. The convolutions of a
line spectrum and (a) rectangular window and (b) Hanning window, respectively. In both panels,
the envelopes are shown, where the center frequency is f0, and Δ f = 1/TW. In each panel, the
vertical axis is an arbitrary linear scale

V (k) with length M which is the DFT of the discrete time signal series v(m) is given
by (5.125), and the reverse transform is given by (5.126). Applying these equations,
the spectrum V (k)∗ which is the product of v(m) and the window function h(m)
becomes

V (k)∗ =
M−1

∑
m=0

[v(m)h(m)]W mk
M =

M−1

∑
m=0

[
1
M

M−1

∑
n=0

H(n)W−mn
M

]

v(m)W mk
M

=
1
M

M−1

∑
n=o

H(n)
M−1

∑
m=0

v(m)W (k−n)m
M =

1
M

M−1

∑
n=0

H(n)V (k− n), (8.64)

where H(k) is the spectrum of window function h(m). Equation (8.64) expresses
that V (k)∗ is given by the convolution of the spectrum V (k) and H(k). It means
that the frequency series signal of the window function output is regarded as the
spectrum of the input time series signal, V (k), smoothed with the filter H(k).

If the input signal v(t) is a continuous wave expressed by v(t) = acos(2π f0t),
and the window width is a integer times the period of the wave, V (k), the DFT of
v(t), becomes single line spectrum at frequency f0. However, if the sampled signal
has a period that is not an integer times the window width, as usually occurs in
actual radar observations, spill over of the wave’s power into frequency intervals
outside that at f0 will occur. Figure 8.43 shows the conceptual diagram of V (k)∗ of
(8.61), where v(t) is sampled periodic, thus V (k) is the line spectrum, and H(k)s of
(a) rectangular window shown in Fig. 8.42 top left panel and (b) Hanning window
shown in the same figure top right panel, respectively. In both panels, the vertical
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axis is arbitrary scale, and the envelopes are shown, where the center frequency is f0,
and Δ f = 1/TW. It should be noted that the sidelobe almost disappear by applying
the Hanning window. On the other hand, the width of the peak value (mainlobe) of
Hanning window expands twice Rectangular window.

8.4.6 Parameters for the DFT

The sampling frequency fs for the DFT and the FFT is determined according to the
sampling theorem that fs ≥ 2WB, where WB is the band width of the signal (assumed
low-pass). If the point number of samples used in the DFT or the FFT is M, and the
window width is TW [s], fs becomes

fs =
M
TW

≥ 2WB [Hz], (8.65)

and the frequency resolution Δ f is

Δ f =
1

TW
=

fs

M
[Hz]. (8.66)

From (8.65) and (8.66), Δ f and WB are in the following relation.

Δ f ≥ 2WB

M
[Hz] (8.67)

Example of Parameter Selection

If the FFT of M = 64 points is performed in a 5.6-GHz band radar whose pulse
repetition frequency (PRF) is 1 kHz (the PRF is the sampling frequency fs), the
maximum signal band width WB is fs/2 = 500 Hz, and the frequency resolution
becomes Δ f = fs/64 = 15.6 Hz. As the radar wavelength is λ = (3× 108)/(5.6×
109) = 5.36×10−2 m, the resolution of Doppler velocity becomes Δv = λ × fs/2 =
(5.36 × 10−2 × 15.6)/2 = 0.418 m s−1 and the maximum measurable Doppler
velocity is ±0.418× 64/2�±13.4 m s−1.

To sample the signal, whose maximum frequency component WB is 10 kHz,
without frequency aliasing, it is necessary to set the sampling frequency to fs ≥
2WB = 20 kHz. If the FFT is performed for the above signal with frequency
resolution of 50 Hz, as 20×103/50 = 400, thus 512 points sample data are needed,
where 512 is the minimum exponential of 2 that exceed 400. At this time, the sample
window width is required to be TW = 512/(20× 103) = 25.6 ms. If the correlation
time of the phenomenon is longer than this value, the processing is performed
sufficiently.
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Fig. 8.44 Procedure to
perform spectrum analysis by
the FFT

The spectral analysis in radar signal processing is performed by the procedure
which is shown in Fig. 8.44. First, the input signal v(t) is limited with the low-pass
filter to prevent frequency aliasing, and M discrete signals of v(0), v(1), · · · , v(M-1)
are obtained. Next, the window function h(m) is multiplied to v(m) where m is the
integer and 0 ≤ m ≤ M − 1. Furthermore, the DFT of v(m)h(m) which is gotten by
the above is calculated. The data number M is not always equal to the power of
two which is needed for the FFT. At that case, 0 is added to the data series until M
becomes the power of two. Finally, the DFT is obtained using the FFT.



Chapter 9
Practical Meteorological Radars

As forementioned in Sect. 1.2, by means of theoretical and experimental
research through the 1940s, it became apparent that the backscattered signal, so
called weather clutter, is caused from precipitation. The detection of precipitation
accelerated the development of meteorological radar. The pulsed Doppler radar was
developed in World War II to detect moving targets such as aircraft easily from
among ground clutter and sea clutter. It was applied for the meteorological radar
observation in United Kingdom for the first time in 1953 (Barratt and Browne 1953),
and became the present meteorological Doppler radar through various research and
development efforts.

9.1 Meteorological Radars of Various Frequency Bands

Generally, diameters of the precipitation scatterers (i.e., raindrops, snowflakes,
and hailstones) range from about 100μm to several mm. On the other hand,
water particles in clouds and fogs are smaller than 100μm in general. To observe
precipitation and clouds, centimetric waves and millimeter waves are used. The
former is adopted for the observation of precipitation, and the later for clouds
observation. From the point of view of radio wave administration, actual frequencies
developed for meteorological radar are confined to the six bands1 listed in Table 9.1.
Microwave radars of the wavelength between 3 and 10 cm are applied for the
observation of raindrops, hailstones and so on. Millimeter wave radars of about
3–9 mm wavelength are generally applied for the observation of clouds and fogs.
Except for a part of airborne meteorological radars, pulse radars are generally
adopted. In fact, all examples which are described in this chapter are pulse radars.

1Here, 5.3 and 5.6 GHz, so-called C band, are assumed to be one kind all together.

S. Fukao and K. Hamazu, Radar for Meteorological and Atmospheric Observations,
DOI 10.1007/978-4-431-54334-3 9, © Springer Japan 2014
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Table 9.1 Frequency band of meteorological radar

Frequency (GHz) Wavelength (cm) Frequency band (GHz) Maximum observable range

2.8 10.7 2.7–3.0 S 200 km or more
5.3a 5.7 5.25–5.35 C Around 200 km
5.6 5.4 5.60–5.65 Ditto Ditto
9.5 3.2 9.3–9.7 X Around 60 km
13.8 2.2 13.8 Ku Satellite-borne (TRMM)
35 0.86 34.5–35.5 Ka Around 30 km
95 0.32 94.5–95.5 W Around 10 km
a 5.6 GHz is generally used. In Japan, 5.3 GHz band is used due to the internal radio wave

conditions. The band limits may be changed according to the radio wave allocation plan

2.8-GHz Band Radar

Radars of 2.8-GHz band are mainly used for the observation of precipitation in
wider area of about 200–500 km radius. In 2.8-GHz band, wave attenuation due to
precipitation is small. Hence, radars of this frequency band are employed as the
meteorological radars in many relatively low latitude countries having episodes of
intense precipitation. The Mt. Fuji radar which had been operated between 1964
and 1999 in Japan adopted the same frequency band. Its observation range reached
800 km to observe the approach of typhoons.

5.3/5.6-GHz Band Radar

Radars of 5.3-GHz band or 5.6-GHz band are also used as the radar for precipitation
observation. Generally, the observation range of these radars is about 200 km. The
WSR-74 which was developed in the U.S.A. used 5.6-GHz band. The electromag-
netic wave attenuation due to precipitation in this band is relatively small but greater
than that of 2.8-GHz band. Hence, the radars of this frequency band are used in many
middle latitude countries and in Europe. In Japan, too, operational meteorological
Doppler radars and the Radar Raingauge adopt the frequency of 5.3-GHz band.
Furthermore, these frequency band radars are installed at the airport in the U.S.A.,
Japan, and some countries for the terminal Doppler weather radar to detect wind
shears such as microburst and gust front. Because of the difference of radio wave
administration, 5.3-GHz band is generally employed in Japan, and 5.6-GHz band is
employed in other many countries. However, there is no essential difference between
both bands in actual operation.

9.5-GHz Band Radar

In this frequency band, the attenuation of electromagnetic wave due to precipitation
increases, thus it is unsuitable for long range observations. However, the radar is
comparatively small. Furthermore, it is employed not only as a meteorological radar
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but also for great number of shipboard radars. Hence, it is possible to compose the
radar at lower cost compared with other frequency band, and the radar becomes
popular in research use, too. Also, it is often used for the weather observations
in the limited area, in less precipitation and snowy districts, and higher latitude
districts. In Japan, there are examples to employ it for the sewerage drainage control,
for the snowfall observation for the cleaning snow from the road, and so on. The
observation range of about 60–80 km radius is general in this frequency band.

In recent years, it becomes clear that some kind of polarimetric parameters
are effective to compensate the attenuation of electromagnetic wave due to pre-
cipitation. Using the advantage, it is expected to play a role to overcome the
weakness caused by the electromagnetic wave attenuation due to precipitation.
Thus, polarimetric radar equipped with to transmit horizontally and vertically
polarized waves is expected to increase the meteorological utility of these shorter
wavelength radars.

35/95-GHz Band Radar

In these frequency bands, the attenuation of electromagnetic wave due to precipita-
tion is large. Hence, the radars of these frequency bands are unsuitable to observe
precipitation. On the other hand, it shows utility for the observations of cloud and
fog whose particle sizes are far smaller than those associated with precipitation.
As for the means to observe cloud and fog, optical sensors such as the visibility
meter, lidar, and the ceilometer are commonly known. However, it is difficult to
optically observe inside clouds and fog because of the attenuation of the optical
wave. Therefore, millimeter wavelength radar measurement is the best technique to
observe motions inside clouds and fog which are three-dimensionally spread. The
diameters of the minute drops inside clouds and fog are about several tens μm. In
the case of microwave meteorological radar, the backscattering cross sections of the
tiny drops inside clouds and fog are tens of dB smaller compared to that associated
with precipitation particles. Millimeter radars such as the Atmospheric Research
Measurement program (ARM) cloud radars (Moran et al. 1998) and Japan’s fog
radar (see Sect. 9.3.1) (Hamazu et al. 2003) are about 10–15 dB more sensitive
than typical 10 cm wavelength meteorological radar. Although their sensitivities
are not enough for long range observations, they can be applicable for short range
observations of, e.g., around ten to a few-tens kilometer. Moreover, the millimeter
radars have other attributes such as high angular resolution and their greater
immunity to ground clutter contamination. As a result, the millimeter band is mostly
used for the observation of clouds and fog. As shown in Fig. 6.5, attenuation due
to atmospheric molecules is quite severe at millimeter wavelengths but is relatively
small in 35-GHz band and 95-GHz band compared with adjacent frequencies. Thus,
radars that operate in these frequency bands are extensively used for the research of
cloud physics.
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9.2 Precipitation Observation Radar

9.2.1 2.8-GHz Band Radars

Radars of this frequency band which are suited to observe precipitation over a wide
area have been applied in the U.S.A. and many countries from the early days. Many
of meteorological radars which the World Meteorological Organization (WMO)
has distributed to developing countries operate at 2.8-GHz band. The WSR-57
developed in the U.S.A. had been the principal meteorological radar operated by
the US National Weather Service (NWS) for decades.

Research for toward the development of Doppler weather radars for observation
of mesoscale systems such as hurricanes and squall lines, started in the U.S.A. in
early 1960s. The program to develop the next generation weather radar (NEXRAD)
began during late 1970s by the multiagencies of the NWS, the US Federal Aviation
Administration (FAA), and the US Air Force Weather Service (AFWS).

9.2.2 NEXRAD: WSR-88D

The WS-88D radar is designed to significantly enhance tornado warnings, improve
the detection and measurement of damaging winds, severe turbulence, wind shear
and hailstorms, and more accurately delineate areas that are threatened by severe
weather. The first deployment the radar began in 1990, and had been completed
by the end of 1990s. The radars cover contiguous U.S., Alaska, Hawaii, Guam,
and Puerto Rico. They operate in the band 2.7–3.0 GHz. Operational frequencies
are chosen for each site to eliminate or minimize interference from nearby weather
radars, or other radars. The distribution of the WSR-88D radars and the appearance
of the radar tower are shown in Fig. 9.1.

Functions and Performance

The WSR-88D is a fully coherent radar and has a parabolic dish antenna of 8.5 m
diameter generating a pencil beam of width less than 1◦. The antenna is protected
from environmental elements by being housed in a spherical radome of 12 m
diameter. The transmitted peak power is 475 kW, and two transmitted pulse widths
of 1.57μs (short pulse) and 4.57μs (long pulse) are selectable. The radar data are
processed with computer and the products are serviced for various meteorological
and hydrological organizations.

Under legacy resolution, it has provided reflectivity data at 1 km by 1◦ to 460 km
range and Doppler data at 0.25 km by 1◦ to a range of 230 km. The data processing
software has been modified so that data can be obtained with higher resolution
for both reflectivity and velocity, and to longer ranges for Doppler velocity, i.e.,
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Fig. 9.1 (a) Distribution of the WSR-88D radars in the contiguous U.S., Alaska, Hawaii, Guam,
and Puerto Rico [http://radar.weather.gov/] and (b) the appearance of radar tower [http://www.roc.
noaa.gov/WSR88D/Engineering/NEXRADTechInfo.aspx]

reflectivity and Doppler data every half a degree and 250 m, and Doppler velocity
to 300 km is now available.2

The dynamic range of received signal is 95 dB, and the minimum detectable
signal for signal-to-noise ratio (SNR) of 0 dB at range 50 km is −8 dBZ. As the
radar is equipped with such a wide dynamic range and high sensitivity, in addition
to the precipitation observation of the wide area, it can observe weak backscattering
phenomena which are accompanied with no precipitation at close range. The radar
is also equipped with a five pole infinite impulse response (IIR) digital filter which
can adjust the notch width with software to suppress ground clutter (Heiss et al.
1990). As a result, the filter performs the ground clutter suppression to about
54 dB for fixed target. Furthermore, the radar has been updated under open radar
data acquisition (ORDA) program (e.g., Ice et al. 2004, 2005). The ORDA uses a
particular types of spectral clutter filter, the Gaussian model adaptive processing
(GMAP) filter developed by Siggia and Passarelli (2004). The Main Characteristics
And Parameters of the radar are listed on Table 9.2.

2The updated resolution is at the expense of data variance. Because the radar scans at a relatively
high angular rate (i.e., about 3 rotations per minute (RPM)), the actual angular resolution was
about 1.4◦ before the upgrade. With the upgrade the angular resolution is about 1.0◦ (see Fig. 7.25
of Doviak and Zrnić 2006, p. 196). So although the data are outputted every half a degree, the
actual resolution is about 1.0◦. This is still better than the legacy resolution of about 1.4◦. Thus the
increase in Doppler range is due to the fact that the angular resolution increased from 1.4◦ to 1.0◦.
The 300 km range is that to which large tornadoes can be resolved.

http://radar.weather.gov/
http://www.roc.noaa.gov /WSR88D/Engineering/NEXRADTechInfo.aspx
http://www.roc.noaa.gov /WSR88D/Engineering/NEXRADTechInfo.aspx
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Table 9.2 WSR-88D radar system characteristics

Radar range Reflectivity, 460 km
Doppler velocity, 300 km (upgraded from 230 km)

Transmitted frequency 2.7–3.0 GHz
Antenna type Parabolic dish, diameter 8.534 m
Antenna gain 45.8 dB at 2.85 GHz (midband)
Beam width 0.96◦ at 2.7 GHz, 0.88◦ at 3.0 GHz
Antenna scan speed Azimuth 30◦ s−1 maximum, elevation 30◦ s−1 maximum
Polarization Dual polarization (upgraded from linear horizontal)
Transmitter Klystron
Peak transmitted power 750 kW
RF duty cycle 0.002 maximum
Pulse width 1.57μs (short), 4.57 μs (long)
Pulse repetition frequency Short pulse 320–1,300 Hz

Long pulse 320–450 Hz
System noise power −113 dBm
Noise figure 3 dB
Receiver dynamic range 95 dB maximum including STC and AGC
Intermediate frequency 57.6 MHz
Sampling rate 600 kHz

Modified from Doviak and Zrnić (2006, p. 47) and Mahapatra (1999, pp. 248–249)

Fig. 9.2 The radar data acquisition (RDA) subsystem architecture of the WSR-88D

Configuration

The WSR-88D is configured by three blocks, the radar data acquisition (RDA)
unit, the radar product generator (RPG), and the principal user processor (PUP).
As shown in Fig. 9.2, the RDA unit is composed of transmitter, antenna, receiver,
signal processor, and other basic components. The RPG is composed of computer
which processes radar data obtained by the RDA unit, and generates pictures for
display. The PUP is composed of communication controller and display unit.
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Table 9.3 Major radar products of the WSR-88D

Radar reflectivity factor Mean radial velocity
Composite reflectivity Velocity azimuth display (VAD) wind profile
Layer composite reflectivity Wind shear
Echo top Turbulence
Vertically integrated liquid (VIL) water
One-hour rainfall accumulation
Three-hour rainfall accumulation
Storm total rainfall accumulation
Hourly digital rainfall array

Radar Products

The WSR-88D produces wind profile based on the VAD method and many high-
order radar products which meet the use of various organization in addition to
the echo intensity (radar reflectivity factor), the Doppler velocity, and the Doppler
velocity spectrum width. A lot of products relate to the precipitation parameter.
In addition, the other products which relates to aeronautical meteorology such as
the echo top and the wind shear which is gotten from the Doppler radar are also
produced. The main radar products are listed on Table 9.3.

Enhancement to Dual H, V Polarization

The upgrade to polarimetric radar, which adds vertical polarization to the current
horizontally polarized radar waves, provides more accurate observations. This
has been accomplished in 2012. In addition to the three radar moments now
collected, three dual polarization parameters will also be corrected. They are the
differential reflectivity (ZDR), the correlation coefficient (ρhv), and the differential
phase (ΦDP). The quantitative precipitation estimate algorithm will become possible
with polarimetric radar. It is expected to improve the quantitative precipitation
estimates, to focus on aviation weather hazards such as convection and outflow
boundaries, winter weather, melting layer (or bright band), freezing rain, and so
on.

9.2.3 5.6-GHz Band Radar: The Terminal Doppler
Weather Radar

General

The Terminal Doppler Weather Radar (TDWR), for the detection of low level wind
shear that occurs around airport, is installed in major airports in the U.S.A. Low level
wind shear, which occurs at the height of less than about 1,600 ft (about 500 m), is
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Fig. 9.3 Location of the TDWRs across the U.S. (modified from Mahapatra, 1999, p.280)

an extremely dangerous phenomenon and is difficult to avoid for aircraft in taking
off and landing. Therefore, the research for the mechanism of this phenomenon was
carried forward in the second half of the 1970s in the U.S.A.

Simultaneously with the initiation of the WSR-88D, the FAA began the work of
automatic turbulence and storm cell identification and tracing algorithm. Develop-
ment of the low-level wind shear detection algorithm started in 1980s (McCarthy
et al. 1980; Laird and Evans 1982; McCarthy and Wilson 1985). Fujita (1985,
Chaps. 1, 2) describes his long evolutionary discovery of the microburst, a phe-
nomenon often generated by a convective storm. As a result, the conclusion was
found out that the radar which can detect dangerous sign before the aircraft
encounters to wind shear in the wide area around the airport is desirable. In
late 1980s to the first half of the 1990s, microwave Doppler radars were widely
introduced as the TDWR and installed in about 50 main airport in the U.S.A. (Fujita
and McCarthy 1990) for the detection of down bursts and the protection of life and
property. The location of the TDWRd is shown in Fig. 9.3.

Feature and Performance

The primary mission of the TDWR is to detect thunderstorm-related wind shears
and microbursts that are potentially hazardous to aircraft during landing and takeoff
operations, e.g., within three nautical miles on final approach and within two nau-
tical miles on departure. The TDWR can effectively observe microburst outflows.
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Table 9.4 Basic specifications of the Terminal Doppler Weather Radar (TDWR) (Mahapatra
1999, p. 277) and the Doppler Radar for Airport Weather (DRAW)

TDWR DRAW

Radar range Reflectivity 460 km Reflectivity 240 km
Doppler velocity 89 km Doppler velocity 120 km

Transmitted frequency 5.60–5.65 GHz 5.25–5.35 GHz
Antenna diameter 7.5 m 7 m
Antenna gain 50 dB 48 dB
Beam width Less than 0.55◦ 0.7◦

Polarization Linear horizontal
Antenna scan speed Azimuth 30◦ s−1 maximum

Elevation 15◦ s−1 maximum
Pulse repetition frequency 2,000 Hz (maximum) 2,000 Hz (maximum)
Transmitter Klystron Klystron
Peak transmitted power 250 kW 200 kW
Average transmitted power 550 W 500 W
Pulse width 1.1μs (165 m) 1μs (150 m)
Minimum receive power −110 dBm
Noise figure 2.3 dB 3 dB
Receiver dynamic range 129 dB 120 dB
Data digitization 14 bits
Doppler velocity resolution 0.5 m s−1 (64 points FFT)

1.0 m s−1 (32 points FFT)

To facilitate the measurement of wind shear at such low altitudes, efficient ground
clutter rejection is a primary design feature of the TDWR (Michelson et al. 1990).
Further, in its scan cycles spanning in 5 min, the lowest elevation level is visited
once every minute to conform to the microburst detection criterion.

The TDWR is a coherent Doppler radar operating in the 5 cm wavelength band,
and has a parabolic dish antenna of 7.5 m diameter, with −3 dB beam width of
0.55◦. The antenna is protected by a spherical sandwich radome of 11 m diameter.
The transmitted peak power is 250 kW and the average power is 550 W. It has the
pulse width of 1.1μs, and the maximum pulse repetition frequency is 2,000 Hz. The
range of Doppler velocity observations of the TDWR is 89 km, which is enough to
cover the terminal area and an appreciable distance beyond. The limited surveillance
range may cause the ambiguity problem. To deal effectively with the problem, the
TDWR is capable of selecting its operating pulse repetition frequency (PRF) to
mitigate the overlay over specified regions. In each scan cycle it performs a low-
PRF surveillance. Data from this can be used to predict the amount of obscuration
as a function of PRF, and the value of PRF can then be chosen adaptively and
automatically that minimizes the obscuration effect over the selected area (Crocker
1988; Michelson et al. 1990). Table 9.4 lists some of the basic parameters of the
TDWR with that of the Doppler Radar for Airport Weather (DRAW) in Japan that
will be mentioned in the next subsection.
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Detection of Low Level Wind Shear

Some of the convective precipitation clouds such as cumulonimbus cause rapid
down drafts, one of the main origins of low level wind shear. The down draft
becomes radial airflow when it collides with the ground, and spreads radially to the
horizontal direction. The one being especially small with strong outflows is called
a microburst. The boundary of the rapidly moving cold air outflow and ambient
air is called the gust front. Fujita (1985, p. 8) defined microburst as follows: a
small downburst with its outburst, damaging winds extending only 4 km (2.5 miles)
or less. In spite of its small horizontal scale, an intense microburst could induce
damaging winds as high as 75 m s−1 (168 mph). The division of microbursts into
two classes, “dry microburst” and “wet microburst”, has been recognized (e.g.,
Rodi et al. 1983; Wolfson 1983). Wakimoto (1985) used the following definition
for them.

Dry microburst: A microburst that is accompanied by little or no rain between the
onset and the end of the high winds. This type of microburst is usually associated
with virga from altocumuli or shallow, high-based cumulonimbi.

Wet microburst: A microburst that is accompanied by heavy rain between the
onset and the end of high winds. This type of microburst is usually associated with
intense precipitation shafts from thunderstorms.

As the Doppler velocity data obtained by a Doppler radar are radial components
of velocity vectors of scatterers, it is necessary to operate at least two Doppler radars
simultaneously to obtain three components of wind vectors (east-west, south-north,
and vertical wind) as discussed in Sect. 4.3. However, it is possible to extract two-
dimensional patterns of the flow, which are characteristics of downbursts and gust
fronts by one Doppler radar if gradient data of radial and/or azimuthal Doppler
velocities at low elevation angle are obtained (i.e., Uyeda and Zrnić 1986).

Conceptual appearances of a microburst and a gust front and the algorithms
to detect them by a Doppler radar are shown in Fig. 9.4. Panel (a) shows the
schematic vertical cross sections of a microburst (left) (adapted from Mahapatra
1999, p. 108) and a gust front (right) (adapted from Droegemeier and Wilhelmson
1987), respectively. Panel (b) shows the two-dimensional (azimuthal sweep) wind
pattern of the microburst (left) and the gust front (right), respectively. Panel (c)
shows the shear segments of the microburst (left) and the gust front (right) which are
extracted from the radial convergence and azimuth shear obtained by the Doppler
observation.

In the case of the microburst, the algorithm first searches for the touchdown
and outflow of air mass followed by precipitation with plan position indicator
(PPI) scan at the lower elevation angle. Then the algorithm extracts the range
interval where the velocity increases from a negative direction (toward the radar)
to positive (away from the radar) and monotonically increases for each radial of
data at various azimuths. Finally, the algorithm combines the segments at various
contiguous azimuths to form a quasi-ellipse as a microburst area. On the other hand,
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Fig. 9.4 Conceptual appearances of a microburst and a gust front and the algorithms to detect
them: (a) vertical cross sections of a microburst (left) [adapted from Mahapatra 1999, p. 108]
and a gust front (right) [adapted from Droegemeier and Wilhelmson 1987], (b) two-dimensional
(azimuthal seep) wind pattern of the microburst (left) and the gust front (right), and (c) shear
segments of the microburst (left) and the gust front (right) which are extracted from the radial
convergence and azimuthal shear

gust front detection is performed in two fields, radial convergence and azimuthal
shear. First, in the field of radial convergence, the convergent area and wind shift
area where the Doppler velocity in the radial direction changes from positive to
negative is identified. Second, azimuthal shear area where the wind blows near
perpendicular to the radar line of sight direction is identified. Finally, the radial
convergent area and the azimuthal shear are combined.
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Fig. 9.5 The photo of the DRAW installed at Kansai international airport, in Japan [from Hamazu
et al. 2000a]

9.2.4 5.3-GHz Band Radar: The Doppler Radar for Airport
Weather in Japan

General

The development research of the similar system with the TDWR is carried forward
by the Japan Meteorological Agency (JMA) and so on in the first half of the 1990s,
and was practicalized as the DRAW of 5.3-GHz band (Hamazu et al. 2000a,b).
This radar was first installed at the Kansai International Airport (KIX) and has been
installed at 9 major airports in Japan. The photo of the radar is shown in Fig. 9.5. The
system configuration of the DRAW is shown in Fig. 9.6. The basic part of the radar
is composed of coherent pulse radar which is shown in Fig. 8.19. The data which
is observed by the radar is delivered to the data display site through the optical
fiber cable, and various processing results such as detected low level wind shear
are displayed in real time. With dual configuration of the main equipment, it is
prepared that the outage time of the system becomes minimum when accidental
failure occurs.

Feature and Specification

The basic specifications of the DRAW is also listed on Table 9.4. The radar has
a parabolic dish antenna of 7 m diameter, with the gain of 48 dB and the beam
width of 0.7◦. It is protected from severe weather conditions by being housed in
a sandwich type spherical radome of 11 m diameter. The transmitter is composed
of the master oscillator and power amplifier (MOPA) with a klystron to generate
coherent transmitting pulse of a peak power of 200 kW and 1 μs pulse width.
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Fig. 9.6 The system configuration of the DRAW. Main equipment except for the antenna and
related units of the radar are dualized

The receiver is equipped with a low noise amplifier on the front, and operates
coherently with the transmitter. The receiver has a high dynamic range of 120 dB
or more including the sensitivity time control (STC) and the automatic gain control
(AGC). The received signal is applied synchronous detection to generate in-phase
(I) and quadrature phase (Q) signals. The I and Q signals are converted to 14 bits
digital signals, and applied to obtain the Doppler velocity, velocity spectrum width,
and radar reflectivity factor. The data processor performs the low-level wind shear
detection, and the various radar pictures are distributed for the aid of air traffic
control and other use.

9.2.5 5.3-GHz Band Meteorological Radars in Japan

General

In Japan, the 5.3-GHz band radar, which is suited from the point that the attenuation
of electromagnetic wave due to precipitation is comparatively small, became the
radar of choice. Furthermore, because Japan is a mountainous country, radars need
to be sited much closer to each other than in flat regions. Thus the attenuation at
long ranges is not a significant issue and therefore a shorter wavelength radar can be
used effectively. Now, 20 systems of the 5.3-GHz meteorological radar of the most
basic configuration, cover whole country. These radars are operated by the JMA.
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Fig. 9.7 (a) Location and coverage of the operational meteorological radars and the radar-
raingauges in Japan. (b) Appearance of the radar site. Left: Hakodate meteorological radar at Mt.
Yokotsu and its antenna. Right: Miyama radar raingauge and its antenna (same as that on Fig. 8.6b)
housed in the spherical radome at the top of the building

Configuration

Almost all operational meteorological radars are equipped with the Doppler capa-
bility. These radars typically adopt a klystron for the MOPA transmitter. The I and
Q signals are obtained from the received signal with phase measurement which
is described in Sect. 5.2.2, and the echo intensity, Doppler velocity, and Doppler
velocity spectrum width are produced. The basic configuration of the transmitter
and receiver is as shown in Fig. 8.19. The process following to the intermediate
frequency (IF) stage is performed by the Radar Observation data Processing System
(ROPS), where the digital signal processing system is adopted. The radar and its
associated processing system is the operational meteorological radar of the JMA.

The present placement of the operational meteorological radars and the radar
raingauges of the same radar-band which will be mentioned in the following
subsection is shown in Fig. 9.7a, and the examples of the radar appearance are shown
in the same figure (b).

Feature and Performance

The main specifications of the operational meteorological radar are shown in
Table 9.5. The receiver sensitivity, i.e., calculated SNR of the radar is shown in
Fig. 9.8, where the received signal power is calculated based on Table 9.5 and using
(3.73), where the noise power is given by (5.36). The SNR is given for various
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Table 9.5 Basic specifications of the operational meteorological radar of the Japan Meteorologi-
cal Agency

Radar range Reflectivity 400 km, Doppler velocity 150 km
Transmitted frequency 5.25–5.37 GHz
Antenna type Parabolic dish, diameter 4 m
Antenna gain 42 dB
Beam width 1.0◦ (half power width)
Polarization Linear horizontal
Antenna scan speed Azimuth 36◦ s−1 maximum, elevation 15◦ s−1 maximum
Pulse repetition frequency 1,500 Hz maximum
Transmitter Klystron
Peak transmitted power 250 kW
Pulse width 1μs (short), 2.5μs (long)
Minimum receive power −110 dBm
Noise figure 3 dB
Receiver dynamic range 80 dB
Data digitization 14 bits
Range bin spacing 1.67 μs (250 m)

magnitude of the equivalent radar reflectivity factor3 Ze. Here, the system loss4 is
7.0 dB and the loss due to the atmosphere5 is 0.01 dB km−1. Also, it is assumed that
there is no precipitation between the radar and the scatterer.

Radar Information

The output of the radar is sent to the radar data processing center system at the
Meteorological Agency central office through the dedicated network. The date
which are sent from the meteorological radars in whole country to the center system
are synthesized with the Automated Meteorological Data Acquisition System
(AMeDAS). The AMeDAS is the weather observation system which covers whole
of country, and its rainfall rate measurement6 is performed at about 1,300 places
which are approximately arranged in the regular intervals of about 17 km × 17 km.
The synthesized data is returned to the regional meteorological observatories.

3Like Z which was described in Sect. 3.3.5, the logarithmic expression of Ze[mm6m−3] is given by
10Log(Ze) in dBZ. If using (6.42) as the relation between the rainfall rate and the radar reflectivity
factor, the rainfall rates for Ze = 30 and 40 dBZ correspond to 3 and 12 mm h−1, respectively.
4The transmission loss of 2.5 dB from the transmitter output port to the antenna including radome
loss and the reception loss of 4.5 dB from the radome to the receiver head (low noise amplifier;
LNA) are counted for the radar equation as the typical values.
5The value is the summation of the specific attenuation due to the oxygen which is shown in
Fig. 6.5a and that of the water vapor which is shown in the same figure (b).
6The measurements of the atmospheric temperature, the wind direction, the wind velocity, and the
hours of sunshine are performed at 840 places in the intervals of about of about 21 km × 21 km.
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Fig. 9.8 The SNR of the operational meteorological radar, where the received signal power is
calculated based on Table 9.5. The SNR is given for various magnitude of the equivalent radar
reflectivity factor. Here, the system loss of 7.0 dB, the transmission loss of 2.5 dB and the reception
loss of 4.5 dB, and the loss due to the atmosphere of 0.01 dB km−1 per one way are assumed. It is
also assumed there is no precipitation between the radar and the scatterers

In addition, it is serviced for each authority and the general use outside, too. The
meteorological radar can observe the scatterers in the space with high resolution as
the two dimensional or three dimensional echoes. However, because of the influence
of the disorder of the wind due to the changing of falling precipitation particle, the
landform, the building, and so on, the calculated precipitation rate may indicate a bit
different values with that of the in situ AMeDAS data. Therefore, the Meteorological
Agency creates the radar-AMeDAS analysis rainfall rate (hereinafter, analysis
rainfall rate) which is based on the radar data compensated with the AMeDAS data.
The analysis rainfall rate is the 1 h rainfall rate, it was created at first in each 5 km
mesh of the latitude of roughly 0.05◦ and the longitude of roughly 0.0625◦. From
April 2001, the data has been created in each 2.5 km mesh.

9.2.6 Radar Raingauge

General

In Japan, the radar raingauge whose transmitters frequency is identical with that
of the operational meteorological Doppler radar of the JMA is utilized by the
Ministry of Land, Infrastructure and Transport (MLIT) of Japan and the observation
network covers the whole country. This system is composed of the automated
radar equipment and the analysis processor which processes the observed data.
The radars are installed at 26 mountaintop radar sites of good prospect and operated
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by remote control. Some MLIT radars are dual polarized and others operate with
single polarization, and observe only echo intensity. However, some of them are
equipped for Doppler observation. The observed result is inputted to the analysis
processor through the dedicated microwave line every 5 min after time averaging.
Each analysis processor converts reflectivity data to the rainfall rate. The output
data of more than one analysis processor of neighboring radars are transmitted to
the central synthetic processor.

Data Utilization

The central synthetic processor synthesizes the data from all the radars to generate
a wide area rainfall map. The synthetic processing to choose the data of more than
one radar overlapped area is automatically performed based on the Digital National
Information, each radar height, and each radar elevation angle. Furthermore, the
compensation of echo power attenuation due to mountain blocking and the rainfall
rate correction with ground raingauge are automatically performed.

The data of the JMA Doppler radar is mainly utilized for rainfall nowcasting and
forecasting, whereas the data of the MLIT radar raingauge is applied to calculate the
area rainfall7 of the river basin, and mainly applied for the river management and so
on. The data are also serviced for local governments use and general use. Moreover,
the use of the integrated radar data of the JMA Doppler radar and the MLIT radar
raingauge are progressing.

9.2.7 9.5-GHz Band Radars

Many operating radars of 9.5-GHz band use magnetron for the transmitter tube.
Today, radars of the same frequency band of klystron transmitter is in practical use.
Moreover, as the technology of high power transistor progresses in recent years,
solid state power amplifier (SSPA) radars which adopt high power amplifier of
semiconductor for the transmitter have been advancing.

9.4-GHz Magnetron Radar

The 9.4-GHz mobile radar of Japan National Research Institute for Earth Science
and Disaster Prevention (NIED) is a polarimetric Doppler radar which uses

7The spot rainfall rate means the rainfall rate in the corresponding spot whereas the area rainfall
rate means the average rainfall rate of the wide area of the river basin and so on.
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Fig. 9.9 Appearance of the 9.4-GHz radar and the satellite communication equipment for data
transmission (right-hand side) and the 35/95 GHz radar (left-hand side) of NIED. The 35/95 GHz
radar which will be mentioned in Sect. 9.3.2 [from Iwanami et al. 2001]

magnetron (Iwanami et al. 2001). The 9.4-GHz radar and the satellite communi-
cation equipment for data transmission are housed on a vehicle as shown in the
right-hand side of Fig. 9.9. The schematic drawing of the radar system is shown in
Fig. 9.10, and its main characteristics are listed on Table 9.6. Radar reflectivity factor
Z, Doppler velocity v, and Doppler velocity spectrum width σv can be obtained with
single polarization Doppler observation. Furthermore, ZDR, ρhv, ΦDP, and KDP can
be obtained with polarimetric Doppler observations with waves of horizontal and
vertical polarization. Using the observation data, rainfall intensity, water content,
and the information about the nature, shape, and size of scatterer can be estimated.
The radar on the vehicle and the base station are connected with the satellite
communication channel of 384 kbps, thus observed data can be transmitted to the
base station in real time.

Polarimetric observation with horizontally polarized (H) and vertically polarized
(V) waves are performed simultaneously by the method shown in Fig. 6.8c. High
power rf pulses are generated by one magnetron. A part of the generated pulse
(burst signal) is stored in the signal processor for the coherent processing of received
signals as shown in Fig. 8.23. The generated pulse is divided to two transmitted
pulses, H and V, of the same phase and equal magnitude. They pass the two-channel
azimuth rotary-joint and each elevation rotary-joint, and radiated through the same
antenna. The radiated wave could be slant linear at 45◦. The backscattered signals
from scatterers are received by the H and V ports of the same antenna, and applied
phase measurement separately by two receivers for H and V waves.

The obtained reflectivity and phase data of H and V waves are processed by
the signal processor with time sharing. Polarimetric parameters are estimated using
these data by the data processor.
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Fig. 9.10 Schematic drawing of NIED 9.4-GHz radar and the satellite communication equipment
for data transmission

Table 9.6 Basic specifications of the NIED 9.4-GHz radar [from
Iwanami et al. 2001]

Radar range 80 km
Transmitted frequency 9.357 GHz
Antenna type Parabolic dish, diameter 2.1 m
Antenna gain 42 dB
Beam width 1.3◦ (half power width)
Polarization Linear horizontal and vertical
Beam directions 360◦ azimuth, −2◦ to +92◦ elevation
Antenna scan speed Azimuth 36◦ s−1 maximum

Elevation 18◦ s−1 maximum
Pulse repetition frequency 1,800 Hz maximum
Transmitter Magnetron
Peak transmitted power 50 kW
Pulse width 0.5μs
Minimum receive power −109 dBm
Noise figure 2.3 dB
Doppler processing FFT, autocovariance method
Radar products Radar reflectivity factor Z [dBZ]

Doppler velocity v [m s−1]

Velocity spectrum width σv [m s−1]
Differential reflectivity ZDR [dB]
Correlation coefficient ρhv

Differential phase ΦDP [◦]
Specific differential phase KDP [◦ km−1]

9.7-GHz SSPA Radar

9.7-GHz SSPA dual polarization radars have been developed and become practical
use. Table 9.7 shows the basic specifications of the 3-cm wavelength SSPA
dual polarization radar of the MLIT. The peak transmitted power of each port
of horizontal and vertical channel is 200 W. To obtain the similar observation
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Table 9.7 Basic specifications of the 3-cm wavelength SSPA dual polarization radar
[from Wada and Uyeda 2011]

Observation range 80 km or more
Frequency 9.7–9.8 GHz
Pulse width 1μs, 32 μs
Peak transmitted power 200 W (horizontal polarization)

200 W (vertical polarization)
Receiver dynamic range 95 dB
Radome diameter 4.5 m
Antenna diameter 2.2 m
Antenna gain 41 dB
Beam width 1.2 deg
Range resolution 150 m
Elimination of ground clutter Coherent MTI system
Output data Received signal power (Ph, Pv), v, σv, ρhv, ΦDP

Fig. 9.11 Appearances of (a) the 9.7-GHz band SSPA transmitter containing dual polarization
channels and (b) the SSPA of 200 W peak transmitted power housed in (a) [Courtesy of Mitsubishi
Electric Corporation]

performance as a magnetron radar and a klystron radar, the pulse compression
is performed by giving linear frequency modulation to the long transmitted pulse
of 32μs so as to achieve the range resolution of 150 m. The long pulse duration
becomes the truncated range, thus the observation in this range cannot be done. To
solve this problem and to enable full coverage, the observations by short pulse of
1μs for short range and that by long pulse for long range are performed alternately.
To avoid contamination of echoes for short pulse and long pulse observations, the
transmitted frequencies of short and long pulses are detuned (Wada and Uyeda
2011).

SSPA radars have various advantages such as low operational voltage in the
transmitter and suppression performance of interferences. One of the striking
features is that the scale of the transmitter becomes small. Figure 9.11 shows the
appearance of (a) the 9.7-GHz band SSPA transmitter containing dual polarization
channels and (b) the SSPA of 200 W peak transmitted power housed in (a).
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9.3 Cloud and Fog Observation Radar

9.3.1 35-GHz Band Radar

General

Several 35-GHz band radars have been developed mainly for research use of cloud
physics and so on (e.g., Pasqualucci 1984; Kropfli et al. 1995; Hamazu et al. 2003).
A tens of kW transmitter is required to observe clouds and fogs of 20–30 km range
or more. However, it is difficult in this frequency band to obtain high power by
a MOPA transmitter with semiconductor devices such as transistor. Hence, the
oscillating tube such as the magnetron is adopted for the transmitter. A magnetron
can generate as high as 100 kW even in this frequency band. However, it is an
incoherent oscillator, and the phase of transmitted rf pulse is random from pulse
to pulse. Even for magnetron, if the transmitted phase is measured at an appropriate
point within the transmitted pulse and the phase of received signal is referenced to it,
Doppler measurement can be performed as for a coherent MOPA radar. The 35-GHz
scanning Doppler radar for cloud and fog observation is the one which is developed
with this method by Kyoto University and Mitsubishi Electric corporation (Hamazu
et al. 2003).

Characteristics

The main characteristics of the radar are listed on Table 9.8. To observe the minute
three-dimensional structure of cloud and fog, maximum observable range and range
resolution is settled 30 km and 75 m (pulse width 0.5μs). The transmitter’s duty
cycle of the magnetron is limited to about 0.5/1,000, thus the pulse repetition
time is limited to about 1 ms at the minimum from (8.34). Furthermore, the radar
wavelength is about 0.86 cm. As a result, the Nyquist velocity of the radar becomes
about 2.2 m s−1 from (4.12) for ordinary Doppler velocity measurement, but the
value is insufficient in actual use.

To avoid the above restriction of the magnetron transmission duty cycle and the
limitation of the Nyquist velocity, the method of pair pulses of short and long pulse
intervals, which is shown in Fig. 8.24, is adopted. Here, the interval between pairs
of pulses is set at 0.22 ms and the pair of pulses are transmitted every 2.2 ms.
As a result, the Nyquist velocity is expanded to 9.7 m s−1. Moreover, applying
the software unfolding technique, the maximum estimation range of the Doppler
velocity is finally expanded more than three times, 30 m s−1 or more.

The simulation of echo intensity observation by the 35-GHz band radar based on
Table 9.8 is shown in Fig. 9.12. Assuming that uniform fog has a depth of 600 m, a
constant relative humidity (100 %), and water content (W = 0.15 g m−3) as shown
in Panel (a), and assuming that the vertical profile of the atmospheric temperature
is given by the Standard Atmosphere discussed in Sect. 2.2.4, the measurement
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Table 9.8 Basic specifications of the 35-GHz radar for cloud and fog observations [from
Hamazu et al. 2003]

Radar range 30 km
Transmitted frequency 34.75 GHz
Antenna type Cassegrain, diameter 2 m
Antenna gain 54 dB
Beam width 0.3◦ (half power width)
Polarization Linear horizontal
Antenna scan speed Azimuth 36◦ s−1 maximum

Elevation 6◦ s−1 maximum
Pulse repetition frequency 900 Hz (continuous-pulse mode)

450/4,500 Hz (spaced-pair mode)
Transmitter Magnetron
Peak transmitted power 100 kW
Average transmitted power 50 W maximum
Pulse width 0.5μs
RF duty cycle 0.5/1,000 maximum
System temperature 450 K
Receiver dynamic range LOG video 70 dB or more, IQ video 40 dB or more
Range data sampling 2.4 MHz (62.5 m)/1.2 MHz (125 m)
Data digitization 12 bits
Nyquist velocity 1.9 m s−1 (continuous-pulse mode)

9.7 m s−1 (spaced-pair mode)

capability of the radar reflectivity factor required to produce a SNR of 0 dB is shown
in Panel (b). The equivalent radar reflectivity factor (Ze) for SNR of 0 dB at ranges of
2.5, 5, and 10 km are approximately−38,−30, and −20 dBZ, respectively (Hamazu
et al. 2003).

Configuration and Operation

The appearance and configuration of the radar is shown in Figs. 9.13 and 9.14,
respectively. The transmitted pulse of magnetron output, whose initial phase is
random, is radiated through the antenna, and a part of transmitted pulse (burst signal)
is applied to the receiver. The burst signal is digitized in the signal processor with
12 bits, and digitally recorded in the signal processor for the phase referencing.

The received signals are passed through the low noise amplifier (LNA) in
Receiver 1 and converted using the local frequency (LO) signal generated by the
stabilized local oscillator (STALO) to the first IF of 176 MHz. The first IF signal is
converted to the second IF signal of 32 MHz in Receiver 2, and is then applied using
the coherent oscillator (COHO) signal to both the synchronous detector and the
logarithmic amplifier-detector. The base band I and Q signals from the synchronous
detector are applied to the signal processor to estimate the Doppler velocity.
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Fig. 9.12 Echo intensity observation for fog. (a) A fog model where the vertical profile of the
atmospheric temperature given by the Standard Atmosphere, and (b) the measurement capability
of the radar reflectivity factor for SNR of 0 dB [from Hamazu et al. 2003]

Fig. 9.13 Appearance of the 35-GHz radar for cloud and fog observations. (a) Ground based type
and (b) mobile type [Courtesy of Kyoto University]

The output signals of the logarithmic detector are used to calculate the reflectivity
factor. The signals are sampled and digitized with 12 bits at 0.83μs (125 m) intervals
for the simultaneous processing of echo intensity and Doppler data, or at the half
interval (62.5 m) for echo intensity processing only. The phase of received signal
is referenced to the phase of recorded burst signal for the Doppler processing.
The Doppler data are calculated with the autocovariance processing method. The
processed data, the echo intensity, the Doppler velocity, and the Doppler velocity
spectrum width, are outputted to the data processing computer through the Small
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Fig. 9.14 Schematic drawing of the 35-GHz radar for cloud and fog observations

Computer System Interface (SCSI) bus. The quick-look screen display and data
storage for applied analysis are available in the data processing computer. The
antenna scan mode is selected with the data processing computer. This radar can
scan with seven antenna scan modes as shown in Fig. 8.3, PPI, constant altitude PPI
(CAPPI), range height indicator (RHI), pointing (POSITION), sector scan of limited
azimuth angles and a fixed elevation angle (SECTOR), sector scan of PPI (SPPI),
and sector scan of RHI (SRHI).

Pictures of cloud and fog detected with this radar will be shown in Sects. 11.7.1
and 11.7.2, respectively.

9.3.2 35/95-GHz Multiple Radar

The NIED Multi-parameter (MP) radar system is composed with the 9.4-GHz
radar for precipitation observation and the 35/95-GHz multiple radar for cloud
observation. The configuration of the 35/95-GHz multiple radar is shown in
Fig. 9.15, and its characteristics are listed on Table 9.9. The appearance of the radar
is previously shown in the left-hand side of Fig. 9.9.

General

The radar reflectivity of a precipitation particle in the Rayleigh region increases in
proportion to the forth power of the radar frequency (inverse proportion to the forth
power of radar wavelength λ ), Thus, the radar reflectivity measurement capability
of a 95-GHz radar (λ = 3.2 mm) is roughly 17 dB larger than that of a 35-GHz
radar (λ = 8.6 mm) if the other radar parameters have the same values. On the other
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Fig. 9.15 Schematic diagram of the NIED 35/95-GHz multiple radar for cloud observations

hand, as the radar frequency increases, attenuation due to water vapor, precipitation,
and cloud rapidly increase. Applying these characteristic features and observing
with multiple radars of different frequencies simultaneously, the life cycle of cloud
and precipitation, i.e., the generation of cloud, the generation of precipitation, its
development, its weakening, and vanishing of cloud can be monitored. The NIED
MP radar is one of the representative examples for the above use (Iwanami et al.
2001).

Function and Configuration

The NIED MP radar applies a shared antenna of the 35-GHz radar and the 95-GHz
radar to observe the same scattering volume at the same time. The radar adopts a
Cassegrain antenna and shortens the waveguide so as to suppress power attenuation
minimum. The reflector size is 2 m diameter. The transmitter/receiver of the 95-GHz
radar is mounted on the backside of the reflector, and the receiver of the 35-GHz
radar is installed on the pedestal of the antenna. The other equipments of the 35-
GHz radar are installed in the radar cubicle. The 95-GHz radar can also obtain ZDR,
ρhv, and KDP of cloud and fog with polarimetric observation.
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Table 9.9 Basic specifications of NIED 35/95-GHz multiple radar for cloud observations [from
Iwanami et al. 2001]

35-GHz radar 95-GHz radar

Radar range 30 km 30 km
Transmitted frequency 35.35 GHz 95.13 GHz
Antenna type Cassegrain, dual frequency, diameter 2 m
Antenna gain 54 dB 59 dB
Beam width 0.3◦(half power width) 0.1◦(half power width)
Polarization Linear horizontal Linear horizontal and vertical
Beam directions Azimuth 360◦

Elevation −2◦ to +182◦

Antenna scan speed Azimuth ≤ 24◦ s−1

Elevation ≤ 12◦ s−1

Pulse repetition frequency 400/4,000 Hz ≤ 20 kHz
Transmitter Magnetron Klystron (EIA)
Peak transmitted power 100 kW 2.2 kW
Pulse width 0.5μs 0.25–2.0 μs
Minimum receive power −108 dBm −110 dBm
Noise figure 3.5 dB 7.5 dB
Doppler processing Autocovariance method FFT, autocovariance method
Radar products Z, v, σv Z, v, σv, ZDR, ρhv, KDP

Range sample 2.4 MHz (62.5 m)/1.2 MHz (125 m)

EIA extended interaction amplifier

9.4 Satellite-Borne Radar

9.4.1 Tropical Rainfall Measuring Satellite

One of the big merits of satellite-borne radar is that much of the earth can be
observed compared with the radar which is fixed on the ground. The Tropical
Rainfall Measurement Mission (TRMM) satellite is the first one in the world which
has on board the precipitation radar (PR), and was launched in 1997 as the Japan–
U.S.A. cooperation project. The main characteristics of the TRMM PR are listed on
Table 9.10. TRMM satellite takes a low earth orbit (LEO) and had been revolving
the orbit at an altitude of 350 km until August 2001, and has been at 402 km since
then. The orbit of TRMM satellite covers between 35◦ north and 35◦ south of the
equator, and it is the non-sun-synchronous recurrent orbit, i.e., where the TRMM
satellite flies over each position on the Earth’s surface at a different local time each
day. It takes about 90 min to complete one orbit around the Earth, and about 16
orbits are possible in a day.
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Table 9.10 Basic
specifications of the
precipitation radar (PR)
onboard the Tropical Rainfall
Measuring Mission (TRMM)
satellite [from Kozu et al.
2001]

Observable range From surface to a height ≥ 15 km
Swathe width ≥ 215 km, contiguous coverage
Radar type Active phased-array
Transmitted frequency 13.796 GHz, 13.802 GHz

Two-channel frequency agility
Antenna type Planar array 128-elements

Aperture 2.1 m × 2.1 m
Beam width 0.7◦

Scan angle ±17◦

Pulse repetition frequency 2,776 Hz
Peak transmitted power 616 W
Pulse width 1.6μs × 2 ch. (total 3.2μs)
Receiver dynamic range 79 dB

Fig. 9.16 Instruments layout of (a) the TRMM satellite and (b) concept of rainfall observation
with the PR [Courtesy of Japan Aerospace Exploration Agency (JAXA)]

Precipitation Observation with Satellite-Borne Radar

Five sensors including the PR are mounted on the TRMM satellite as shown in
Fig. 9.16a. In the past, the passive sensors for several microwave frequency bands
were generally applied to observe precipitations from the satellite by passively
receiving radiations in the several microwave bands. The horizontal distribution of
precipitation is observed with these sensors. However, the quantitative estimation of
precipitation intensity with this method is limited to measurements of rain over the
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sea, and it is not possible to perform correct observation over land.8 On the other
hand, the PR observes precipitations with the same principal as the meteorological
radar on the ground. It can provide three-dimensional maps of precipitation with
the combination of horizontal scanning and vertical profiling. The PR is an active
phased array radar of operational frequency of 13.8 GHz. As shown in Fig. 9.16b, it
has a horizontal resolution at the ground of about 3.1 miles (5 km) and a swath width
of 154 miles (247 km). It can also separate precipitation echoes for vertical sample
size of about 820 feet (250 m).

9.4.2 Global Precipitation Measurement Program

With the PR of TRMM satellite, it has become possible to grasp the three-
dimensional structure of the typhoon in the sea where there are few observations,
and the rainfall distribution over the tropical Pacific Ocean area at the time of El
Niño and La Niña.

The TRMM satellite has obtained a lot of observations of precipitation in tropical
and subtropical regions. Its design life has been substantially exceeded, and it is still
operating. In addition, the success of the TRMM program has led to the Global
Precipitation Measurement (GPM) program.

The GPM program is designed to make more accurate and frequent observation
of global rainfall by expanding the area of observation to include higher latitudes.
The core satellite, which is conducted in cooperation with Japan and U.S.A., carries
a Dual-frequency Precipitation Radar (DPR) and a microwave radiometer, and the
constellation satellites which are managed by several countries and organizations,
carry microwave radiometers or microwave sounders. These satellites will enable
global measurement of precipitation every 3 h.

The GPM core satellite will be launched in 2013. The DPR has two radars, the
13.6-GHz one and the 35.5-GHz one, and is expected to observe the life cycle of
precipitation with a high degree of sensitivity.

8The microwave radiation from the surface of the sea is weak and moreover it is uniform. Thus if
there is precipitation over the sea, it can be observed from the space. On the other hand, because the
microwave radiation from the land surface is strong and non uniform, it is difficult to identify
the increase of microwave radiation due to precipitation. Furthermore, it is difficult to estimate the
altitude of precipitation distribution with the passive sensor.



Chapter 10
Practical Atmospheric Radars

The atmospheric radar is the general term for the mesosphere, stratosphere,
and troposphere (MST) radar, the stratosphere and troposphere (ST) radar, the
troposphere (T) radar, and the boundary layer (BL) radar or the BLR, etc. These
radars, which originally have their own historical background and system, have been
recently developed and unified to several standard systems, that individually place
the observational emphasis on either the middle atmosphere (10–100 km height
range), the troposphere/the lower stratosphere range, or just the lower troposphere.
This development is caused due largely to striking advance of the observational
techniques and to spread of networking of identical systems at multiple stations. In
the present chapter, we give a general review of practical atmospheric radar, and
discuss on typical operational atmospheric radars.

10.1 Characteristics of Atmospheric Radar

Due to the exponential decrease of atmospheric density (and accordingly, the
exponential decrease of radio refractive index perturbations) with increasing alti-
tude, the backscattering is too weak for useful echoes to be detected above 20–25 km
in altitude. The backscattering above about 60 km, which is normally detected only
during daylight hours, arises primarily from electrons that enhance the scattering
from the turbulence at these altitudes (Woodman and Guillén 1974). The energy
spectrum of atmospheric turbulence falls off rapidly with decreasing eddy size in
the inertial subrange, and radar waves are scattered only from turbulent eddies
with a scale size that satisfies the Bragg condition (i.e., one half of the transmitted
wavelength). Accordingly, higher sensitivity to Bragg scatter is achieved in the very
high frequency (VHF)/ultrahigh frequency (UHF) bands (30–3,000 MHz) than in
the microwave frequency band generally used for meteorological radars. As shown
in Fig. 7.10, the minimum size of turbulent eddies increases exponentially with
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increasing altitude (e.g., Hocking 1985), and so MST radars use comparatively long
wavelengths, i.e., a few meters, or frequencies of approximately 50 MHz, to observe
the widest possible atmospheric range.

Backscattering from the mesosphere is so weak even at 50 MHz that MST
radars generally have a high peak transmitted power of the order of one megawatt
(MW) and a large antenna aperture of the order of 104 m2. Various radars with
less sensitivities that operate at frequencies higher than 50 MHz are widely put to
practical use for remote sensing of the lower stratosphere and the troposphere (ST
radar), the troposphere (T radar), the lower troposphere (Lower Troposphere Radar
or LTR), or atmospheric boundary layers (BL radar or BLR). In general, larger
systems have the bigger capability to carry out varied experiments with greater
degrees of complexity and flexibility, such as beam steerability, pulse coding, and
data acquisition, while smaller systems tend to be designed for more dedicated
purposes and often tend to specialize in particular techniques (Hocking 1997b). The
small systems designed primarily for wind monitoring are called wind profilers or
simply profilers and are commercially available (e.g., Ecklund et al. 1988; Vincent
et al. 1998; Hashiguchi et al. 2004).

As for the operational frequency of atmospheric radars, it was decided to use
the following three bands; 50-MHz band (46–68 MHz), 400-MHz band (440–
450, 470–494 MHz), and 1.3-GHz band (1,270–1,295, 1,300–1,375MHz), at the
World Radiocommunication Conference (WRC) in 1997, that was sponsored by the
International Telecommunication Union (ITU). In addition, 904–928 MHz-band is
also applied in North America.

10.2 Large-Scale Atmospheric Radars

10.2.1 General

The heights from which one may expect to receive useful echoes at a specific
radar frequency depend on the average transmitted power–aperture (PA) product.
Figure 10.1 shows a schematic that illustrates average height ranges observable with
different PA products for various operational radars. The LTR and the BL radar are
operated with the frequency near 1.3 GHz, and other radars with near 50 MHz. A
PA product exceeding 108 W m2 is required to observe up to the mesosphere. The
maximum observable height is significantly reduced with increasing frequency.

Atmospheric radars in the scale more than MST radar that can observe middle
and upper atmosphere are currently operational in about ten places over the globe.
Figure 10.2 shows representative large-scale radars that have the capability of
incoherent scatter (IS) radar but also can observe the lower to upper atmosphere
regions. Jicamarca radar (11.95◦S, 76.87◦W, Peru) shown in Panel (a) operates at
the frequency of 49.9 MHz. The array antenna size is 290 m × 290 m, and the PA
product is 2.0× 1010 W m2. Panel (b) shows Arecibo radar (18.62◦N, 66.75◦W,



10.2 Large-Scale Atmospheric Radars 371

Fig. 10.1 Height ranges expected to be observed and power–aperture (PA) products for typical
atmospheric radars. The LTR and the BL radar are operated with the frequency near 1.3 GHz, and
other radars with near 50 MHz. Incoherent scatterer (IS) radar in the VHF band is used primarily
for ionospheric observation but occasionally for MST observation purposes

Fig. 10.2 Representative large-scale radars. (a) Jicamarca radar (11.95◦S, 76.87◦W, Peru)
[http://jicamarca.ece.cornell.edu/], (b) Arecibo radar (18.62◦N, 66.75◦W, Puerto Rico)
[http://www.naic.edu/]

Puerto Rico) of the operational frequency of 430 MHz. The antenna diameter is
300 m, and the PA product is 8.7× 109 W m2.

Some of the most sensitive MST radars are the Middle and Upper atmosphere
(MU) radar in Japan (Kato et al. 1984), Gadanki radar in India (Rao et al. 1995),
Aberystwyth radar in the United Kingdom (Prichard et al. 1995), SOUSY radar in
Germany (now in Peru) (Röttger et al. 1978), SOUSY Mobile radar in Norway, and
Poker Flat radar in Alaska (ceased operation and reassembled as four radars in the

http://jicamarca.ece.cornell.edu/
http://www.naic.edu/
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Trans-Pacific Profiler Network in late 1980s) (Balsley et al. 1980), which, however,
have finally ceased operation in early 2000s. A number of less sensitive radars are
available primarily for ST research. Among them, the CLOVAR radar in Canada
(Hocking 1997a) and Chung-Li radar in Taiwan (Röttger et al. 1990a) are of unique
and flexible design that allows operation in a variety of modes of observation. On
the other hand, some radars, e.g., the Buckland park radar in Australia, adopt the
spaced antenna (SA) analysis to compensate for limited beam-steering capability.

Typical antenna types of atmospheric radar are array antenna and reflector
antenna. As for antenna elements of array antenna, dipole array antenna composed
of simple structural coaxial cable or coaxial tube and three or four elements
Yagi Antenna of more excellent characteristics are adopted. Jicamarca radar is the
representative example of the former, and adopts coaxial tubes (Ochs 1965). The
MU radar is an example of the latter, and adopts three elements Yagis (Fukao et al.
1985a) as will be discussed in Sect. 10.2.3. Many of atmospheric radars with array
antenna can scan the radar beam in some directions. Moreover, phased array radars,
which can change the phase of each element antenna electronically in high speed,
such as the MU radar are realized. In Jicamarca radar and the MU radar, the antenna
can also be divided into sub-arrays, and can observe simultaneously in multi-beam.

Arecibo radar is an example which adopts large reflector antenna. Many of radars
with reflector antenna rotate the reflector of parabolic surface to perform radar beam
scanning, whereas the reflector surface of this radar is a sphere. The reflector is
fixed on the ground, and the radar beam is scanned by mechanically moving the
linear feed of multi-frequency transmitted pulses. The beam can be scanned from
the zenith to within 20◦ in arbitrary directions (Gordon and LaLonde 1961).

One of the representative example of steerable dish radar which adopts parabolic
reflector is the Chatanika radar located near Fairbanks, Alaska. The Chatanika radar
operates at the frequency of 1,290 MHz and beam width of 0.6◦, and the PA product
is 2.6 ×107 W m2 (Gage and Balsley 1978).

10.2.2 Radars with COCO Array Antenna

In phased array radars, there are ones which consist phased arrays of many single
elements fed by a cascading network of coaxial cables, hybrids, and phase shifters,
and are called the coaxial-collinear (COCO) array radars. The antenna elements
in one line are fed by simply interchanging the inner and outer conductors of
a coaxial cable every half wavelength. The outer conductors of the cable act as
collinear dipole (Röttger and Larsen 1990). Figure 10.3a shows a schematic diagram
of the complete 26-element COCO array antenna system, where A shows the
messenger line and the tension line used to connect the antenna, B the antenna-
feed arrangement consisting of balun and a quarter-wave matching transfer, and C
the detail of connection between adjacent elements, respectively. B and C are water-
shielded (Balsley and Ecklund 1972). The COCO antenna is inexpensive because
coaxial cable is used for antenna elements and matching networks are simple, thus
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Fig. 10.3 (a) Schematic diagram of the complete 26-element COCO array antenna. A: the
messenger line and the tension line used to connect antennas, B: antenna-feed arrangement
consisting of balun and a quarter-wave matching transfer, C: connection between adjacent elements
[from Balsley and Ecklund 1972]. (b) COCO array antenna block diagram of the Poker Flat MST
radar [from Balsley et al. 1980]

this types of antenna have been adopted for many atmospheric radars of large
aperture array antenna.

The Poker Flat MST radar in Alaska is a typical example which applies a COCO
array antenna system, whose aperture is 200 m × 200 m and the PA product is 5.1×
109 W m2, operating on the transmitted frequency of 49.9 MHz with two off-vertical
beam directions (Balsley et al. 1980). Figure 10.3b shows the block diagram of the
COCO array antenna of the radar. The antenna consists of four quarters of subarray
antenna, each constructed two pairs of 8, i.e., 16 feeding points in each subarray,
totally 64 feeding points. Four coaxial cables of 48 half-wave dipoles are connected
to each feeding point, thus complete array consisted of 12,288 dipoles. A pair COCO
array forms the zenith and obliquely eastward radar beam, and the other pair forms
the zenith and obliquely northward radar beam.

The radar is also possible to operate as four subarray radars and observe
independently in different directions. After the Poker Flat project finished, the
radar was divided into four subarray radars and installed in Piura (Peru) the
equator neighborhood, Christmas Island (Kiribati), Pohnpei Island (Micronesia),
and Biak Island (Indonesia). Balsley et al. of the National Oceanic and Atmospheric
Administration (NOAA) constructed the Trans-Pacific Profiler Network (TPPN)
applying those radars, and achieved the results in the research of the tropical general
circulation of atmosphere according to El Nino and La Nina (e.g., Gage et al. 1991,
1996).
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Fig. 10.4 A bird’s eye view of the MU radar located at Shigaraki, Shiga, Japan [Courtesy of Kyoto
University]

10.2.3 The MU Radar

General

The MU radar that Kyoto University established at Shigaraki, Shiga, Japan
(34.85◦N, 136.10◦E) in 1984 is a typical sophisticated MST radar (Fukao et al.
1980a, 1985a,b, 1990). The MU radar operates at the frequency of 46.5 MHz and
covers the whole middle atmosphere. In addition, the radar can observe a part of
upper atmosphere as an IS radar, thus designated the Middle and Upper atmosphere
(MU) radar (Kato et al. 1984). Its antenna aperture is 8,330 m2, the diameter
of 103 m, and the antenna is composed of 475 crossed three-subelement Yagis.
Figure 10.4 shows a bird’s eye view of the MU radar.

Feature and Specification

In conventional radar systems, a high-power transmitter feeds all array elements via
an appropriate cascading feeding network. The MU radar, on the other hand, does
not incorporate such a passive array but applies active array,1 i.e., each element of
the phased array is provided with a low-power amplifiers, and all the amplifiers are

1There were only several two-dimensional active phased array radars of 400-MHz band and 3-GHz
band in the world put to practical use for military purpose by the first half of the 1980s. The MU
radar may be called one of the first large-scale two-dimensional active phased array radar developed
by the original technology.
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Fig. 10.5 Block diagram of the MU radar, Shigaraki, Shiga, Japan. The transmitter/receiver (TR)
modules and TR module controllers (TR-MDL control) are housed in the TR booths in the antenna
field. Other system equipment is installed in the control building [from Fukao et al. 1985a]

coherently driven by low-level pulses in order to produce the desires peak output
power. Each Yagi is driven by the TR modules with peak output power of 2.4 kW.
The maximum peak and average radiation power are 1 MW and 50 kW, respectively,
and the PA product is 4.2× 108 W m2. The TR modules and TR module controllers
(TR-MDL control) are housed in the TR booths in the antenna field. Other system
equipment is installed in the control building. The block diagram and the basic
specifications of the MU radar are shown in Fig. 10.5 and Table 10.1, respectively
(Fukao et al. 1985a). The phase of each TR module can be controlled independently,
and it is possible to steer the antenna beam in each pulse repetition time up to
200μs virtually to any direction within 30◦ of the zenith under computer control.
Grating lobes are formed at the zenith angle of more than 30◦, thus it is unsuitable
to the atmospheric observation but is used for the special observation of such as
the ionosphere observation (Fukao et al. 1991; Yamamoto et al. 1991). The MU
radar antenna array, the whole system consists of 25 groups of subarray, i.e., one
subsystem consists of 19 array elements and 19 TR modules.

Figure 10.6a shows the MU radar antenna array. Nineteen groups are identical
hexagonal subarrays composing the main part of the antenna array, while the
remaining six groups are subarrays distributed around the periphery making the
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Table 10.1 Basic specifications of the MU radar

Location Shigaraki, Shiga, Japan (34.85N, 136.10◦E)
Radar system Active phased array radar
Transmitted frequency 46.5 MHz
Antenna aperture 8,330 m2, diameter 103 m
Antenna element 475 crossed three-subelement Yagis
Beam width 3.6◦ (half power for full array)
Beam directions 1,657, 0–30◦ off zenith angle
Beam switching 200 μs (minimum)
Polarization Linear and circular
Peak transmitted power 1 MW
Average transmitted power 50 kW (maximum)
Receiver band width 3.5 MHz
Pulse width 0.5–512 μs variable
Pulse repetition time 200 μs–65 ms variable
Receiver IF frequency 5 MHz
Data A/D conversion 14 bits × (25 + 4) channels
Pulse compression Binary phase coding up to 32 elements

Barker, complementary, and Spano codes

Fig. 10.6 (a) The MU radar antenna array. Each cross represents a crossed three-subelement Yagi.
The whole array is composed of 19 hexagonal subarrays and 6 subarrays distributed around the
periphery making the array shape nearly circular. The six boxes outside the antenna array, indicated
A–F, represent the booth which accommodate the TR modules. The shaded area shows groups
accommodated by the booth A. (b) Photograph taken in the antenna field, showing crossed three-
subelement Yagis and rf cables [from Fukao et al. 1985a]

array nearly circular. The six boxes outside the antenna array, indicated A–F,
represent the booth which accommodate the TR modules. The shaded area shows
groups accommodated by booth A. Each group can be driven separately, and
even individual array elements can be driven independently. At the first stage, the
maximum number of separate beam is limited to four due to the number of available
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Table 10.2 Basic observation parameters of the MU radar [from Fukao et al. 1990]

Troposphere Stratosphere Mesosphere
Observation time zone All day All day Daytime

(8–16 o’clock)
Observation range (km) 2–19 5–24 60–98
Beam direction Zenith Zenith Zenith

North, 10◦ off zenith angle Same as left Same as left
East, 10◦ off zenith angle Same as left Same as left
South, 10◦ off zenith angle Same as left Same as left
West, 10◦ off zenith angle Same as left Same as left

Height resolution (m) 150 150 600
Pulse repetition time (μs) 400 400 1,460
Pulse compression Single pulse 16 bits 16 bits

– Complementary code Same as left
Coherent integration 38 38 10
Incoherent integration 5 6 6
FFT points 128 128 128

detector channel. However, 25 receivers were newly added in 2004 to operate 25
groups independently. Applying these functions, e.g., to use entire subsystems for
transmission and receive the scattered signal with individual subsystem at the same
time, more various observations become possible. Using radar interferometry and
radar imaging techniques as discussed in Sect. 7.6 and will be shown the results
in Sect. 12.5, minute structures of turbulence can be known from minute phase
differences of received signals in each subsystem. Table 10.2 shows the basic
observation parameters for the range of troposphere to mesosphere.

Antenna Element

Figure 10.6b shows the photograph taken in the antenna field, showing antenna
elements, crossed three-subelement Yagis, and rf cables. Antenna elements are
allocated on the equilateral triangular grid with sides of 0.7λ (� 4.5 m), and
the faces of Yagi are pointed E–W and N–S accurately. Each element and the
corresponding TR module are connected by a coaxial cable.

Master Oscillator

The MU radar aims measuring the Doppler velocity with the accuracy of about
0.1 m s−1 in the case of using a couple of pair pulse. Allowed frequency deviation
Δ f is given using the transmitted frequency f and velocity deviation Δv as

Δ f =
2 f
c
Δv, (10.1)
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where c is the speed of light. Substituting f = 46.5× 106 Hz and Δv = 0.1 m s−1,
from (10.1) Δ f = 3.1×10−2 Hz is obtained. It means that the short-term frequency
stability s f is required to be s f ≤ (3.1× 10−2)/(46.5× 106) � 6.67× 10−10. At
first, the rubidium oscillator, a high stability frequency standard, was adopted as
the master oscillator (same as the local oscillator discussed in Sect. 8.3). Now it
is replaced by the GPS received signal. The main reason of the replacement is to
configure open system so as the other systems can easily synchronize their operation
to the MU radar. The radar transmitter (TX) intermediate frequency (IF) signal and
timing signals are generated by the master oscillator signal.

Modulation

The TX IF signal is modulated in the modulator with phase coding of 0◦ or 180◦ for
the pulse compression. The bit length is selectable up to 32 bits, and typically the
following code series are selected.

(1) Barker codes (7, 11, and 13 bits)
(2) Complementary codes (16 and 32 bits)
(3) Pseudo-Barker codes (28 bits)
(4) Spano codes (8 and 16 bits)

Analog signals, such as TX IF and timing signal, are divided to six groups and
distributed to the forementioned booths A–F.

Transmitter and Receiver System

Both up-converter and down-converter are conducted in the remote booths A–F, so
that the IF (5 MHz) and local (41.5 MHz) signals are transmitted from the control
building to the transmitter–receivers (TRs) in the booths. The TR module mixes the
IF and local signals and up-convert the IF signal to rf seed signal of 46.5 MHz and
output power of 1 mW. The rf seed signal is amplified in series up to 180 W through
the exciter and to the final output power of 2.4 kW through the power amplifier
in the TR module. Each rf output of the TR module is sent to the corresponding
array element by coaxial cable. Figure 10.7 shows (a) the TR module and (b)
appearance inside the booth. Counting power attenuation through the path, the total
transmitted power from the 475 antenna elements becomes 1 MW. The backscatter
signal received with each antenna element is converted to the receiver (RX) IF signal
through the reverse path.

Decoding

The RX IF signal is applied to the analog to digital (A/D) converter in the receiver
housed in the control building and converted to 14 bits digital received signal.
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Fig. 10.7 (a) A single TR module of the MU radar, and (b) the booth that accommodates the TR
modules

The digital received signal is applied phase detection, and the outputs, I and Q
signals are applied pulse compression with the autocorrelators separately. Then, the
I and Q signals are applied coherent integration separately. The coherent integration
is performed individually according to the direction of antenna beam, the reception
channel, and the measurement altitude.

Signal Processing

The signal processing such as the fast Fourier transform (FFT) and the autocor-
relation are applied on the received signal after coherent integration. The power
spectrum is obtained as these first processing results. In the signal processor,
in addition, the detectability is improved by the incoherent integration. Various
secondary processing such as to estimate echo intensity, Doppler velocity, and
velocity spectrum width, are performed with the averaged spectral data.

Configuration of RASS

The MU radar equips a radio acoustic sounding system (RASS), the MU radar/RASS,
that measures the atmospheric temperature. The MU radar/RASS is composed of
two or more sound generator and a controller, and measures the profile of the
atmospheric temperature by using the sound wave of frequency 80–108 Hz in the
height range of 1.5–20 km. Figure 10.8a shows the appearance and (b) the config-
uration of the MU radar/RASS acoustic transmitting antenna. Two loudspeaker of
38 cm diameter are installed on the sound generator. Each maximum input power is
400 W continuously and the output power is 130 dB (9.6 W m−2). The sound waves
outputted from the loudspeaker in the lower right of Panel (b) are reflected by the
bottom plate and radiated up in the air as spherical waves (Adachi 1996).
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Fig. 10.8 The acoustic transmitting antenna of the MU radar/RASS. (a) Appearance and
(b) configuration of loudspeaker [from Adachi 1996]

10.2.4 Equatorial Atmospheric Radar

General

The Equatorial Atmospheric Radar (EAR) is a large Doppler radar built for
atmospheric observation at the equator in West Sumatra in the Republic of Indonesia
(0.20◦S, 100.32◦E) (Fukao et al. 2003). The EAR was established by Kyoto
University with the cooperation of LAPAN2 in 2001, Fig. 10.9 shows the antenna
field of the EAR. It can observe winds and turbulence in the altitude range from
1.5 to 20 km (troposphere and lower-stratosphere). It can also observe echoes
from ionospheric irregularities at heights more than 90 km. The EAR observations
from the vicinity of the Earth’s surface to the ionosphere is applied to clarify
the dynamic uniting of the upper and lower atmosphere in the equatorial region.
Synthesizing this with the observation of equator atmospheric wave motion and the
cumulus convection, the basic process of the Earth’s atmospheric change that causes
climatic variations such as water and energy transport and occurrence of El Nino is
expected to be clarified.

The EAR has a circular antenna array of approximately 110 m in diameter, which
consists of 560 three-subelement Yagis, and the PA product is 4.7× 107 W m2. The
EAR is also an active phased array system with each element driven by a TR module
of transmitter frequency of 47.0 MHz. The radar beam direction is switched within
200μs in minimum. The block diagram of the EAR system is shown in Fig. 10.10,
and its basic specifications are listed on Table 10.3.

2National Institute of Aeronautics and Space (Indonesian: Lembaga Penerbangan dan Antariksa
Nasional/LAPAN).



10.2 Large-Scale Atmospheric Radars 381

Fig. 10.9 The Equatorial Atmospheric Radar (EAR) established by Kyoto University in West
Sumatra, Indonesia

Fig. 10.10 Block diagram of the EAR system [from Fukao et al. 2003]
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Table 10.3 Basic specifications of the EAR [from Fukao et al. 2003]

Location West Sumatra in the Republic of Indonesia (0.20◦S, 100.32◦E)
Radar system Active phased array radar
Transmitted frequency 47.0 MHz
Antenna aperture Diameter 110 m
Antenna element 560 Three-subelement Yagis
Beam width 3.4◦ (half power of full array)
Beam direction 0◦–30◦ off zenith arbitrary angle
Beam switching 200 μs (minimum)
Polarization Linear
Peak transmitted power 100 kW
Average transmitted power 5 kW (maximum)
Pulse width 0.5–256 μs variable
Pulse repetition time 200 μs–10 ms variable (every 200μs)
Data A/D conversion 14 bits × 2 channels
Pulse compression Binary phase coding up to 16 elements

Barker, complementary, and Spano codes

Antenna Element

Antenna elements, three-subelement Yagis, are allocated on the equilateral trian-
gular grid with sides of 0.7λ (� 4.5 m). The nominal beam width is 3.4◦ and the
antenna gain is 33 dB or more. Each element and the corresponding TR module are
connected by a coaxial cable.

Generation of Transmission Signal and Modulation

A COHO signal of 10 MHz is produced by the COHO based on the stable crystal
oscillator output or the GPS signal, and a local frequency (LO) signal of 37 MHz
is produced by the STALO, both in the front-end processor housed in the control
building. The COHO signal is applied pulse modulation and code modulation in
the modulator, and becomes TX IF. The up-converter mixes the TX IF and the
LO signal and outputs it to the transmitter–receiver as the TX rf at 47.0 MHz. The
TX IF is distributed to 24 feeding points by the first divider/combiner, and each
TX rf is distributed again to the same number of feeding points by the second
divider/combiner in the antenna field. Each output signal of the second feeding point
is sent to a TR module and amplified to final transmitting power level. As a result,
the original TX rf is distributed to 24× 24 feeding points, Among these, 16 points
of the edge that hardly influence on the generation of antenna pattern formation are
omitted, and 560 antenna elements in total of the remainder are actually connected
to the TR modules.
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Fig. 10.11 TR module of the EAR. (a) Appearance and (b) configuration

TR Module

The final peak output power of the TR module is 180 W. Counting power attenuation
through the path, the final maximum peak and average transmitted power are 100
and 5 kW, respectively. The TR module is attached on the base of each antenna, and
is consisted of a TX amplifier, an RX amplifier, a semiconductor TX/RX switch,
and a phase shifter for the phase control of the TX and RX signals. The appearance
and configuration of the TR module are shown in Fig. 10.11a, b, respectively.

Signal Processing

The received signal, RX rf, is amplified by the TR module, down-converted and
phase detected and converted to digital I and Q signals by the front-end processor.
The digital I and Q signals are applied pulse compression, decoding, coherent
integration, FFT, and incoherent integration, and finally becomes power spectrum
by the signal processor.

Data Processing

The power spectrum data of the signal processor output is applied to the data
processor. The echo intensity, the Doppler velocity, and the velocity spectrum
width are derived from the power spectrum data. The wind vector is calculated
based on the results of several radar beam scanning and recorded. The results of
radar observation and radar system monitoring record are sent to Japan through the
satellite communication channel.
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10.2.5 The Antarctic Syowa MST/IS Radar: PANSY

The program to establish a large scale atmospheric radar at the Syowa Station in
the Antarctic (69◦00′S, 39◦35′E) has been ongoing since 2009 and is supported by
the National Institute of Polar Research, Japan. The radar, named Program of the
Antarctic Syowa MST/IS Radar (PANSY) (Sato et al. 2006), has a bit larger PA
product than that of the MU radar. The PANSY radar has wide observation ranges
from the troposphere to the mesosphere. In addition, it can observe a part of upper
atmosphere as an IS radar. The PANSY radar is also an active phased array radar that
operates at the frequency of 47.0 MHz. Its antenna aperture is 18,000 m2, and the
antenna is composed of 1,045 crossed three-subelement Yagis. The maximum peak
and average radiation power are 500 and 25 kW, respectively, and the PA product is
4.5 × 108 W m2 (the MU radar: 4.2 × 108 W m2. See Sect. 10.2.3). The receiver is
composed of 55 channel multi-receiving system and each sub-receiver can operate
independently.

The PANSY radar is going to start operation by middle of the 2010s and is
expected to elucidate the dynamics and effects of polar atmospheric waves on the
Earth’s climate through the observations of global-scale atmospheric circulation
and interactions of the neutral atmosphere with the ionosphere and magnetosphere,
so on.

10.3 Wind Profiler

The technical results of the MST/ST radar developed by the National Oceanic and
Atmospheric Administration (NOAA) and the Max-Planck-Institut für Radioas-
tronomie (MPIfR; German) are marketed as “Wind Profiler” by the manufacturers
who have jointly developed with them. Moreover, the group of Adelaide University
in Australia also established a company and dispenses atmospheric radars such as
the ST radar all over the world. In these radars, cost down for manufacturing and
installation is tried by suppressing output power and resolution, adopting COCO
array antenna, and so on.

10.3.1 The NOAA Profiler Network

General

The NOAA has established a wind profiler network, the NOAA Profiler Network
(NPN), consisting of 35 Doppler radars of around 404 MHz located in 18 central
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Fig. 10.12 Site location of the NPN radars

US and Alaska3 and has been operating since 1992. Figure 10.12 shows the site
location of the NPN radars and RASSs, and Fig. 10.13 shows an example of the
appearance of the NPN radar and RASS system at Platteville, Colorado. Wind
profilers measure vertical profiles of horizontal wind speed and direction to above
the tropopause. The data produced by the NPN is distributed in real time to the
National Weather Service (NWS), environmental research groups, and is utilized to
improve the accuracy of short-term weather prediction. It is also distributed every
hour to the Global Telecommunication System (GTS) and is open to the public on
the Internet.

System Configuration

The block diagram of the NPN radar and RASS system is shown in Fig. 10.14.
The radar wavelength is 74 cm, and the radar adopts a COCO array antenna. The
transmitter, the receiver, the signal processor, the data processor, and peripherals
are housed in the white cabinet shown in Fig. 10.13 middle right. The transmitter
provides 6 kW of peak power, and the transmission pulse width is selected 3.3μs
(low mode) or 20μs (high mode). The low mode samples the lower atmosphere

3Thirty-two radars of 404 MHz are located in central US, and three radars of 449 MHz are in
Alaska. The frequency of 404 MHz is used for the salvage signal of the space satellite, thus it is
discussed to shift the frequency to 409 MHz so as to avoid mutual interferences.
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Fig. 10.13 NPN radar and RASS system at Platteville, Colorado [http://profiler.noaa.gov/npn/]

Fig. 10.14 Block diagram of the NPN radar and RASS system

between the height of 500 m and 9.25 km above ground level (AGL), and the high
mode between 7.5 and 16.25 km AGL, respectively, with 36 range gates spaced
every 250 m in the vertical. The radar uses a 128-point FFT to perform spectral
analysis and extrapolate velocity estimates.

http://profiler.noaa.gov/npn/


10.4 Lower Troposphere Radar 387

Antenna

The aperture of NPN radar antenna is 40 ft×40 ft and the antenna is a passive array
one consists of two crossed COCO arrays. One array forms the zenith and obliquely
eastward radar beam, and the other array the zenith and obliquely northward one.
Beam directions are about 16◦ off zenith angles, respectively. Each COCO array
consists of 20 coaxial cables. The transmitted power of 6 kW is first distributed five
and again distributed four, and supplied to those cables.

NPN RASS

The sound waves outputted from the loudspeaker are reflected by the dish reflector
and radiated to the space. The frequency of the sound is about 850–900 Hz which
corresponds to the half-wavelength of the NTP radar (about 37 cm). The processor in
the RASS subsystem processes the RASS received signal, cooperates with the NPN
radar in low mode, and produces the profile of vertical wind speed and temperature
in real time.

10.3.2 Wind Profiler Network in Europe

In Europe, experimental works to configure the wind profiler network for actual use
have been developed by European Cooperation in Science and Technology (COST).
The observation network, named EUPROF, is composed of various wind profilers
from 13 countries, and the collected data are delivered by British Weather Bureau.
Moreover, the data are open on the Internet. Several meteorological organizations
utilize single wind profiler data or multiple ones for their actual weather forecasting
use. Figure 10.15 shows the wind profiler network (EUPROF) in Europe. In recent
years, the coordination of efforts to the frequency allocation has been promoted
internationally. Thus, it is expected that more wind profiler networks will be
established.

10.4 Lower Troposphere Radar

Although ST and T radars are miniaturized compared with MST radars, they still
radiate large power. In these radars, it is in fact impossible to observe near the Earth’s
surface, about 1 km height from the ground and the major region of the atmospheric
boundary layer, due to the leakage of transmitted power to receiver. In addition,
it has been commonly recognized that the atmospheric boundary layer is critical
to human activities. Thus, the research and development have been advanced to
miniaturize ST radar further since the end of the 1980s.
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Fig. 10.15 Wind profiler
network (EUPROF) in
Europe [http://www.met-
office.gov.uk/research/
interproj/cwinde/profiler/
index.html]

10.4.1 Boundary Layer Radar (BLR)

The design and development of the boundary layer radar (BL radar or BLR) were
advanced to give priority for the ease of transportation and the small size. Hence, the
transmitted frequency of the BLR is selected as 900-MHz band to microwave band,
and the subsystems, the antenna, the transmitter, and the receiver, are composed
of small and inexpensive components. Furthermore, the RASS is integrated into
the system since the early stage of development to obtain the temperature profile.
Ecklund et al. (1988) of the NOAA, USA completed the BLR first. It adopts
the UHF band, 915 MHz, for the transmitted frequency. In Japan, both groups of
Kyoto University and the National Institute of Information and Communications
Technology (NICT) developed BLRs of L-band, 1,357 MHz, independently in
around 1990 (Hashiguchi et al. 1992; Nakamura and Masuda 1992).

Figure 10.16 shows the BLR developed by Kyoto University at the first time.
It has one transmitter of 1 kW peak power and three parabolic antennas of 2 m
diameter, and switch the radiation of transmission pulse in sequence to obtain the
profile of wind vector continuously.

Figure 10.17 shows the antenna of the BLR which operates at higher frequency
than the former, 3.05 GHz (Yamamoto et al. 2002). It adopts a planar patch array
antenna, and is highly transportable and strong in the impact such as the vibrations
due to transportation.

In the radar frequencies of 900-MHz, 1.3-GHz, and 3.05-GHz bands, precipita-
tion echo becomes predominant, thus the observation of vertical wind velocity in

http://www.met-office.gov.uk/research /interproj/cwinde/profiler/index.html
http://www.met-office.gov.uk/research /interproj/cwinde/profiler/index.html
http://www.met-office.gov.uk/research /interproj/cwinde/profiler/index.html
http://www.met-office.gov.uk/research /interproj/cwinde/profiler/index.html
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Fig. 10.16 The first BLR developed by Kyoto University [from Hashiguchi et al. 1995a]

Fig. 10.17 Appearance of the 3.05 GHz BLR. (a) Antenna module and (b) the closeup of the
module [from Yamamoto et al. 2002]

precipitation becomes difficult. However, precipitation particles can be used as the
tracer of wind if particle fall speeds are negligible.

About 100 BLRs have already been operated by the state governments and local
fire stations in the U.S.A., and are utilized to observe inversion layers and to forecast
forest fires, etc. These radars are called Cooperative Agency Profilers (CAPs).

10.4.2 Turbulent Eddy Profiler (TEP)

With the increasing need of detailed measurements of the boundary layer, the
915-MHz turbulent eddy profiler (TEP) was developed by the University of Mas-
sachusetts, applying the beamforming procedure and the radar imaging technique.
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Fig. 10.18 (a) The receiver array configuration of TEP. Shading on the array configuration
provides the area where precise measurements of the element heights were made for doing precise
phase calibration. (b) The appearance of the TEP with the transmitting horn antenna in the
background [from Palmer et al. 2005]

The TEP consists of a transmitter with wide radar beam of 25◦, and a receiver
array of up to 64 microstrip patch elements separated by approximately 0.57 m
(Mead et al. 1998; Lopez-Dekker and Frasier 2004). The peak transmitted power is
4 kW. Using the receiver array that operates as the independent receivers, coherent
radar imaging (CRI) methods can be implemented to produce high resolution
images of the boundary layer with temporal resolution of approximately 2.5 s.

Another attempt to achieve higher angular resolution, the so called Big-Y config-
uration is adopted as the schematic and appearance is shown in Fig. 10.18 (Palmer
et al. 2005). The TEP radar with Big-Y is configured by building three outrigger
arms and placing seven array elements on each. In Panel (a), the center portion,
the array numbers 8–44, consists the original TEP radar with 37 elements which
has an aperture of approximately 3.4 m diameter and beam width of approximately
5.4◦. With the sparse array of the three outrigger arms, the TEP radar can achieve
the angular resolution expected from a filled array with an aperture of 11.3 m and
beam width of approximately 2.7◦, although the sidelobe level increase and the gain
become small. Shading on the array configuration in Panel (a) provides the area
where precise measurements of the element heights were made for doing precise
phase calibration. Phase calibration can become problematic for sparse arrays when
segments of the array are separated by several wavelengths, as is the case with
the Big-Y configuration. At present, successful calibration has been accomplished
for only the center portion (Palmer et al. 2005). Palmar et al. used spectral sorting
with the TEP radar to study the interaction of precipitation and clear-air turbulence.
Exploiting the Capon based imaging, the authors were able to produce separate
three-dimensional images of precipitation and clear-air echoes with unprecedented
spatial and temporal resolution. The TEP radar is also used in a detailed study
of the DBS method by comparing the radar imaging technique results to various
DBS beam configurations (Cheong et al. 2008). Such studies would not be possible
without the unique design of the TEP radar.
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10.4.3 Lower Troposphere Radar (LTR)

After the research and developments of several atmospheric radars, Kyoto Univer-
sity developed the lower troposphere radar (LTR) to observe the whole troposphere
by enlarging the 1.3-GHz BLR, but preserving its transportability (Hashiguchi et al.
2004). The same radar system is adopted in the wind profiler network, the Wind
Profiler Data Acquisition System (WINDAS), of the Japan Meteorological Agency
(JMA).

System Configuration

The LTR is an active phased array radar, and consists of the antenna unit, the
transmitter–receiver module unit, the transmitter unit, the receiver unit, and the
signal processor unit. The basic characteristics of the LTR is listed on Table 10.4.
A phased array antenna of 4 m×4 m aperture is adopted to the antenna unit as
shown in Fig. 10.19a. The radar beam can be electrically steered sequentially to
the vertical and at zenith angles of 0 − 45◦ in the north, south, east, and west
vertical planes. The structure of the antenna elements are shown in Panel (b). The
element is an electromagnetically coupled coaxial dipole (ECCD) antenna which
was originally developed for the base station of the Personal Handy-phone System
(PHS). The ECCD array antenna is a modification of the COCO array antenna
which was discussed in Sect. 10.2.2. It has the ECCD as the radiating element which
is composed of a half wavelength metallic circular pile fed electromagnetically
by an annular ring slot on the outer conductor of the feeding coaxial cable. The
metallic circular piles act as radiating dipoles and their collinear arrangement in-
phase excitation gives an array performance (Miyashita et al. 1999). The physical
arrangement of the antenna is 24 rows (x direction) and 24 columns (y direction)
of elements, each of which is sub-divided into 2 sub-elements, thus a total of 96
sub-elements are used. An active module is connected to four sub-elements in such
a way that a module controls two sub-elements each for one row and one column,
thus a total of 24 modules of each peak output power of 100 W are used. These
modules are housed in the transmitter–receiver unit in the bottom of Panel (a).

A total of peak output power of all modules accounting combination loss is 2 kW,
Furthermore, by applying a pulse compression technique which uses binary phase
coding up to eight elements, the peak transmitted power is equivalently 16 times
high in maximum compared with the first BLR shown in Fig. 10.16. Moreover,
the transmitter–receiver unit is installed just beside the antenna, and the power
attenuation in the transmission line is suppressed to the minimum. To reduce the
ground clutter echoes, the height of radiation point is empirically chosen about
20 cm. As for the phase coding in the pulse compression, Spano codes discussed
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Table 10.4 Basic specifications of the LTR [from Hashiguchi et al. 2004]

Transmitted frequency 1357.5 MHz
Antenna type Phased array antenna
Antenna aperture About 16 m2 (4 m × 4 m)
Beam width 4.0◦ (half power)
Beam directions 5 directions (zenith, north, south, east, and west)

0◦–45◦ off zenith angle
Antenna gain 33 dB
Polarization Linear
Peak transmitted power 2 kW
Average transmitted power 428 W (maximum)
Receiver band width 10 MHz
Pulse width 0.67, 1.0, 1.33 μs (switching)
Pulse repetition time 25, 50, 100μs (switching)
Height resolution 100 m (minimum)
Time resolution 30 s–1 min
Observation range 100 m to several km

Fig. 10.19 (a) Antenna unit and transmitter–receiver module unit of the LTR. Antenna aperture is
4 m×4 m. (b) Structure of the antenna elements [from Miyashita et al. 1999]

in Sect. 8.3.4 are applied, thus the truncated range is eliminated and the data of
the vicinity of the radar also can be obtained. In addition, by the offset of COHO
frequency, observations of atmospheric temperature are also performed by using the
radar acoustic sounding system (RASS).
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Fig. 10.20 Photographs of the WINDAS LTRs. (a) One of the WINDAS LTRs, (b) same but
covered by a semi-globe radome made of FRP to prevent from heavy snow accumulation over the
antenna [from Ishihara et al. 2006]

10.4.4 WINDAS of Japan

The Japan Meteorological Agency (JMA) has established the Wind Profiler Data
Acquisition System (WINDAS). The WINDAS consists of thirty-three 1.3-GHz
LTRs which are located with dense spatial resolution of 130 km on the average over
the main islands of Japan, and the Control Center is located in Tokyo. Twenty-five
LTRs started to be in operation in 2001, and eight LTRs have been added by 2011.
The photographs of the WINDAS are shown in Fig. 10.20. Panel (a) shows one of
the WINDAS LTRs, (b) same but a semi-globe radome made of fiber reinforced
plastics (FRP) is installed, which is located in the heavy snowfall area to prevent
heavy snow accumulation over the antenna (Ishihara et al. 2006). In the case to
house near the building, the electromagnetic shielding fence is installed to avoid
electromagnetic wave interference and to suppress ground clutters (Rao et al. 2003).
The site location of the WINDAS LTRs is shown in Fig. 10.21.

The data processing height of the WINDAS is between 400 m and 9 km. Height
averages of wind measurement are 6–7 km in summer, 3–4 km in winter, and 5.3 km
on the average through a year, and wind vector profile of the height resolution of
100–600 m is obtained every 10 min. The observed data by 33 WINDAS LTRs are
sent to the Control Center every 1 h. The data are used to provide upper-air wind
data to the numerical weather prediction (NWP) of the JMA, particularly to the
hydrostatic (till 2004) and non-hydrostatic (from 2004) mesoscale numerical model
(MSM) (Ishihara et al. 2006).
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Fig. 10.21 Site location of the WINDAS LTRs [Courtesy of the Japan Meteorological Agency]



Chapter 11
Observations by Meteorological Radar

Most of the meteorological disasters are caused by such disturbance phenomena as
typhoon, local severe rain, thunderstorm, tornado, wind shear, and so on. Meteo-
rological radar observations play an important role in understanding the details of
these phenomena when observational data are assimilated into mesoscale numerical
models (e.g., Houze 1993, Chap. 4). In this chapter, representative examples of these
phenomena which were observed by meteorological radars with various antenna
scan modes are presented.

11.1 Precipitation Observation by Meteorological Radar

A conceptual diagram for observation of precipitation by a meteorological radar
is shown in Fig. 11.1. The electromagnetic wave radiated from the radar antenna,
installed in places having a good field of view, is scattered by raindrops or cloud
particles. Waterdrops in cloud at high altitudes freeze and become ice particles
such as graupel, hail, and snowflakes. Large snowflakes melt when falling through
the melting layer1 of several hundreds meter thickness, which exists immediately
beneath the 0◦C height. Partially melted snowflakes have ice cores and appear as
large drops that are unstable and break apart into numerous small raindrops. After a
snowflake begins to melt, its shape is reduced to a smaller raindrop or even broken
up into a number of small raindrops, but in the first stage of melting, only the
surface of the particle melts, and it looks as if a raindrop of larger diameter exists.
Because the refractive index of water is larger than that of ice, radar echoes from the
melting layer are observed stronger than those from above this layer. Because the
drop’s backscatter cross section is proportional to the 6th power of its diameter, and
because large raindrops break apart as they fall below the melting layer, reflectivity

1The altitude of melting layer at mid latitudes is about 2,000–4,000 m. However, it changes in
height with the seasons, and with passages of cold fronts.

S. Fukao and K. Hamazu, Radar for Meteorological and Atmospheric Observations,
DOI 10.1007/978-4-431-54334-3 11, © Springer Japan 2014
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Fig. 11.1 Conceptual diagram for observation of precipitation by a meteorological radar

Fig. 11.2 Extratropical cyclone observed by a meteorological radar. (a) Raw PPI display and
(b) digitally processed display after ground clutter suppression [Provided by the Japan Meteo-
rological Agency]

decreases below this layer. Although there are more drops below the melting layer,
the increase in the number of drops is insufficient to overcome the decrease of
reflectivity due to the decrease in drop cross sections. Thus the reflectivity is weaker
above and below the melting layer. For this reason, the layer is called the bright
band.

Radar Echo Indication

The advantage of meteorological radar is to be able to observe precipitation in a
wide area continuously in time. Figure 11.2 shows the plane distribution of rain area
caused by an extratropical cyclone which is observed by a meteorological radar.
Panel (a) shows the plan position indicator (PPI) plot of the 300 km radius by an
analog data display which was widely used in the past. The radar is located at the
center of the screen, and the white color in the screen indicates the area of intense
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radar echoes. The analog data is composed of weather echoes and ground clutter
which cannot be visually separated. Panel (b) shows the digitally processed data.
Ground clutter echoes which are included in Panel (a) are suppressed, whereas only
precipitation echoes are displayed.

Intensification and Dissipation of Precipitation

A series of schematic of the structure of a mesoscale precipitation feature as viewed
by meteorological radar is shown in Fig. 11.3 (Leary and Houze 1979). The right
panels are vertical cross sections, and the left ones are horizontal cross sections
during (a) formative, (b) intensifying, (c) matured, and (d) dissipating stages of its
life cycle. The outside contour for radar reflectivity is the weakest detectable echo,
and the inner contours are for successively higher reflectivity values. The highest
intensity in the left and right panels are the same level, whereas lower intensity
levels in the left panels are rounded up to the second highest level.

11.2 Mesoscale Rain

11.2.1 Structure of Extratropical Cyclone and Front

Rain Bands

Line echo regions in connection with cyclones which are commonly observed by
meteorological radars may have comparatively strong intensity, and sometimes
bring localized heavy rains. Extratropical cyclones are lows that progress along the
westerlies belt at mid-latitude. Major rain bands generated near lows or fronts are
as follows (Houze et al. 1976; Hobbs 1978):

1. Type 1. Warm frontal. Rain bands of approximately 50 km in width and oriented
parallel to warm front. It is found toward the leading edge of a frontal cloud
shield.

2. Type 2. Warm sector. Rain bands of typically 50 km in width, found in the
intersection of the surface warm and cold fronts. It tends to be parallel to cold
fronts.

3. Type 3. Cold frontal-wide. Rain bands of approximately 50 km in width, oriented
parallel to cold front. It is found toward the trailing edge of a frontal cold shield.

4. Type 4. Cold frontal-narrow. Extremely narrow rain band (up to 5 km in width)
coinciding with surface cold front.

5. Type 5. Post frontal. Rain bands located in the convective cloud field behind a
frontal cloud shield.
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Fig. 11.3 Schematic of the structure of a mesoscale precipitation feature as viewed by meteo-
rological radar. The vertical cross sections in the right panels along A–A’ to D–D’ correspond
to the baselines with the same marks in the horizontal plots on the left during (a) formative, (b)
intensifying, (c) matured, and (d) dissipating stages of its life cycle. Heavy arrows in the horizontal
plots indicate direction of low-level winds. Arrows on vertical cross sections indicate directions of
the low- and upper-level winds [from Leary and Houze 1979]
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Fig. 11.4 Schematic three-dimensional structure of an extratropical cyclone [from Hobbs 1978]

Figure 11.4 shows the schematic three-dimensional structure of an extratropical
cyclone by Hobbs (1978). Numbers (1)–(5) in the figure correspond to above
mentioned rain band Type 1–5, respectively. The length of each rain band is several-
hundreds kilometer. It is known that convective precipitation cells, which bring
stronger rain, exist inside of these mesoscale rain bands. The horizontal distribution
of the precipitation area is observed by meteorological radars with PPI scan, and its
vertical structure is observed with RHI scan.

Warm Conveyor Belts

Extratropical cyclones are occasionally generated around warm conveyor belts
(WCB), and the associated rainfalls have been commonly observed by meteorolog-
ical radar, where rainfall intensity is relatively strong, and regional heavy rain may
sometimes follow. It develops along a belt of mid-latitude westerlies. Figure 11.5
shows a conceptual diagram of typical distribution precipitations generated around
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Fig. 11.5 Conceptual diagram of typical precipitations generated in association with a split front;
(a) plan view; (b) vertical section along AB in (a). The hatched shading along UU and ahead
of the warm front represents precipitation associated with the upper cold front and warm front,
respectively. In (b), numbers represent precipitation types: (1) warm frontal precipitation, (2)
convective precipitation-generating cells associated with the upper cold front, (3) precipitation
from the upper cold frontal convection descending through an area of warm advection, (4) shallow
moist zone between the upper and surface cold fronts, and (5) a shallow layer of precipitation at
the surface cold front itself [from Browning and Monk 1982; Browning 1986]

such extratropical cyclones–frontal zone systems. (a) Plan view and (b) vertical
section along the baseline of AB in (a) are shown. In (a), UU represents the upper
cold front. The upper cold front is ahead of the surface warm front, and thus is
referred to a split front. Numbers in (b) represent precipitation types as follows: (1)
warm frontal precipitation, (2) convective precipitation-generating cells associated
with the upper cold front, (3) precipitation from the upper cold frontal convection
descending through an area of warm advection, (4) shallow moist zone between the
upper and surface cold fronts, and (5) shallow precipitation at the surface cold front
itself (Browning and Monk 1982; Browning 1986).
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Fig. 11.6 Schematic diagram of plan view of surface winds and precipitations, which produce
the wake low at the rear of a squall line with stratiform precipitation. The arrows represent wind
relative to the squall line [from Johnson and Hamilton 1988]

The horizontal distribution of convective cells inside these mesoscale2 precipita-
tion areas can be observed by meteorological radar with PPI scan, and the details of
the vertical structure can be seen with RHI scan.

11.2.2 Horizontal Structure of Precipitation

Figure 11.6 schematically indicates an actual mesoscale weather and the corre-
sponding observational results by meteorological radar (Johnson and Hamilton
1988). Surface winds relative to movement of the squall line are indicated by
arrows in the figure together with radar echo region at the lower height, meso-high,
meso-low, and so on. There is a region of strong convective rain at the tip of the
squall line. By watching the temporal variation, precipitation cells reached a matu-
rity while proceeding and were eventually weakened. Behind the convective region,

2The horizontal range of mesoscale spreads from around 2 to 200 km, and the nominal designation
of mesoscale is divided into three ranges: meso-α , meso-β , and meso-γ . Meso-α weather is the
phenomena in scales around 200 km and more. Meso-β weather and meso-γ weather are the
phenomena in scales of around 20–200 km and 2–20 km, respectively (Orlansky 1975).
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Fig. 11.7 PPI observational examples of the mesoscale convective system at mid-latitudes, which
were observed on different days by the NSSL in Norman, Oklahoma. Range rings are at 20, 200,
and 240 km, respectively. (a) Mesoscale convective system whose echo patterns closely resemble
to the schematic diagram in Fig. 11.5, and (b) more chaotic example where a number of convective
cells are distributed in the precipitation area [from Houze et al. 1990]

the stratiform clouds widely developed, and weak precipitation was observed. The
region from the squall line to the edge of the following stratiform rain region was
identified by radar echoes.

The horizontal distribution of radar echo can be obtained by the observation
with the PPI, Sector PPI (SPPI), and constant altitude PPI (CAPPI) scan modes.
Typical examples of mesoscale convective systems at mid-latitudes, which were
observed with the PPI scan mode by the National Severe Storms Laboratory (NSSL)
in Norman, Oklahoma, are shown in Fig. 11.7, where two panels of radar reflectivity
at low elevation angle on different days are shown. Panel (a) shows the result almost
identical to the schematic diagram in Fig. 11.6. The high radar reflectivity factor of
more than 45 dBZ is observed along the leading edge of the meso-high convective
line, whereas that of following wide stratiform rain area is comparatively low,
20–45 dBZ. In such cases, usually a heavy rain shower is generated at the passage of
squall line, and weak precipitation continues for about 1 or 2 h afterward. Panel (b)
shows the more chaotic example where a number of convective cells are distributed
in the precipitation area.

11.2.3 Vertical Structure of Precipitation

Figure 11.8 shows a schematic diagram of the vertical section along the proceeding
direction of a squall line (Houze et al. 1989). The squall line proceeds from left to
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Fig. 11.8 Vertical section along the proceeding direction of a squall line. The wavy line of the
outermost edge and the thick line indicate the areas of cloud and radar echo, respectively. Broken
line shows the trajectory of falling precipitation particles. H and L are the areas of relatively high
and low atmospheric pressure, respectively [from Houze et al. 1989]

right. The thin solid lines show winds relative to the squall line. The wavy line of
the outermost edge shows the contour of visual clouds, and the thick line indicates
the area of radar echo which appears in SRHI or RHI observation. Black and pale
shadows are strong and slightly strong echo areas, respectively. The broken line in
the figure shows the trajectory of falling precipitation particles. H and L are the areas
of relatively high and low atmospheric pressure, respectively. The pale shadow area
in the stratiform cloud following a strong convective rain area is the bright band
which is formed just under the 0 ◦C height, and has the thickness of a few hundred
meters. As mentioned in Sect. 11.1, a snow particle, which has grown by merging
and/or aggregating cloud particles while falling down from the upper layer, melts
from its surface as it passes through the 0 ◦C height. Hence, the melting snow is
observed as the intenser radar reflectivity layer than the regions above and below. By
observing such vertical cross sections, it is possible to discriminate stratiform rain
from convective rain, and to obtain various information on convective phenomena.

Figure 11.9 shows the vertical section of a squall line and the following
stratiform rain area observed by meteorological radar (Biggerstaff and Houze 1993).
This figure shows the radar reflectivity factors and vertical velocities, which are
composed and averaged by the results of multiple Doppler radars installed within
the distance of 60 km in the direction of the squall line motion. Vertical velocities
are indicated with the contours of −0.9, −0.45, −0.15, 0.15, 0.45, 0.9, 1.5, 2.4,
3.6 m s−1, respectively. The negative speed (toward radar) is shown by the broken
line, while the positive speed (away from the radar) is shown by the solid line. The
squall line proceeded from left to right in the figure. The precipitation cell in the area
along the squall line is dominated by the upward flow, and the maximum upward
flow region corresponds to the echo top.

Figure 11.10 shows a cold front observed by the 9.8-GHz transportable Doppler
radar of the Meteorological Research Institute (MRI) in Japan (Sakakibara et al.
1991). In the figure, the vertical cross section along the baseline of nearly southeast
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Fig. 11.9 Vertical cross section of squall line and the following stratiform rain area observed by
multiple Doppler radars installed within the distance of 60 km in the direction of motion of the
squall line. The results are composed and averaged [from Biggerstaff and Houze 1993]

Fig. 11.10 Cold front observed by the 9.8-GHz transportable Doppler radar of the Meteorological
Research Institute in Japan, where the vertical cross section along the baseline from nearly
southeast to northwest, perpendicular to the cold front. Upper panel; radar reflectivity factor, and
lower panel; Doppler velocity [from Sakakibara et al. 1991]
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to northwest which is perpendicular to the cold front is shown, where radar
reflectivity factor and Doppler velocity are indicated in the upper and lower panels,
respectively. The gray area in the upper panel denotes radar reflectivity factors equal
to or more than 30 dBZ, and that in the lower panel denotes wind velocity away
from the radar. The front moved to the southeast as a whole. Anvil cloud echo can
be seen in the upper layer, and small scale convective cloud echoes can be seen over
the lower layer. Furthermore, the most active convection echo is generated around
10 km northwest from the radar. In the distribution of Doppler velocity in the lower
panel, cold air that enters from the tip of the undermost layer in the northwest, and
above the layer warm air moving from southeast to northwest, can be seen.

11.3 Typhoon

Atmospheric lows generated over the ocean in the tropics and subtropics are
called tropical cyclones (TCs). Among the TCs generated in the North Pacific
region between 100◦ and 180◦E, whose wind velocity increases to more than
17 m s−1(34 knots), are called typhoons.3 A typhoon is a vortex which extends to
all layers in the troposphere, and characterized with its circular arc echo pattern.

11.3.1 Horizontal Structure

Figure 11.11 shows PPI echo patterns of a typhoon and a hurricane seen in the
northern hemisphere observed by 2.8-GHz band radars. Panel (a) indicates Typhoon
67174 observed by Mt. Fuji radar which had been operated at the top of Mt. Fuji,
3,776 m above sea level, for 35 years between 1964 and 1999 in Japan (Kodaira
1990). Panel (a) was obtained with the PPI scan at the elevation angle of −1.5◦ so
that the position of the radar is off-center in the picture and indicated by a cross. The
typhoon was located at 100–600 km apart from the radar in the south-southwest.
Ground clutters are observed in the vicinity of the radar, and sea clutters are also
seen within the range up to about 150 km in the southeast. In the central area of
the typhoon or the typhoon eye, no echo was received in the tens of kilometers

3TC is called by different names in different areas; typhoon in the North Pacific Ocean, hurricane
in the North Atlantic Ocean, or willy-willy in Australia.
4In Japan, a typhoon is numbered by composing the last 2 digits of the Christian era and the serial
number of typhoon occurrence every year. Thus Typhoon 6717 means the 17th typhoon generated
in 1967.
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Fig. 11.11 PPI echo patterns observed by 2.8-GHz band radars. (a) Typhoon 6717 observed by
Mt. Fuji radar in Japan (Kodaira 1990), (b) Hurricane “Alicia” observed by the WSR-57 in the
United States on 18 August 1983 [from Marks and Houze 1987]

diameter, It is surrounded by the cumulonimbus and stratiform precipitation belt
of counterclockwise vortex swirling from the left corner to the upper part in the
picture. As indicated by the intensity of sea clutter, the wind velocity on the right
side of the eye with respect to the direction of typhoon motion is larger than that
on the left side. This is because the moving velocity of the typhoon is added to the
vortex speed of the typhoon on the right side.

Nowadays, applications of geostationary meteorological satellite (GMS) and
weather observation satellite to research are making steady progress, and it has
become possible to observe a typhoon in a wide area. Moreover, long range
observing radars such as Mt. Fuji radar at the top of the highest mountain in Japan,
whose observation area was 800 km in radius, have been superseded by multiple
smaller meteorological radars installed at lower heights. Figure 11.12a shows the
picture of Typhoon 0205 observed by the microwave radiometer AMSR-E which
was developed in Japan and on board the Aqua satellite of the National Aeronautics
and Space Administration (NASA). In this panel, the brightness temperatures
at 89.0-GHz (vertically and horizontally polarized waves) and that at 23.8-GHz
(vertically polarized wave) were synthesized, where the bright part is precipitation
area, and the change of the hue corresponds to an increase of water vapor and clouds
in the atmosphere. The satellite observations were made every 12 h when passing
over the vicinity of Japan twice a day in the middle of night and afternoon, and this
picture was obtained at 0226 Japan standard time (JST) on 4 July 2002. Panel (b)
is the cloud image of the same typhoon as (a) taken at 1800 JST on 3 July by the
infrared radiation (IR) sensor on board the GMS-5 “Himawari”. Panel (c) shows the
echo intensity of the precipitation area of the same typhoon obtained by Ishigakijima
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Fig. 11.12 Typhoon 0205 observed by (a) the microwave radiometer AMSR-E on board the Aqua
satellite of NASA, where the brightness temperatures at 89.0-GHz (vertically and horizontally
polarized waves) and that at 23.8-GHz (vertically polarized wave) are synthesized [courtesy of
the Japan Aerospace Exploration Agency], (b) by the infrared radiation (IR) sensor on board
the GMS-5 “Himawari” [courtesy of the Japan Meteorological Agency], and (c) by Ishigakijima
meteorological radar [courtesy of the Japan Meteorological Agency], respectively

meteorological radar of the Japan Meteorological agency (JMA) at the same time
as (b). Panel (a) was observed from the synchronous quasi-recurrent orbit satellite
at the distance of 705 km, and (b) from the geostationary meteorological satellite
at the distance of 36,000 km from the earth surface, respectively, whereas (c) was
observed by the ground based radar with almost horizontal radar beam scanning.

Center of the Typhoon Observed by Two Doppler Radars

Figure 11.13 shows the horizontal structure near the eye of the typhoon, which
passed between two Doppler radars. These pictures were obtained by the indepen-
dent scanning method mentioned in Sect. 4.3.1 when Typhoon 8514 passed between
the 5.3-GHz ground base meteorological radar of Meteorological Research Institute
of Japan in Tsukuba city and the 9.8-GHz transportable Doppler radar placed at
about 28 km southwest from the institute. CAPPI pictures at the 1.5, 2.5, and 3.5 km
height are shown from left to right panels, respectively. Wind direction and speed in
the horizontal plane are given by arrows, and the contour of radar reflectivity factor
is overlaid on the panels. The contour is drawn every 2.5 dB in the area of more than
15 dBZ, and the areas of more than 35 dBZ are shaded. The cloud wall of the eye of
the typhoon and the wind that turns around the typhoon center appear clearly from
the center of the typhoon to the northeast.
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Fig. 11.13 Horizontal structure near the eye of Typhoon 8514 which passed between two Doppler
radars. These pictures were obtained by independent scanning mode. Wind direction and speed in
the horizontal plane are given by arrows, and the contour of radar reflectivity factor is overlaid.
The contour is drawn every 2.5 dB in the area of more than 15 dBZ, and the areas of more than
35 dBZ are shaded [from Tabata et al. 1992]

Fig. 11.14 Typhoon 9728 observed by the PR on board the TRMM satellite. (a) Radar echo
intensity (converted to rainfall rate) overlaid on the visible image obtained by the geostationary
meteorological satellite, and (b) spatial structure of the same typhoon [Courtesy of the Japan
Aerospace Exploration Agency]

11.3.2 Spatial Structure

Figure 11.14 shows a typhoon observed by the precipitation radar (PR) on board the
Tropical Rainfall Measurement Mission (TRMM) satellite mentioned in Sect. 9.4.1.
Panel (a) indicates the radar echo intensity (converted to rainfall rate) overlaid on
the visible image of Typhoon 9728, which was obtained by GMS, and (b) indicates
the spatial structure of the same typhoon. There was no precipitation in the eye,
whereas it was observed in the east side of the eye. Moreover, a heavy precipitation
area of high echo top surrounds the eye, and the typhoon vortex can be seen in the
east side of the eye. If a typhoon passes immediately over the atmospheric radar, its
vertical structure can be clarified in more detail as will be discussed in Sect. 12.2.2.
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11.4 Cumulus Convection

11.4.1 Multicell Thunderstorms

Thunderstorms are characterized with extremely high cloud top and shapes of
cumulonimbus developed by intense convective activities. The vertical profile of
radar echoes reflects these features clearly. Figure 11.15 schematically shows the
vertical profile of a large-scale thunderstorm with multicells of precipitation based
on the radar observations in Colorado in the United States (Browning et al. 1976).
The storm is generated and developed in order of n− 2, n− 1, n, and n+ 1, while
moving from the left to the right (north to south).

The solid and broken lines in the figure show the wind flow relative to the
storm motion. The actual wind flow is three dimensional, and consequently, its
direction perpendicular to the vertical section is discriminated by different lines;
wind blowing from the outside toward the inside of the vertical section is shown
by a broken line, and that blowing oppositely is shown by a solid line. Consecutive
white circles denote the trajectory of a hailstone, which is generated at the cloud
bottom in the right, while it grows, matures, and falls. The light gray area, dark
gray area, and the inside white area represent radar reflectivity factors of 35, 45,

Fig. 11.15 Vertical profile of a multicell thunderstorm schematically shown based on the radar
observations in Colorado in the United States. The storm is generated and developed in order of
n−2, n−1, n, and n+1, while moving from left to right (from the north to the south). Consecutive
white circles denote the trajectory of a hailstone. Light gray; 35 dBZ, dark gray; 45 dBZ, and white
area inside the dark gray area; 50 dBZ, respectively [from Browning et al. 1976]
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Fig. 11.16 Wind vectors and radar reflectivity factors in a thundercloud obtained with radar
superimposed on the photograph of the thundercloud, where the wind vectors indicate the
component in the cross section passing through the center of the storm and perpendicular to the
line of sight during (a) growing and (b) matured stages from Doviak and Zrnić (2006, pp. 302–303)

and 50 dBZ, respectively. Wind speed relative to storm motion and direction in each
height are indicated along the left vertical axis of the figure (Browning et al. 1976;
Houze 1993, p. 276).

11.4.2 Ordinary Thunderstorms

In contrast with the large-scale multicell thunderstorms, ordinary thunderstorms
have comparatively simple convective activities, which are composed of upward
and downward flows. In general, the lifetime of upward flow is up to about 1 h.
The activity of upward flow becomes weak gradually along with the activation
of precipitation in the thundercloud, and finally the precipitation reaches ground
with downdraft. Figure 11.16 shows the wind vectors and radar reflectivity factors
in a thundercloud obtained with radar superimposing in the photograph of the
thundercloud (Kingsmill and Wakimoto 1991; Doviak and Zrnić 2006, pp. 302–
303). The wind vector, in cross section passing through the center of the storm
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Fig. 11.17 Simplified model
of a vertical vortex in a
tornado [from Fujita 1985,
p. 14]

and perpendicular to the line of sight, was obtained by the independent scanning
mode (see Sect. 4.3.1) by three Doppler radars. The radar reflectivity factor was
obtained by the CP-2 radar5 observation in a cross section passing through the
center of the storm and orthogonal to the line of sight from the photographer. The
contour of equal radar reflectivity factor is drawn every 10 dB. Panel (a) shows the
growing stage of a storm which contains updraft speed up to 18 m s−1, where the
radar reflectivity factor in the center of the cell at the height of about 7 km becomes
60 dBZ, and (b) shows the mature stage after about 6 min from (a), where the radar
reflectivity factor becomes the maximum value of 65 dBZ and the highest reflectivity
area has descended to around 3.5 km. In the following stage, the downdraft becomes
superior.

11.4.3 Tornado

The tornado is a high-speed whirlwind that rotates rapidly around an almost
vertical axis. It is known that many tornadoes are generated from a large-scale
cumulonimbus, i.e., developing multicell thunderstorm as discussed in Sect. 11.4.1.
It usually has diameters ranging from ten meters to over several hundred meters.
Figure 11.17 shows a simplified model of a vertical vortex in a tornado (Fujita
1985, p. 14). Many tornadoes are generated in the United States, especially in the
central part. In some cases, the maximum wind speed exceeds 140 m s−1, and causes

5The dual-frequency and polarimetric radars of 2.8 and 9.4 GHz of the National Center for
Atmospheric Research (NCAR) in the United States. This observational result was derived by
the 2.8-GHz radar.
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Fig. 11.18 Horizontal cross section of a tornado observed in Dimmitti, Texas at 0103 UTC on
3 June 1995, by the mobile Doppler radar with magnetron transmitter at the frequency of 9.37–
9.38 GHz and the radar beam width of 0.93◦. (a) The radar reflectivity field and (b) the Doppler
velocity field in radial direction [from Wurman et al. 1996]

significant disasters. In other countries, tornadoes of smaller scale are generated
from lower convective clouds developing in the cold front.

Figure 11.18 shows the horizontal appearance of a tornado observed in Dimmitti,
Texas, at 0103 UTC6 on 3 June 1995 by the mobile Doppler radar with magnetron
transmitter of the frequency of 9.37–9.38 GHz and the radar beam width of 0.93◦
(Wurman et al. 1996). The radar reflectivity field and the Doppler velocity field
in radial direction are shown in panels (a) and (b), respectively. The center of the
tornado was located about 3 km from the radar. The radar reflectivity factor of near
40 dBZ and the radial velocity of around 60 m s−1 were observed in the wall region
around the center, whereas the center region was calm and the radar reflectivity in
the center was about 30 dB lower than that of the maximum intensity region.

Figure 11.19 shows the vertical cross section, whose orientation is nearly
perpendicular to the radar beam in order to capture maximum Doppler velocity,
of the same tornado as that of Fig. 11.18 (a) The radar reflectivity field and (b) the
Doppler velocity field (Wurman et al. 1996). The center of the tornado is clearly
indicated in both pictures.

6Coordinated Universal Time, the time standard by which the world regulates clocks and time. It is
almost the same as Greenwich Mean Time (GMT) based on astronomical observation, but the leap
second to adjust the gap with Temps Atomique International (TAI) that counts the elapsed time in
GMT from 0000:00, 1 January 1958.
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Fig. 11.19 Vertical cross section, whose orientation is nearly perpendicular to the radar beam, of
the same tornado as Fig. 11.18, when it approached nearer the radar. (a) The radar reflectivity field
and (b) the Doppler velocity field [from Wurman et al. 1996]

11.4.4 Downburst

Abrupt and furious downdrafts are often generated in the latter half of the growth
of cumulonimbus. This is induced by the cooled heavy air mass which is caused
by the falling of precipitation particles that draw in dry ambient air in which ice
water and/or liquid water sublimate and evaporate, cooling the ambient air. The
sizes of downbursts vary from less than 1 km to tens of kilometers. Fujita (1985,
p. 8) subdivides them into macrobursts and microbursts according to the horizontal
scale of damaging winds as follows. (As for “microburst”, same as defined in
Sect. 9.2.3. Two classes of microburst, “dry microburst” and “wet microburst” are
also discussed in Sect. 9.2.3.)

• Macroburst: A large downburst with its outburst winds extending in excess of
4 km (2.5 miles) in horizontal dimension. An intense macroburst often causes
widespread tornado-like damage. Damaging winds, lasting 5–30 min, could be
as high as the wind speed of 60 m s−1 (134 mph).

• Microburst: A small downburst with its outburst, damaging winds extending
only 4 km (2.5 miles) or less. In spite of its small horizontal scale, an intense
microburst could induce damaging winds as high as 75 m s−1 (168 mph).

Microburst

In particular, microbursts wreak a lot of damage to the aircraft taking off and
landing; thus, specialized radar such as the Terminal Doppler Weather Radar
(TDWR) are developed to detect them as discussed in Sect. 9.2.3. A simplified
model of a horizontal vortex in a microburst is shown in Fig. 11.20. A descending
microburst is schematically shown in Fig. 11.21 in three stages according to the time
series: midair microburst, touchdown, and surface microburst.
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Fig. 11.20 Schematic view of a three-dimensional microburst. Convergence aloft, rotating down-
draft, and surface divergence are included [from Fujita 1985, p. 75]

Fig. 11.21 Schematics of descending microburst at three stages according to the time series:
midair microburst, touchdown, and surface microburst [Fujita 1985, p. 73]

Figure 11.22 shows the vertical cross sections (RHI pictures) of a microburst
observed by the CP-3 radar, a 5.6-GHz Doppler radar of National Center for
Atmospheric Research (NCAR), Denver, Colorado. In panels (a) and (b), radar
reflectivity factor and Doppler velocity are indicated, respectively (Fujita 1985).

In panel (a), it appears clearly that the downdraft with precipitation descends
and spread in the vicinity of surface of the earth. In the Doppler velocity field in
panel (b), the winds at higher altitude converge on the center of the downdraft,
i.e., Doppler velocity (green patch) on the right side at the top of the downburst
shows an approaching radial wind whereas on the other side (yellow patch) shows
receding radial velocities. However, the direction of the winds near the earth’s
surface diverges from the center of the downdraft.
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Fig. 11.22 Vertical cross sections of a microburst observed by the CP-3 radar. (a) Radar
reflectivity factor and (b) Doppler velocity [from Fujita 1985, p. 17]

Figure 11.23 shows (a) horizontal distributions and (b) vertical distributions of
two individual microbursts (Fujita and McCarthy 1990). In panel (a), the Hickory
Ridge microburst was observed by the FL-2 radar, a 2.8-GHz radar developed and
operated by Lincoln Laboratory for the Federal Aviation Administration (FAA) on
26 June 1985 near Memphis, Tennessee, where (top) spectrum width, (middle) radar
reflectivity factor, and (bottom) Doppler velocity, respectively. In panel (b), the
Monrovia microburst was observed by the CP-4 radar, a 5.5-GHz Doppler radar
of the NCAR, on 20 July 1988 near Huntsville, Alabama, where (top) the cloud
photo, (middle) the radar reflectivity factor, and (bottom) the Doppler velocity. The
top panel of (b) gives an impression that lower half of the cloud began sinking fast is
due to downdraft. In the bottom of (b), updraft is seen in the vicinity of the cloud top
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Fig. 11.23 (a) Horizontal distribution of the Hickory Ridge microburst observed by the FL-2 radar
near Memphis, Tennessee on 26 June 1985, showing (top) the spectrum width, (middle) the radar
reflectivity factor, and (bottom) the Doppler velocity. (b) Vertical distribution of the Monrovia
microburst observed by the CP-4 radar near Huntsville, Alabama on 20 July 1988, showing (top)
the cloud photo, (middle) the radar reflectivity factor, and (bottom) the Doppler velocity [from
Fujita and McCarthy 1990]
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and the upper right area, whereas the central area and the lower area are occupied
with downdraft, and it reaches the vicinity of the earth’s surface. Moreover, a part
of the downdraft which is rolled up after horizontal extension is seen in the left area
of the cloud in the vicinity of ground.

11.5 Polarimetric Radar Observations

11.5.1 Polarimetric Parameters

Ice Water and Melting Zone

As discussed in Sect. 6.4, various polarimetric parameters can be observed by
polarimetric radar. The vertical cross sections of ice cloud are shown in Fig. 11.24a
and b which are obtained by the 2.8-GHz band Chilbolton radar in U.K. on 6 July
1983 at different azimuth angles and different time. In each panel, radar reflectivity
factor Z (top) and differential reflectivity ZDR (bottom) are shown. These quantities
are utilized for judging if precipitating particles are frozen or melted. In panel (a), a
formation of melting zone is at a height of about 2.5 km. The ZDR value is about 1 dB
or less in regions above the melting layer, whereas it is around 2–4 dB in the region
below this height. It is understood that ice particles change to water droplets, i.e.,
a melting zone is formed at the height of around 2.5 km. In panel (b), an intrusion
of substantial ZDR (liquid or very wet icy hydrometeors) above the melting level in
a convective storm is shown. A part of the melting zone reaches up to around 5 km
due to a strong updraft inside the cloud (Jameson and Johnson 1990).

Fig. 11.24 Z (top) and ZDR (bottom) obtained by the 2.8-GHz band Chilbolton radar in U.K.
on 6 July 1983 at different azimuth angles and different time. (a) Ice water discrimination,
i.e., formation of melting zone and (b) an intrusion of substantial ZDR (liquid or very wet icy
hydrometeors) above the melting level in a convective storm are shown [from Jameson and Johnson
1990]
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Fig. 11.25 Zhh and ZDR observed by the CP-2 10-cm wavelength radar (upper pictures). The hail
signal (HS) derived from the two equivalent radar reflectivity factors of the CP-2 3-cm and 10-cm
wavelength radars, and the LDR observed at 3-cm wavelength (lower pictures) [from Jameson and
Johnson 1990]

Hail

Figure 11.25 shows the vertical cross section of a significant hailstorm near Denver,
Colorado observed by the CP-2 radar, the formerly mentioned dual wavelength (of
10-cm and 3-cm wavelengths) dual polarization radar of the NCAR. The upper
left and upper right pictures show the radar reflectivity Zhh and the differential
reflectivity ZDR, respectively, both obtained by the 10-cm wavelength radar. If the
target particles are hail of around 10 mm diameter, πD/λ � 0.3 at 10-cm wave-
length, where D is the diameter of the particle, and λ the radar wavelength; thus the
backscattering for this particle is in the Rayleigh region as discussed in Sect. 3.2.2,
whereas πD/λ � 1.0 at 3-cm wavelength and is in the Mie region. As a result,
two equivalent radar reflectivities Ze3 and Ze10 differ significantly. The lower left
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Fig. 11.26 Radar reflectivity factor Z and differential propagation phase ΦDP in rain of various
intensities, (a) very light, (b) light, (c) moderate, and (d) heavy rains, observed by the NOAA ETL
3-cm wavelength radar deployed at the NASA Wallops Island facility in one long event when the
rain increased from very light to very heavy at the direction of (azimuth, elevation) = (134 ◦, 1.8◦)
on 21 March 2001. Solid and broken Z lines indicate measured and corrected values, respectively,
using KDP [from Matrosov et al. 2002]

picture shows the hail signal (HS), where the HS is defined as Ze3/Ze10. The
lower right picture shows the linear depolarization ratio (LDR) observed at 3-cm
wavelength. The LDR value is adjusted to remove the effects of attenuation at the
3-cm wavelength. The region of HS ≥ 5 dB is estimated to show the existence of
hailstones. As is evident from the upper right and lower right pictures, while ZDR

is very uniform in locations of icy hydrometeors, LDR exhibits extensive structure
that is quite similar but not identical to that for the HS in the lower left picture. The
substantial ZDR at low level is likely an artifact caused by different beam patterns
for horizontal and vertical polarizations [from Jameson and Johnson 1990].

11.5.2 Attenuation Correction

As discussed in Sect. 6.4.4, the attenuations of Z and ZDR due to precipitation along
the propagation path can be corrected using the specific differential phase KDP.
Figure 11.26 shows radar polarimetric measurements, Z and the differential phase
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ΦDP, in rain of various intensities, (a) very light, (b) light, (c) moderate, and (d)
heavy rains, observed by the National Oceanic and Atmospheric Administration
(NOAA) ETL 3-cm wavelength radar deployed at the NASA Wallops Island facility
at the direction of (azimuth, elevation)= (134◦, 1.8◦) on 21 March 2001 (Matrosov
et al. 2002). All these diagrams were obtained in one long lasting event when
the rain increased from very light to very heavy. In (a), according to the ground
based raingauge measurement at 3.3 km range, a rainfall rate near the time of the
radar measurement was about 2.4 mm h−1. In this case, the ΦDP value is very
small and the mean KDP values is about 0.1◦ km−1. As a result, the attenuation
correction for the 20 km range is only about 1 dB. In (b), the ground based raingauge
measurement indicated about 4 mm h−1. The mean KDP values is about 0.25◦ km−1,
and the maximum value of Z correction is about 2 dB. As a result, the attenuation
correction for 20 km range is only about 2 dB. In (c), the ground based raingauge
measurement indicated about 10 mm h−1. The KDP value is about 0.8◦ km−1, and
consequently, the attenuation correction for Z at the longer ranges reaches about
10 dB. In (d), a very heavy rain was observed near the radar up to about 4 km range,
and the measurement of the high-resolution raingauge at the radar measurement
time corresponded to about 110–130 mm h−1. TheΦDP value increased significantly
to about 4.5 km range and KDP reached up to 12–14◦ km−1. As a result, Z correction
becomes around 35–40 dB at the range of about 20 km where measured Z ranges
about 0 dBZ.

Figure 11.27 shows PPI images of polarimetric variables observed by the 3-cm
wavelength MP-X radar of the National Research Institute of Earth Science and
Disaster Prevision (NIED), Japan when a significant attenuation occurred (Park
et al. 2005b). In (a), a reflectivity factor over 50 dBZ was observed in region
“A” adjacent to the radar site. Because attenuation increases when electromagnetic
waves propagate through intense precipitation, the measured radar reflectivity factor
decreases as a function of distance from the radar. In (b), ZDR values also decrease
behind the high reflectivity region in the same direction as (a), the values become
negative, whereas these values are positive in the direction of weak echo such as seen
to the north. In (c) and (d), KDP and ρhv are shown, respectively. In (c), high KDP

values above 7◦ km−1 are observed in the intense reflectivity region at “A”. In region
“B” about 20 km from the radar, high KDP values are about the same as in region
“A”, on the other hand, Z values in region “B” are not so strong (i.e., around 40 dBZ
in maximum) as shown in (a), and ZDR values in the same region are also small,
mostly negative, as shown in (b). In a similar way, high KDP values are observed in
the direction around AZ 294◦; however, Z and ZDR values on the same direction are
rather small because of attenuation. In (e) and (f), corrected Z and ZDR images are
shown, respectively, where the correction is performed using KDP as mentioned in
Sect. 6.4.4. As a result, Z (e) and ZDR (f) after correction are consistent with KDP

which is not affected by attenuation (Park et al. 2005b).
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Fig. 11.27 PPI images observed by the 3-cm wavelength MP-X radar of NIED, Japan. Measured
values (a) Z, (b) ZDR, (c) KDP, (d) ρhv(0), (e) Z, and (f) ZDR. The values of (e) and (f) are corrected
by using KDP. The azimuthal angle is given by rotating clockwise from the north [from Park et al.
2005b]
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Fig. 11.28 Comparisons of disdrometer rain rates Rdis calculated based on the measured drop size
distribution and simulated radar measurements (a) R(Z), (b) R(KDP), (c) R(KDP,ZDR), and (d)
R(Zh,ZDR), where polarization parameters are calculated assuming that the precipitations of the
measured DSD are obtained with a 3-cm wavelength polarimetric radar [from Maki et al. 2005]

11.5.3 Radar Rainfall Estimation

As discussed in Sect. 6.4.6, rainfall rate can be estimated using algorithms based on
polarization parameters besides R(Z) based only on Z. These algorithms are R(KDP),
R(KDP,ZDR), and R(Zh,ZDR). Figure 11.28 shows the comparisons of rainfall rate
based on disdrometer data and the above four algorithms using simulated radar
measurements based on disdrometer measurements. The disdrometer rain rates
Rdis are calculated based on the drop size spectra of 7664 raindrops obtained
from 1 min of disdrometer data, whereas the polarization parameters are calculated
assuming that the calculated drop size distribution (DSD) are obtained with a 3-cm
wavelength polarimetric radar (Maki et al. 2005). The scatter plots of R(Z), R(KDP),
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Fig. 11.29 Comparisons between 1-h gauge rain accumulation and the actual observational data
of the KOUN radar, the WSR-88D of NSSL, Oklahoma. (a) R(Z), (b) R(KDP), (c) R(KDP,ZDR),
and (d) R(Zh,ZDR) [from Ryzhkov et al. 2005]

R(KDP,ZDR), and R(Zh,ZDR) compared with Rdis are shown in Panel (a), (b), (c), and
(d), respectively. The plots suggest that R(KDP,ZDR) is the most accurate of the four
estimator from the view point that does not have the sensitivity to the variations in
the DSD.

Maki et al. (2005) quantitatively examined the uncertainty of the four estimators
due to the variations in the DSD of above samples and calculated that the normalized
errors of R(Z), R(KDP), R(KDP,ZDR), and R(Zh,ZDR) for Rdis of all DSD samples
are 25%, 14%, 9%, and 10%, respectively. For rain rates larger than 10 mm h−1, the
average normalized errors of R(Z), R(KDP), R(KDP,ZDR), and R(Zh,ZDR) are 25%,
9%, 5%, and 7%, respectively, and the error of R(KDP,ZDR) becomes minimum.

Figure 11.29 shows the comparison of the four algorithms, but applied to actual
radar measurements made with the KOUN radar, the WSR-88D, of the National
Severe Storms Laboratory (NSSL), Oklahoma and 1-h gauge rain accumulation.
The polarimetric rain rate algorithms (a) R(Z), (b) R(KDP), (c) R(KDP,ZDR), and
(d) R(Zh,ZDR), are plotted, respectively (Ryzhkov et al. 2005). These results are
obtained from actual observations with the 2.7-GHz radar, and the tendency of
the uncertainty for the estimators looks similar to that of the simulation for 3-cm
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Fig. 11.30 CAPPI image of the classification of a storm cell at the altitude of 4 km collected
by the CSU-CHILL radar. The fuzzy logic with membership functions are applied using five
polarimetric parameters, Zh, ZDR, KDP, LDR, and ρhv(0). The solid line is the T-28 aircraft track,
along which data from the High-Volume Particle Spectrometer (HVPS) probe was collected for in
situ verification of hydrometeor classification [from Liu and Chandrasekar 2000]

wavelength radar in Fig. 11.28. Ryzhkov et al. (2005) indicated that the synthetic
rainfall algorithm R(Z,KDP,ZDR), which capitalizes on the relative merits of the
R(Zh), R(KDP,ZDR), and R(KDP) relations for different categories of rain rate, is
most robust with respect to radar calibration errors, DSD variations, uncertainty of
raindrop shapes and possible presence of hail, and shows the best performance.

11.5.4 Hydrometeor Classification

Various hydrometeor classification of applying polarimetric parameters has been
tried. Figure 11.30 shows an example of CAPPI image of the classification of a
storm cell at an altitude of 4 km. The radar data were collected between 1638:17
and 1639:14 UTC on 20 June 1995 by the Colorado State University (CSU)-CHILL
radar, an S-band transportable polarimetric radar in Greeley, Colorado, The fuzzy
logic with membership functions as discussed in Sect. 6.4.8 are applied using five
polarimetric parameters, Zh, ZDR, KDP, LDR, and ρhv(0). The solid line in the
figure is the T-28 aircraft track, along which data from the High-Volume Particle
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Fig. 11.31 Hydrometeor classification made by applying the fuzzy logic method. The data was
obtained by the C-Pol radar in Darwin, Australia. The radar reflectivity factor (top panel) and
hydrometeors classified (bottom panel), where contours of the radar reflectivity factor are overlaid
in each panel. The horizontal line labeled FZL is the freezing level [from May and Keenan 2005]

Spectrometer (HVPS)7 probe was collected for in situ verification of hydrometeor
classification. In the picture, the aircraft tracks are in predominantly graupel region
and a region of small hail, and this inference agrees very well with the T-28 in situ
aircraft observations (Liu and Chandrasekar 2000).

Figure 11.31 shows an RHI image of the classification which is also applied the
fuzzy logic as Fig. 11.30. The data was obtained by the C-band polarimetric (C-Pol)
radar in Darwin, Australia, with the RHI scan mode at 1119 UTC 4 November 2001.
The radar reflectivity factor and the result of classification are shown in the top and
bottom panels, respectively. These panels show active convective elements with a
rain-hail mixture and a large area of wet graupel around the cell core. In addition,
there is a narrow melting zone of snow, i.e., the bright band, that is resolved in
the stratiform region farther from the radar. Contours of radar reflectivity factor are
overlaid on the two panels. As for the validation of the classifications, a combination
of 50- and 920-MHz wind profiler estimates of rain and hail over the profilers are
adopted (May and Keenan 2005).

7The HVPS can measure particles size up to 4.5 cm, by taking two-dimensional picture of
hydrometeors that pass through a plane normal to the direction of aircraft flight.
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11.6 Clear Air Observations

11.6.1 High Power Large Radar Observation

There are two types of turbulence that are detected in the atmosphere; one is clear
air turbulence (CAT) that is not accompanied with cloud, and the other is generated
near convective cloud such as thunderclouds. Both types are always accompanied by
significant change of wind velocity, i.e., wind shear. As CAT has no water particles,
in general, it is difficult to observe CAT with meteorological radar at centimeter or
millimeter wavelengths, whereas it is possible to estimate the intensity and motion
of CAT by using atmospheric radar at the very high frequency (VHF) band. In the
case of turbulence in a convective cloud, it is accompanied with precipitation, and
thus can be observed with not only atmospheric radar but also with meteorological
radar.

The main objectives of meteorological radar are various precipitation associated
phenomena, however, radars with large antenna and high power operating at
2.8-GHz band sometimes receive echoes from CAT. In this frequency band, the
radar wavelength is around 10 cm, and thus the half-wavelength scale belongs to the
inertial subrange in the troposphere as shown in Fig. 7.10. Therefore, eddies with
the half-wavelength scale in the troposphere generate perturbation of the refractive
index with the same scale, which are observed by atmospheric radar.

Figure 11.32a shows a horizontal cross section of a CAT in the convective
boundary layer observed with the 2.8-GHz band radar of the Joint Air Force and
NASA (JAFNA), with the antenna diameter of 18.4 m, and the transmitted power
of 3 MW, at the 10.7-cm wavelength, and with transmitted pulse width of 2 μs,
in Wallops Island, Virginia (Hardy and Ottersten 1969). It was observed with the
SPPI scan mode as previously shown in Fig. 8.3 at 3◦ elevation angle at 1052
Eastern Standard Time (EST) on 15 August 1967. Horizontal cross sections of
convection cells are seen like doughnuts because echo strength in the central area of
the cells is comparatively weak. Panel (b) shows the conceptual diagram to explain
the mechanism that doughnuts-like cells are observed with radar. As air near the
ground is warmed by the heated surface and moistened by evaporation, it becomes
buoyant; thus it rises and cools adiabatically. But the interior of the warmed cell has
relatively uniform properties (i.e., very little turbulence to mix different air masses,
a process that produces large fluctuations in refractive index). Thus the reflectivity in
the interior is relatively low. The warm air continues its upward acceleration until it
passes the level of zero buoyancy (the altitude where the temperature of the cell
air equals the ambient temperature). Air parcels carried above the level of zero
buoyancy will be cool and moist relative to the air surrounding the updraft. Because
turbulence is mixing these two air masses of very different refractive index, strong
perturbations of refractive index with exist along the boundaries of the updraft
(Doviak and Zrnić 2006, p. 481). Thus convective cells will produce doughnut-
like reflectivity structure seen in the SPPI displays. The size of each small cell is
approximately 200 m in diameter at the early stage, and it gradually changes with
time and reach approximately several thousand meters (Konrad 1970).
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Fig. 11.32 A CAT in the
convective boundary layer
obtained by the 2.8-GHz band
radar of the Joint Air Force
and NASA (JAFNA) in
Wallops Island.
(a) Horizontal cross section
observed with the SPPI scan
at 3◦ elevation angle at 1052
EST on 15 August 1967, and
(b) conceptual diagram to
explain the mechanism that
doughnuts-like cells are
observed with radar [from
Hardy and Ottersten 1969]

11.6.2 FMCW Radar Observation

As discussed in Sect. 8.1.1, the FMCW radar continuously transmits waves which
are frequency modulated; thus two antennas are required, one that continuously
transmits the continuous wave, and a second one that continuously receives echoes.
Because there is no transmit/receive switch used by pulsed radar with one antenna
for both transmission and reception, the FMCW radar can observe even within the
range of several tens meters from the radar antenna which is blinded by transmitted
pulse for usual pulse radar. Because observations can be made at close ranges,
minute structures of the lower atmosphere can be observed. Figure 11.33 shows
an example of Kelvin-Helmholtz (KH) instability caused by atmospheric gravity
wave that will be discussed in Sect. 12.3.1 in detail (Gossard et al. 1970; Gossard
and Strauch 1983, Chap. 1). It is a time-height cross section of echo intensity where
the radar beam is fixed to the zenith direction, and the height resolution is about 1 m.
It is clearly shown in the picture that turbulence due to breaking wave is formed in
thin atmospheric layer of the thickness of about 100 m.
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Fig. 11.33 Kelvin-Helmholtz (KH) instability observed with the FMCW radar [from Gossard and
Strauch 1983, p. 49]

11.7 Cloud and Fog Observations

11.7.1 Cloud

Ice Cloud

Tiny water drops in cloud and fog have sizes of approximately several tens of
μm, i.e., approximately two orders of magnitude smaller than that of raindrops.
Millimeter wavelength radars operating in the 35- and 95-GHz bands are optimal
for the observations of these non-precipitating particles due to the characteristics
of scatters as discussed in Sect. 3.2.2. Figure 11.34 shows a dual layer ice cloud
observed with the 35-GHz radar, mentioned in Sect. 9.3.1, when it was located at
the MU Observatory, Shigaraki, Japan, on 17 July 1997. The radar reflectivity field
(a) and the radial Doppler velocity field (b) are shown. The upper layer extends at
the height of around 8 km with about 1,500 m thickness, and the lower layer at the
height of around 6 km with about 500 m thickness. The radial Doppler velocity right
above the radar was almost 0 m s−1 thus it was estimated that the vertical wind was
small, whereas the horizontal wind from the southwest of approximately 25 m s−1

was observed (Hamazu 2002, p. 168).

Snow Band

Figure 11.35 shows the snow band observed with two Doppler radars on the shores
of Ishikari Bay, Hokkaido, Japan, on 19 January 1992. It is a typical example of
meso-β and meso-γ scale eddy echoes which are often observed in the Sea of Japan
coast in winter. Panel (a) shows the CAPPI picture at 300 m height which is overlaid
with the distribution of horizontal winds obtained by two Doppler radars, and Panel
(b) shows the three dimensional image of the radar echo of 18 dBZ isosurface in the
square frame of Panel (a). This eddy was generated in a large horizontal shear which
was formed between the two wind systems in the opposite direction each other, the
southwester in the Ishikari Bay and the northeaster that appeared offshore of the
bay, and the developing process was observed for many hours. It is understood from
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Fig. 11.34 RHI picture of a dual-layer ice cloud observed with the 35-GHz radar mentioned in
Sect. 9.3.1 at the MU Observatory, Shigaraki, Japan, on 17 July 1997. (a) Radar reflectivity field
and (b) radial Doppler velocity field [from Hamazu 2002, p. 168]

Fig. 11.35 Snow band observed with two Doppler radars in Ishikari Bay, Hokkaido, Japan, in
winter. (a) CAPPI picture of 300 m height overlaid with the distribution of horizontal winds
obtained by two Doppler radars, and (b) three dimensional image of the radar echo of 18 dBZ
isosurface in the square frame of (a) [from Fujiyoshi 2001]

the three dimensional analysis of wind velocity that the disappearance of the radar
echo in the central area is due to downward flow. The upward flow existed along
the eddy echo region, and became weak while going from the south (this side of the
paper) to the north (back of the paper) (Fujiyoshi et al. 1998; Fujiyoshi 2001).

11.7.2 Fog

Fog is, in simple terms, a cloud near the earth’s surface. Annually, especially in
summer, there are many foggy days along the eastern Pacific coast of Hokkaido
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Fig. 11.36 Sea fog observed in Kusiro, the east coast of Hokkaido, by the 35-GHz band radar.
Radar reflectivity factor of more than −40 dBZ are shown in (a) side view and (b) view from an
oblique direction. The lack of data in the east of the radar is due to blockage of radar beam by the
radar vehicle and trees [from Hamazu et al. 2003]

in Japan. Sometimes, certain areas are covered with fog all day long. Figure 11.36
shows the three dimensional appearance of sea fog observed in Kusiro, on the east
coast of Hokkaido, by the 35-GHz band radar of Fig. 9.11b. The echo volumes of
radar reflectivity factor of more than −40 dBZ are shown in the display volume
of 20 km (N–S), 20 km (E–W), and 1.5 km (height). Two different views from the
radar are shown, (a) side view and (b) view from an oblique direction. The brighter
the echo, the larger the reflectivity. The lack of data to the east of the radar is due
to blockage of radar beam by the radar vehicle and trees (Hamazu et al. 2003).
Continuous observations show clearly the feature of the advection fog that moves
from the coast to the inland.

Figure 11.37 shows the north–south cross section of sea fog echo observed at
the same location as Fig. 11.36. A periodic structure of about 1 km in the horizontal
wave length was observed inside of the fog as it was advecting inland. Although the
periodic structure became more obvious inland at the distance of several km from
the radar, it was understood that the initial stages of this developing structure formed
over the ocean.

11.8 Retrieval of Heating Distribution in a Cloud

The wind velocity field observed with Doppler radar relates to the atmospheric
pressure field and the buoyancy field, and decides the distribution of precipitation
particles. Meanwhile, the distribution of the observed precipitation particles is
related to the atmospheric pressure field and wind velocity field through the
buoyancy field. The thermodynamic quantity and the quantities of cloud physics
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Fig. 11.37 North–south cross section of sea fog echo observed at the same location as Fig. 11.36

can be evaluated diagnostically by analyzing the relation between the above fields
using the equations of motion, thermodynamics, and continuity for the atmosphere
and water substances. This analysis technique is called the retrieval method, which
is divided roughly into two methods; thermodynamic retrieval method and micro-
physical retrieval method. The former evaluates the temperature and the atmospheric
pressure, and the later evaluates cloud water contents and the atmospheric pressure.
Recently, both methods are combined (e.g., Hauser et al. 1988; Geerts and Hobbs
1991) to estimate both the thermodynamic quantity and the quantities of the cloud
physics at the same time. Various types of thermodynamic and cloud physics
structure of precipitation system have been clarified from the mesoscale wind
velocity fluctuation observed with Doppler radar. For example, the effectiveness of
retrieval of thermodynamic quantity and quantities of cloud physics of precipitation
system that changes in time is examined using the results of numerical experiment
of multicell storm (e.g., Yoshizaki and Seko 1994), and the retrievals concerning the
thermochemical structure of rainband according to the seasonal rain front observed
with Doppler radar are performed (e.g., Kawashima et al. 1995).

The latent heat release according to the dynamic convective activity in the
tropical West Pacific Ocean has played an important role for the global atmospheric
general circulation. The influence of the convection system on a large scale field can
be estimated by clarifying the internal structure of the precipitation system and the
distribution of latent heat release in this region. For instance, Ushiyama et al. (2003)
analyzed the data, observed with two Doppler radars between November 1992 and
February 1993 in Manus Island (2◦S, 147◦E) in Papua New Guinea as a part of the
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Fig. 11.38 Latent heating profile in the precipitation system, observed with two Doppler radars
between November 1992 and February 1993 in Manus Island in Papua New Guinea as part of
the TOGA-COARE project, using the thermodynamic retrieval method. The solid line with black
circles indicates latent heating rate averaged over the analytical domain with all sides of around
50 km including a radiative cooling effect. Lines labeled C and S indicate the reference profiles in
convective and stratiform parts, respectively [from Ushiyama et al. 2003]

TOGA-COARE8 project, using the thermodynamic retrieval method. Based on the
above results, the internal structure and the heating distribution were clarified for
the precipitation of 16 cases that were generated or passed in the analytical domain
with all sides of around 50 km. Figure 11.38 shows the latent heating profiles in
the precipitation system in the observation area, where the resultant distribution is
averaged for all observation area through the observation period and normalized by
the ground precipitation amount.

In the case of the stratified precipitation system, the layer below 3 km (cloud
base) was cooled, and the layer between 3 and 9 km was heated by the cloud system.
The heating rate between 4 and 7 km was especially large. The convective part of
the domain was heated in the entire volume up to the height of 14 km except for
a shallow layer near the earth’s surface, and the heating rate between 2 and 10 km

8Tropical Ocean Global Atmosphere—Coupled Ocean Atmosphere Response Experiment; one of
the international joint observation project of World Climate Research Programs (WCRP) that had
been executed for 10 years between 1985 and 1994. Many countries including U.S.A. and Japan
participated.
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was especially large. Furthermore, the thermal dose and its fluctuation in the entire
observation area were estimated by multiplying the average heating rate shown in
Fig. 11.38, where the ratio of stratified and convective precipitation systems in the
TOGA-COARE observation area were estimated using the infrared radiation (IR)
sensor on board the geostationary meteorological satellite of Japan, the GMS-5
“Himawari” (see Fig. 11.2b). As a result, it was clarified that the change of the entire
heating rate was corresponding well to the change of the heating rate estimated from
the actual measurements of atmospheric temperature change and the radiosonde
observation with the time scale of about 30 days (Ushiyama et al. 2003).

The time resolution of the Doppler radar observation is finite and the phenomena
change even in the sub-time domain of the observation. Therefore, unsolved
problems have been left as the estimated error grows when the retrieval method
is applied to the phenomenon with significant time fluctuation such as convection
precipitation system.



Chapter 12
Observations by Atmospheric Radar

In general, atmospheric radars are capable of continuously monitoring echo power
spectrum in the vicinity of the zenith. From the spectrum, the echo intensity, the
Doppler velocity, and the velocity spectrum width are derivable over the wide
altitude range 1–100 km in the Earth’s atmosphere.

The antenna of atmospheric radar is commonly fixed on the ground and can point
several directions; thus two dimensional data vs height and time in each direction
can be obtained. Assuming that the atmosphere structure does not change but simply
advects above the radar, the observed time-altitude cross section can be interpreted
as a distance-altitude cross section. With this method the tangential, radial, and
vertical winds are obtained with temporal and altitude resolutions of about 1–3 min
and 150 m, respectively.

12.1 Wind Measurements

Wind vector profiles are calculated from the radial Doppler shifts in at least
three non-coplanar directions, assuming spatial uniformity of the wind field within
the beam’s steered area at each height. Atmospheric radars can be used to observe
wind velocities continuously during all weather conditions, and are thus well suited
to the investigation of wind systems and atmospheric waves on various scales in
the lower and middle atmospheres. In addition, MST radars are sensitive enough
to measure precipitation as well (Fukao et al. 1985c). The most important capa-
bility of atmospheric radars is routine continuous monitoring of three-dimensional
atmospheric winds over an altitude range including most of the troposphere, lower
stratosphere and mesosphere. In particular, there has been no other direct means
to continuously measure profiles of vertical wind velocities. Large efforts have
been put forth to investigate the reliability and accuracy of the atmospheric radar
technique. Comparisons with in-situ measurements have been conducted mostly
with balloons, but also with satellite, rockets, airplanes, towers, etc. The radar gives
an Eulerian estimate of the wind vector in time simultaneously over all altitudes at

S. Fukao and K. Hamazu, Radar for Meteorological and Atmospheric Observations,
DOI 10.1007/978-4-431-54334-3 12, © Springer Japan 2014
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Fig. 12.1 Comparisons between the MU radar (solid lines) and GPS (chain of circles) zona1 (top)
and meridiona1 (bottom) wind components for four balloon flights, labeled G1, G2, G3, and G4
conducted, respectively, on 10, 12, 14, and 25 May 2000. Note that solid lines and chains of circles
are too close to discriminate. The horizontal bars indicate the variability (and to a lesser extent the
estimation errors) of the wind data used for averaging [from Luce et al. 2001a]

a given location, while the balloon gives a “Lagrangian” value at various altitudes
at different times and at different positions. Nevertheless, the comparisons are, in
general, fairly good irrespective of the type of balloon, indicating that the radar
wind measurements are meaningful and can be used for meteorological application.
Figure 12.1 demonstrates one of such comparisons between horizontal velocities
measured by the MU radar and by instrumented balloons using global positioning
system (GPS) rawin-sondes (GPS radiosondes) (Luce et al. 2001a). Comparisons
between the MU radar (solid thin lines) and GPS (chain of circles and thick lines)
zona1 (top) and meridiona1 (bottom) wind components for four balloon flights are
shown in the panel, where groups G1, G2, G3, and G4 are conducted, respectively,
on 10, 12, 14, and 25 May 2000. The MU radar velocities were obtained with the
Doppler beam swinging (DBS) technique discussed in Sect. 7.2.1. The horizontal
bars indicate the variability (and to a lesser extent the estimation errors) of the wind
data used for averaging. The maximum and minimum horizontal distances between
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Fig. 12.2 (a) Zonal and meridional wind components measured by GPS radiosondes vs. that
deduced from MU radar measurements. (b) Differences between MU radar (ZONr, MERr) and
GPS (ZONb, MERb) wind component measurements in (a), where the differences between the
zonal and meridional components are given by the vertical and horizontal coordinates, respectively
[from Luce et al. 2001a]

a baloon and the radar site during the ascent were less than to 120 km and 6.8 km,
respectively. In general, the balloon drifts with wind, thus the distance between the
radar and the balloon becomes farther apart as the measuring altitude increases.
Although the radar data and the GPS data are almost corresponding, differences
tend to grow at comparatively higher altitude due to above reason.

In Fig. 12.2a, the MU radar-deduced zonal and meridional wind components are
plotted against those measured by GPS radiosondes. The linear regression curve
has a slope very close to 1, and the two components are well corresponding.
In (b), differences between MU radar (ZONr, MERr) and GPS (ZONb, MERb) wind
component measurements in (a) are plotted, where the differences between the zonal
and meridional components are given by the vertical and horizontal coordinates,
respectively. The standard deviation of the differences of the two winds is about
2ms−1 (from Luce et al. 2001a).

It is not easy usually to verify the radar observational results of the mesosphere
or higher region where balloons do not reach. However, a lot of comparative
verifications for velocities observed by atmospheric radars have been performed
although intermittently through simultaneous observations with the meteor radar or
rockets (e.g., Fukao et al. 1980b) and with space satellites (e.g., Takeda et al. 2001).

12.2 Mesoscale Convective System

With ST/MST radars, wind velocities and echo intensities up to the tropopause
or higher region can be obtained continuously timewise and spatially. A variety
of mesoscale phenomena are researched with these data not obtained with past
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Fig. 12.3 Cold vortex shown in schematic. (a) Top view, and (b) an east-west vertical cross section
of the vortex through its center

meteorological instruments. For instance, most atmospheric phenomena advect in
the east west direction because the prevailing winds are from the west. Thus, if
paying attention to the movement of these phenomena, their vertical and east-west
horizontal structures can be obtained by converting time axis to horizontal distance.
In general, atmospheric radars are sited in fixed locations and their beams are aimed
to the vicinity of zenith, thus an atmospheric radar can observe only above the radar.
However, if a multitude of the phenomena of the same kind but different north–south
locations are observed over long periods of time, the three-dimensional structure of
mesoscale convective system can be estimated by synthesizing these observation
results.

12.2.1 Cold Vortex

A cold vortex and a funnel-shaped tropopause observed with the MU radar is
discussed bellow (Fukao et al. 1989). As shown schematically in Fig. 12.3a, a
cold vortex is a cold low which is separated from a jet stream that meanders
greatly when the trough of the upper layer develops, and is an extratropical cyclone
whose atmospheric temperature in the central is lower than surroundings. In the
northern hemisphere, the winds rotates counterclockwise around the center of the
low. Figure 12.3b shows the vertical profile of the vortex including its center. The
tropopause tips down at the center, and the temperatures of the frontal surface in
the constricted area of the funnel-shape are higher than surroundings. The density
of air in this area is comparatively small, thus the atmospheric pressure of the
upper and middle layer becomes lower than surroundings although the atmospheric
temperature of the upper and middle layer (e.g., the tropopause) is lower than
surroundings.

On the front, it is known that echoes from the partial reflection mechanism
prevails compared with echoes from the Bragg scatter mechanism. The relative
strength of these echoes prevailing can be known by taking the ratio of echo
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Fig. 12.4 Cold vortex that passed over the MU radar. (a) Echo intensity ratio, where the oblique
data are a mean values of four oblique beams. (b) Equivalent (potential) temperature observed by
the radiosonde at Shionomisaki, about 150 km south from the MU radar site, at the same time zone
[from Fukao et al. 1989]

intensities obtained with the vertical beam and those obtained with the oblique
beams. The altitude of the front can be also detected according to the echo intensity
ratio (e.g., Röttger 1979).

Figure 12.4 shows a cold vortex that passed over the MU radar from west to east
on 3–7 June, 1985 (Fukao et al. 1989). If the observed time axis of the figure is
reversed, the observed time-altitude cross section can be assumed to express the
east and west cross section. Panel (a) shows the echo intensity ratio, where the
oblique data are a mean values of four oblique beams. Panel (b) shows the equivalent
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Fig. 12.5 Wind vectors observed by the MU radar during the same time period as that shown in
Fig. 12.4, (a) zonal-meridional winds, (b) zonal-vertical winds, and (c) meridional-vertical winds
[from Fukao et al. 1989]

(potential) temperature1 observed by the radiosonde at Shionomisaki, about 150 km
south from the MU radar site, at the same time zone. In Panel (b), upper two lines are
the tropopauses, where the second tropopause is the coexisting tropical tropopause,
and lower two lines show the frontal surfaces.

Figure 12.5 shows the wind vectors observed by the MU radar at the same time
period as in Fig. 12.4, (a) zonal-meridional winds and (b) zonal-vertical winds,
and (c) meridional-vertical winds. The following features are clearly shown in this
figure. That is, as shown in Fig. 12.3, the velocity fluctuations are especially intense

1Refer to Sect. 7.3.3, footnote 7.
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Fig. 12.6 (a) Trajectory of the TC 9426. (b) Horizontal distribution of taller clouds based on TBB
of GMS IR at 2100 LT 29, where crosses shows the center of the TC [from Shibagaki et al. 2003]

along the frontal boundary of the cold vortex (left side of Fig. 12.5). This is where
the jet stream meanders first to the south on the west side of the low and then to
the north on the low’s east side. Moreover, many small-scale convection cells are
generated under the front in rear (right side of the same figure) part of this chart.
Furthermore, evidences are obtained in another observation that an atmospheric
gravity wave is excited (Fukao et al. 1989).

12.2.2 Tropical Cyclone

Tropical cyclones (TC or typhoons) have been observed extensively with the MST
radars in Japan and Taiwan (e.g., Fukao et al. 1985d; Sato 1993; May et al. 1994;
Teshiba et al. 2001). A mature-stage TC forms an ‘eye’ where no clouds and
precipitation exist, which generally makes it difficult to observe echoes from the
eye with microwave meteorological radars. Assuming that the typhoon structure
does not change during passage, the observed time-altitude cross section can
be interpreted as a distance-altitude cross section of the TC. With this method the
tangential, radial, and vertical winds relative to the typhoon center can be obtained
up to the lower stratosphere with high temporal and altitude resolution, e.g., 3 min
and 150 m. Shibagaki et al. (2003) observed the passage of the eye of mature-
stage typhoon T9426 (Orchid) right above the MU radar during 29–30 September
1994. Figure 12.6a shows the trajectory of the TC. Panel (b) of this figure shows
the horizontal distribution of taller clouds based on TBB (equivalent black body
temperature) of the GMS (geostationary meteorological satellite) IR (infrared) at
2100 LT 29, where “crosses” shows the center of the TC. It accompanied a wall
cloud of the eye in the vicinity of the center and cloud band to the north side.
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Fig. 12.7 Vertical cross sections of (a) rear and (b) front of the typhoon observed with the MU
radar. In both (a) and (b), upper panels show the tangential winds, and lower panels show the
vertical winds. The typhoon center is the 0 km point in each panel, and the horizontal axis shows
the distance from the typhoon center converted from the transit time [from Shibagaki et al. 2003]

Figure 12.7 shows vertical cross sections of (a) the rear and (b) the front of the
typhoon observed with the MU radar. In both (a) and (b), upper panels show the
tangential winds2 and lower panels show the vertical winds. The typhoon center
is the 0 km point in each panel, and the horizontal axis shows the distance from the
typhoon center converted from the transit time. The kinematic structures in front and
rear of the typhoon were significantly different because of its transition from mature
to decaying stages and an asymmetric distribution of clouds and precipitation. In the
front of the typhoon, cyclonic circulations which become maximum at the bottoms
were observed, and updrafts were predominant within precipitating clouds below
6 km altitude. In altitude range of 10–14 km, strong updraft regions were observed.
They corresponded to inner cloud and band-shaped cloud regions. Meanwhile, the
maximum speed of the cyclonic wind was less and the magnitude of the updraft was
smaller than that in the front.

Figure 12.8 shows the enlarged view of the vertical structure of the typhoon
center in Fig. 12.7, where (a) the tangential winds and (b) the vertical winds
(Shibagaki et al. 2003). The tangential winds around the typhoon center show the
spiral structure in an altitude direction. This is thought to be the result that the

2The mean radial wind within a diameter of ∼150 km (corresponding to time period of 3 h),
calculated at each distance, is used as the environmental wind. Positive (negative) values in
tangential and radial winds relative to the environmental wind are cyclonic (anti-cyclonic) rotation
and outflow (inflow), respectively.
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Fig. 12.8 Enlarged view of the vertical structure of the typhoon center in Fig. 12.7. (a) Tangential
winds and (b) vertical winds [from Shibagaki et al. 2003]

weakened typhoon eye was changed. As shown in Panel (b), downdrafts were caused
in the eye region of the typhoon along with this spiral structure. This was confirmed
for the first time by the direct observation by the MU radar.

Teshiba et al. (2005) observed passage of the eye of T0310 (Etau) over the
lower troposphere radar (LTR) of 1.3 GHz at Naze, Okinawa in Fig. 10.21, Japan
during 7–8 August 2003. In the classical models of the typica1 typhoon eye, weak
downdrafts are considered to be distributed uniformly. However, this observation
has revealed that both weak updrafts and downdrafts exist in the middle troposphere,
and downdrafts are dominant in the lower troposphere. The updraft did not form
clouds and precipitation because stable and relatively dry air existed in the middle
troposphere. Furthermore, the movement of a typhoon was observed by multiple
LTRs at the same time, and the time change of the spatial structure was observed
directly. As a result, it is becoming possible to discuss the asymmetries of the
front–rear and the left–right structures of the typhoon.
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Fig. 12.9 Schematic of
meso-α-scale low and
accompanying cloud clusters

12.2.3 Convection

Vertical motions of the atmosphere in the troposphere are extremely complex. It is
estimated that a lot of turbulences correspond to the activities of cloud convection
except for mountain wave during strong winds. Based on MU radar observations,
the multi-scale structures of vertical motions associated with meso-α-scale cyclones
that passed the central region of Japan islands had been discussed (Fukao et al.
1989; Sumi 1989; May et al. 1992; Shibagaki et al. 1997, 2000). Figure 12.9 shows
a schematic of meso-α-scale low and accompanying clusters which appear in Japan
islands during the Baiu season. In the cloud cluster, structured meso-β -scale and
meso-γ-scale precipitating clouds exist.

Figure 12.10a shows the vertical structure of vertical motions associated with the
passage of a cyclone during 4–5 July 1991 (Shibagaki et al. 1997, 2000). Two strong
updraft regions, lasting to 6 h, are observed within the cyclone. One is associated
with a meso-β -scale precipitating cloud in front of the center of cyclone. The other
is associated with a westerly trough tilting westward behind the center, which is not
accompanied by precipitating systems. It is also found that the meso-β -scale updraft
consists of several meso-γ-scale strong updrafts (lasting for 30–60 min) within the
precipitating cloud. In panel (b), the wind circulation (relative to the environmental
flow) within a meso-γ-scale precipitating cloud is presented in detail. A significant
updraft occurs with the convergence of zonal wind in the lower troposphere, which
leads to outflow in the upper troposphere.

Rotor

A rotor circulation with the zonal, meridional, and vertical scales to 40 km, to
150–200 km, and to 2 km, respectively, was directly detected by the MU radar near
the Baiu front in the lower troposphere (Watanabe et al. 1994). It was identified as
a meso-β -scale depression generated right under and between banded precipitation
clouds of a meso-α-scale cyclone. Figure 12.11 shows the rotor detected by the MU
radar, (a) zonal wind vs vertical wind and (b) meridional wind vs vertical wind.
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Fig. 12.10 (a) Time-altitude section of vertical velocity within a meso-α-scale cyclone observed
by the MU radar during 4–5 July 1991. The center of a cyclone passed over the MU radar site
around 0100 LT on 5 July. Thick solid lines show a frontal surface identified from operational
rawinsonde data, the global objective analysis (GANAL), and vertical wind shear measured with
the MU radar. Squares show the tropopause level. (b) Zona1-vertical wind vectors (arrows) relative
to the environmental wind. The contours show vertical echo intensity, which depends on the high
humidity associated with meso-γ-scale precipitating clouds. The thick solid line is the top level of
precipitation echoes identified from the MU radar observations [from Shibagaki et al. 1997, 2000]
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Fig. 12.11 Rotor detected by the MU radar. (a) Zonal wind vs. vertical wind and (b) meridional
wind vs vertical wind [from Watanabe et al. 1994]

Fig. 12.12 Flow diagram of rain classification algorithm [adapted from Williams et al. 1995]

12.2.4 Precipitating Cloud

Precipitation studies with MST radars, which are normally considered to be clear-air
instruments, have proved also to be quite interesting (e.g., Hocking 1997b). Fukao
et al. (1985c) presented the first observations of rain echoes at very high frequency
(VHF), and this spawned a large number of follow-up papers in this area.

The release of latent heat in convective systems in the tropics drives global
circulations. Consequently, the proper specification of realistic vertical distributions
of diabatic heating is crucially important to models of the atmosphere. An algorithm
has been developed that classifies precipitating clouds into either stratiform, mixed
stratiform/convective, deep convective, or shallow convective clouds by analyzing
the vertical structure of reflectivity, velocity, and spectrum width derived from
measurements made with the vertically pointing beam of UHF wind profilers
(Williams et al. 1995; Renggono et al. 2001). The criteria used to classify the
precipitating clouds into the four regimes are shown in the flow diagram in
Fig. 12.12. This algorithm is based on the following criteria: presence of melting
layer (bright band, see Sect. 11.1), presence of enhanced turbulence above the
melting layer, and the presence of hydrometeors above the melting layer.
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Fig. 12.13 Frequency distribution of Doppler spectral moments for precipitating clouds classified
as (a) stratiform clouds, (b) mixed stratiform/convective clouds, (c) deep convective clouds, and
(d) shallow convective clouds, measurements with a 915-MHz Doppler wind profiler at Manus
Island from May 1992 through February 1993. In each panel, the left, center, and right picture
shows the equivalent radar reflectivity factor (Ze in dB), the Doppler velocity, and the velocity
spectrum width, respectively. The color bar shows the frequency distribution (occurrence) in
percent [adapted from Williams et al. 1995]

Figure 12.13 depicts the frequency distribution of Doppler spectral moments
for precipitating clouds classified as (a) stratiform clouds, (b) mixed stratiform/
convective clouds, (c) deep convective clouds, and (d) shallow convective clouds.
In each panel, the left, center, and right picture shows the equivalent radar
reflectivity factor (Ze in dB, see Sect. 3.3.5), the Doppler velocity, and the velocity
spectrum width, respectively. The data are derived from measurements with a 915-
MHz Doppler wind profiler at Manus Island from May 1992 through February 1993.
The color bar shows the frequency distribution (occurrence) in percent as a function
of height (Williams et al. 1995).

In Panel (a), an increase in reflectivity is visible near 4.5 km showing the melting
layer is easily identifiable. The Doppler velocity frequency distribution is very
narrow above the melting layer, and its largest concentration occurs near −2ms−1

at a height of 6 km, whereas the largest concentration is about −7ms−1 at a height
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of 4 km. The increase in fall speed (i.e., larger negative Doppler velocities) through
the melting layer is expected due to the formation of large drops. The spectral
width of above 6 km is centered around 1.25ms−1, indicating that the profiles
are not turbulent above the melting layer. These features well agree with the
classification to the statiform cloud. In Panel (b), the most striking feature is the
broad distribution of spectral width above the melting layer. The next prominent
feature is the upward Doppler velocities above 6 km. Above the melting layer, there
are profiles with upward motions exceeding 1ms−1. There are also downdrafts
producing Doppler velocities of −3ms−1 above the melting layer although the
downdrafts are not as frequent as the updrafts. These features suggest the existence
of mixed stratiform/convective clouds. In Panel (c), the reflectivity has a very broad
distribution with values ranging from 0 to 40dBZe, whereas the Doppler velocity
distribution does not have the knee in velocities that is predominant in the stratiform
and mixed stratiform/convective clouds. In Panel (d), the warm rain processes that
do not involve frozen hydrometeors are presented (Williams et al. 1995). Each panel
is well in conformity with the classification of the four regimes in Fig. 12.12.

12.2.5 Orographic Rainfall

There are a lot of intense rainfalls, especially in rainy seasons like Meiyu/Baiu,
in mountainous regions in Japan. They are affected and strengthened by the moist
air being uplifted over mountains, and have already been classified into several
types of rainfalls, which are based on the Froude Number Fr (= U/Nh, where U ,
N, and h represent horizontal wind speed, Brunt Väisälä frequency, and mountain
height, respectively) (Houze 1993, pp. 535, 536). Additionally, orographically-
affected rainfalls around Japan sometimes make a line of rainfall along the direction
of horizontal wind. The line of rainfall results in continuous and localized pre-
cipitation, causing occasionally heavy disasters. Umemoto et al. (2004) conducted
the case study of orographic rainfall on the west side of Kyushu Island of Japan.
Figure 12.14a shows radar rain intensities at the height of 2 km observed by the
Japan Meteorological Agency (JMA) operational meteorological radars of 5.3-GHz
band at 0200 JST on 29 June 1999. The orographic rainfall started from a small
island and moved to the north-eastward. The trigger of this rainfall is the updraft
caused by the small islands (Point crosses in Panel (a)) which are several hundred
meters in height, because the Froude number is over 1 which means that the air
mass passes beyond the islands. Moreover, this line-shaped rainfall is caused in the
warm sector of the low pressure, because there is vertical shear of horizontal wind.
The development of this orographic rainfall corresponded to the strengthening of
vertical shear as shown in Fig. 12.14b. In the figure, The hodograph is starting from
the lowest height (200 m; triangle) up to 2.5 km in every 1 km (cross). Each profile
is obtained by averaging the profiles observed by two 1.3-GHz band wind profilers
while the orographic rainfall was observed by the operational meteorological radar.
A, B and C mean the wind profiles while line-shaped rainfalls were seen. N means
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Fig. 12.14 (a) Radar rain intensity at the height of 2 km observed by operational meteorological
radars. The orographic rainfall started from a small island (Point crosses) and moved to the north-
eastward. (b) Hodograph starting from the lowest height (200 m; triangle) up to 2.5 km in every
1 km (cross). Each profile is obtained by wind profilers. A, B and C mean the wind profiles while
line-shaped rainfalls were seen. N means the profile without rainfall. As a reference, the directions
of line-shaped rainfalls in 1999 (as shown “99”) and 2002 (“02”) are also shown in solid lines
[from Umemoto et al. 2004]

the profile without rainfall. As a reference, the directions of line-shaped rainfalls
in 1999 (as shown “99”) and 2002 (“02”) are also shown in solid lines. Both
the existence and strength of the vertical shear result in the continuous supply of
humidity at the bottom of clouds and the movement of clouds toward leeward of
the mountains. As a result, this strong rainfall continued for a couple of hours at the
same position while a lot of clouds passing over.

12.2.6 Echoes from Precipitation

The rainfall rate changes significantly with the drop size distribution (DSD),
which is closely concerned with the rain formation process involving breakup and
coalescence. Since echoes from both precipitation particles and ambient air have
comparable intensity in the 50-MHz band, and are discernible even at 400 MHz,
they are discriminated according to their Doppler velocities (Fukao et al. 1985c).
This ability is used to measure the terminal velocity of raindrops accurately, which
enables estimation of the DSD continuously in real rain (Wakasugi et al. 1986).
The technique has been used to determine absolute precipitation rate (e.g., Sato
et al. 1990; Maguire and Avery 1995). Figure 12.15 shows the power spectrum
of precipitation and atmospheric echoes obtained from the MU radar observations
(Fukao et al. 1985e). The spectral data are 6 min mean values. In a period of
no precipitation (Panel (a)), only the power spectrum of atmospheric echoes
from refractive index perturbations (i.e., Bragg scatter) is obtained. On the other
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Fig. 12.15 Height profiles of the power spectrum of precipitation and atmospheric echoes
obtained from the MU radar observations. Radar beams of (a) and (b) are to the zenith. Those
of (c) and (d) are oblique ones to the north and to the east, respectively. Positive Doppler velocity
is to the upper direction. (a) No precipitation, and (b)–(d) 1mmh−1 rainfall were observed on the
ground [from Fukao et al. 1985e]

hand, during periods of precipitation (Panels (b)–(d)) when 1mmh−1 rainfall were
observed on the ground, in addition to the power spectrum of atmospheric echoes
whose peaks appeared left (positive), the power spectrum of precipitation echoes
appeared right (negative) at the altitude below 6 km. Furthermore, a melting layer
was observed at the altitude of around 6 km, and echoes that seem to be ice crystals
appeared at the altitude between 6 and 8 km.

Figure 12.16 shows the power spectrum of convective rain obtained from the 404-
MHz wind profiler observation (Kobayashi and Adachi 2001). The radar beam was
pointed to the zenith, and the maximum precipitation on the ground was 50mmh−1.
The power spectrum is the 1 min mean value. A small spectral peak around zero
Doppler velocity is the one associated with Bragg scatter, and the large broad
spectral peak is that associated with precipitation. It is the one that the spectrum
shape has changed remarkably in a short period of time and the change in the drop
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Fig. 12.16 Power spectrum of convective rain obtained from the 404-MHz wind profiler obser-
vation. The radar beam was pointed to the zenith. The power spectrum is the 1 min mean value.
Positive Doppler velocity is upward motion [from Kobayashi and Adachi 2001]

size distribution is apparent. The remarkable change of spectrum shape in a narrow
range of altitude between 2.5 and 3.25 km reflect the change of the DSD. Kobayashi
and Adachi (2001) reported a significant altitude variation of the DSD observed aloft
with a 404-MHz wind profiler in convective rain at Tsukuba, Japan. Figure 12.17
shows (left) the altitude variations of the DSD from the 404-MHz wind profiler and
(right) simulated raindrop images corresponding to the DSD, where the circle size
corresponds to the raindrop diameter. Giant raindrops larger than 6 mm in diameter
existed at the altitude of 3.25 km but almost disappeared below 2.75 km, presumably
due to raindrop breakup.

12.3 Atmospheric Gravity Waves

The rising surface of wavelets and undulations of the sea is pulled downward by
the gravity of the Earth, and the neighbor surface of the water is lifted due to the
reaction. The height changes of the water’s surface are transmitted along the sea
surface to long distances. These waves, generated by the gravity which works as
the restoring force, are called gravity waves. Similar gravity waves also exist in
the stratified atmosphere and below the sea surface. For instance, a row of clouds
might be seen to run along the row of mountains. These phenomena can be formed
by the gravity wave generated on lee side when flows pass the mountain row.
Atmospheric gravity waves (hereafter gravity waves) are generated by cumulus
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Fig. 12.17 (Left) Altitude variations of the DSD from the 404-MHz wind profiler and (right)
simulated raindrop images corresponding to DSD shown in the left. The circle size corresponds to
the raindrop diameter [from Kobayashi and Adachi 2001]

convections, the jet streams, fronts, typhoons, and so on. MST radars are the most
suitable instruments for studying gravity waves due to their capability of continuous
measurement of three-dimensional winds with fine time resolution simultaneously
at many altitudes. Each stage of the scenario has been demonstrated by MST radar
observations.

12.3.1 Wave Propagation

Unlike the surface of the sea, the boundary is not clear in the atmosphere. Thus,
gravity waves generated at lower altitude is transmitted to the upper layer as
shown in Fig. 12.18 (Geller 1983). The right panel shows the exponential growth of
horizontal velocity U and temperature T with height, accompanying the exponential
decrease of the atmospheric density ρa. Horizontal shears also increase while the
height increases. The waves become locally unstable which is called shear instability
or Kelvin-Helmholtz (KH) instability at the height where the horizontal shear
becomes maximum3 and break. That action is called wave breaking. The turbulence
generated by the wave breaking causes the vertical transport of heat and the mixture

3Strictly, the height where the Richardson number Ri becomes equal to or smaller than 1/4. It
may not necessarily be the same height where the horizontal shear becomes maximum or the
atmospheric stability becomes minimum.
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Fig. 12.18 Exponential growth of a gravity wave, its saturation, and wave breaking (right panel),
and the resulting vertical flux of zonal momentum (left panel). U and T are the horizontal velocity
and the temperature, respectively. Values u′ and w′ are the horizontal and vertical fluctuations
from turbulence, respectively. ρau′w′ is the momentum flux (Reynolds stress) that the wave carries
upward [adapted from Geller 1983]

of atmospheric minor components. Moreover, when the temperature gradient of
the atmosphere locally becomes larger than the adiabatic lapse rate, convective
instability is generated. The instability of gravity waves are generally assumed to be
caused due to convective instability at the higher frequency region, and due to shear
instability at the lower frequency region. The growth of the amplitude of a gravity
wave stops and saturates above the height where the instability occurs. In Fig. 12.18,
u′ and w′ are the horizontal and vertical fluctuations from turbulence, respectively.
The product of the wave amplitude and the mass is the momentum that the gravity
wave carries. Moreover, the product of the momentum and the variance of the
vertical flow of gravity wave, ρau′w′, is the momentum flux (Reynolds stress) that
the wave carries upward. As shown in the left panel of this figure, the momentum
flux decays exponentially to the height where the instability occurs.

12.3.2 Dispersion Equation

The propagation speed of gravity waves is different depending on wavelength.
The expression that provides for the relation among the horizontal wavenumber
k, vertical wavenumber m, and the angular frequency ω is the dispersion equation4

and is (e.g., Kato 1980)

4Equation of motion, mass conservation law, and the 1st law of thermodynamics are solved at
time and space for the 1st perturbation of the harmonic function in an adiabatic and frictionless
atmosphere. Here, only the gravity wave is accounted and the sound wave is excluded.
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m2 =
k2(N2 −ω2)

ω2 − f 2
i

, (12.1)

where N is the Brunt Väisälä frequency and its period is about 10 min and 5 min
in the troposphere and the stratosphere, respectively. The value fi is the inertial
frequency, and is given by fi = 2Ωsinϑ for the latitude ϑ , where Ω is the angular
velocity of the Earth’s rotation (7.292× 10−5 s−1). The value fi in period is about
21 h for ϑ = 35 ◦N. The waves whose period is longer than the Brunt Väisälä
period and shorter than the inertial period can be propagated as gravity waves.
The gravity wave whose period is long and strongly influenced by the Coriolis force
is distinguished and called the inertia-gravity wave (IGW).

A significant feature of gravity wave is that the group velocity and the phase
velocity become the same direction in horizontal direction whereas they become
opposite in vertical direction. It means that the group velocity (direction where en-
ergy is transmitted) whose phase propagates downward (iso-phase height descends)
is upward. In accordance with the custom,ω is assumed to be positive, and the value
m becomes negative ((positive) when the energy propagates upward (downward).
The polarization relations between each element of the inertia gravity is given by

v′ =− j fi

ω
u′, (12.2)

w′ =− k
m

u′, (12.3)

where j =
√−1 is the imaginary unit, and v′ is the fluctuation components of wind

perpendicular to the direction of wave travel. From (12.2), it is understood that
the horizontal component of gravity wave becomes an elliptically polarized wave
with the long axis in the direction of propagation. In the northern hemisphere, if
u ∝ exp( jmz), then v ∝ exp( jmz− π/2). In the northern hemisphere, from above
relation, if m is negative then the polarization direction of the horizontal component
becomes clockwise with the increase of height, and if m is positive then counter-
clockwise. This direction reverses in the southern hemisphere. The frequency of the
wave is decided from the ratio of the long axis and the short axis of the ellipse.
Meanwhile, (12.3) shows that the wave number vector is orthogonal to the direction
of the oscillation, i.e., the gravity wave is a transverse wave. Moreover, using (12.3),
the direction of the horizontal propagation of a gravity wave can be uniquely decided
from the direction of the vertical component. This technique is named the hodograph
analysis, and is frequently applied on the analysis of inertia-gravity wave (e.g.,
Maekawa et al. 1984; Hirota and Niki 1986; Gavrilov et al. 1996).

The gravity wave that is excited in the lower atmosphere and is propagated
upward increases its amplitude with the increase of height. The amplitude of
the prevailing component in the mesosphere increases to about ten times that
of the troposphere. Figure 12.19 shows the north–south wind component in the
mesosphere (the height of 60–90 km) from the MU radar observations between 13
and 31 October 1986 (Tsuda et al. 1990a). At these altitudes, atmospheric radars can
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Fig. 12.19 North–south wind components in the mesosphere (the height of 60–90 km) from the
MU radar observations between 13 and 31 October 1986. Only eastward components are shown
[from Tsuda et al. 1990a]

observe gravity waves only in the daytime (0900 to 1500 LT) when free electrons
exist, thus 1 h mean profiles in daytime are shown. The sine wave oscillations in
each profile are due to the prevailing gravity waves.

If the background winds does not change horizontally and timewise, the angular
frequency ω and the horizontal wavenumber k of the gravity wave observed
by a ground based atmospheric radar are preserved. In the case of the gravity
wave in a uniform flow, ω in the dispersion equations (12.1) and the polarization
relations (12.2)–(12.3) can be replaced with ωi in the following equation

ωi = k(c− ū), (12.4)

where c is the observed phase velocity, c = ω/k, ū is the mean zonal wind, and ωi

is the angular frequency on the coordinate system in the uniform flow, and is called
the intrinsic angular frequency.

12.3.3 Critical Layer

When a gravity wave that is transmitted upward in the atmosphere where the
background wind changes with height (i.e., wind shear exists) and reaches the height
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Fig. 12.20 Height profiles of (a) velocity fluctuations and (b) mean zonal winds obtained from
the MU radar observations [from Yamanaka et al. 1989]

where c becomes equal to ū, its vertical group velocity becomes zero and the gravity
wave stops upward transmission. The height range is called the critical layer.

The appearance of a gravity wave caught in a critical layer was obtained from the
MU radar observations (Yamanaka et al. 1989). Figure 12.20 shows the observed
height profiles of (a) velocity fluctuations and (b) mean zonal winds. It is clear
from the figure that waves of comparatively long period propagating downward are
dominant in the lower stratosphere (height of between about 14 and 24 km). The
periods of the waves are about 22 h and their vertical wavelengths are 2–3 km. The
parameters of gravity waves can be estimated by averaging the data 30 min and
applying hodograph analysis in sequence. In this observation, the mean value of the
intrinsic period of the gravity waves is about 7 h.

Figure 12.21a shows the histogram of eastward phase velocity cx, and (b)
shows the circumstances schematically that the ICW is caught by the critical layer.
The thick line in Panel (a) shows the mean zonal winds ū in Fig. 12.20b. It is clear
from the panel that cx � ū in the lower region of a jet stream. It is the evidence that
the wave is caught with the mean zonal winds. On the other hand, cx ≤ ū in the
upper region of jet stream. It means that the gravity waves generated by a jet stream
are caught with the critical layer on the way to propagate upward.

12.3.4 Gravity Wave Spectra

It is rare that a gravity wave is detected as a quasi-monochromatic wave as shown
in Fig. 12.18, but is usually observed as the composition of many waves. Hence, the
frequency spectrum or the vertical wavenumber spectrum is often analyzed based on
the time change and the height profile of the wind velocity. Shears generally grow
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Fig. 12.21 (a) Histogram of eastward phase velocity cx obtained from the MU radar observations
at the same time with Fig. 12.20, and (b) schematic that gravity waves are caught by the critical
layer [from Yamanaka et al. 1989]

as the vertical wavenumber becomes larger (i.e., the wavelength becomes shorter),
and gravity waves become unstable and saturated even at small amplitudes. Hence,
the vertical wavenumber spectra are saturated at higher frequencies. The spectral
density of vertical wavenumber is proportional to the −3th power of the vertical
wavenumber m in the saturated region, and its gradient does not depend on the
height. On the other hand, gravity waves of lower wavenumber are not saturated and
can be propagated to upper altitudes. Thus, in an unsaturated region, the gradient of
the spectral density is zero, and its power spectrum depends on the square of the
Brunt Väisälä frequency N, and increases with height.

Figure 12.22a shows the theoretical model of the vertical wavenumber spectra
(Smith et al. 1987). It is estimated based on the value N2 obtained with the
temperature profile measured by the rawinsonde in the radar observation period.
In the model, the ratio of power spectrum of gravity waves in the mesosphere and
that in the troposphere becomes about 104 times in the lower frequency region.
It is due to the decrease of atmospheric density in higher altitude. The reason that
the observed ratio is smaller than the theoretical one is due to the wave breaking
and saturation on the upward propagation of gravity waves. Panel (b) shows the
vertical wavenumber spectra of velocity fluctuation obtained from the MU radar
observations on October 1986, where M, S, and T denote the mesosphere, the
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Fig. 12.22 Vertical wavenumber spectra of gravity waves. (a) Theoretical model and (b) obtained
from the MU radar observations on October 1986, where M, S, and T denote the mesosphere, the
lower stratosphere, and the troposphere, respectively. The zonal and meridional spectral curves are
indicated by solid and dotted lines, respectively. The model saturated spectrum (Smith et al. 1987)
is indicated by straight lines dashed for the troposphere and dot-dashed for the mesosphere and
lower stratosphere, respectively [(from Tsuda et al. 1989b)]

lower stratosphere, and the troposphere, respectively. In the mesosphere, the shapes
of the zonal and meridional spectra agree very well with the model, whereas
both are slightly different in the lower stratosphere and in the troposphere. It is
considered that gravity waves were not completely saturated in the observation
period, because there is an annual modulation in the activity of gravity waves
in the lower stratosphere, and the observations were performed in autumn when
the activity level was low. Moreover, in the troposphere, due to the contribution
of fluctuations other than gravity waves, the actual observed curve exceeded the
theoretical model (Tsuda et al. 1989b).

12.3.5 Momentum Flux

The momentum flux of gravity waves are measured with the method of using two
pairs of radar beams as shown in Sect. 7.3.1 (e.g., Reid and Vincent 1987). The MU
radar has continuously observed wind systems at the altitudes between 60 and
85 km for several days a month. The momentum flux of gravity waves obtained
with the above observations of 3 years between 1985 and 1988 are shown in
Fig. 12.23, where (a) shows seasonal change and (b) height profiles. The upper panel
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Fig. 12.23 Momentum flux of gravity waves obtained from the MU radar observations of 3 years
between 1985 and 1988. (a) Monthly mean values of the variance of eastward line of sight velocity
(upper panel) and the momentum flux (lower panel) with cycle of 5 min to 2 h for zenith angle
of 10◦. (b) Height profile of the momentum flux for each unit volume obtained by multiplying
the density of standard atmosphere (CIRA-86). Thin lines show the best fit for vertical gradient of
momentum flux [from Tsuda et al. 1990b]

of (a) shows monthly mean values of the variance of eastward line of sight velocity
with cycle of 5 min to 2 h for zenith angle of 10 ◦. In each year, the maximum values
of 10–14m2 s

−2
are obtained in summer, and comparatively large values are also

obtained in winter. On the other hand, the values become minimum in vernal and
autumnal seasons. As a whole, the momentum flux changes at the cycle of half
a year. The lower panel of (a) shows the momentum flux estimated with (7.37),
where eastward winds are positive. It is shown in this panel that the momentum flux
changes annually, eastward (2m2 s

−2
) in summer and westerly (−1.5m2 s

−2
) in

winter. This means that distinguishing selections are performed with seasons when
the gravity waves propagate from the lower layer to the upper layer.

Figure 12.23b shows the height profile of the momentum flux for each unit
volume obtained by multiplying the density of standard atmosphere air (CIRA5-86).
Thin lines show the best fit for vertical gradient of momentum flux. Its amplitude
decreases with the increase of altitude, and it is suggested that the momentum
flux transferred to background winds. Power to accelerate or decelerate mean wind
velocities is calculated from the height gradient of the momentum flux. The values
are eastward 7–13ms−1 day−1 in summer and westerly 8–11ms−1 day−1 in winter.

5The Committee on Space Research (COSPA) International Reference Atmosphere.
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Fig. 12.24 (a) Northward wind profile in the mesosphere region observed by the MU radar.
Gravity waves of vertical wavelength of several km to 10km are superimposed on the background
wind radar. (b) Time-height profile of echo intensity observed by the MU radar at the same time
zone as (a) [from Yamamoto et al. 1987]

Both works to decelerate mean wind, and the process is assumed to be the evidence
that gravity waves give significant influence on the large-scale circulation.

12.3.6 Turbulence

The process with which atmospheric instability that originates in gravity waves
generates turbulence can be caught in detail by observing echo intensity simultane-
ously with the wind system [e.g., Yamamoto et al. 1987, 1988; Muraoka et al. 1987].
Figure 12.24a shows northward wind profile in the mesosphere region observed by
the MU radar. Gravity waves of vertical wavelength of several km to 10 km are
superimposed on the background wind shear. Vertical shears between the height
of 71–73 km are strengthened by this effect, and the height is descending with
time. The same panel (b) shows the time-height profile of echo intensity at the
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same time zone. A strong scattering layer exists almost at the same height of the
strong shear, and it is descending along with the phase propagation of gravity
waves. Yamamoto et al. (1987) found that the Richardson number becomes zero
and vertical shears of the frequency close to Brunt Väisälä frequency are generated
in this region. It is estimated that a convective instability was generated and it caused
small-scale velocity turbulence to bring out above phenomena.

Larger-scale waves such as atmospheric tides and planetary waves also actually
change background winds. It is thought that atmospheric instability is caused
when gravity waves are superimposed on these large-scale fluctuations and shear
is strengthened locally, and that turbulence can then be generated . It is necessary to
pay attention to the fact that the generation of turbulence is not uniform in time and
space and thus the transport of heat, momentum, and material6 are intermittent.

Long-term fluctuations of turbulence can be examined by analyzing long-term
data with the method discussed in Sect. 7.3.2 (Fukao et al. 1994; Kurosaki et al.
1996). Figure 12.25a shows the seasonal change of vertical eddy diffusivity in
the mesosphere region observed by the MU radar. The vertical eddy diffusivity is
especially large in summer, and is also somewhat large at the altitude higher than
70 km in winter. These tendencies correspond to the seasonal change of gravity
waves. It suggests that the generation of turbulence is due to the wave breaking of
gravity waves. Moreover, though the height profile of the vertical eddy diffusivity
shows wide dispersion as shown in Fig. 12.25b, the median value (solid line) of
the turbulence is one digit smaller than the model value by Ogawa and Shimazaki
(1975). There is some possibility that the dominant scale of the turbulence is larger
than the scattering volume of the radar, and is not fully caught by atmospheric
radars.

12.3.7 Wave Sources

Various observations that examine the wave sources of gravity waves are tried with
atmospheric radar. The primary source is a variety of dynamic processes in the
lower atmosphere. First, mountain waves that are generated on lee side when flows
pass over mountains are a typical source (e.g., Nastrom and Fritts 1992; Lott and
Teitelbaum 1993). Sato (1990) showed from the MU radar observations that vertical
wind variations were intensified by topographically forced gravity waves caused by
a strong westerly. A second source is shear instability in jet streams (e.g., Hines
1968; Lindzen 1984; Fritts 1984; Fritts and Nastrom 1992). It has been confirmed

6Strictly speaking, vertical eddy diffusivity K discussed in Sect. 7.3.3 is an isotropic eddy
diffusivity of energy (temperature). This value is not necessarily corresponding to the eddy
diffusivity of the material or the momentum in the same scattering volume. However, it has not
come to distinguish the diffusivities of different physical values in the accuracy of current research,
and they are thought to be almost equal order as the first approximation.
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Fig. 12.25 (a) Seasonal change and (b) height profile of the vertical eddy diffusivity in the
mesosphere region observed by the MU radar. In (b) the solid line shows the median value, and the
broken line the model value by Ogawa and Shimazaki (1975) [from Fukao et al. 1994]

by Murayama et al. (1994) that gravity wave activity observed with the MU radar
in the troposphere and lower stratosphere is well correlated with the intensity of
the jet stream, strongest in winter, weakest in summer. Third, a good correlation
has been noticed between gravity wave intensity and the passage of cold/warm
fronts (e.g., Einaudi et al. 1978). A few observations have been presented from
MST radars, in particular, with the SOUSY radar in Germany by Röttger (1979)
and with the MU radar by Fukao et al. (1989) and Sato (1989). Among other
gravity wave sources are convection [Townsend 1966; Röttger 1980b; Manzini and
Hamilton 1993; Sato et al. 1995] and typhoons (Pfister et al. 1993), which have
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also been demonstrated by MST radar observations (Sato et al. 1991; Sato 1993;
Dhaka et al. 2003). The generation of long-period inertia-gravity waves by synoptic-
scale motions and jet streams is described by the theory of spontaneous adjustment
that the wave motions appear as the result of permanent competition between the
violation of equilibrium of pressure and velocity and the tendency of the atmosphere
to establish the quasi-geostrophic balance of these fields [e.g., Gill 1982, Chap. 8;
O’Sullivan and Dunkerton 1995]. The emission of meso-scale gravity waves is
provided by meso-scale turbulent motions (e.g., Townsend 1965; Gavrilov 1992).
The initial observations with MST radars were provided by Fritts and Luo (1992)
and Gavrilov et al. (1999).

In the equatorial area where the wind is weak, mountain waves are not easily
generated. Instead, it is thought that solar radiation energies, given to the atmosphere
in the vicinity of the ground, are carried upward by means of active cumulus
convections and latent heat release in the form of water vapors and generate
gravity waves. However, observations are not yet enough. Despite the important
role of gravity waves in formation of the general circulation, thermal regime, and
composition of the middle atmosphere, their origin is still an issue in need of further
investigation.

12.4 Boundary Layer and Equatorial Atmosphere

12.4.1 Boundary Layer

Recently, observations of the planetary boundary layer (PBL) of the Earth with
BLRs (boundary layer radar) and T radars have been extensively analyzed, and
significantly new information has been obtained. For instance, the low-level jet
(LLJ) around the 400 m height was closely investigated (Zhong et al. 1996).

Fig. 12.26 The typical diurnal variation of the PBL. (a) Zonal-vertical and (b) zonal-meridional
winds, averaged for 3 days during 1–3 June 1992 with upward and southerly winds positive. The
darker the shading, the stronger is the echo intensity [from Hashiguchi et al. 1995a]
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Fig. 12.27 Comparison of the echo intensities observed by the identical BLR at (a) Serpong
Indonesia and (b) Shigaraki Japan. The darker the shading, the stronger is the echo intensity [from
Hashiguchi et al. 1995a,b]

Figure 12.26 shows diurnal variations of the three components of the wind velocity
which is overlaid on a time-height cross section of echo power multiplied by the
square of the range (Hashiguchi et al. 1995a). Zonal-vertical and zonal-meridional
winds, averaged over 3 days during 1–3 June 1992, are shown in panel (a) and (b),
respectively. The typical diurnal variation of the PBL at the radar site on clear days
is remarkably demonstrated in these panels. The enhanced echo region rapidly rose
upward with time from around 07 LT, indicating that the PBL started to develop with
height of the sun. Upward velocities much larger than the ascent speed of the echo
layer (approximately 0.07ms−1) were observed in the height range of 0.8–1.5 km
near 08 LT when the PBL was most rapidly rising. Also, it is noted that northerly
wind was dominated at heights above 1 km. Turbulence intensity estimated from the
width of the Doppler spectra (Hocking 1985) was strong accompanying the strong
updraft. This suggests that the PBL is well mixed by convection and turbulence.

Figure 12.27 compares the diurnal variations on clear days between a tropical
and mid-latitude sites (Hashiguchi et al. 1995a,b). Panel (a) is for Serpong Indonesia
(6.4S, 106.7E) close to the equator, while Panel (b) is for Shigaraki Japan, at mid-
latitude, both of which were obtained with the same type of radar. If the PBL is
idealized to be defined by the Ekman layer, the thickness of the layer is proportional
to f−1/2, where f is the Coriolis parameter (e.g., Houze 1993, p.67). The Coriolis
parameter varies as the sine of the latitude. Thus, f becomes smaller and the PBL
becomes thicker at lower latitude. The observed result clearly demonstrates that the
thickness of the PBL in the tropical region is 3–5 km, although it is limited up to
1–2 km at mid-latitude.



12.4 Boundary Layer and Equatorial Atmosphere 465

12.4.2 Equatorial Atmosphere

The high temporal and altitude resolution data obtained by the Equatorial
Atmospheric Radar (EAR) in Indonesia have contributed to improve our under-
standing of tropical convective systems. These systems significantly affect the
circulation of energy, momentum and constituents (Fukao 2006). For instance,
gravity waves generated by convection (Alexander et al. 2006; Dhaka et al. 2006),
variations and fluctuations of vertical drafts (Mori et al. 2006; Nishi et al. 2007),
and rain drop size distribution of precipitating clouds (Kozu et al. 2005; Renggono
et al. 2006) have been extensively investigated. Moreover, detailed structure of
the atmospheric temperature and humidity can be monitored with the EAR/RASS
(Furumoto et al. 2006).

The tropical tropopause is considered a place where airs are exchanged between
the troposphere and the stratosphere. Figure 12.28a shows the time-height section
of the turbulence component of the spectrum width observed by the EAR during
November 10–30, 2001. The spectrum width is proportional to the kinetic energy
of turbulence, as described in Sect. 7.3, where the contribution to spectrum width
from other spectrum width broadening mechanisms has been removed to obtain
the turbulent component. The spectrum width due to turbulence in the height range
between 15.5 and 17.0 km significantly increased during November 19–23, when
the tropopause height (crosses in Fig. 12.28a) rapidly jumped from around 16 km
to 17–18 km. Turbulence intensity became 6 times larger there than that in quiet
periods. Zonal winds in the upper troposphere and lower stratosphere observed by
the EAR are indicated in Fig. 12.28b. In the right panel, the average zonal wind
profile measured by the EAR (eastward positive) during the same period as in (a) is
indicated. In the left panel, the zonal wind anomaly from the average zonal wind of
the right panel is indicated. In (a) and (b), the height of the tropopause indicated by
crosses is defined by the temperature minimum measured by the on-site radiosondes
(Fujiwara et al. 2003).

A significant zonal wind oscillation of 20ms−1 was observed and identified as
Kelvin waves. Jump of the tropopause was caused by the downward progression
of the maximum eastward phase of equatorial Kelvin wave. The Kelvin wave was
saturated and broken, and the convective turbulence was generated there. The wave
breaking turbulence in the tropopause region merged into the turbulence below, and
caused effective and irreversible transport of lower stratospheric air mass deeply
into the troposphere (Fujiwara et al. 2003).

It has been found from the EAR observations that the intense vertical shear of
zonal wind near the tropical tropopause consistently excites KH instabilities, which
are considered quite effective in exchanging air mass between the troposphere and
the stratosphere (Yamamoto et al. 2003a).
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Fig. 12.28 (a) Time–height section of the turbulence component of the spectrum width observed
in the northward beam of the EAR during 10–30 November 2001. No observation was conducted
on 17, 18, and the first half of 19 November. Other white regions indicate no estimation is available
due to low signal-to-noise ratio of the measurement. (b) Right: the average zonal wind profile
measured by the EAR (eastward positive) during the same period as in (a). Left: the zonal wind
anomaly from the average zonal wind of the right panel. In (a) and (b), the height of the tropopause
indicated by crosses is defined by the temperature minimum measured by the on-site radiosondes
[from Fujiwara et al. 2003]
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Fig. 12.29 Virtual atmospheric temperature profiles determined by the MU radar/RASS on 5
August 1995 [from Tsuda 2001]

12.4.3 Atmospheric Temperature and Water Vapor Content

Atmospheric radar has been already highly regarded as a quasi-standard tool
for measuring wind velocity aloft. Efforts have been continued for establishing
operational networks of atmospheric radars. In addition, the radio acoustic sounding
system (RASS) technique has been widely incorporated in many atmospheric
radars, enabling to monitor the atmospheric temperature and moisture from the
surface.

Atmospheric Temperature Measurement

The operational measurement of atmospheric temperature by radiosonde is
conducted by meteorological bureaus, in general, twice or four times a day.
However, the recent incorporation of RASS in atmospheric radars has made
the temperature measurements feasible with the temporal resolution extremely
higher than radiosonde measurements. Figure 12.29 shows the (virtual) temperature
profiles determined by the MU radar/RASS on 5 August 1995 (Tsuda 2001).
The height resolution is 150 m. They are successively determined and shown in the
diagram every 3.69 min. The temperature scale corresponding to the first profile is
given in the top left of the diagram. The temperature lapse rate up to the tropopause
is, on the average, 6.67 ◦Ckm−1. There are fluctuating components of temperature.
It has been revealed that superposition of many gravity waves with different periods,
which include the dominant long-period components with period of 6–10 h and
short-period components in small amplitudes, produced the complicated structure.
The observed temperature profiles obtained with RASS agree quite well with the
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Fig. 12.30 A baseline-height structure of cold front measured with the MU radar/RASS during
3–4 August 1991. The fluctuating component (ΔT ) of the temperature from the mean value
during the observation period is shown by color contour, while the fluctuating components of
the northward and vertical wind components (Δv, and Δw, respectively) from the mean values are
indicated by vectors [from Tsuda 2001]

virtual temperature derived from radiosonde measurements in the height range
below 7 km where the mean difference between the temperatures was approximately
0.3 ◦C (Tsuda et al. 1994).

The atmospheric wind velocity and temperature are supplemental, and their
data that are simultaneously obtained are especially important to understand any
meteorological phenomena. The vertical profiles of fluctuations of temperature
and wind from the mean values during the observation period associated with the
cold front which passed over the MU radar are shown in Fig. 12.30 (Tsuda 2001).
The time axis in the diagram points to the right following convention. Hence, the
time-height cross section approximately resembles a baseline-height cross section
of the phenomenon which passed over the MU radar from the west to the east.
The overall wind and temperature structures which represent the cold front are
clearly demonstrated, and it is also obviously shown that cold air crawled under
warm air, generating the intense updraft at its tip.

Estimates of Humidity

Humidity is related to absorption and release of latent heat energy, and is one of
the most important parameters for meteorological studies. It is known that almost
all water vapor exists in the lower part of the troposphere below 5 km in altitude,
and varies significantly from time to time and from place to place. Figure 12.31
compares (b) the relative humidity measured by the MU radar with time and height
resolution of 10 min and 150 m in the period from 29 to 30 July 1999, and (a)
that observed with radiosondes launched approximately every 3 h during the same



12.5 Beam Swinging and Radar Imaging Techniques 469

Fig. 12.31 Time-height sections of the relative humidity observed during the period from 1240 on
29 July to 2300 LT on 30 July 1999. (a) Results with radiosondes, and (b) that by the MU radar.
Launching times of the radiosondes are indicated by crosses and triangle in (a) [from Furumoto
et al. 2003]

observation period. The marks (crosses and triangle) in the bottom of (a) indicate
the time of radiosonde launches (Furumoto et al. 2003).

The data of radiosondes launched at triangle were used as the initial guess
necessary for the MU radar estimate. Both results shows the overall consistency.
Owing to the high time resolution, the MU radar results contain a short-period
(1–1.5 h) fluctuation that was not detected by radiosonde observations and consid-
ered to be of gravity wave origin. Moreover, the symbols asterisks and white lines
in the diagram show changes of the cloud top height observed by the meteorological
satellite, which show a good correlation with the distribution of humidity obtained
by the MU radar.

12.5 Beam Swinging and Radar Imaging Techniques

A variety of radar imaging techniques have been developed in rapid succession.
Some of the observational results obtained by applying these advanced techniques
are reviewed in the following sections.
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Fig. 12.32 Horizontal maps of echo power from 13.05 to 14.25 km averaged over the period from
2239 to 0046 LT. White arrows indicate the maximum wind shear direction and magnitude. The
white dashed circles correspond to the zenith angle of 10◦. The black dots indicate the directions
of the radar beams [from Hirono et al. 2004]

12.5.1 Scattering Layer Observations

Observations with Beam Swinging

Studies on the detailed structure and dynamics of the atmosphere can be made
by observations of the scattering layers using the radar beam swinging technique.
For example, the bean swinging technique can be used for estimating the aspect
sensitivity of the radar echo power (defined in Sect. 3.4.3). By measuring the aspect
ratio (i.e., the ratio of the echo power between the vertical and oblique beams), it
was demonstrated that ground based radars are the excellent tools for measuring
the altitude of the thermal tropopause (e.g., Gage and Green 1979; Yamamoto et al.
2003b).

Moreover, several recent works focused on the azimuthal dependency of the
radar echo power (e.g., Tsuda et al. 1997; Worthington et al. 1999; Hirono et al.
2004). Figure 12.32 shows an example of the horizontal distribution of the radar
echo power at different altitudes (above the tropopause) using the fast-beam steering
capability of the MU radar (Hirono et al. 2004). The observations were performed
with 65 beams successively steered from the zenith down to 24 ◦ off zenith at
different azimuths. The total acquisition time was about 10 min. Six consecutive
maps were averaged to get a horizontal map in approximately 1 h of observations.
The figure clearly indicates a zenithal and azimuthal dependency of the echo power.
On each panel, the arrows indicate the direction and modulus of the vertical shear of
horizontal wind. It can be seen that the shear is rotating clockwise with increasing
altitude. As already mentioned, the rotation of the wind vector is supposed to result
from the variations of the horizontal wind due to gravity waves, which transport
energy and momentum upward. From this figure, it is also interesting to note that
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larger echo power area appears in the opposite direction to the maximum wind
shear direction. This property is observed not only within the lower stratosphere
but also in the troposphere (e.g. Worthington et al. 1999). It was suggested that
the azimuthal dependency of the echo power results from atmospheric shearing
instabilities generated by low frequency gravity waves tilting the scatterers in the
opposite direction to the vertical shear of horizontal wind.

Interferometry and Radar Imaging Observations

Numerous studies on the detailed radar echo structure have been made from
the application of the spatial domain interferometry (SDI), frequency domain
interferometry (FDI), coherent radar imaging (CRI), and range imaging (RIM)
techniques (see Sect. 7.6).

1. Spatial domain interferometry (SDI)

Palmer et al. (1991) studied the advantage of the SDI technique over the DBS
technique in measuring vertical wind velocity. The SDI technique based upon the
expression (7.113) and the DBS method using the vertical beam were compared.
They showed that tilted scattering layers prevent the estimation of the correct
vertical wind velocity with the DBS method when the scattering layers are tilted
even slightly.

2. Frequency domain interferometry (FDI)

The dual FDI technique provides its effectiveness in improving the range
resolution. Figure 12.33 shows observations with the MU radar using the dual
FDI and DBS techniques alternately (Kilburn et al. 1995). The left panel shows
a time-height cross section of echo power from the middle troposphere to the lower
stratosphere in the DBS mode at a range resolution of 300 m. The right panel shows
the corresponding time-height cross section of echo power after dual FDI processing
with a 500-kHz frequency separation. For example, it can be noted that two thin
scattering layers are detected with the FDI technique around the altitude of 6.45 km,
whilst they were not distinguishable by the standard range resolution of 300 m.
Their vertical apparent motions are also more clearly visible. The FDI technique
also sheds light on sporadic echoing structures e.g., around 8.0 km in Fig. 12.33
and on the thin multi-layering of the atmosphere that can persist for several
consecutive hours without significant changes in appearance. These observations
are important for understanding the mechanisms of constituent transport through
turbulent diffusion. However, due to the hypotheses used (a single Gaussian-
distributed scattering layer) for applying the dual FDI technique, this technique just
provides apparent structures consistent with the model used. Consequently, we must
be cautious when interpreting the results of dual FDI observations. Range imaging
techniques using multiple frequencies are now more frequently used.
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Fig. 12.33 Signal-to-noise ratio (SNR) observed by the vertical beam of the MU radar. The
abscissa shows hours after the start of observation. (a) The time-height cross section obtained
in the DBS mode at a range resolution of 300 m. (b) Corresponding time-height cross section after
a dual FDI processing with a 500-kHz frequency separation was applied [from Kilburn et al. 1995]

Fig. 12.34 (a) The locations of the individual antennas, where the numbers represent the receiver
to which the antenna signal is fed. The three outer receivers form an equilateral triangle, while the
fourth was placed at the center of the array. (b) The spatial sampling resulting from the receiver
locations is depicted. The length scales are different between (a) and (b) [from Palmer et al. 1998]

3. Coherent radar imaging (CRI)

CRI using multiple receivers is a technique providing a detailed view of
the horizontal distribution of the echo power within the radar receiving beam.
Figure 12.34a shows an example of arrangement of the MU radar receiving antenna
subarrays for applying the radar imaging technique with Fourier-based and Capon’s
methods. The subarrays numbered from 1 to 4 refer to the antenna subarrays in the
same size used for the reception.
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Fig. 12.35 Brightness distribution averaged over the velocity range ±1ms−1 within ±4◦ above
the MU radar at eight arbitrarily selected altitudes obtained using (left) Fourier-based images and
(right) Capon imaging techniques, respectively [from Palmer et al. 1998]

The three outer subarrays form an equilateral triangle with separation of 33.97 m.
The fourth subarray at the center is separated by 19.62 m from the other three.
These baseline lengths correspond to angular aliasing of ±5.44 ◦ and ±9.44◦,
respectively. However, because the full antenna is used for transmission giving rise
to a beamwidth of 3.6 ◦, substantial angular aliasing can be neglected. According
to the disposition of the receiving antennas, Fig. 12.34b shows the spatial sampling
according to the receiver locations. The vectors represent lengths and azimuth angles
of each baseline, providing a view of how well the ground refraction pattern is
sampled.

Figure 12.35 shows examples of horizontal maps of brightness distribution
averaged over the velocity range ±1ms−1 within ±4 ◦ above the MU radar, with
the CRI technique using Fourier-based and Capon iamging techniques. Red (purple)
colors correspond to the largest (smallest) brightness values. It should be noted
that the midpoint between the peaks of the images corresponding to positive
and negative velocities should be equivalent to the location of peak observed
over the entire frequency range (Palmer et al. 1998). Even if Fourier and Capon
brightness distributions are both maximum near the zenith, strong differences must
be recognized. It is noticed that Capon’s method exhibits better resolution than the
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Fourier-based method. In particular, the brightness maps obtained from Capon’s
method show narrower maxima, generally located slightly off zenith and with a clear
azimuthal anisotropy, suggesting quasi partial reflection from slightly tilted layers.
The Fourier method is limited in angular resolution by its frequency response of the
filter (a sinc function).

CRI with Capon’s method (hereafter called the CRI Capon’s method) was also
applied at ultrahigh frequency (UHF) for three-dimensional imaging. Palmer et al.
(2005) showed some impressive results with the 915-MHz turbulent eddy profiler
(TEP, see Sect. 10.4.2) radar which consists of a transmitting horn antenna and a
receiving array up to 64 microstrips hexagonal patch elements separated by about
0.57 m. The results shown in Fig. 12.36 with the CRI Capon’s method were obtained
from the combination of 37 receivers at a range resolution of 33.3 m (a pulse width
of 0.222μs). Using a Doppler filtering procedure, clear air and precipitation echoes
could be separated from the Doppler spectra calculated from the complex time series
reconstructed with Capon filter in an angular domain of ±12.4 ◦. Figure 12.36 shows
a series of images within the cone of observations at a time resolution of about 10 s
over about 2.5 min. Yellow and blue colors show the 3D distribution of the clear air
and precipitation echoes, respectively, inside the radar beam up to the altitude of
1.8 km. These observations should be useful for the understanding of the interaction
between clear air turbulence and the formation or inhibition of some precipitations
due to turbulence.

A composite figure from several time-height cross section of echo power after the
CRI Capon processing with the 915-MHz TEP radar is shown in Fig. 12.37 (Palmer
et al. 2005). Panel (a) shows 1-h observations of vertical echo power revealing
both clear-air and precipitation echoes (total echo power). Precipitation echoes
are so strong that clear air echoes could not be distinguished (e.g., around 2035
UTC near the ground). After high-pass and low-pass filtering procedure, Panels (b)
shows the time-height cross section of precipitation echo power before the imaging
process (precipitation echo power), and (c) the echo power from refractive index
perturbations after CRI Capon processing (Bragg scatter echo power). The refractive
index echoes reveal some structures which resemble KH billows, especially after
2045 UTC.

Section 7.6.2 explained the capability of the CRI Capon’s method to reject
ground and moving clutter. Cheong et al. (2006) experimentally demonstrated
this capability with the 915-MHz TEP radar using 57 receiving patch elements.
Figure 12.38 shows time-height cross section of radar echo power and radial veloc-
ity associated with refractive index perturbations. Panels (a) and (b) show the results
after the Fourier and Capon processing, respectively. Panel (a) shows the presence of
sporadic echoes which can mainly be attributed to birds (or other biological targets).
A possible KH instability can also be noted around the altitude of 500 m before
0200 LT. Because Capon filter is adaptive, sidelobes are reduced in the direction of
the unwanted outliers. Panel (b) shows the result after Capon processing and it is
clearly seen that almost all the biological interferences have been removed. Similar
experiments which demonstrate remarkable clutter suppression were conducted
with the MU radar using 25 receiving sub-arrays combined to range image with
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Fig. 12.36 Conical images obtained every 2.5 min (21 June 2003, 1939:38–1942:02 UTC) with
the CRI Capon’s method. The clear air and isolated precipitation echoes are shown in blue and
yellow colours, respectively [from Palmer et al. 2005]
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Fig. 12.37 Time-height cross section of total echo power during 2005–2105 UTC on 23 June
2003. (a) Total echo power, (b) precipitation echo power, and (c) Bragg scatter echo power [from
Palmer et al. 2005]

5 frequencies by Yu et al. (2010). Figure 12.39 (a) shows the time-height cross
section of echo power obtained in the standard mode at a range resolution of 150 m
with the MU radar. Panel (b) shows the corresponding plot after applying CRI with
25 receivers and RIM with 5 frequencies and Capon processing. The contamination
by moving clutter is apparent in (a) at heights above approximately 6 km, whereas
(b) clearly shows that moving clutterer echoes are strongly attenuated.

Hélal et al. (2001) also applied angular radar imaging by using the sequential
postset beam steering mode (SPBS) technique and various processing methods
as Fourier-based, Capon, and the multiple signal classification (MUSIC) with the
French Provence radar. They used a Yagi antenna for transmission resulting in
a wide beamwidth exceeding 100 ◦. The receiving antennas were composed of
16 bands of 26 coaxial-collinear (COCO) antennas. With a single receiver, they
collected the signals consecutively from 16 receiving arrays and estimated the
brightness distribution in a wide angular domain in a given vertical plane. The
results with the Fourier method are shown in Fig. 12.40. The figure reveals not only
the vertical distribution of multiple scattering layers but also clear information about
the nature of the atmospheric layers. For example, the echoing layer around the
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Fig. 12.38 Time-height cross sections of vertical echo power and radial velocity. (a) Generated
with Fourier processing, while (b) with Capon processing [from Cheong et al. 2006]

altitude of 3,600 m exhibits a large horizontal extent likely due to the presence of a
layer of refractive index perturbations at the Bragg scale.

Another interesting echoing structure can also be observed around the altitude of
4,800 m. Contrary to the previous case, the horizontal extent of the echoing layer
does not exceed the horizontal extent corresponding to the beamwidth of the full
antenna array (about ±5 ◦). At this altitude, the mechanism of partial reflection
from a horizontal layer is very likely the cause of this echo. The SPBS technique
also provides the radial velocity. An example of vertical cross section of radial
velocity along the North–South axis obtained with the Provence radar is shown in
Fig. 12.41 (Hélal et al. 2001). As expected, the pattern is nearly symmetric with
respect to the vertical line of sight (not exactly because of vertical wind). It also
shows some altitude variations due to the vertical variations of the horizontal wind.
Such a technique would be useful for studying the small-scale inhomogeneities of
the wind field.
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Fig. 12.39 (a) Time-height cross section of echo power obtained in the standard mode at a range
resolution of 150 m with the MU radar. (b) The corresponding plot after applying CRI with 25
receivers and RIM with 5 frequencies and Capon processing [from Yu et al. 2010]

Fig. 12.40 SNR (in decibels) obtained with the Province radar in France on 4 May 1999. The
observed zenith angles are between −60 and 60◦, while the main lobe half-power beamwidth is
indicated by the radial lines at −5 and 5◦ [from Hélal et al. 2001]
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Fig. 12.41 Radial wind velocities in the same configuration as Fig. 12.40. The background grid
indicates the size of the cells for which the velocities are estimated [(from Hélal et al. 2001)]

Fig. 12.42 Brightness (in decibels) distribution after applying Capon’s method with the 915-MHz
radar at Platteville, the U.S.A. [from Chilson et al. 2003]

4. Range imaging (RIM)/Frequency domain interferometric imaging (FII)

Applications of range imaging for improving the range resolution were
conducted as shown below [RIM; Palmer et al. 1999, FII; Luce et al. 2001b].
Figure 12.42 shows the vertical height-time cross section of echo power after doing
the range imaging technique with the 915-MHz Platteville radar (the U.S.A.) for
about 1 h around 1730 UTC in the height range 1.0–2.5 km (Chilson et al. 2003).
From 1740 to 1800 UTC and below the altitude of 2.0 km, echoing structures similar
to those detected by FMCW radars (see Sect. 11.6.2) are clearly seen. It is very likely
that these structures, also reported by FMCW radars, result from KH instabilities.
Also, a long lived thin scattering layer can be noted around 1.35 km. Its thickness
was about 12 m and can be related to a thin and strong gradient of temperature
(and/or humidity). Such a thin layer and its small apparent vertical oscillations
cannot be detected at the initial range resolution of 75 m.
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Fig. 12.43 (a) SNR (in decibels) obtained with the vertically oriented beam and processed by
Capon’s method between 11.4 and 18.9 km during 2152 and 2358 LT on 13 November 2005. (b)
The corresponding plots of radial velocity measured with the vertical beam at a range resolution of
150 m [from Luce et al. 2008]

Another example of KH billow observations from the MU radar in the FII mode
can be seen in Fig. 12.43. Panel (a) shows vertical time height contours of Capon
brightness (SNR) for about 2 h and in the height range 11.4–18.9 km (Luce et al.
2008). It is one of the first direct observations of KH billows with a VHF (46.5 MHz)
radar. For these observations, the subpulse width was 1μs (i.e., the initial range
resolution was 150 m), five equally spaced frequencies were transmitted pulse to
pulse from 46 to 47 MHz and the time resolution was about 33 s with sampling every
16.5 s. The corresponding time-height cross section of vertical wind velocities are
shown in Panel (b). It reveals vertical oscillations which are fully consistent with
the presence of a KH instability. The image of radar echo power shows slanted “S”
structures or braids characteristics of vortices or billows. The braids result from
the stretching and compression of the isentropes at the edges of the billows. As
in Fig. 12.43, the image reveals multiple thin scattering layers in the tropopause
region. Some of them (in particular those located near the billows) exhibit vertical
oscillations and temporal variations of echo power likely due to tilted facets of
laminar structures (e.g., just above 14 km below 18 km). The distortions of these
layers are very likely due to gravity waves propagating vertically and generated
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Fig. 12.44 Comparison between measured powers processed with (a) Capon’s method and (b) the
ML method using the 915-MHz TEP radar [from Le et al. 2010]

by the KH billows. These structures are associated with a quite strong shear of
horizontal wind of about 35ms−1 km−1 due to the association of the decrease of the
jet-stream and the presence of an inertia-gravity wave (Luce et al. 2008).

5. Multi-lag method

As shown in Sect. 7.6.2, the results of Capon’s method depend on the SNR.
Thus, improvements are not expected with respect to the Fourier method for very
low SNR. Recently, Le et al. (2010) proposed the multilag (ML) method based
on the 1- and 2-lag covariance matrix estimate. Figure 12.44 shows a comparison
of (a) Capon’s method and (b) the ML method with the 915-MHz TEP radar. A
better dynamics is obtained with this new method, which is promising for detecting
atmospheric structures at low SNR.
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Fig. 12.45 Conceptual diagram of the quality control algorithm for the WINDAS [courtesy of the
Japan Meteorological Agency]

12.6 Wind Profiler Network

Recognizing the unique capability of wind profilers to monitor wind aloft
continuously in time and height, attempts have been made to integrate wind profiler
observational data into numerical models of atmospheric general circulation to
improve the accuracy of large scale field forecasting and simulation. The Wind
Profiler Data Acquisition System (WINDAS) of the Japan Meteorological Agency
(JMA), described in Sect. 10.4.4, is operated with the goal of improving short-term
forecast of meso-scale weather. With the introduction of WINDAS, the data of upper
wind taken into the Meso-Scale Model (MSM) has increased rapidly. The WINDAS
data are used as an initial value in the MSM. The data assimilation in the MSM
is made using a full forecast-analysis system with the four dimensional variational
(4D-VAR) method. This is the technique to assimilate observations having high time
and spatial resolution into numerical models with the aim of improving the accuracy
of model initialization.

12.6.1 Quality Control and Actual Operation

When wind profiler data are employed for actual use, the quality control that
excludes abnormal data is significantly important. As discussed in Sect. 8.4.2, it
is reported that various data errors are caused by ground clutter, aircrafts, migrating
birds, and swarms of insects (e.g., Wilczak et al. 1995) In the WINDAS, the quality
control algorithm shown in Fig. 12.45 is applied in consideration that wind variance
in time and height is within expected values based upon past experience. That is,
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Fig. 12.46 Height-time cross section of horizontal winds before and after the application of the Q-
surface quality control program. Data in enclosures in the left panel is judged to be abnormal, and
excluded and replaced as shown in the right panel [courtesy of the Japan Meteorological Agency]

the quadric surface (Q-surface) as the mean value is first decided by using the data
of 12 time-points (2 h by every 10 min) in seven adjoined altitudes (1.8 km height
zone by every 300 m) according to the least squares method. Next, the continuity
of horizontal velocity of the wind is assumed, and if the difference between the
actual data value and the Q-surface exceeds a threshold, that data is deleted and
replaced with one that fits on the Q-surface. Figure 12.46 shows an example of the
height-time cross section of horizontal winds before and after the application of
above quality control program. Data in enclosures in the left panel is judged to be
abnormal, and excluded and replaced as shown in the right panel.

One of the performance measure of wind profilers is the attained height in
observation. Figure 12.47 shows the result of the WINDAS LTR observation during
April 2002 to March 2003 in the standard observation mode (height resolution of
300 m) (Ishihara et al. 2006). Data of 25 points are averaged, and the results are
shown in three groups, precipitation, no rain, and all of them. As for the attained
height in no rain, the maximum value of monthly averages is 6.7 km in summer, and
minimum 3.8 km in winter. In precipitation, the values are 1.5–2.0 km higher than
those in no rain in each month. This is a reflection that the intensity of echoes from
Bragg scatterers in the troposphere depends on the water vapor content.

12.6.2 Application for Short-Term Forecasting

An impact experiment, to examine the effect that the WINDAS data brings to
numerical forecasting, was conducted with the MSM using the WINDAS data
and the 4D-VAR method for a severe rainstorm that occurred in western Japan
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Fig. 12.47 WINDAS LTR observed during April 2002 to March 2003 in the standard observation
mode (height resolution of 300 m). Data of 25 points are averaged [from Ishihara et al. 2006]

Fig. 12.48 Winds of 3 h forecast of MSM at 850 hPa at 1200 UTC on 19 June 2001, (a) forecasted
with radiosondes and (b) with radiosondes and the WINDAS. The ellipses in both panels surround
the storm [from Ishihara et al. 2006]

in June 2001 (Ishihara et al. 2006). Figure 12.48 shows the winds of 3 h forecast
of the MSM at 850 hPa at 12 UTC (Coordinated Universal Time) on 19 June,
(a) forecasted with radiosondes and (b) with radiosondes and the WINDAS. The
northerly component of winds around the storm (inside of the ellipse in (a)),
forecasted from only radiosondes, was larger than that in the case of adding the
WINDAS data (inside of the ellipse in (b)). Figure 12.49 shows (a) rainfall amount
for 3 h following the start of a MSM forecast using the 4D-VAR method at 12 UTC
on the same day with radiosonde data, but without the WINDAS data, (b) using the
4D-VAR scheme with both radiosonde data and the WINDAS data, and (c) actual
surface data during 12–15 UTC.
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Fig. 12.49 Rainfall amount for 3 h following the start of a MSM forecast at 1200 UTC on the same
day as Fig. 12.48 using the 4D-VAR assumption scheme. (a) With radiosonde data but without the
WINDAS data, (b) with both radiosonde and the WINDAS data, and (c) actual surface data during
1200 to 1500 UTC [from Ishihara et al. 2006]

As shown in Figs. 12.48 and 12.49, when only conventional upper-air
observational data were used, the rainstorm was forecast to occur in a region−60km
to the north of the true rainstorm region. On the other hand, the region forecast
with the WINDAS data agrees well with the true rainstorm region. This is because
the southerly component of winds observed with the WINDAS and assimilated by
the MSM was actually smaller than that forecast by using only conventional data.
From similar case studies it has been confirmed that the WINDAS data improve the
accuracy of the MSM for mesoscale weather systems particularly for heavy rainfall
events.

In general, the data from these wind profiler networks are distributed around the
world via Global Telecommunication System (GTS) in real time.
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multiplied by the incident power, the total power taken from the incident wave
(Battan 1973, p. 67)”.

Page 65, Footnote 19, “... in Sect. 7.3.2” should read “... in Sect. 7.3.3”.

The online version of the original chapter can be found at
http://dx.doi.org/10.1007/978-4-431-54334-3 3

http://dx.doi.org/10.1007/978-4-431-54334-3_3


Errata E-3

Chapter 5
Reception and Processing of Signals

Page 108, Equation 5.10, “ΔPno = 7gkTeBn” should read “ΔPno = gkTeBn”.

Page 163, Line 19, “If samples are independent, var([v̂t]) is expressed ...” should
read “If samples are independent, var[v̂t] is expressed...”.

The online version of the original chapter can be found at
http://dx.doi.org/10.1007/978-4-431-54334-3 5

http://dx.doi.org/10.1007/978-4-431-54334-3_5


E-4 Errata

Chapter 6
Radar Observations of Precipitation

Page 188, Equation 6.69, “Aprp = a0Rb
0” should read “Aprp = a0Rb0”.

Page 217, Line 17, “... can be expressed as a0Rb
0 =...” should read “... can be

expressed as a0Rb0 =...”.

The online version of the original chapter can be found at
http://dx.doi.org/10.1007/978-0-387-22677-4 6

http://dx.doi.org/10.1007/978-0-387-22677-4_6


Errata E-5

Chapter 8
Overview of Radar

Page 279, Line 11, Equation number 8.8 “gD � 4100
ϑBϕB

” should read “gD � 41000
ϑBϕB

”.

Page 296, Line 12, “Figure 8.18a shows the received noise power of Cassiopeia
measured with ...” should read “Figure 8.18a shows the received noise power of
Cassiopeia A measured with ...”.

Ppage 333, Line 10, “Appendix B” should read “Appendix C”.

Page 337, Line 17, “(8.61), where ...” should read “(8.64), where ...”.

The online version of the original chapter can be found at
http://dx.doi.org/10.1007/978-0-387-22677-4 8

http://dx.doi.org/10.1007/978-0-387-22677-4_8


Appendix A
Mie Coefficients

As discussed in Sect. 3.3.3, the Mie coefficients an and bn are precisely given by
Bessel functions.1 On the other hand, Deirmendjian (1969) showed that they were
also derivable by means of the recursion formula. The derivation has been reviewed
in varied ways by predecessors (e.g., Ulaby et al. 1981, pp. 290–291, 1986, pp.
2129–2132). Present appendix will be another collection which briefly presents the
derivation by recursion formula after Deirmendjian (1969, Chap. 2).

These coefficients can be expressed by the Riccati–Bessel functions,2 ψn(x) and
ζn(x), as (Van de Hulst 1957, p. 123)

1Bessel functions are defined as the canonical solutions y(x) of Bessel’s differential equation;

x2 d2y
dx2 + x

dy
dx

+(x2 −α2)y = 0.

If α is integer n, the solutions are given by Bessel function of the first kind Jn(x) and that of the
second kind Yn(x). Moreover, for the spherical Bessel differential equation

x2 d2y
dx2 +2x

dy
dx

+ x2 −n(n+1)y = 0,

two linear independent solutions are expressed by the spherical Bessel functions jn(x) and yn(x),
which are in the following relationships with Jn(x) and Yn(x), respectively;

jn(x) =

√
π
2x

Jn+1/2(x), yn(x) =

√
π
2x

Yn+1/2(x) = (−1)n+1

√
π
2x

(−1)n+1J−n−1/2(x).

2Riccati–Bessel functions are expressed using Bessel function and the spherical Bessel functions as

ψn(x) = x jn(x) =

√
πx
2

Jn+1/2(x), ξn(x) =−xyn(x) =

√
πx
2

Yn+1/2(x), ζn(x) = ψn(x)+ jξn(x).
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488 A Mie Coefficients

an =
An(y)ψn(x)−mψ ′

n(x)
An(y)ζn(x)−mζ ′n(x)

, (A.1)

bn =
mAn(y)ψn(x)−ψ ′

n(x)
mAn(y)ζn(x)−mζ ′n(x)

, (A.2)

where ′ denotes derivative. Functions ψn(x) and ζn(x) can be expressed using (n+
1/2)th Bessel function of the first kind3 Jn+1/2, and that of the second kind Yn+1/2 as

ψn(x) = x jn(x) =

√
πx
2

Jn+1/2(x), (A.3)

ζn(x) =

√
πx
2

Jn+1/2(x)− jYn+1/2(x)

=

√
πx
2
[Jn+1/2(x)+ (−1)n jJ−n−1/2(x)]. (A.4)

In (A.1) and (A.2), An(y) is adopted to separate the functions with argument y from
those with argument x, and defined as

An(y)≡ ψ ′
n(y)
ψn(y)

, y ≡ mx = m
πD
λ

, (A.5)

where m is the complex refractive index, D the diameter of the sphere, and λ the
wavelength in free space. For absorbing spheres such as raindrops, m is complex.
Thus, An(y) depends on Bessel functions of complex argument.

Using the characteristics of Bessel function of the first kind for half integer,
derivatives of (A.3) and (A.4) become as follows;

ψ ′
n(x) =

d
dx

[√
πx
2

Jn+1/2(x)

]
=

√
πx
2

[
Jn−1/2(x)−

n
x

Jn+1/2(x)
]
, (A.6)

3Bessel function of the first kind Jn+1/2(x) for half integer n+1/2 can be expressed as

J1/2(x) =

√
2
πx

sinx, J−1/2(x) =

√
2
πx

cosx,

J3/2(x) =
1
x

J1/2(x)− J−1/2(x) =

√
2
πx

(
sinx

x
− cosx

)
,

J−3/2(x) =−1
x

J−1/2(x)− J1/2(x) =

√
2
πx

( cosx
x

+ sinx
)
,

Jn+1/2(x) =
2(n− 1

2 )

x
Jn−1/2(x)− Jn−3/2(x), J′n+1/2(x) =

1
2

Jn−1/2(x)−
1
2

Jn+3/2(x),
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d
dx

[√
πx
2

J−n−1/2(x)

]
=−

√
πx
2

[
J−n+1/2(x)+

n
x

J−n−1/2(x)
]
, (A.7)

ζ ′n(x) =
√
πx
2

{
Jn−1/2(x)−

n
x

Jn+1/2(x)− (−1)n j
[
J−n+1/2(x)+

n
x

J−n−1/2(x)
]}

.

(A.8)

Substituting (A.3)–(A.8) into (A.1) and (A.2), the Mie coefficients become

an(m, x) =

{[
An(y)

m
+

n
x

]
Jn+1/2(x)− Jn−1/2(x)

}

×
{[

An(y)
m

+
n
x

]
[
Jn+1/2(x)+ (−1)n jJ−n−1/2(x)

]

−[
Jn−1/2(x)− (−1)n jJ−n+1/2(x)

]
}−1

(A.9)

and

bn(m, x) =
{[

mAn(y)+
n
x

]
Jn+1/2(x)− Jn−1/2(x)

}

×
{[

mAn(y)+
n
x

][
Jn+1/2(x)+ (−1)n jJ−n−1/2(x)

]

−[
Jn−1/2(x)− (−1)n jJ−n+1/2(x)

]
}−1

. (A.10)

The Bessel functions of real argument which appear in (A.9) and (A.10) can be
expressed with circular functions by defining following recursion formula;

wn(x) =
2n− 1

x
wn−1(x)−wn−2(x), (A.11)

with

w0(x) = sinx− j cosx =

√
πx
2
[J1/2(x)+ jJ−1/2(x)], (A.12)

w−1(x) = cosx− j sinx =

√
πx
2
[J1/2(x)− jJ1/2(x)]. (A.13)

For example,

w1(x) =
1
x

w0(x)−w−1(x) =

√
πx
2
[J3/2(x)− jJ3/2(x)], (A.14)

w2(x) =
3
x

w1(x)−w0(x) =

√
πx
2
[J5/2(x)+ jJ5/2(x)], (A.15)
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and wn(x) is generally expressed using finite term functions Jn+1/2(x) and
J−n−1/2(x) as

wn(x) =

√
πx
2
[Jn+1/2(x)+ (−1)n jJ−n−1/2(x)]. (A.16)

Comparing (A.16) with (A.9) and (A.10), and eliminating
√πx

2 which is common
to the numerators and denominators, the Mie coefficients can be rewritten as

an(m, x) =

[
An(y)

m
+

n
x

]
Re[wn(x)]−Re[wn−1(x)]

[
An(y)

m
+

n
x

]
wn(x)−wn−1(x)

, (A.17)

bn(m, x) =

[
mAn(y)+

n
x

]
Re[wn(x)]−Re[wn−1(x)]

[
mAn(y)+

n
x

]
wn(x)−wn−1(x)

, (A.18)

where An(y) is arranged using the Riccati–Bessel functions in (A.3), and their
derivatives (A.6) and (A.7) to lead the following equation

An(y) =
Jn−1/2(y)−

n
y

Jn+1/2(y)

Jn+1/2(y)
=−n

y
+

Jn−1/2(y)

Jn+1/2(y)
. (A.19)

If the above function is transformed into the following recursion formula:

An(y) =−n− 1
y

+
Jn−3/2(y)

Jn−1/2(y)

=−n− 1
y

+

2n− 1
y

Jn−1/2(y)− Jn+1/2(y)

Jn−1/2(y)
, (A.20)

or

Jn+1/2(y)

Jn−1/2(y)
=

n
y
−An−1(y). (A.21)

Substituting (A.21) into (A.19), the final recursion formula of An(y) can be
expressed as

An(y) =−n
y
+

[
n
y
−An−1(y)

]−1

, (A.22)
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and A0(y) becomes

A0(y) =
J−1/2(y)

J1/2(y)
= coty. (A.23)

Putting the real and imaginary parts of the complex refractive index be nr and
ka, respectively, and y ≡ mx = nrx − jkax = p− jq, where p = nrx and q = kax.
Substituting these values into (A.23) and arranging the expression, A0(y) becomes

A0(y) =
sin pcos p+ j sinhqcoshq

sin2 p+ sinh2 q
. (A.24)

Using (A.22) and (A.24), actual An(y) can be calculated. In addition, if m is real
(nonabsorbing sphere), the imaginary parts of A0(y) and all An(y) become 0.



Appendix B
Autocovariance Analysis

B.1 Mean Doppler Frequency

The autocorrelation function of a complex time series signal R(τ) is a complex
number obtained by the inner product computation of complex signal and is
expressed as

R(τ) = A(τ)e jθ(τ), (B.1)

where A(τ) denotes amplitude. As R(τ) = R(−τ)∗,

A(τ) : Real even A(τ) = A(−τ), (B.2)

θ (τ) : Real odd θ (τ) =−θ (−τ), θ (0) = 0, (B.3)

and the supersubscript ∗ denotes complex conjugate. From Wiener–Khinchin’s
theorem, following relations are formed as shown in (5.86) and (5.87),

S( f ) =
∫ ∞

−∞
R(τ)e− j2π f τdτ, (B.4)

R(τ) =
∫ ∞

−∞
S( f )e j2π f τd f . (B.5)

Differentiating (B.5) with τ , and following relation is obtained,

dR(τ)
dτ

= R′(τ) = j2π
∫ ∞

−∞
f S( f )e j2π f τd f . (B.6)

If τ = 0, (B.5) and (B.6) become

R(0) =
∫ ∞

−∞
S( f )d f , (B.7)
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494 B Autocovariance Analysis

R′(0) = j2π
∫ ∞

−∞
f S( f )d f , (B.8)

respectively. R(0) is the autocorrelation function (real) of time lag zero. From
(5,107), Equations (B.7) and (B.8) are related with the first-order moment of power
spectrum, μ1 = E[ f ], as

R′(0)
R(0)

= j2πE[ f ], (B.9)

where E[ ] denotes ensemble mean value. Differentiating (B.1) with τ ,

R′(τ) = A′(τ)e jθ(τ) + jA(τ)e jθ(τ)θ ′(τ). (B.10)

As A(τ) is an even function, A′(0)= 0 and R′(0)= jA(0)θ ′(0). Hence, using R(0)=
A(0), (B.9) becomes

E[ f ] =
θ ′(0)

2π
. (B.11)

If θ ′(0) is approximated by the difference for the sample time interval Ts as

θ ′(0)� θ (Ts)−θ (0)
Ts

(B.12)

and θ (0) = 0 is applied, E( f ) becomes

E[ f ]� θ (Ts)

2πTs
. (B.13)

Now, θ (Ts) is the argument of the autocorrelation function R(Ts), the mean Doppler
frequency f is obtained by

f = E[ f ]� 1
2πTs

arctan

[
Im[R(Ts)]

Re[R(Ts)]

]
. (B.14)

B.2 Doppler Frequency Spectrum Width

From (5.108), second order derivative of R(τ), R′′(τ), is related with the second
order moment of power spectrum at τ = 0 as

R′′(0)
R(0)

=−(2π)2E[ f 2]. (B.15)
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The variance σ2
f d of the mean Doppler frequency E[ f ] is expressed as

σ2
f d = E[ f 2]−E[ f ]2. (B.16)

Substituting (B.9) and (B.15) into (B.16),

σ2
f d =− 1

(2π)2

[
R′′(0)
R(0)

−
(

R′(0)
R(0)

)2
]

(B.17)

is obtained. On the other hand, from (B.10),

R′′(τ) =A′′(τ)e jθ(τ) + 2 jA′(τ)e jθ(τ)θ ′(τ)

−A(τ)e jθ(τ)θ ′(τ)2 + jA(τ)e jθ(τ)θ ′′(τ) (B.18)

is derived. As discussed previously, A′(0)= 0 and R(0) =A(0), thus (B.18) becomes

R′′(0)
R(0)

=
A′′(0)
A(0)

−θ ′(0)2 + jθ ′′(0). (B.19)

Furthermore, from (B.9), (B.11), and (B.19),

(
R′(0)
R(0)

)2

=−θ ′(0)2 (B.20)

is obtained. Substituting (B.19) and (B.20) into (B.17),

σ2
f d =− 1

(2π)2

[
A′′(0)
A(0)

+ jθ ′′(0)
]

(B.21)

is obtained.
The term θ ′′(0) in (B.21) can be assumed as the acceleration component of the

Doppler velocity, thus if θ ′′(0) is approximated to θ ′′(0)� 0, (B.21) becomes

σ2
f d �− 1

(2π)2

A′′(0)
A(0)

. (B.22)

Using the Taylor series with center = 0 (the Maclaurin series of A(Ts) for the
sample time interval Ts around 0), we obtain

A(Ts) = A(0)+Ts
dA(0)

dτ
+

T 2
s

2
d2A(0)

dτ2 +
T 3

s

6
d3A(0)

dτ3 + · · · . (B.23)
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Neglecting the third and higher terms of (B.23) and accounting A′(0) = 0,

A(Ts) = A(0)+
T 2

s

2
A′′(0), (B.24)

and

A′′(0)
A(0)

=
2

T 2
s

[
A(Ts)

A(0)
− 1

]
. (B.25)

Substituting (B.25) into (B.22), we obtain

σ2
f d �

1
2π2T 2

s

[
1− A(Ts)

A(0)

]
. (B.26)

As A(Ts) is the absolute value of R(Ts), R(0) = A(0), thus the squared Doppler
frequency spectrum width (variance) is given by

σ2
f d �

1
2π2T 2

s

[
1− |R(Ts)|

R(0)

]
. (B.27)



Appendix C
The Fast Fourier Transform (FFT) Algorithm

C.1 Decimation-in-Time (DIT) FFT Algorithm

There are already a lot of documents about the high-speed calculation algorithm of
the discrete Fourier transform (DFT). Here, we summarize the fast Fourier transform
(FFT) based on Ziemer et al. (1998, Chap. 10) as follows. In the expression of
discrete signals discussed in Sect. 5.5.3, the DFT is expressed from (5.121) as

V (k) =
M−1

∑
m=0

v(m)W mk
M k = 0,1, · · · ,M− 1, (C.1)

where

WM = e− j2π/M. (C.2)

For a discrete time signal series v(m) of length M, the sum (C.1) gives a discrete
Frequency signal series V (k) of length M. If M is large such as several tens or several
hundreds, number of operations according to (C.1) becomes huge as discussed in
Sect. 8.4.4. Therefore, a great reduction of number of operations is desirable from
the point of practical use.

The FFT is an algorithm to decrease the number of operations by limiting when
length M becomes M = 2n (n: integer), and using the periodicity of (C.2). Consider
the right-hand side (C.1) with the summation carried out separately over the even-
and odd-index terms in the sum. If the indexes are m = 2s for the even-index terms
and m = 2s+ 1 for the odd-index terms, (C.1) is written as

V (k) =
M/2−1

∑
s=0

v(2s)W 2sk
M +

M/2−1

∑
s=0

v(2s+ 1)W (2s+1)k
M

=
M/2−1

∑
s=0

v(2s)W 2sk
M +Wk

M

M/2−1

∑
s=0

v(2s+ 1)W2sk
M . (C.3)
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Applying the relation

W 2sk
M = e− j(2π/M)(2sk) = e− j[(2π)/(M/2)](sk) =W sk

M/2, (C.4)

(C.3) becomes

V (k) =
M/2−1

∑
s=0

v(2s)W sk
M/2 +Wk

M

M/2−1

∑
s=0

v(2s+ 1)Wsk
M/2

= G(k)+W k
MH(k) k = 0,1, · · · ,M− 1, (C.5)

where G(k) and H(k) are

G(k) =
M/2−1

∑
s=0

v(2s)W sk
M/2, (C.6)

H(k) =
M/2−1

∑
s=0

v(2s+ 1)Wsk
M/2, (C.7)

and are (M/2)-point DFT of the even- and odd-index points of the discrete time
signal series v(m), respectively. Since G(k) and H(k) are periodic in k with period
M/2, only M/2 values of G(k) and H(k) are needed to compute (C.5). Assuming
that an algorithm is available for computing an (M/2)-point DFT, the N-point DFT
of v(m) may be provided by combining the (M/2)-point DFTs, G(k) and H(k), in
accordance with (C.5).

Figure C.1a shows the flow graph of the DIT decomposition for the DFT of
M = 8, based on the combination of two (M/2)-point DFTs of the even- and odd-
index points. In the figure, the lines with arrows indicate the quantities to be added,
with the power of WM along the arrow indicating the multiplication of H(k) in (C.5)
by W k

M . Arrows with nothing beside them are multiplications by unity, i.e., the G(k)s
are transmitted as they appear at the output of the DFT boxes, e.g., V (0) = G(0)+
W 0

MH(0). Furthermore, we can break up each of the M/2-point DFTs in Panel (a)
into two M/4-point DFTs, as shown in Fig. C.1(b), where the relation W s

M/2 =W 2s
M is

used in combining the sums G(k) and H(k). The same procedure can be continued
until a series of M/2-point DFTs results for the first stage of the M-point DFT
computation. Figure C.2 shows the procedure to the final stage for M = 8, which
is a precise flow graph of the FFT. Since this algorithm separates the input time
signal samples into successively smaller sets, the resulting algorithm is referred as a
decimation-in-time (DIT) FFT. The schematic of W k

M for M = 8 is shown in Fig. C.3,
and 2-point DFT flow graph is shown in Fig. C.4.
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Fig. C.1 Flow graph of the DIT decomposition for the DFT of M = 8, based on the combination
of (a) two (M/2)-point DFTs of the even- and odd-index points and (b) that of four (M/4)-point
DFTs

C.2 Decimation-in-Frequency (DIF) FFT Algorithm

Here we discuss another type of algorithm for finding the DFT. Consider the DFT
sum (C.1) with the sum carried out over the first half and the last half of the input
ample separately, the result becomes

V (k) =
M/2−1

∑
m=0

v(m)W mk
M +

M−1

∑
m=M/2

v(m)W mk
M

=
M/2−1

∑
m=0

v(m)W mk
M +W (M/2)k

M

M/2−1

∑
m=0

v

(
m+

M
2

)
W mk

M . (C.8)
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Fig. C.2 Procedure to the final stage for M = 8, which is a precise flow graph of the FFT

Fig. C.3 Schematic of W k
M

for M = 8

Fig. C.4 Flow graph of
2-point DFT, M = 2

Using the fact that W (M/2)k
M = (−1)k to combine the two sums in (C.8), and we

obtain

V (k) =
M/2−1

∑
m=0

[
v(m)+ (−1)kv

(
m+

M
2

)
W mk

M

]
. (C.9)
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Fig. C.5 Flow graph for the first separation to two (M/2)-point DFTs of 8-point DFT in the DIF
FFT algorithm

If k is treated even and odd separately as k = 2s and k = 2s + 1, respectively,
the even- and odd-index output points of (C.9) are indicated for s = 0,1, · · · ,
M/2− 1 as

V (2s) =
M/2−1

∑
m=0

[
v(m)+ v

(
m+

M
2

)]
W 2sm

M , (C.10)

V (2s+ 1) =
M/2−1

∑
m=0

[
v(m)− v

(
m+

M
2

)]
W m

MW 2sm
M . (C.11)

Since W 2m
M = W m

M/2 as noted previously, (C.10) and (C.11) are both M/2-point
DFTs. The flow graph for obtaining V (k) in this fashion is shown in Fig. C.5. This
process can be expanded to replace each (M/2)-point DFT by two (M/4)-point
DFTs, and so on until only two points are left in each DFT. The final flow graph for
8-point DFT becomes precisely the reverse of Fig. C.2, with all arrows reversed and
input and output interchanged. Since the frequency points were subdivided to obtain
this algorithm, it is called as a decimation-in-frequency (DIF) FFT algorithm.



Appendix D
Radar Equation for RASS Echo

The radar equation for the radio acoustic sounding system (RASS) was first given
by Marshall et al. (1972). Clifford and Wang (1977) discuss the equation based on
them. The following discussion are based on Clifford and Wang.

Assuming that both radar antenna and acoustic wave source are at the origin of
coordinates, and that the radar range resolution and the beam width are ΔR and 2θr,
respectively as shown in Fig. D.1, a volume element dv at (r,φ ,θ ) in the sampling
volume scatters the radar waves and generates a RASS echo at (r0,φ0,π/2). The
electric field at the point r0 in the xy-plane generated by the RASS echo is derived
as follows.

The electric field generated at r0 due to the refractive index perturbations Δn(r)
is expressed by the volume integration of the electric field E(r) and Δn(r) in the
scattering volume as

Er(r0) =
k2

2π

∫

V

exp( jk|r0 − r|)
|r0 − r| Δn(r)E(r)dv, (D.1)

where k is the radar wavelength. Using the transmission electric field E0, E(r) can
be expressed as

E(r) =
E0

r
exp( jkr), (D.2)

whereas the refractive index perturbation Δn(r) of a sine acoustic wave becomes

Δn(r) =

⎧
⎨

⎩

Aa

r
exp( jkar) R−ΔR/2< r < R+ΔR/2,

0 otherwise,
(D.3)

where Aa is a constant given by (7.89) and is determined by characteristics of sound
source and condition of the atmosphere, and ka is the wavenumber of the acoustic
wave.

S. Fukao and K. Hamazu, Radar for Meteorological and Atmospheric Observations,
DOI 10.1007/978-4-431-54334-3, © Springer Japan 2014
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Fig. D.1 Geometric
configuration for a radar
equation of RASS echo. Both
radar antenna and acoustic
wave sources are located at
the origin and transmit the
waves to the zenith. The radar
range resolution and the beam
width are ΔR and 2θr,
respectively. A volume
element dv at (r,φ ,θ ) in the
sampling volume scatters the
radar waves and generate a
RASS echo at (r0 ,φ0,π/2)
[from Marshall et al. 1972]

For simplicity, put the denominator |r0 − r| of (D.1) as |r0 − r| = R and
approximate the numerator |r0 − r| as

|r0 − r|= r− r0 sinθ cos(φ −φ0). (D.4)

As the RASS echo extends isotropically in the azimuthal direction, the value |r0−r|
is represented by the value for φ0 = 0, thus (D.4) is replaced with

|r0 − r|= r− r0 sinθ cosφ . (D.5)

From Fig. D.1, dv is expressed in the polar coordinate as

dv = r2 sinθdθdφdr. (D.6)

Substituting these equations into (D.1), and

Er(r0) =
k2E0Aa

2πR

∫ θr

0
sinθdθ

∫ 2π

0
exp [ jk(−r0 sinθ cosφ)]dφ

×
∫ R+ΔR/2

R−ΔR/2
exp [ j(2k+ ka)r]dr. (D.7)

Applying that sinθ � θ if θ � 1, (D.7) is expressed as

Er(r0) =
k2E0Aa

2πR
2π

∫ θr

0
θJ0(kr0θ )dθ

∫ R+ΔR/2

R−ΔR/2
exp [ j(2k+ ka)r]dr

=
k2E0Aa

2πR
(πθ 2

r )
2J1(kr0θr)

kr0θr

∫ R+ΔR/2

R−ΔR/2
exp [ j(2k+ ka)r]dr, (D.8)
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where J0(kr0θ ) and J1(kr0θr) are 0th and 1th Bessel function of the first kind,
respectively. 2J1(kr0θr)/kr0θr in the right-hand side of (D.8) shows the radiation
pattern of the radar antenna that generates the electromagnetic wave of beam width
of 2θr. In the RASS method, the same antenna is used for transmission and reception
of radar waves, thus the received power of RASS echo Par is given by

Par =

∫ re

0

∫ 2π

0

|Er(r0)|2
Z0

r0dr0dφ0, (D.9)

where re and Z0 are the radius of radar antenna and its characteristic impedance,
respectively. Substituting (D.8) into (D.9), Par becomes

Par =
1
Z0

(
k2E0Aa

2R
θ 2

r

)2 ∫ 2π

0
dφ0

∫ re

0

[
2J1(kr0θr)

kr0θr

]2

r0dr0

×
{∫ R+ΔR/2

R−ΔR/2
exp [ j(2k+ ka)r]dr

}2

. (D.10)

The integration for φ0 and r0 in the right-hand side of (D.10) expresses the maximum
value of the radar cross section, and can be calculated by assuming that the effective
antenna aperture is infinite as

∫ 2π

0
dφ0

∫ ∞

0

[
2J1(kr0θr)

kr0θr

]2

r0dr0 =
4π

(kθr)2 (D.11)

= g
λ 2

4π
, (D.12)

where g and λ are the antenna gain and the wavelength of the radar, respectively.
The transmission electric field E0 and the transmitted peak power Pt are related as

E2
0

Z0R2 =
Ptg

4πR2 . (D.13)

Substituting (D.11)–(D.13) into (D.10), and Par becomes

Par = A2
a

4π2Pt

λ 2R2

{∫ R+ΔR/2

R−ΔR/2
exp [ j(2k+ ka)r]dr

}2

. (D.14)

The integration of the right-hand side of (D.14) is

∫ R+ΔR/2

R−ΔR/2
exp [ j(2k+ ka)r]dr =

ΔR
2

{
cos[(2k+ ka)R]sinc

[
(2k+ ka)

ΔR
2

]

+cos[(2k− ka)R]sinc

[
(2k− ka)

ΔR
2

]}
, (D.15)



506 D Radar Equation for RASS Echo

where sincx = sinx/x. If 2k � ka, sinc[(2k+ ka)ΔR/2] becomes small, thus the term
that include 2k+ ka in the right-hand side of (D.15) becomes negligible, and (D.15)
is simplified as

∫ R+ΔR/2

R−ΔR/2
exp [ j(2k+ ka)r]dr =

ΔR
2

sinc

[
(2k− ka)

ΔR
2

]
. (D.16)

Substituting (D.16) into (D.14), the radar equation for the RASS echo is expressed as

Par = A2
a

4π2Pt

λ 2R2

(
ΔR
2

)2

sinc2
[
(2k− ka)

ΔR
2

]
. (D.17)

It is obvious from (D.17) that the received power of the RASS echo is proportional to
the square of the range resolution of the radar and inverse proportional to the square
of the distance from the radar. Replacing R with r and ΔR with Δr, respectively
in (D.17), (7.90) is obtained.
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beamforming and the effects of reflectivity field variations on imaging radars. Radio Science
39:RS3014. doi:10.1029/2002RS002843.

Cheong, B.L., M.W. Hoffman, R.D. Palmer, S.J. Frasier, and F.J. López-Dekker. 2006. Phased-
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Röttger, J., and C.H. Liu. 1978. Partial reflection and scattering of VHF radar signals from the clear
atmosphere. Geophysical Research Letters 5: 357–360.
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Index

A
Aberystwyth radar, 371
acoustic intensity, 250
aliasing velocity, see Nyquist velocity
alternate mode, 190–191, 207, 212
alternate transmission and simultaneous

reception (ATSR) mode, 190–192,
207

Ampère–Maxwell’s law, 7
analog to digital (A/D) conversion, 329–331
antenna

aperture efficiency, 278, 283
circular aperture, 280
circular array, 291
linear array, 285–289
parabolic, 277, 280–282, 284, 285, 299, 388
planar array, 277, 288–293
square array, 291, 292

antenna power gain, 21, 47, 279, 283
Arecibo radar, 370
ARM cloud radar, 343
array factor, 286–289, 292
aspect sensitivity, 70, 71
atmospheric

absorption, 111
density, 31, 250
pressure, 31, 249
temperature, 31, 247–249, 252
tide, 461

atmospheric gravity wave, see gravity wave
attenuation

ITU-R computational model, 184
model of CCIR, 184–185
model of MPM, 184, 185
rate, 183

attenuation coefficient, 183
atmosphere, 184

cloud, 186
oxygen, 184
precipitation, 186, 189, 204
water vapor, 184, 185

attenuation correction, 419
differential reflectivity, 206
linear depolarization ratio, 207
radar reflectivity factor, 205

autocorrelation
coefficient, 160
function, 118, 122, 127, 132, 141–146, 151,

153, 309, 311–313
autocovariance analysis, 133, 144, 146, 163,

165
autocovariance method, 359, 366

Doppler frequency, 493
Doppler frequency spectrum width, 494

Automated Meteorological Data Acquisition
System (AMeDAS), 355

automatic gain control (AGC), 353
average transmitted power-aperture (PA)

product, see PA product
axis ratio, 200, 201

mass-weighted mean, 204

B
background wind velocity, 248, 252
backscattering

covariance matrix, 194–196
matrix, 191, 202
matrix of circularly polarized wave, 193

bandwidth
frequency modulation, 271, 309
matched filter, 106
noise, 107, 109, 155
receiver, 106, 107, 115, 155, 224, 304
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bandwidth (cont.)
receiver-filter B6 (6-dB width), 47, 319

Barker codes, 311–312, 378
baroclinicity, 238
beam broadening, 237–239, 241
beat frequency, 269, 271
Bessel function, 51, 487–489
big drops (BD), 221
biological scatterers (BS), 220
bistatic

angle, 90
Doppler radar, 89–94
Doppler velocity, 92
multiple-Doppler radar, 89, 94
path, 91
radar, 58
receiver, 89, 90, 92
scattering volume, 89, 91, 93, 94

boundary layer radar (BLR), 388, 389, 391
Bragg

condition, 251, 252, 369
scale, 234, 244, 247, 477
scatter, 58, 59, 65, 66, 449, 450, 474
scatterer, 36, 58, 62, 118, 154, 273, 483

breakdown power, 306
bright band, 197, 221, 347, 396, 403, 425, 446
Brunt Väisälä frequency, 239–241, 243, 245,

255, 448, 454, 457, 461
Brunt Väisälä period, 454
Buckland park radar, 372
buoyancy

flux, 245
length scale, 66, 242, 244
subrange, 242

butterfly operation, 333

C
C-band polarimetric (C-Pol) radar, 425
Capon

brightness, 473, 480
estimator, 265
filter, 474
imaging, 264, 473
processing, 474, 476

Capon’s method, 264–267, 472, 474, 480, 481
carrier frequency, 118, 135, 136, 318, 320
Cassegrain antenna, 282, 283, 362

offset, 282, 283
Cassiopeia A, 296
Chung-Li radar, 372
circular convolution theorem, 139
clear air turbulence (CAT), 426

cloud
convective, 447
mixed stratiform, 447
stratiform, 447

cloud water content, 173–177, 204, 218
CLOVAR radar, 372
coaxial-collinear (COCO) array, 372, 373, 384,

385, 387, 391
coherent integration, 154, 156, 224, 225, 275,

323, 324, 330
coherent lidar (CDL), 5
coherent oscillator (COHO), 119, 298, 303,

320, 382
coherent radar imaging (CRI), 262, 266, 390,

471, 472, 478
cold

front, 397, 400, 403, 404, 412
frontal-narrow, 397
frontal-wide, 397

cold vortex, 438, 439
complementary codes, 311, 378
complete gamma function, 169–171
constant altitude PPI (CAPPI), 275, 364, 402,

407, 424, 428
constitutive equation, 8
convection, 462, 465

cells, 426, 441
cloud, 444
cold frontal, 400
cumulus, 409, 452, 463
precipitation system, 433
system, 431

convolution, 126–127, 180, 182, 309, 337
integral, 126, 238

Cooperative Agency Profilers (CAPs), 389
Coordinated Universal Time (UTC), 412
COPLAN method, 96, 99, 101
Coriolis

force, 454
parameter, 464

correlation coefficient
co-polar and closs-polar elements, 198
zero lag (ρhv(0)), 198, 209–211, 220, 347

correlation time, 135, 152, 154, 155, 161, 275,
313, 324, 326, 328, 338

covariance, 122, 127, 209
covariance matrix, 194
CP-2 radar, 411, 418
CP-4 radar, 415
Crammer’s formula, 149
CRI Capon’s method, 474
critical layer, 456, 457
cross coupling, 197
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cross section
absorption, 49
attenuation, see extinction cross section
backscattering, 49, 54, 67, 179, 195, 200
bistatic scattering, 93
extinction, 49, 52
radar, see radar cross section (RCS)
scattering, 49, 53

cross-polar isolation, 197
cross-spectrum, 233
crystals of various orientations (CR), 221
CSU-CHILL radar, 283, 424
cyclone

extratropical, 438
tropical (TC), 441

Cygnus A, 296

D
decimation-in-frequency (DIF) FFT, 499
decimation-in-time (DIT) FFT, 497
Delta function, 138
detectability, 225, 240
differential antenna, see short dipole
differential phase (ΦDP), 199, 205, 207,

212–216, 347
differential propagation phase (ΦDP), 420
differential reflectivity (ZDR), 196, 199–200,

202, 205, 208, 216–220, 347
differential scattering phase, 212
Dirac’s Delta function, see Delta function
direction of arrival (DOA), 257
directive gain, see directivity
directivity, 21–23, 38, 47, 278, 279
dispersion equation, 453
dissipative subrange, 242
distance, see range
Doppler

spectrum, 234, 237, 238
Doppler beam swinging (DBS), 227, 390, 436,

471
Doppler frequency, 75–77, 80, 92, 271, 298,

318
maximum measurable, 80, 119
mean, 131, 133, 143, 145, 162
spectrum width, 145, 146, 150, 163

Doppler Radar for Airport Weather (DRAW),
349, 352, 353

Doppler shift, see Doppler frequency
Doppler spectrum, 179, 182
Doppler velocity, 76, 78, 80, 81, 91, 92

aliasing, 81
difference between the two PRFs, 81
mean, 131, 144, 145, 155, 172

spectrum width, 145, 147, 161, 163, 172
downburst, 413, 414
drop size distribution (DSD), 54, 167–169,

173–175, 179, 180, 202, 204, 206,
216, 218, 449, 452

constrained gamma, 173
higher moment, 169, 176

dry adiabatic lapse rate, 255
dry aggregated snow (DS), 220
dual Doppler radar, 96, 102, 103
Dual-frequency Precipitation Radar (DPR),

368
duty cycle

transmitter, 298, 304, 361

E
E-plane, 12
EAR/RASS, 465
Earth’s rotation, 454
effective antenna aperture, 22, 69, 278
effective Earth, 29

radius, 29
efficiency of the antenna, 22, 47, 279
Ekman layer, 464
electric conductivity, 8
electromagneticaly coupled coaxial dipole

(ECCD), 391
element, 285–294, 297, 307
element pattern, 285, 288
energy dissipation rate, 234, 242, 245
ensemble mean, 127, 194

value (expectation), 121, 122, 129, 131
equation of continuity, 98, 100, 103
Equatorial Atmospheric Radar (EAR), 293,

380–383, 465
equivalent black body temperature (TBB), 441
ergodic, 121, 127, 131
error variance, 101, 102
EUPROF, 387
extratropical cyclone, 399

F
far field, 278, 280, 295
Faraday’s law, 7, 14
fast Fourier transform (FFT), 139, 155–156,

225, 226, 262, 322, 324, 332, 333,
338–339, 497

decimation-in-frequency (DIF), 333
decimation-in-time (DIT), 332

fiber-reinforced plastic (FRP), 283
finite impulse response (FIR) filter, 213, 215
fitting, 146
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FL-2 radar, 415
FM chirping, see linear frequency modulation
focal length, 282
fog observation, 363
four dimensional variational (4D-VAR)

method, 482, 484
Fourier filter, 264
Fourier transform, 116, 124, 125, 128, 138,

141, 143, 261
discrete (DFT), 139, 322, 323, 332–339,

497
Fourier-based method, 263–266, 472, 474
Fraunhofer region, 278, 286, 287
frequency domain interferometric imaging

(FII), 265, 479
frequency domain interferometry (FDI), 259,

471
frequency-modulated continuous waves

(FMCW) radar, 269–271, 427,
479

Fresnel
reflection, 58, 73
scatterer, 72

Fresnel region, 278
Froude Number, 448
full correlation analysis (FCA), 232
full spectral analysis (FSA), 233, 234
funnel-shaped tropopause, 438
fuzzy logic, 424, 425

aggregation, 220, 222
classification, 220
fuzzification, 220

G
Gadanki radar, 371
Gallium Arsenide field effect transistor (GaAs

FET), 318
gallium nitride (GaN), 307
gas constant, 249
Gauss’s law, 7, 15
Gaussian

distribution, 121, 122, 132, 136, 147, 153,
156, 158, 161, 163, 164

function, 150, 147–151, 234, 237, 279
function fitting, 148
noise, 121, 154
pulse, 136, 137
shape, 146, 153, 237, 327
waveform, 320

Gaussian model adaptive processing (GMAP),
326, 345

geostationary meteorological satellite (GMS),
406, 408, 441

global positioning system (GPS) rawin-sonde,
see GPS radiozonde

Global Precipitation Measurement (GPM)
program, 368

Global Telecommunication System (GTS), 485
GMS-5 (Himawari), 406, 407, 433
GPS radiosonde, 436, 437
grating lobe, 287–288, 290
graupel (GR), 221
gravitational acceleration, 245, 255
gravity wave, 240, 241, 451–463, 465, 467,

470, 480
atmospheric, 235, 236, 239
internal, 240

Greenwich Mean Time (GMT), 412
Gregorian antenna, 283
ground clutter, 283, 322–324, 326, 328

including that due to anomalous
propagation (GG/AP), 220

gust front, 350, 351, 354

H
H-plane, 12
hail signal (HS), 418, 419
half wavelength dipole, 285
heavy rain (HR), 221
Helmholtz equation, 11
high electric mobility transistor (HEMT), 317
High-Volume Particle Spectrometer (HVPS),

425
hodograph, 448, 449

analysis, 454, 456
horizontal correlation distance, 71
horizontal wind perturbations, 235
humidity, 234, 247, 249, 256, 445, 449, 465,

468, 469, 479
mixing ratio, 249

hurricane, 405
hydrometeor classification, 219, 424, 425

I
ice cloud, 428
ice water, 417
in-phase and quadrature phase (I and Q)

signals, 77, 78, 120, 121, 134, 154,
158, 298, 315, 320, 322, 332, 353,
354, 383

incident angle, 28
incoherent integration, 129, 134, 156, 159, 226,

240, 323, 324, 379, 383
gain, 159

incoherent scatter radar, 2
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independent sample, 152–154, 158
time, 152

independent scanning method, 97
inertia-gravity wave, 454, 481
inertial frequency, 454
inertial subrange, 65–67, 223, 242–244
infinite impulse response (IIR) filter, 213, 326

digital, 345
infrared radiation (IR) sensor, 406, 407, 433
International System of Unit (SI unit), 8
intrinsic angular frequency, 455
intrinsic impedance, 11, 20
inverse fast Fourier transform (IFFT), 322, 323
inverse Fourier transform, 117, 125

discrete (IDFT), 141, 322, 332
IS radar, see incoherent scatter radar
iscous subrange, 242
isotropic subrange, 242
iterative algorithm, 214, 215

J
Japan’s fog radar, 343
jet stream, 456
Jicamarca radar, 370

K
Kelvin-Helmholtz (KH) instability, 427, 428,

452, 465, 474, 479, 480
klystron, 299–301
Kolmogorov

constant, 244
microscale, 242

KOUN radar, 423

L
latent heating profile, 432
light and moderate rain (RA), 221
linear

density, 73
scatterer, 73

linear depolarization ratio (LDR), 197, 199,
207, 283, 419

linear frequency modulation, 309
local frequency (LO), 119, 298, 318, 362, 382
low earth orbit (LEO), 366
low level wind shear, 347, 350, 352
low noise amplifier (LNA), 317, 355, 362
low-level jet (LLJ), 463
lower troposphere radar (LTR), 391–394, 443,

483
Luneburg lens, 294–295

M
M-value, 27, 30
Maclaurin series, 495
macroburst, 413
magnetron, 299, 303–304
Marshall-Palmer (M-P) distribution, 168,

176–178
modified, 189

mass weighted mean drop diameter, 174
master oscillator and power amplifier

(MOPA), 273, 298, 299, 306, 352,
354, 361

matched filter, 115–118, 309, 319
maximum entropy method (MEM), 149, 265,

327
maximum likelihood method (MLM), 327
Maxwell’s equations, 7, 8, 18
mean molecular weight of the atmosphere,

249
median volume diameter, 174
Meiyu/Baiu, 448
melting layer, 221, 347, 395, 396, 417, 446,

447
membership function, 220, 424
meridional wind, 228
meso

-α , 401
-β , 401
-γ , 401
-high, 401
-low, 401

Meso-Scale Model (MSM), 482, 483
mesopause, 25
mesoscale, 401

convective system, 402
mesosphere, 25, 26
metal-semiconductor FET (MESFET), 318
Meteor

trail, 72, 73
meteor

echo, 73
radar, 73

microburst, 348, 350, 351, 413–415
dry, 350
wet, 350

microwave radiometer AMSR-E, 406, 407
Middle and Upper atmosphere (MU) radar, see

MU radar
Mie

coefficient, 50, 52
formulas, 50, 52
region, 41
scattering, 40, 42, 49

migrating birds, 329
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millimeter-wavelength propagation model
(MPM), see attenuation model of
MPM

mixing ratio, 255
mixture of rain and hail, 221
modified refractive index, 26
momentum flux, 235, 236, 453, 458, 459

vertical, 235
monolithic microwave integrated circuit

(MMIC), 317
MP-X radar of NIED, 420, 421
Mt. Fuji radar, 342, 405, 406
MU radar, 296, 297, 372, 374–379, 384,

436–444, 449, 454–462,
468–480

antenna, 277
MU radar/RASS, 379, 467, 468
multi-lag (ML) method, 481
multilag (ML) correlation, 266
multilag (ML) method, 481
multiple signal classification (MUSIC), 267,

476

N
near field, 278
NEXRAD (WSR-88D), 326, 344, 346, 423
NIED Multi-parameter (MP) radar, 364
NOAA ETL 3-cm wavelength radar, 420
NOAA Profiler Network (NPN), 384
noise

atmospheric, 111
cosmic, 111
sky, 111

noise figure (NF), 107–110
noise power, 106–110, 114–117, 159, 224
Nyquist

frequency, 139, 144
limit, 80–81, 132
number, 80
velocity, 92, 145, 326
width, 80, 161, 163, 207, 209

O
Ohm’s law, 8
one-dimensional (wave number energy)

spectrum, 59–62, 242, 244
open radar data acquisition (ORDA) program,

345
optical region, 41
orographic rainfall, 448, 449
out-of-trip echo, 35, 322–324

P
PA product, 370, 372, 373, 375, 380, 384
PANSY radar, 384
parabolic reflector, 282, 372

dual-offset Gregorian, 283
parametric amplifier, 317
partial pressure of water vapor, 249, 255
partial reflection, 57–59, 68, 70, 72, 73

coefficient, 70, 70, 274
periodogram, 129, 130, 135, 142–144, 150,

155, 224
permeability, 8, 11, 17
permittivity, 8, 11, 17, 43

complex, 53
perturbation, 62, 64
relative, 202

phase coding, 310, 325, 326
phase velocity, 11
phased array

active, 293
passive, 293

plan position indicator (PPI), 275, 350, 396,
399, 402, 405, 420

plane wave, 10, 27, 280, 284, 294
planetary boundary layer (PBL), 463
planetary wave, 461
pointing (POS), 276
Poker Flat radar, 371, 373
polarization

left-hand circular (LHC), 13
right-hand circular (RHC), 13

polarized wave
circularly, 13
elliptically, 13
horizontally, 12
vertically, 12

post beam steering (PBS), 262
post frontal, 397
potential temperature, 245, 255, 256
power spectral density, 116, 128–132,

149–151, 156, 247
noise, 106

power spectral density (of the single quantity
κ), 59, 62, 64, 65, 246

power spectrum, see power spectral density
Poynting vector, 21
Prandtl number, 243
precipitation radar (PR), 366, 408
principal user processor (PUP), 346
probability density function, 121–124

of amplitude, 123
of phase, 123
of signal power, 124
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Program of the Antarctic Syowa MST/IS Radar
(PANSY), see PANSY radar

pseudo-Barker code, 313
pseudo-Barker codes, 378
pulse compression, 308–314, 323, 360, 378,

383, 391
pulse radar, 34, 271, 272

coherent, 272, 298
non-coherent, 272

Q
quadric surface (Q-surface), 483
quality control, 482

R
radar cross section (RCS), 39–41, 46, 49, 53,

55, 73, 274
radar data acquisition (RDA) unit, 346
radar equation, 46

bistatic Doppler, 93
Bragg scatterers, 58, 224
distributed hard scatterers, 46–48, 54, 56
isolated scatterer, 39
partial reflection, 68
RASS, 251, 503

Radar interferometry (RI), 257
Radar Observation data Processing System

(ROPS), 354
radar product generator (RPG), 346
radar raingauge, 354, 356, 357
radar reflectivity, 47, 54, 62, 64–65, 67, 195,

224, 246, 274
radar reflectivity factor, 54–56, 98, 159, 171,

177–180, 190, 196, 274, 355
equivalent, 55, 56, 362

radar resolution volume, 36, 46–48, 59, 63, 66
V6, 47

radiation, 17–21
pattern of the antenna, 47

radio acoustic sounding system (RASS),
247–256, 385, 387, 388, 467, 503

radome, 283
metal space frame, 284
sandwich of laminates, 284
solid laminate radome, 284

rain classification algorithm, 446
rainfall rate, 168, 173, 175–179, 216–218

snowfall, 179
typhoon and convective cloud, 178
WSR-88D(NEXRAD), 178

range, 34, 78
maximum observable, 80

resolution, 35
range height indicator (RHI), 276, 364, 399,

403, 414, 425, 429
range imaging (RIM), 265, 471, 476, 478, 479
Rayleigh

approximation, 42, 45, 52–54
region, 41, 45, 50, 52, 53

Rayleigh-Gans theory, 203
reciprocity theorem, 22, 194
recursion formula, 487
reflection, 15
refraction, 15
refractive angle, 28
refractive index, 16, 23, 26–29, 245, 249, 250,

255
absolute, 16
complex, 41, 50, 488, 491
gradient, 246, 247, 255, 256
perturbations, 10, 36, 37, 39, 57–62, 223,

234, 235, 238, 245
relative, 16
structure constant, 66, 67, 223, 246

refractive modulus, 26
Reynolds number, 243
Reynolds stress, 453
Ricatti-Bessel function, 487
Richardson number, 240, 452, 461

flux, 245
rotor, 444
rubidium oscillator, 378

S
scattering volume, see radar resolution volume
Schwarz’s inequality, 116
sea fog, 430
second central moments, 238
sector (SECTOR) scan, 276
sector scan of PPI (SPPI), 276, 364, 426
sector scan of RHI (SRHI), 276, 364
sensitivity time control (STC), 353
sequential post beam steering (SPBS), 263
sequential postset beam steering mode (SPBS),

476
shear broadening, 237, 239, 241
shear instability, 240, 242
short dipole, 19, 23
signal-to-noise ratio (SNR), 115–117,

154–155, 158–159, 211, 226, 265,
272, 308, 310, 317, 319, 326, 331,
356, 472

simultaneous transmission and simultaneous
reception (STSR) mode, 190–192,
197, 207, 211–213
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singular value decomposition (SVD), 267
Snell’s law, 16
snow band, 428
soft scatterer, 37, 57
solid state power amplifier (SSPA), 306, 360

dual polarization radar, 359
sound pressure, 250
sound velocity

apparent, 248
true, 248, 250

SOUSY Mobile radar, 371
SOUSY radar, 296, 371
spaced antenna (SA), 230, 231, 372
spaced antenna drift (SAD), 232
Spano codes, 314–316, 378
spatial domain interferometry (SDI), 257, 259,

262, 471
specific attenuation, see attenuation coefficient
specific differential phase (KDP), 199, 200,

203–207, 213–219, 419
specific gas constant, 255
specific heat capacity, 255
specific heat ratio, 249
speed of light, 12
squall line, 401, 403, 404
stabilized local oscillator (STALO), 119, 298,

318, 362, 382
Standard Atmosphere, 23, 30
standard deviation (SD)

correlation coefficient of zero lag, 211
differential phase, 212
differential reflectivity, 209
Doppler velocity spectrum width, 164, 165
mean Doppler velocity, 163, 164
radar reflectivity factor, 160–162

stratiform precipitation, 401
stratopause, 24
stratosphere, 24, 247, 266
structure wavelength, 4, 66
synchronous detection, 118, 120
SZ-code, 326

T
temperature

cosmic noise, 112
sky noise, 111–113
system noise, 114, 115

Terminal Doppler Weather Radar (TDWR),
347, 349, 413

terminal velocity, 97, 170–172
of aggregate snowflakes, 170
of hailstones, 170

thermosphere, 25
three-dimensional spectrum, 59–65
thundercloud, 410
thunderstorm

large-scale multicell, 409, 410
ordinary, 410

Toeplitz matrix, 150
TOGA-COARE, 432
tornado, 411, 412

horizontal cross section, 412
vertical cross section, 413

TR limiter, 273
Trans-Pacific Profiler Network, 372
Trans-Pacific Profiler Network (TPPN), 373
traveling wave tubes (TWT), 300–302
tropical cyclone (TC), 405
Tropical Rainfall Measurement Mission

(TRMM), 366, 408
tropopause, 24–25
troposphere, 23
truncated range, 314, 316
turbulent eddy profiler (TEP radar), 389, 390,

474, 481
typhoon, 405–408, 442, 443

center, 443
eye, 443
vortex, 408

U
untruncated range, 314

V
variance

correlation coefficient of zero lag, 211
differential phase, 212
Doppler frequency spectrum width, 164
Doppler velocity spectrum width, 164, 165
mean Doppler frequency, 162
mean Doppler velocity, 163
radial wind velocity, 235

velocity azimuth display (VAD), 87–88, 229,
347

vertical eddy diffusivity, 234, 244, 461
vertical wind perturbations, 235
vertically integrated liquid (VIL), 347
virtual temperature of the atmosphere, 249
viscosity, 242

dynamical, 242
kinematic, 242

visible range, 286
volume velocity processing (VVP), 82–86
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W
warm

conveyor belts (WCB), 399
front, 397, 400
sector, 397

water vapor
content, 31
density, 31

wave breaking, 452, 457, 461, 465
wave impedance, see intrinsic impedance
wave number

Bragg scatter, 59, 65–67, 69, 244, 247
buoyancy length scale, 244
radar, 11, 60, 63, 191, 202

wave number vector of acoustic wave, 251
wet snow (WS), 220
Wiener-Khinchine’s theorem, 128, 493
willy-willy, 405

wind direction, 87
Wind Profiler Data Acquisition System

(WINDAS), 391, 393, 482, 483
window function, 333–339

Blackman, 336
Hamming, 335, 336
Hanning, 335, 337
Rectangular, 334, 337

withstand voltage, 306
World Climate Research Programs (WCRP),

432
WSR-57, 344, 406
WSR-74, 342
WSR-88D, see NEXRAD (WSR-88D)

Z
zonal wind, 227
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