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Preface

Material Designs and New Physical Properties

in MX- and MMX-Chain Compounds

The history of quasi-one-dimensional halogen-bridged Pt complexes began at the

end of the nineteenth century when Wolffram reported a Cl-bridged complex,

Pt(etn)4Cl3·2H2O (etn¼ethylamine), which is called Wolffram’s red salt because

of its lustrous red color. This complex was considered to be a PtIII complex, but it

has been shown that it is actually a PtII–PtIV mixed valence complex [Pt(etn)2]

[PtCl2(etn)4]Cl4·4H2O. Since then, many Pt complexes as well as Pd complexes

have been synthesized. In 1981, Ni(chxn)2Br3 (chxn¼1R,2R-diaminocyclohexane)

was synthesized. X-ray structure analysis revealed that it was not a NiII–NiIV

complex, but a NiIII complex. Theoretically, these compounds are thought to be

extended Peierls–Hubbard systems, where the electron–phonon interaction (S), the
transfer integral (T), and the on-site and nearest-neighbor Coulomb repulsion

energies (U and V, respectively) strongly compete with each other. The electronic

states of these complexes depend mainly on the competition between U and S.
When S is larger than U, M(II)–M(IV) mixed valence states or charge density wave

states (CDW), where the bridging halide ions are displaced from the midpoints

between two neighboring metal ions, (represented as –X–MII–X–MIV–X–), are

stabilized. On the other hand, when U is larger than S, an M(III) average valence

or Mott–Hubbard (MH) state, where the bridging halide ions are located at the

midpoint between two neighboring metal ions (represented as –XIII–X–MIII–X–),

becomes stable. These Pt, Pd, and Ni complexes show very interesting chemical

and physical properties, such as intense and dichroic charge transfer bands,

progressive overtones in resonance Raman spectra, midgap absorptions attributed

to solotons and polarons, and gigantic third-order nonlinear optical susceptibilities,

and have applications in field effect transistor (FET) devices.

In the 1980s, a new type of complex composed of binuclear metal complexes

and bridging halogens, represented as –M–M–X–M–M–X–, was reported. They
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have a variety of electronic states and undergo various phase transitions by temper-

ature, pressure, as well as photo irradiation.

In this book, we describe these complexes, including experimental results

and theoretical treatments.

Masahiro Yamashita

(Tohoku University)

Hiroshi Okamoto

(University of Tokyo)
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Chapter 1

General Introduction

S. Takaishi and M. Yamashita

1.1 Quasi-one-Dimensional Halogen-Bridged Metal Complexes

For a long time, quasi-one-dimensional (Q1D) halogen-bridged metal complexes

have attracted much attention of chemists and physicists because of significant

physical properties based on their Q1D electronic structures such as intense and

dichroic charge transfer (CT) bands [1–3], progressive overtones in the resonance

Raman spectra [4–7], midgap absorptions attributable to solitons and polarons

[8–10], gigantic third-order nonlinear optical susceptibilities [11, 12], spin-Peierls

transitions [13], thermochromism in the organic media [14], insertion of 1D chains

into artificial peptides [15], current oscillation phenomena [16], and field effect

carrier doping [17].

Q1D halogen-bridged metal complexes have chain structure of group 10 metals

(M ¼ Ni, Pd, Pt) bridged by halide ions (X ¼ Cl, Br, I), in which dz
2 orbital of

M and pz orbital of X overlap forming 1D electronic system (Fig. 1.1). They are

classified into two types. One has the infinite chain structure of alternating stacking

of M and X, such as –M–X–M–X–, so-called MX chains. The other has infinite

chain structure of alternating stacking of M–M dimer unit of paddle-wheel structure

and X, such as –M–M–X–M–M–X–, so-called MMX chains.

1.2 History of MX-Chains

History of MX-chains began at the end of the nineteenth century since Wolffram

reported Cl-bridged Pt complex [Pt(etn)4Cl]Cl2·2H2O (etn ¼ aminoethane,

Fig. 1.2) [18]. This complex is called Wolffram’s red salt because of its lustrous
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red color. This complex used to be thought of as a Pt3+ complex, but it has been

shown by X-ray crystal structure analysis that this complex is alternatively stacked

by square planer [Pt2+(etn)4]
2+ and octahedral [Pt4+(etn)4Cl2]

2+ [19]. Tsuchida et al.

Fig. 1.1 Schematic chain

structure of (a) MX- and

(b) MMX-chains

Fig. 1.2 Crystal structure of

Wolffram red salt [Pt(etn)4Cl]

Cl2·2H2O

2 S. Takaishi and M. Yamashita



have studied optical properties of this complex in the 1950s and shown that the

origin of the color is due to the intervalence charge transfer (IVCT) transition

from Pt2+ to Pt4+ species [20, 21]. Kida et al. developed derivatives of the

complexes in the 1960s [22]. These compounds were spotlighted as model

compounds of 1D Peierls–Hubbard theory in the 1980s [23–25], and their physical

properties had been extensively studied. In this period, many derivatives had been

also developed by changing metal ions (M ¼ Pt, Pd), in-plane ligand (L ¼
alkylamine, ethylenediamine (en), 1R,2R-diaminocyclohexane (chxn) etc.), and

bridging halides (Cl, Br, I).

Yamashita et al. reported the first Ni-based complex [Ni(chxn)2Br]Br2 in 1981

[26]. At that time, this complex was thought to be a Ni2+–Ni4+ mixed-valence state,

but it has been clarified that this complex is in averaged-valence state by means of

X-ray crystal structure analysis [27]. In the Ni complexes, many attractive physical

properties have been reported such as gigantic third-order nonlinear optical suscep-

tibility [11, 12], spin-Peierls transition [13], etc.

1.3 Electronic State of MX-Chains

The electronic states of MX chains are interpreted by extended Peierls–Hubbard

model considering electron–lattice interaction (S), transfer integral between neigh-

bor orbital (T), on-site coulomb repulsion (U), and intersite coulomb repulsion (V)
(Fig. 1.3) [23–25]. Actually, the energy of their electronic states is often explained

by the competition between S and U for clarity.

When M ¼ Ni, U is the dominant factor because of the small 3dz
2 orbital,

resulting in a uniform oxidation state of Ni3+(d7). This electronic state is called

average valence (AV) or Mott–Hubbard (MH) state. When M ¼ Pd and Pt, on the

other hand, S is larger than U because of the larger 4dz
2 or 5dz

2 orbital, resulting

M2+(d8) and M4+(d6) mixed-valence state. This electronic state is called charge-

Fig. 1.3 Phase diagram

of MX-chains

1 General Introduction 3



density-wave (CDW) state. The bridging halide ion is close to M4+ ion, inducing the

twofold periodicity.

1.4 MX-Chains as a Mixed-Valence Complex

Mixed-valence complexes have been extensively studied. Such a system is inter-

esting not only in solid state chemistry but also in solution chemistry. A binuclear

Ru2+–Ru3+ mixed valence complex, Creutz–Taube ion: [(NH3)5Ru
2+(pz)Ru3+(NH3)5]

5+

(pz ¼ pyrazine) [28, 29], and its analogues have been enormously studied from the

viewpoint of photoinduced electron transfer [30–32]. The MX-chains have been also

attractive targets as 1D extended Creutz–Taube like complexes.

Robin and Day have classified the mixed-valence system into three categories

[33]. This classification is often used in mixed-valence systems. Here we briefly

introduce this classification.

Class I: This comprises compounds in which the different oxidation states are

associated with very different environments. The energy required to transfer an

electron between the two is large. Thus, there is essentially no interaction between

the different oxidation states, and no special properties associated with the mixed

valency.

Class II: These compounds also have different environments for the different

oxidation states, but the sites are now sufficiently similar that electron transfer

requires only a small energy. These compounds are semiconductors and have

optical absorptions resulting from the kind of intervalence transition in visible

near infrared regions.

Class III: These compounds have all atoms in an identical, fractional oxidation

state with electrons delocalized between them. This category can be divided into

two subclasses: In Class IIIA the electron delocalization occurs within a finite

cluster; Class IIIB is where the electrons are delocalized throughout the solid.

When the MX-chains are classified according to Robin–Day’s classification,

Pt and Pd complexes are classified into class II, Ni complexes are classified into

class IIIA category. It should be noted that we describe the electronic structure of the

CDW complexes as �X � � �M2þ � � �X�M4þ � X � � � in this article for clarity. More

strictly, however, this state should be noted as �X � � �M3�r � � �X�M3þr � X � � � ,
where r is the degree of valence disproportionation or CDW amplitude (0 < r < 1).

1.5 MMX Chains

Q1D dinuclear halogen-bridged complexes, those are abbreviated as MMX-chains,

have also got attracted for several decades. They have larger degrees of freedom in

the electrons in the MMX chains compared to those in the MX chains, and that

cause a larger variety of electronic states. On the basis of theoretical calculations

4 S. Takaishi and M. Yamashita



and experimental data, the electronic states of the MMX chains can be classified

into the following four states as shown in Fig. 1.4. The electronic states are also

known to be strongly correlated to the position of the bridging halide ions. Except

AV state, the bridging halide ions are displaced from the midpoint between

neighboring metal ions and slightly approach to M3+ ion. It should be noted that

the represented oxidation number in Fig. 1.4 is formal oxidation number. Strictly,

3+ and 2+ should be represented as (2.5 + r)+ and (2.5�r)+ (0 � r � 0.5),

respectively, because those are in Robin–Day’s class II category.

So far, two types of MMX chain compounds have been reported. One is

[M2(dta)4I] series (M ¼ Pt and Ni; dta ¼ CnH2n+1CS2
�, n ¼ 1–4), which form

neutral chains [34–36]. Another is R4[Pt2(pop)4X]·nH2O (R ¼ alkylammonium

ions, alkyldiammonium ions, or alkali metal ions: X ¼ Cl, Br or I), which form

anionic chains [37–40]. Because platinum ions usually have a larger hybridization

with iodides than chloride and bromides, iodide-bridged compounds are expected to

stabilize the various oxidation states and, as a result, cause the various phase

transitions.
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Chapter 2

Structures and Optical Properties of Pt and Pd

Compounds with Charge-Density-Waves

Hiroshi Okamoto and Hiroyuki Matsuzaki

2.1 Introduction

Dynamics of excitons and photocarriers in one-dimensional (1D) semiconductors have

been attracting much attention from both theoretical and experimental point of views.

In 1D electronic systems, it is known that the excitonic effect is remarkably enhanced

due to the singularity of the 1D Coulomb potential. The effect of the electron–lattice

(e–l) interaction is also important in 1D electronic systems as exemplified by the Peierls

transition. It was theoretically expected that a free exciton (FE) is easily relaxed to a

self-trapped exciton (STE) via lattice relaxations, since there is no barrier between an

FE and an STE in 1D systems [1]. In 1D half-filled electronic systems, it is known that

the e–l interaction sometimes plays a significant role on their electronic structures and

charge dynamics. A typical example of such an e–l coupled system is trans-
polyacetylene (trans-(CHx)), in which the dimerization or equivalently the bond

alternation occurs via the Peierls mechanism [2]. In trans-(CH)x, it is known that

charge and/or spin carriers are stabilized as solitons [3, 4] or polarons under the

influence of the e–l interaction, which exhibit characteristic midgap absorptions.

Thus, clarifying the nature of solitons and polarons as well as of excitons is essential

for understanding optical and transport properties of the 1D e–l coupled systems. In

general, conjugated polymers including (CH)x cannot be obtained as single crystals and
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their electronic states are not so controllable. Therefore, it is difficult to perform

systematic studies of excitons, solitons, and polarons in those systems.

Subsequently, halogen(X)-bridged transition metal(M) compounds (or equivalently

MX-chain compounds) have provided a unique opportunity to study the nature of

excitons, solitons, and polarons [5]. A great advantage of this category of materials is

that their electronic structures can be widely controlled and a variety of materials can be

obtained as single crystals. As a result, a number of studies concerning excitons,

solitons, and polarons have been reported so far in MX-chain compounds [6–52].

MX-chain compounds are represented as [MA2][MA2X2]Y4 (or simply {MA2X}

Y2), where A and Y are the ligand and the counter anion, respectively. The crystal

structure of [Pt(en)2][Pt(en)2Cl2](ClO4)4 (en = ethylenediamine) is shown in Fig. 2.1

as a typical example of MX-chain compounds. As shown in the figure, the [MA2]

moieties are bridged by the halogen ions (X) and the hydrogen (H)-bonds between

the amino groups of the ligands (A) and the counter anions (Y) support the MX

chains. In the compounds with M ¼ Pt and Pd, M(II) and M(IV) mixed-valence

state, or equivalently, the commensurate charge-density-wave (CDW) state is

stabilized due to the strong e–l interaction, while in the compounds with M ¼ Ni,

Ni(III) mono-valence state, or equivalently, the Mott–Hubbard (MH) state appears

[53–55]. As detailed in Chap. 4, a Pd(III) MH compound has also been recently

synthesized.

In the Pt and Pd compounds, amplitudes of CDW can be controlled by the

replacements of metals (M ¼ Pt and Pd), bridging halogens (X ¼ Cl, Br, and I),

ligand molecules (A ¼ ethylenediamine (en), ethylamine, diaminocyclohexane

(chxn), etc.) and counter anions (Y ¼ ClO4, BF4, Cl, Br, I, etc.) surrounding the

MX chains [28, 32]. In addition, the nondegenerate CDW states can be obtained in

Pt Cl

C N

O

Ha

b

c

Pt

Pt

Pt

Fig. 2.1 Structure of [Pt(en)2][Pt(en)2Cl2](ClO4)4

10 H. Okamoto and H. Matsuzaki
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the heterometal compounds in which Pt and Pd ions arrange alternatively [26, 52].

Such a controllability of CDW in MX-chain compounds allows us to make an

advanced study of dynamics of excitons, solitons, and polarons.

In this chapter, firstly, we review how the CDW ground state can be controlled

by the choice of constituent elements (M, X, A, and Y). Secondly, we summarize

the fundamental optical properties of the CDW compounds, focusing on the optical

absorption and photoluminescence (PL) properties, which are dominated by the

transition to the lowest charge-transfer (CT) exciton and the emission from the self-

trapped exciton (STE), respectively. After that, we detail nature of solitons and

polarons investigated by the photoinduced absorption (PA) spectroscopy. From the

comparison of PL properties from STEs and PA spectra due to solitons and

polarons, we discuss the relaxation dynamics of photoexcited states in MX-chain

compounds in the CDW phase.

2.2 Control of CDW Ground States [5, 32]

In MX-chain compounds, 1D electronic state of an MX chain consists of dz2 orbitals

of M and pz orbitals of X. The ground state is the mono-valence M(III) state or the

mixed-valence M(II) and M(IV) state (or equivalently the commensurate CDW

state) as shown in Figs. 2.2a, b, respectively. In Pt and Pd compounds, the mono-

valence state is usually unstable due to the site-diagonal-type e–l interaction

overcoming the on-site Coulomb repulsion energy U on the metal site [8, 9]. In

Ni compounds, the mono-valence state is stabilized due to the large U on the Ni

sites, so that their electronic structure is considered to be the Mott–Hubbard (MH)

insulator state [53, 54]. More precisely, the Ni compounds belong to the CT

insulators in which the transition from the halogen p valence band to the Ni 3d

upper Hubbard band corresponds to the optical gap [55]. CDW states are never

stabilized in the Ni compounds. In this section, we show that CDW states

(amplitudes of CDW, degeneracy of CDW, and optical gap energies) in Pt and Pd

compounds can be widely controlled by the choice of constituent elements in

MX-chain compounds.

a

b

U

Es

X- X-M2+ M4+X-M4+X- M2+

X-M3+ M3+X-X-M3+X- M3+

M (dz)

X (dz)

Fig. 2.2 Schematic electronic

structure of the MX chain.

(a) The mono-valence

(Mott–Hubbard) state and

(b) the mixed-valence (CDW)

state
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2.2.1 Control of CDW Amplitudes

By replacing metals (M ¼ Pt or Pd) and bridging halogens (X ¼ Cl, Br, or I), the

Coulomb repulsion energy (U) on the metal site and the transfer energy (t) between
the nearest-neighbor two metal sites can be considerably changed. It is because the

expanses of dz2 orbitals of M and pz orbitals of X are different among the respective

metal ions (M) and bridging halogen ions (X) [13, 32]. As a result, we can obtain a

variety of compounds having different bridging halogen displacements d from the

midpoint between the neighboring twoM ions (see the inset of Fig. 2.3). The systematic

structural studies revealed that d is closely correlated to the metal to metal (M–M)

distance L, which is strongly dependent on the choice of the ligand (A) and the counter
anion (Y) and also on the strength of the H-bond between A and Y [32].

In Table 2.1, the M–M distance L, the metal to halogen (M–X) distance l1 and l2
(l1 < l2), the halogen displacement d (l2 � l1 ¼ 2d), and the distortion parameter d
(d ¼ 2d/L) are listed for various MX-chain compounds. In Fig. 2.3, the values of l1
and l2 are plotted as a function of L. The dotted line indicates l1 ¼ l2 ¼ L/2, which
is a hypothetical line for no bridging halogen displacements (d ¼ 0). The Ni

compounds having the MH states are located on this line. The deviation of l1 and
l2 from the dotted line corresponds to a magnitude of d. The most significant feature

in Fig. 2.3 is that the data points fall on almost the same lines according to the

choice of bridging halogen (X) ions (Cl�, Br� or I�), while M, A, and Y are

replaced. It indicates the strong correlation between d and L.
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Fig. 2.3 Correlation between the M–M distance (L) and the M–X distance (l1 and l2). The material

for each number is listed in Table 2.1. Data of the homometal compounds are represented by

circles for M ¼ Pt, triangles for M ¼ Pd, and squares for M ¼ Ni. Data of the heterometal

compounds with M ¼ Pt and Pd are represented by diamonds. Open and filled marks indicate the
compounds with Y ¼ ClO4 and Y ¼ halogen, respectively. (Reprinted figure with permission

from [5])
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Typical MX-chain compounds have ClO4
� for the counteranion (Y). The data of

those compounds are shown by open marks in Fig. 2.3. The data of the compounds

with halogen ions for Y are plotted by solid marks in the same figure. By changing

the counteranion from ClO4
� to halogen ions, the H-bonds between the amino

groups of the ligands and the counteranions are strengthened. As a result, the M–M

distance L is considerably decreased. Such a feature was ascertained by the infrared

(IR) and X-ray measurements [28, 32, 56]. As shown in Fig. 2.3, the lengths L in the

compounds with Y ¼ halogen (solid marks) are relatively smaller than those of the

compounds with Y ¼ ClO4 (open marks).

The position of the bridging halogen (X) ion between the neighboring two M

ions, or the M–X distance l1 and l2, depends strongly on the choice of X. As seen in
Fig. 2.3, the shorter M–X distance l1 is almost constant in Pt or Pd compounds

having the same X ions, even when L is considerably changed. The constant values

of l1 (�2.33 Å for X ¼ Cl and �2.50 Å for X ¼ Br, 2.68 � 2.73 Å for X ¼ I) are

close to the sum of the ionic radii of the bridging halogen ions (Cl�: 1.81 Å, Br�:
1.96 Å and I�: 2.16 Å [57, 58]) and the metal (Pd4þ: 0.62 Å and Pt4þ: 0.63 Å [59]).

Starting from the M3þ–X� regular chain structure, the deviation of l1 from the

dotted line (L/2) corresponds to the amplitude of the halogen displacements d.
Therefore, the decrease of L induces the decrease of the longer M–X distance l2, and
then induces the decrease of d. Thus, we can consider that the decrease of L
suppresses effectively the e–l interaction. At the same time, the decrease of L
leads to the increase of transfer energy (t) between the neighboring M ions, making

the electronic state more delocalized and also decreasing d, that is, the CDW

Table 2.1 The M–M distance L, the M–X distance l1 and l2 (l1 < l2), the bridging halogen

displacement d (¼(l2 � l1)/2), the distortion parameter d (¼2d/L), the CT-exciton energy ECT, and

the photoluminescence energy Elm for various MX-chain compounds

L (Å) I1 (Å) I2 (Å) d (Å) d
ECT

(eV)

EIm

(eV)

1. [Pt(chxn)2][Pt(chxn)2Cl2](ClO4)4 5.730 2.314 3.416 0.511 0.190 3.20 1.49

2. [Pt(en)2][Pt(en)2Cl2](ClO4)4 5.403 2.318 3.095 0.3885 0.144 2.73 1.17

3. [Pt(chxn)2][Pt(chxn)2Cl2]Cl4 5.158 2.324 2.834 0.255 0.099 1.99 0.90

4. [Pt(en)2][Pt(en)2Br2](ClO4)4-I 5.493 2.487 3.006 0.2595 0.094 1.98 0.78

5. [Pt(en)2][Pt(en)2Br2](ClO4)4-II 5.695 2.487 3.208 0.3605 0.1266 2.40 1.11

6. [Pt(chxn)2][Pt(chxn)2Br2]Br4 5.372 2.490 2.882 0.196 0.073 1.40 0.68

7. [Pt(en)2][Pt(en)2I2](ClO4)4 5.820 2.726 3.093 0.1835 0.063 1.38 0.60

8. [Pt(chxn)2][Pt(chxn)2I2]I4 5.673 2.708 2.965 0.2564 0.0453 0.94 –

9. [Pd(en)2][Pt(en)2Cl2](ClO4)4 5.357 2.324 3.003 0.3545 0.130 2.05 0.86

10. [Pd(en)2][Pd(en)2Br2](ClO4)4 5.407 2.911 2.496 0.2075 0.075 1.13 0.40

11. [Pd(chxn)2][Pd(chxn)2Br2]Br4 5.296 2.523 2.773 0.125 0.047 0.75 –

12. [Pd(en)2][Pt(en)2Cl2](ClO4)4 5.415 2.315 3.100 0.3925 0.145 3.22 1.65

13. [Pd(en)2][Pt(en)2Br2](ClO4)4 5.502 2.467 3.035 0.284 0.103 2.59 1.54

14. [Pd(en)2][Pt(en)2I2](ClO4)4 5.866 2.678 3.188 0.255 0.087 2.28 1.12

15. [Ni(chxn)2Cl2]Cl2 4.894 2.447 0 0 1.83 –

16. [Ni(chxn)2Br2]Br2 5.160 2.580 0 0 1.28 –

Parameter values are taken from [5] and references therein
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amplitude. The increase of l1 (the deviation from the constant value of l1) in [Pd

(chxn)2Br]Br2 (No. 11 in Fig. 2.3) located near the CDW-MH phase boundary is

attributable to such an increase of t [28].

2.2.2 Control of CDW Degeneracy

MX compounds have the doubly degenerate CDW ground states, which are

expressed as follows.

� X� �M4þ � X� �M2þ � X� �M4þ � X� �M2þ � X��
� X� �M2þ � X� �M4þ � X� �M2þ � X� �M4þ � X��

This degeneracy of CDW can also be modified by the choice of constituent

elements.

In the CDW compounds with halogen for the counteranion (Y), a direction of

each halogen displacement is two-dimensionally ordered in the bc plane [28, 32], as
shown below.

� X� �M4þ � X� �M2þ � X� �M4þ � X� �M2þ � X��
� X� �M4þ � X� �M2þ � X� �M4þ � X� �M2þ � X��
� X� �M4þ � X� �M2þ � X� �M4þ � X� �M2þ � X��

This is not due to the overlapping of the electronic states between the neighboringMX

chains but due to the interchain coupling through the tight network of the H-bonds

between the aminogroups of the ligands (A) and the counter halogen ions (Y). Thus,

although the electronic states are still one-dimensional, a 2D ordering of CDW is

formed.

Degeneracy of CDW states can be excluded more clearly by the metal alterna-

tion method. By substituting a half of Pt ions with Pd ions in M ¼ Pt compounds,

we can obtain the heterometal compounds in which Pt and Pd ions are arranged

alternatively [26]. In those compounds, the 1D electronic state consists of the 4d

orbitals of Pd and the 5d orbitals of Pt. As the energy level of the former is lower

than the latter, the CDW state is formed by Pd2þ ions and Pt4þ ions, as shown

below.

� X� � Pt4þ � X� � Pd2þ � X� � Pt4þ � X� � Pd2þ � X� �

In this type of the heterometal compounds, CDW states are nondegenerate. The

lattice parameters, L, l1 and l2 for the heterometal compounds were also plotted in

Fig. 2.3 by diamonds. The deviation of the data points from those of the homometal
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Pt or Pd compounds is very small. It is because L is determined mainly by the

choice of the ligand (A), the counter anion (Y), and the bridging halogen ions (X),

and l1 is almost equal to the sum of the ion radii of Pt4þ and X� ions as mentioned

above.

It provides serious modifications to relaxation processes of photoexcited states in

the MX chains whether CDW is degenerate or nondegenerate; in degenerate CDW

states, solitons are the low-energy excitations and play dominant roles on the

relaxation processes but in nondegenerate CDW states, formations of solitons are

suppressed. Relaxation processes of photoexcited states associated with solitons are

discussed in Sect. 2.3.2.

2.2.3 Control of Optical Gap Energies

In the MX-chain compounds, the lowest optical transition corresponding to the

optical gap is the charge-transfer (CT) exciton transition expressed as (M2þ, M4þ !
M3þ, M3þ) [13, 32]. In Table 2.1, the energies of those transitions (ECT) are listed for

the various compounds. In Fig. 2.4a, ECT is plotted for Pt and Pd compounds, and

the heterometal (M ¼ Pt and Pd) compounds as a function of the distortion parameter
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d (d ¼ 2d/L). ECT is mainly determined by the energy difference Es between the M
2þ

site and the M4þ site shown in Fig. 2.2b. In the compounds having the same metal

ions, we can see the linear relation between ECT and d, which indicates that Es is

proportional to the halogen displacement d.
ECT in Pd compounds is smaller than that in Pt compounds. This trend is related

to the magnitude of the on-site Coulomb repulsion energy U. In the localized limit

shown in Fig. 2.2a, ECT is proportional to (Es � U). Since U is larger in the Pd

compounds than in the Pt compounds, ECT in the former is lower than in the latter.

In the heterometal compounds with M ¼ Pt and Pd, ECT is relatively larger than

that in the homometal compounds with M ¼ Pt. This is attributable to the energy

difference between the 4d orbitals of Pd2þ and 5d orbitals of Pt2þ, since the energy
level of the former is lower than the latter.

From the results of Fig. 2.3 showing the X, A, and Y dependence of d and the

results of Fig. 2.4a showing the M dependence of ECT, we can widely control the

magnitudes of ECT by the choice of M, X, A, and Y.

2.3 Nature and Dynamics of Excitons, Solitons, and Polarons

Photogeneration and relaxation of excitons, solitons, and polarons in MX-chain

compounds are strongly dependent on the optical gap energies ECT and the bridging

halogen displacements d. In Sect. 2.3.1 we review the PL properties from STEs

depending on ECT and d. In Sect. 2.3.2, we show how photogenerated solitons and

polarons can be detected. In Sect. 2.3.3, we discuss the conversion process of an

exciton to a spin-soliton pair. In Sect. 2.3.4, we summarize the overall relaxation

dynamics of photoexcited states associated with excitons, solitons, and polarons in

MX-chain compounds.

2.3.1 Self-Trapped Excitons

In MX-chain compounds, PL from STEs is observed in common. In Fig. 2.5, the PL

spectrum of [Pt(en)2][Pt(en)2Cl2](ClO4)4 at 2 K was shown as a typical example

[11]. The PL peak is located at 1.2 eV, showing a large Stokes shift of about 1.5 eV.

Such a large Stokes shift comes from the large lattice relaxation energy of the STE,

which originates from the dissolution of the bridging halogen displacements as

illustrated in Fig. 2.6a. Adiabatic potential energies of an exciton (FE and STE) as a

function of the deformation coordinate Q (the displacements of the bridging X ions

from their equilibrium positions in the CDW ground state) were also schematically

shown in Fig. 2.6b. At the higher energy side of the PL, a series of 17 sharp

structures due to Raman scattering bands are observed (Fig. 2.5), which correspond

to the symmetric-stretching mode of bridging Cl ions. The appearance of the higher

order Raman bands also indicates the strong e–l interaction of this compound.
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Dynamics of STE was studied by time-resolved PL measurements [60–62].

Figure 2.7 shows the time evolutions of PL at several probe energies in [Pt(en)2]

[Pt(en)2Br2](ClO4)4-I. The oscillatory structures were observed and attributed to

the wave-packet motion in the potential curve as shown by the arrow in Fig. 2.6b.

A similar oscillation was also detected in [Pt(en)2][Pt(en)2Br2](PF6)4 by using

transient absorption technique [63].

Next, we discuss how the PL properties depend on materials. The energies of PL

(Elm) for various MX compounds were also listed in Table 2.1 and plotted against

the distortion parameter d in Fig. 2.4b [5]. Elm is 40–50 % of ECT for the Pt or Pd

compounds and 50–60 % for the heterometal compounds with M ¼ Pt and Pd,

showing large Stokes shifts in common. On the other hand, the efficiency of PL is

considerably changed by the decrease in gap energy ECT. In Fig. 2.8, the relative

intensities of PL for the 2.4-eV excitation measured at 2 K are plotted for various

MX compounds [5]. The intensity of PL decreases by more than four orders of

magnitude when ECT decreases from 2.7 to 1.4 eV. This result suggests that with

decrease of ECT, that is, the halogen distortion d, the STE becomes unstable.

Another feature in Fig. 2.8 is that the PL intensity in the compounds with nonde-

generate CDW [the heterometal compounds (diamonds) and the Pt compounds with

the 2D ordered CDW (solid circles)] is relatively larger than those of the Pt

compounds with 1D CDW. This is related to the fact that nonradiative recombina-

tion of photoexcited states via soliton formations is suppressed in nondegenerate

CDW compounds. This point is discussed in the following subsections.

2.3.2 Photogeneration of Solitons and Polarons

In this section, we review the studies of solitons and polarons in the MX-chain

compounds. The most effective method to detect solitons and polarons is a
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Fig. 2.5 Photoluminescence and Raman bands in [Pt(en)2][Pt(en)2Cl2](ClO4)4 at 2 K. The

excitation photon energy (2.54 eV) is indicated by the arrow. (Reprinted figure with permission

from [11])
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photoinduced absorption (PA) spectroscopy, which had been indeed used for the

studies of solitons, polarons, and bipolarons in conjugated polymers [2], and a

number of important information were obtained. Photoinduced electron spin reso-

nance (PESR) could also detect sensitively photoexcited species with spins. Those

measurements were performed on the MX-chain compounds to clarify nature of

photogenerated species.

At the beginning of those studies, the Pt–Cl chain compound, [Pt(en)2][Pt

(en)2Cl2](ClO4)4, had been extensively studied. In this compound, however, photo-

induced gap states were very stable and not mobile so that they never decayed at low

temperatures once they were photogenerated. Therefore, it was difficult to

Displacements of X

Pt4+ Pt2+ Pt4+ Pt2+

Pt4+ Pt3+ Pt3+ Pt2+

X-

CDW
ground state  

STE  

a

Pt4+ Pt3+ Pt3+ Pt2+

X-

CT exciton
(FE)

PL

STE

FE

Q

Absorption

b
Energy

Fig. 2.6 (a) Schematic of the CDW ground state, the CT exciton (FE), and the STE. (b) Schematic

of the adiabatic potential curves of the CT exciton (FE) and the STE as a function of the

deformation coordinate (see the text)
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investigate nature and dynamical aspects of the gap states in that compound. To

solve this problem, Pt–Br and Pt–I chain compounds were subsequently studied, in

which photoinduced gap states are mobile and their dynamical aspects could be

clarified. Here, we introduce the comparative studies of the homometal compound,

[Pt(en)2][Pt(en)2Br2](ClO4)4-II, and the heterometal compound, [Pd(en)2][Pt

(en)2Br2](ClO4)4, using PA and PESR measurements [52]. As mentioned in

Sect. 2.2.2, the CDW ground states are degenerate in the former and nondegenerate

in the latter, so that solitons are stabilized only in the former. Such a difference in the

two compounds enables us to obtain a clear evidence for the photogeneration of

solitons. In [Pt(en)2][Pt(en)2Br2](ClO4)4, two monoclinic polymorphisms with the

space group P21/m and C2/m were obtained [10, 11] and labeled as I and II,

respectively, as already used. Hereafter, [Pt(en)2][Pt(en)2Br2](ClO4)4-II and

[Pd(en)2][Pt(en)2Br2](ClO4)4 are abbreviated as Pt–Br–Pt-II and Pd–Br–Pt,

respectively.

Fig. 2.7 Time evolutions of the luminescence intensity in [Pt(en)2][Pt(en)2Br2](ClO4)4-I. The

experimental results are shown by solid lines. Dotted lines shown the simulations (see [61]).

(Reprinted figure with permission from [61]. Copyright (1999) by the American Physical Society)
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Figure 2.9a shows the PA spectrum Da (photoinduced change of a ¼ kl) of [Pt
(en)2][Pt(en)2Br2](ClO4)4-II single crystal with the excitation of 3.2 eV at 77 K.

Here, k and l are the absorption coefficient and the sample thickness, respectively.

Polarization of both the irradiation light (Eex) and the transmission light (E) is

parallel to the chain axis b. In Fig. 2.9a, the polarized absorption spectrum for E//b
was also shown by the broken line. The arrow indicates the optical gap energy ECT.

A midgap absorption band labeled as a at 1.55 eV and a weak shoulder structure

labeled as b at 1.79 eV were observed in as-grown samples. These absorption bands

were enhanced by light irradiations. In addition, a weak PA band labeled as g was

observed at 0.7 eV. To discriminate the observed PA bands, time characteristics of

three structures were investigated. The results showed that bands a and b exhibited

the same decay characteristics, while band g decays in a different manner compared

with a and b. These results suggest that optically excited states include two

different photoproducts associated with a, b, and with the lower energy band g.
The absorption and PA spectra in the heterometal compound, Pt–Br–Pd, were

shown in Fig. 2.9b. They were considerably different from the spectra in Pt–Br–Pt-II.

In the absorption spectrum below the optical gap energy ECT, there were no promi-

nent structures. By the 3.2 eV excitation, two PA bands appeared, which were labeled

as a1 and a2. a1 and a2were found to show the same decay characteristics, suggesting

that they are related to the same excited species.

To deduce the generation process of the photoproducts, excitation profiles of PA

bands (a and g in Pt–Br–Pt-II, and a1 in Pt–Br–Pd) were measured. The results are

shown in Fig. 2.10 by circles for band a, triangles for band g in Pt–Br–Pt-II, and the
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inverted triangles for band a1 in Pt–Br–Pd. The thin solid line is the absorption

spectra (e2) due to the CT excitons obtained from the polarized reflectivity spectra

and their peaks correspond to ECT. As seen, in Pt–Br–Pt-II, CT excitons do not

contribute to the generation of band g, but contribute to band a. Band g in

Pt–Br–Pt-II and band a1 in Pt–Br–Pd were generated only for the excitation

energies higher than ECT.

PESR measurements were also performed to investigate whether the

photoproducts have spins (S ¼ 1/2) or not. In Pt–Br–Pt-II, an ESR signal was

observed in an as-grown single crystal. The ESR signal was enhanced by the

photoirradiations. The inset in Fig. 2.9a showed the increased component (the

PESR signal) for the 3.1 eV excitation. The excitation profile of the integrated

intensities of PESR signals was shown by solid squares in Fig. 2.10a. Paramagnetic

spins were produced by the 2.5-eV excitation. The same excitation did not generate

band g but enhances bands a and b so that the PESR signals in Pt–Br–Pt-II should

be related to bands a and b. In those measurements, it could not be determined

whether band g is related to a spin (S ¼ 1/2) or not.

In Pt–Br–Pd, on the other hand, no ESR signal was detected in an as-grown

single crystal. The PESR signal by the 3.1 eV excitation was shown in the inset of

Fig. 2.9b and the excitation profile of the integrated intensities of PESR signals was
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(Reprinted figure from [52])

2 Structures and Optical Properties of Pt and Pd Compounds with. . . 21



shown by solid squares in Fig. 2.10b. The PESR signals were observed only by the

excitations above 2.7 eV. Such a behavior is in agreement with the excitation profile

of the PA band a1, so that a1 is associated with a spin (S ¼ 1/2).

Since these PA bands were observed in the gap region, it is natural to consider

that they are attributable to spin-solitons (S0), charged-solitons (Sþ, S�), or polarons
(Pþ, P�) [10, 16, 21]. Figure 2.11 shows the localized energy levels of spin-solitons
(S0), charged-solitons (S� and Sþ), and polarons (P� and Pþ) in the case that the

transfer energy t between the neighboring metal ions is equal to zero [21]. From this

simplified picture, we can understand that S0, Pþ, and P� have spin S ¼ 1/2, and Sþ

and S� have no spin, while Sþ, S�, Pþ, and P� have a charge. The more realistic

electronic structures of these gap states with a finite t are presented schematically in

Fig. 2.12. Several groups reported theoretical absorption spectra of the gap states

obtained based upon the 1D extended Peierls–Hubbard model [27, 33–35, 47].

Their spectral features are essentially the same; two absorption bands arise for a

polaron, and one midgap band arises for either a spin- or charged-soliton.
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In Fig. 2.12, the solid arrows indicate the possible optical transitions. For a polaron,

it was theoretically revealed that oscillator strengths of the transitions indicated by

broken arrows are extremely weak.

Taking into account the theoretical expectations shown in Fig. 2.12, a doublet

structure a1 and a2 related to spins (S ¼ 1/2) in Pt–Br–Pd could be assigned to

polarons. It should be noted that in Pt–Br–Pd, electron polarons exist on the Pt sites

and hole polarons on the Pd sites and therefore, the electron–hole asymmetry exists.

In this case, PA energies for a positively charged polaron and a negatively charged

one will be different from each other due to the difference in the magnitude of U on

the metal sites. Thus the large spectral width of band a2 was attributed to the

superposition of the two transitions slightly split due to the electron–hole

asymmetry.

In Pt–Br–Pt-II, bands a, b and band g have different origins as mentioned

above. The important information is that PA bands a and b were not detected in

Pt–Br–Pd. Pt–Br–Pd has the nondegenerate CDW state, so that solitons should not

be stabilized. These results suggested that bands a and b could be attributed to

C.B.

V.B.

S0 S0 S- S+ P+P-

a cb

Fig. 2.12 Schematic electronic structures: (a) spin-solitons (S0), (b) charged-solitons (S�, Sþ),
and (c) polarons (P�, Pþ) (Reprinted figure with permission from [5])

a

b

c

Fig. 2.11 Localized energy levels of (a) spin-solitons (S0), (b) charged-solitons (S�, S+), and (c)

polarons (P�, P+) (Reprinted figure with permission from [5])
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solitons. Considering that bands a and b are associated with spins, solitons

responsible for a and b should be spin-solitons. A simple model shown in

Fig. 2.12 expects that a single midgap absorption arises for a spin-soliton. However,

the observed PA consists of a doublet structure a and b and is located at the higher

energy than ECT/2. These experimental features could be explained by the theoreti-

cal studies; Iwano et al. showed that the absorption band of a spin-soliton is

split under the presence of quantum lattice fluctuations [33] and its energy is higher

than ECT/2 due to the effect of on-site Coulomb repulsionU [51]. Thus, PA bands a
and b were reasonably assigned to spin-solitons.

The energy of band g is small, being about 0.3 � ECT, so that band g was

assigned to the lower energy transition of polarons, which correspond to a2 band in

Pt–Br–Pd. In fact, the lower energy transitions of polarons are observed at around

0.37 � ECT in Pr–Br–Pd. In another Pt–Br chain compound, [Pt(chxn)2][Pt

(chxn)2Br2]Br4 (chxn ¼ cyclohexanediamine), the similar low energy PA band

was also observed at 0.35 � ECT (not shown) [37]. Moreover, the excitation profile

of polarons (band a1) in Pt–Br–Pd is similar to that of band g, as shown in Fig. 2.10.
This also supports the assignment of band g to the lower energy transition of

polarons. The higher energy transition of polarons could not be identified in these

studies. It was considered to be obscured by the strong PA band b.

2.3.3 Conversion of an Exciton to a Spin-Soliton Pair

In this section, we discuss the relaxation dynamics of photoexcited states in MX-

chain compounds associated with excitons, solitons, and polarons. As mentioned

above, two relaxation processes are considered to exist; radiative decay (PL) from

STE and nonradiative decay via conversions to soliton or polaron pairs and their

recombination. In order to clarify the interrelation of these two processes, excitation

profiles of PL were measured and compared to those of PA signals in Pt–Br–Pt-II

and Pt–Br–Pd, which were shown in Fig. 2.10 [5, 52].

The excitation profiles of PL from STE were shown by thick solid lines in

Fig. 2.10. In Pt–Br–Pt-II, the intensity of PL begins to increase from the absorption

edge at about 1.9 eV and then decreases sharply at around ECT. Such a sharp

decrease of PL corresponds to the increase of the generation efficiency of spin-

soliton pairs. This suggests that a conversion from an exciton to a spin-soliton pair

occurs. This interpretation was supported by the fact that in Pt–Br–Pd the PL

intensity did not decrease for the excitations with the energy of ECT and that the

relative PL intensity in Pt–Br–Pd is more than one order of magnitude larger than

that in Pt–Br–Pt-II (see Figs. 2.8 and 2.10).

Dynamical aspects of the exciton to spin-soliton conversion were also

investigated by the time-resolved PL measurements. In Fig. 2.13, the time-

integrated PL spectra due to STEs at 10 K were shown by solid lines, and time

characteristics of PL were shown in the insets. PL dynamics were reproduced by a

single exponential decay, as shown by the broken lines. The decay time t is�220 ps
in Pt–Br–Pt-II and �390 ps in Pt–Br–Pd. Those values are at least one order of
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magnitude smaller than the radiative life time tr of STEs (4–6 ns) [20, 48], which

was estimated from the oscillator strength of the CT-exciton transition in typical Pt

compounds. This indicated that annihilations of STEs were dominated by

nonradiative processes.

Figure 2.14 showed the temperature dependence of the decay time t of PL in

Pt–Br–Pt-II and Pt–Br–Pd, which was well reproduced by using the following

formula as shown by the broken lines in Fig. 2.14.

t ¼ t0�1 þ ta�1exp �D=kTð Þ� ��1
(2.1)

The used parameter values were t0 ¼ 225 ps, ta ¼ 115 ps, and D ¼ 9.5 meV in

Pt–Br–Pt-II, and t0 ¼ 385 ps, ta ¼ 38 ps, and D ¼ 34 meV in Pt–Br–Pd. The

smaller values of t (or D and t0) in Pt–Br–Pt-II compared to Pt–Br–Pd was

considered due to the conversion from STEs to soliton pairs.

The theoretical studies based upon the 1D extended Peierls–Hubbard model

provided detailed potential energy surfaces of the excited states for homometal

CDW compounds, which were detailed in [22, 23, 51] and also in Chap. 8. The inset

of Fig. 2.14 showed the cross section of the first and the second lowest potential

surfaces as a function of intersoliton distance l0. The higher potential surface
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Fig. 2.13 Photoluminescence spectra (solid lines) and photoluminescence decay time t (circles)
at 10 K for the excitation energy of 3.2 eV in (a) Pt–Br–Pt-II and (b) Pt–Br–Pd. Both the excitation
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includes the STE and the charged-soliton pair and the lower surface includes the

spin-soliton pair and is connected to the CDW ground state. With the parameters

appropriate for MX-chain compounds, a spin-soliton pair is always the lowest

energy excitation, although the energy difference between a spin-soliton pair and

an STE is not so large [51].

According to more detailed theoretical analyses, a conversion from the STE to

the spin-soliton pair was possible. These expectations were in good agreement

with the experimental results of Pt–Br–Pt-II discussed above. In Pt–Br–Pt-II, it is

reasonable to consider that D is a potential barrier between the STE and the spin-

soliton pair and t0
�1 is a tunneling rate through the barrier. We can imagine in

the inset of Fig. 2.14 that such a barrier exists when the conversion from the STE

to the spin-soliton pair occurs at large values of l0, e.g., larger than 8. In

Pt–Br–Pd, the energy of potential surfaces is expected to increase sharply with

increasing l0 compared with that in Pt–Br–Pt-II (the inset of Fig. 2.14), so that the

spin-soliton pair cannot be dissociated. This situation is analogous to bipolarons

in nondegenerate conjugated polymers. In this case, the depth of the potential

well around the STE should be increased. As a result, D was enhanced and t0
�1

was decreased in Pt–Br–Pd relative to those values in Pt–Br–Pt-II. Thus, it is

expected that the main relaxation path of STEs in Pt–Br–Pd is also the

nonradiative recombination process through the solitonic states, which is essen-

tially the same as that indicated by the arrows in the inset of Fig. 2.14 except for

the slope of potential surfaces.

It is important to comment on the comparison of solitons in MX-chain

compounds with those in trans-(CH)x, in which nature of spin-solitons had also

been extensively studied. In trans-(CH)x, however, a conversion of an electron-hole
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26 H. Okamoto and H. Matsuzaki



pair (the singlet Bu state) to a spin-soliton pair is essentially forbidden within the

noninteracting electron model, due to the charge configuration symmetry in the

bond ordered wave (BOW) ground state [64, 65]. Additional interactions (i.e., a

second nearest-neighbor hopping [64]) which break the charge configuration sym-

metry, permit the conversion of the electron-hole pair to a spin-soliton pair. On the

other hand, the MX-chain compounds are not charge configuration symmetric from

the nature of CDW, so that photogeneration of spin-solitons is possible to occur.

Moreover, in contrast to trans-(CH)x, the excitonic effect is important in MX-chain

compounds. Thus, the generation process of spin-solitons from the photoexcited

states in MX-chain compounds is considerably different from that in trans-(CH)x.

2.3.4 Overall Dynamics of Photoexcited States

The relaxation process of photoexcited states in Pt–Br–Pt-II was summarized in

Fig. 2.15. Polarons are not generated from the CT exciton, since the energy of a

polaron pair is much higher than the CT exciton. Polarons can be generated only

from the higher energy excited states corresponding probably to the electron-hole

continuum. CT excitons are relaxed to STEs. A part of STEs decay by PL, and the

other parts are relaxed to spin-soliton pairs and then decay nonradiatively. CT

excitons with large excess energies dissociate into spin-soliton pairs before

stabilizing as STEs, since the generation efficiency of spin-solitons increases with

increase of the excitation photon energy at around ECT as seen in Fig. 2.10. This

process is also shown by the dashed–dotted line in Fig. 2.15.

As mentioned in Sect. 2.2.2, Pt and Pd compounds having halogen ions as the

counter anions show the 2D-ordered CDW states. In a typical example of such

compounds, [Pt(chxn)2][Pt(chxn)2Br2]Br4, it was also demonstrated that

photogenerations of solitons were suppressed [37] and only the photogeneration

of polarons was observed. In general, in the compounds having 2D-ordered CDW

states, PL intensities were relatively larger than that in the 1D CDW compounds as

seen in Fig. 2.8, consistent with the result of the hetero-metal compound, Pt–Br–Pd.

Eexc > ECT

Eexc ∼ ECT

e-h pair

CT exciton

self-trapped 
exciton

spin-soliton
pair

luminescence
nonradiative

recombination

polaron
pair

Fig. 2.15 Schematic diagram

of the relaxation process of

the photoexcited state in

Pt–Br–Pt-II (Reprinted figure

with permission from [5])
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When the bridging halogen displacement d and the optical gap energy ECT

decrease and a compound approaches to the CDW-MH phase boundary,

photoresponses are largely changed from those discussed here. A photoexcited

state in the CDW ground state, that is, a M3þ pair is converted to a M3þ domain

over several tens M3þ sites [66, 67]. In this case, the lowest photoexcited state of a

M3þ pair cannot be regarded as an excitonic state, but the photoresponses should be
regarded as a photoinduced phase transition from CDW to MH state. Such photo-

induced CDW to MH transitions were indeed observed in [Pd(chxn)2][Pd

(chxn)2Br2]Br4 and [Pt(chxn)2][Pt(chxn)2I2]I4 [66, 67]. In the latter compound,

the photoinduced CDW to metal transition was also found in the case of strong

photoexcitations. Photoinduced phase transitions in those MX-chain compounds

are discussed in Chap. 5 in detail.

2.4 Summary

In this chapter, we reviewed the tunability of the CDW states in MX-chain

compounds. By substituting the metals (M ¼ Pt, Pd, and Ni), the bridging halogens

(X ¼ Cl, Br, and I), and the ligand molecules and the counter anions surrounding

MX chains, the amplitude of CDW, the degeneracy of CDW, and the optical

gap energy could be widely controlled. On the basis of such controls of the CDW

states, nature of photoexcited states, i.e., excitons, solitons, and polarons, was

investigated. From the comparative studies of the degenerate and nondegenerate

CDW compounds using photoluminescence, photoinduced absorption, and photo-

induced electron spin resonance measurements, the photoinduced gap states were

clearly characterized as spin-solitons and polarons. By comparing the excitation

profiles of the photoinduced absorption signals due to spin-solitons and the

photoluminescence from self-trapped excitons, it was demonstrated that the lumi-

nescence process competes with the dissociation to spin-soliton pairs and the

subsequent nonradiative decay. The detailed analyses of the temperature depen-

dence of the photoluminescence decay time revealed that a conversion from a self-

trapped exciton to a spin-soliton pair occurs through a finite potential barrier, the

magnitude of which depends on the degeneracy of CDW. Such an exciton to a spin-

soliton pair conversion could be explained by the theoretical simulations based

upon the 1D-extended Peierls–Hubbard model. Thus, a spin-soliton pair is the

lowest energy excitation, so that it plays dominant roles on the relaxation process

of photoexcited states in MX-chain compounds having CDW ground states.

On the basis of these fundamental studies on the CDW states, a great deal of

efforts for designs and syntheses of new MX-chain compounds and explorations of

new phenomena have been made. As a result, a variety of novel physical properties

such as gigantic nonlinear optical responses and ultrafast-photoinduced phase

transitions have been discovered. The details of them are reviewed in the following

several chapters from both experimental and theoretical points of view.
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Chapter 3

Ni(III) Mott–Hubbard Compounds

S. Takaishi and M. Yamashita

3.1 Introduction

For a long time, MX-chain compounds have been extensively studied since

Wolffram reported Cl-bridged Pt complex in 1900. To date, more than 300

compounds were reported by combining metal ions (M ¼ Ni, Pd, Pt), bridging

halogens (X ¼ Cl, Br, I) in plane ligands (L ¼ ethylenediamine(en), 1R,2R-
diaminocyclohexane(chxn), etc.), and counteranions (ClO4

�, BF4
�, X�, etc.).

However, the number of Ni compounds is very few compared to Pd or Pt

compounds. The first Ni complex was reported by Yamashita et al. in 1981.

Although there had been much controversy about the electronic state of these

compounds, it has been clarified that this complex is in averaged valence state by

means of X-ray crystal structure analysis [1]. In the Ni complexes, many attractive

physical properties have been reported such as gigantic third-order nonlinear

optical susceptibility [2], spin-Peierls transition [3], etc. In this chapter, we intro-

duce structure, physical properties, and recent progresses in the Ni complexes.

3.2 Crystal Structure

Figure 3.1 shows a crystal structure of the NiIII complex [Ni(chxn)2Br]Br2 [1].

Ni(chxn)2 moieties are bridged by Br ions, forming a –Ni–Br–Ni–Br– linear chain

along b-axis. The crystal structure of this compound is isomorphic to the

corresponding Pd and Pt compounds [M(chxn)2X]X2 (M ¼ Pd and Pt; X ¼ Cl,

Br, and I). There is significant difference in the position of the bridging halide ions
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between the Ni and the Pd and Pt ions. In the Ni complexes, bridging Br� ions are

located at the midpoints between neighboring Ni ions, whereas they are displaced

from the midpoint in Pd or Pt compounds and are disordered [4]. This indicates that

the Ni ions are in a trivalent NiIII Mott–Hubbard (MH) state. There are hydrogen

bonds between the amino protons and counteranions, forming a 2D hydrogen-bond-

network. Ni–Ni distances along the 1D chain are 5.161(2) Å.

3.3 Magnetic Properties

Figure 3.2 shows the temperature dependence of the magnetic susceptibility of

[Ni(chxn)2Br]Br2 measured as a single crystal [3]. Curie-like behavior was observed

at low temperatures, whereas nearly no temperature dependence was observed at

higher temperatures. The small amount of spin concentration showing Curie-like

behavior (�0.4 %) was attributed to some paramagnetic impurities or spins at the

chain end. The weak temperature dependence of the susceptibility at high tempera-

ture region was interpreted to be due to an S ¼ 1/2 Heisenberg chain with strong

antiferromagnetic (AF) interactions. Such temperature dependence of susceptibilities

can be understood via the Bonner–Fisher theory [5]. Recently, Eggert, Affleck, and

Takahashi (EAT) have proposed a theory that explains more accurately the

susceptibilities, which slightly differ from Bonner–Fisher behavior at low

temperatures [6]. The result of EAT theory for T < 0.2 J/kB is given by the following
equation:

wðTÞ ¼ Ng2mB
2

2Jp2
1þ 1

2 lnð15:4J=kBTÞ
� �

; (3.1)

Fig. 3.1 Crystal structure of

[Ni(chxn)2Br]Br2. Gray: Ni,
Brown: Br, Black: C, Blue: N,
Pink: H
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where N is the Avogadro’s number, g is the Lande’s factor, and kB is the

Boltzmann constant. In this equation, J is defined as H ¼ 2JSSi·Si+1. The

exchange interaction was estimated to be J/kB ¼ 2,000 � 500 K by fitting the

present data above 130 K in Eq. (3.1). The magnetic susceptibility slightly

decreased below 100 K. This suggests that some phase transition to a nonmag-

netic state, such as CDW ð�Br � � �NiII � � �Br� NiIV � Br � � �Þ or spin-Peierls

states ð� � �Br � � �NiIII � Br� NiIII � � �Br � � �Þ, occurs.
We measured the temperature dependence of the nuclear quadrupole resonance

(NQR) signals of the bridging Br ions because the NQR is a quite sensitive probe

for detecting subtle changes in the electron distribution around NQR nuclei.

We observed a single resonance line for 81Br at 300 K (137.079 � 0.005 MHz)

and a pair of lines at 130.874 � 0.01 and 147.786 � 0.01MHz at 3.8K.We assigned

these resonance signals to 81Br nuclei on the basis of the corresponding 79Br lines

at 164.091 � 0.005 MHz (300 K) and at 156.656 � 0.01 and 176.904 � 0.01 MHz

(3.8K),which are in agreementwith the reported isotope frequency ratio (79Br/81Br¼
1.1969) [7]. These resonance frequencies were assigned to bridging Br� ions and not
to counter Br� ions since 79 Br NQR frequencies in compounds with Ni–Br covalent

bonds have been observed in nearly the same frequency range, e.g., 126.26 MHz for

NiBr2[P(C3H7)3]2 and 126.53 MHz for NiBr2[P(C4H9)3]2 [8], whereas the resonance

lines for ionic Ni–Br bonds are usually at frequencies of one order ofmagnitude lower

than those for the present complex [9].

Figure 3.3 shows a temperature dependence of the 81Br NQR frequencies for the

bridging Br� ions in [Ni(chxn)2Br]Br2. A single 81Br NQR peak was observed at

room temperature, which is consistent with the X-ray results, where all of the

bridging Br� sites are equivalent at room temperature. The resonance frequency

gradually decreased with an increase in the temperature above 130 K due to

averaging of the electric field gradient (EFG) at Br nuclei by lattice vibrations.

The temperature dependence of the NQR frequency (n(T)) can be described by the

harmonic oscillator model for lattice vibrations [10, 11]:

nðTÞ ¼ n0 1� A cothð �ho
2kT
Þ

� �
(3.2)

Fig. 3.2 Magnetic

susceptibilities observed in

a single crystal of

[NiBr(chxn)2]Br2 with a

magnetic field (1 T) parallel

and perpendicular to the 1D

chain. Red and blue lines
show theoretical

susceptibilities proposed by

Eggerd–Affleck–Takahashi

(EAT) with J ¼ 2,000 K
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where n0, A, and o are the resonance frequency for the static lattice, a coefficient

that depends on modes of lattice vibrations, and the averaged vibration frequency,

respectively. The observed data were fitted with Eq. (3.2), and the extrapolated

frequency to 0 K (n(0)) was determined to be 139.1 � 0.2 MHz.

Upon cooling, the NQR signal disappeared around 130 K, and two lines at

130.87 and 147.78 MHz appeared again below ca. 40 K. The loss of resonance

signals between 40 and 130 K is thought to be spectrum broadening due to

fluctuation in the EFG upon phase transition. Since the averaged frequency of

these two lines is almost the same as the extrapolated frequency from the high-

temperature side, the NQR signals below 40 K are split into one of the high-

temperature signal. Two resonance lines with a large frequency separation of

16.9 MHz at low temperatures indicate the presence of two nonequivalent Br�

sites, suggesting that a change in the electronic state in [Ni(chxn)2Br]Br2 takes

place between 40 and 130 K.

Here we discuss the possible electronic structures of [Ni(chxn)2Br]Br2. In an

averaged valence MH state, the environments of all Ni or bridging Br� sites should

be equivalent, resulting in a single Br NQR line. In a CDW state, the bridging Br�

ions are displaced, but the sites are equivalent. However, there are two nonequiva-

lent Ni sites, and hence, this state affords a single Br NQR line. In the spin-Peierls

state, which is characterized by the displacement of the Ni sites, two nonequivalent

bridging Br� sites are formed in agreement with the two Br NQR lines. The splitting

of NQR signals indicates that a spin-Peierls transition occurs in [Ni(chxn)2Br]Br2 in

the range of 40–130 K. This explanation is consistent with the decrease in the

magnetic susceptibility observed below 100 K. As shown in Fig. 3.2, w deviated

isotropically from the EAT curve below 100 K clearly. This decrease in w is due to

spin cancelation caused by the transition into a spin-Peierls state.

The charge distribution in the Ni–Br bond can be evaluated by applying the

Townes–Dailey approximation: [12, 13]

e2Qq
�� �� ¼ ð1� iÞð1� sÞ e2Qqatom

�� �� (3.3)
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Fig. 3.3 Temperature

dependences of 81Br NQR

frequencies observed in

[Ni(chxn)2Br]Br2. Dotted line
is an extrapolation to 0 K

according to the Bayer theory
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where e2Qq, e2Qqatom, i, and s are the observed coupling constants, given twice the
observed resonance frequency (2hn) by assuming an axially symmetric EFG,

the coupling constant for atomic 81Br given by 643.032 MHz [14], the degree of

ionicity of the Ni–Br bond, and the s-character of the bonding orbital in Br� ions,

respectively. The s-character, which is the contribution of the s-orbital in the sp-hybrid
orbital of Br� ions, was assumed to be 0.15 by Dailey and Townes [12, 13] in cases

when the halide ion is bonded to atoms that are 0.25 more electropositive than the

halide ion. Thus, partial electron-transfer values (i) from Ni to Br in comparison

with the value (0.0) for a neutral Br atom were approximated to be 0.491 (high-

temperature phase) and 0.521 and 0.459 (low-temperature phase). The high-

temperature phase n(0) was used to determine e2Qq (�2n(0)). The differences

between the i values in the high- and low-temperature phases (0.03) are comparable

to those for [MBr6]
2� containing M–Br bonds (i ¼ 0.37 [15], 0.38 [16], and 0.39

[17] determined in octahedral complex ions where M ¼ Pd4+(4d6), Pt4+(5d6), and
Re4+(5d3), respectively), suggesting that a marked change in the population of the

electrons of Br atoms takes place during the spin-Peierls transition in the present

complex.

3.4 Optical Properties

Figure 3.4 shows the polarized optical conductivity spectrum (E//b) for [Ni(chxn)2Br]Br2
obtained by using the Kramers–Kronig transformation of the reflectivity spectrum, which

corresponds to the absorption spectrum [18]. A sharp and intense absorption band was

observed at 1.3 eV. Intense absorption spectra have also been observed for Pd and Pt

complexes, which were assigned to charge transfer (CT) excitation from the fully

occupied dz2 orbital of the M
II site to the unoccupied dz2 orbital of the nearest neighbor

MIV site. In the case of [Ni(chxn)2Br]Br2, on the other hand, the origin of the absorption

band ought to be different from the Pd or Pt cases because the ground state of Ni

compounds is a NiIII MH state.

Okamoto et al. have determined the band structure of [Ni(chxn)2Br]Br2 by using

X-ray photoelectron (XPS), Auger electron (AES), and optical conductivity

spectroscopies [19]. From XPS and AES, the U value was estimated to be ca.

5.5 eV [U ¼ E2p(XPS)�2Evalence(XPS)�Ek(AES)]. In the optical conductivity

spectra, an intense CT band was observed at 1.3 eV. Although there has been

controversy in assigning the intense absorption band, it has been concluded that this

band is a bridging ligand (pz band of Br�) to metal (UH dz2 band of Ni) charge

transfer (LMCT) band, meaning that this compound is not an MH insulator but a CT

insulator (Fig. 3.5).

Photoluminescence is a powerful probe for investigating the electronic structure

of excited states and their dynamics. Although photoluminescence, i.e., relaxation

processes, of Peierls-distorted (mixed valence) MX chains have been extensively

studied [20], the processes in [Ni(chxn)2Br]Br2 are not well understood. We have

studied the luminescence properties of theMX-chain system [Ni(chxn)2Br]Br2 [21].
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Figure 3.6 shows the temperature dependence of luminescence spectra with

excitation energy Eex ¼ 1.96 eV. Large and small broad peaks were observed at

1.3 and 1.4 eV, respectively. Intense bands in the optical conductivity spectrum at

1.3 eV have been assigned to LMCT transitions (Br�, Ni3+ ! Br0, Ni2+) [19].

Therefore, the luminescence peak observed at 1.3 eV was attributed to the relaxa-

tion of an LMCT exciton state (Br0, Ni2+ ! Br–, Ni3+). This luminescence

exhibited little or no Stokes shift, showing that the LMCT exciton does not easily

Fig. 3.4 Optical conductivity

spectrum of [Ni(chxn)2Br]

Br2. Inset shows proposed

band structure determined by

XPS and optical conductivity

spectra

Fig. 3.5 Band structures of

(a) MH and (b) CT insulators

Fig. 3.6 Luminescence

spectra of [Ni(chxn)2Br]Br2
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relax into a self-trapped state. This is in contrast to the relaxation process for the CT

exciton state (M3+,M3+ ! M4+,M2+) in Peierls-distorted Pd and PtMX chains. Pt and

Pd MX chains show large Stokes shifts due to the strong electron–lattice interaction

because bridging halide ions X� are quite sensitive to the charge of M ions. On the

other hand, in the case of [Ni(chxn)2Br]Br2, because the bridging bromine, which is

neutral (Br0) when the LMCT occurs, is insensitive to the charge of the Ni ions, it

showed almost no Stokes shift, indicating that the electron–lattice interaction (S) of this
system is small or suppressed. More detailed studies have been recently made on the

time dependence of the photoluminescence [22] aswell as theoretical research [23, 24].

The peaks at 1.3 and 1.4 eV gradually disappeared with an increase in the

temperature. This shows that the deactivation process changes from luminescence

to thermal relaxation. The peak at 1.3 eV slightly shifted to a lower energy with an

increase in the temperature. We attributed the shift to an increase in the Ni–Br

distance with an increase in the temperature, resulting in a decrease in the separa-

tion of Br� 4pz and Ni3+ 3dz2 orbitals.
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Chapter 4

Pd(III) Mott–Hubbard Compounds

S. Takaishi and M. Yamashita

4.1 Introduction

In spite of long history of MX-chain complexes, all Pt or Pd compounds are in

CDW state, without exception. We have recently succeeded in realizing Pd(III) MH

state by two methods, that is, one is the chemical pressure via long alkyl chains

introduced as counteranions, [Pd(en)2Br](Cn-Y)2�H2O, and the other is the partial

substitution with Ni(III) ions, [Ni1�xPdx(chxn)2Br]Br2. In both systems, it has been

revealed that Pd(III) MH state was realized by the chemical pressure acting in the

systems.

4.2 Realization of Pd(III) MH State byMeans of Fastener Effect

Acting Between Alkyl Chains [1]

4.2.1 Crystal Structure of [Pd(en)2Br](C5-Y)2�H2O

Crystal structures of [Pd(en)2Br](C5-Y)2�H2O (en ¼ ethylendiamine, C5-Y ¼
dipentylsulfosuccinate) at 259 and 162 K are shown in Fig. 4.1a, b, respectively.

At both temperatures, the crystal structures were nearly the same. However, there

was a remarkable difference in the periodicity at the two temperatures. At 259 K,

the lattice parameters a and b were as twice as those at 162 K. At 259 K, the Pd

(1)–Br bond lengths were 2.512(3) and 2.497(3) Å, whereas the Pd(2)–Br bond

lengths were 2.783(3) and 2.777(3) Å. Since a Pd(II)–Br bond length is usually

longer than a Pd(IV)–Br one, Pd(1) and Pd(2) were assigned to Pd(IV) and Pd(II),
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respectively. Therefore, this indicates that [Pd(en)2Br](C5-Y)2�H2O is in a

3D-ordered CDW state ð� � � Pd(II) � � �Br� Pd(IV)� Br � � � Pd(II) � � �Þ at this tem-

perature. At 162 K, on the other hand, the twofold periodicity disappeared, and all

of the Pd ions became equivalent. The Pd–Br bond lengths were 2.613(1) and 2.604

(1) Å, which are intermediate between Pd(II)–Br and Pd(IV)–Br bond lengths,

suggesting that the complex is in an MH state [–Pd(III)–Br–Pd(III)–Br–Pd(III)–]

at 162 K.

The temperature dependence of the average neighboringPd � � � Pddistance along
the chain is shown in Fig. 4.2. The average Pd � � � Pd distance in [Pd(en)2Br]

(C5-Y)2�H2O at 293 K was 5.31 Å. This distance is longer than that in [Pd

(chxn)2Br]Br2, which has the shortest Pd � � � Pd distance so far reported and is in

a CDW state [2]. Upon cooling, this distance decreased by approximately 2 % and

became 5.21 Å at 110 K, while that of [Pd(chxn)2Br]Br2 showed almost no

temperature dependence. The large temperature dependence in the present complex

is considered to be due to suppression of the thermal motion of the alkyl chains. In

addition, we found a discontinuity in thePd � � � Pddistance with a small hysteresis at

205 K, indicating the first-order phase transition occurs at this temperature.

Fig. 4.1 ORTEP drawings of [Pd(en)2Br](C5-Y)2�H2O at (a) 259 K and (b) 162 K. Water

molecules and hydrogen atoms are omitted for clarity. White: Pd, Brown: Br, Blue: N, Yellow: S,
Red: O, Gray: C

40 S. Takaishi and M. Yamashita



4.2.2 Electron Spin Resonance Spectroscopy

Electron spin resonance (ESR) spectroscopy is a powerful tool to determine the

electronic state of the MX-chain compounds because CDW and MH states should

show diamagnetic and paramagnetic (antiferromagnetic) behaviors, respectively.

Figure 4.3 shows the temperature dependence of the spin susceptibility (w) obtained
by integrating the first derivative of the ESR signal twice. Around room tempera-

ture, quite weak ESR signals on the order of 10�8 emu mol�1 were observed. This
result is in agreement with the structural data, which shows that this complex is in a

diamagnetic CDW state at room temperature. On the other hand, w below 200 K was

on the order of 10�5 emu mol�1. This could be explained by paramagnetic behavior

coupled with a strong antiferromagnetic interaction, which is characteristic of

complexes in an MH state. The Curie (1/T) contribution below 100 K, which was

0.14 % of the spin concentration, is probably due to the existence of an odd number

of Pd(III) ions (S ¼ 1/2) in the domains or short chains. A clear discontinuity in w
was observed at ca. 205 � 5 K and 230 � 5 K in the cooling and heating processes,

respectively. We concluded that the discontinuity corresponded to the first order

phase transition between CDW and MH states.

Fig. 4.3 Temperature dependence of spin susceptibility (w) in [Pd(en)2Br](C5-Y)2�H2O

Fig. 4.2 Temperature dependence of averaged Pd � � �Pd distance in [Pd(en)2Br](C5-Y)2�H2O

upon the cooling and heating processes, together with that of [Pd(chxn)2Br]Br2
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4.2.3 Raman and Optical Conductivity Spectra

It is known that the Br–Pd–Br symmetrical stretching mode n(Br–Pd–Br) in Raman

spectrum is allowed in the CDW state and forbidden in the MH state [3]. Thus,

Raman spectroscopy is a good probe to determine the electronic states of the MX-

chain compounds. Figure 4.4 shows the temperature dependence of the Raman

spectra. In the high temperature (HT), an intense Raman peak was observed at ca.

130 cm�1, which was assigned to n(Br–Pd–Br). On the other hand, the peak

disappeared in the low temperature (LT) spectra. This result clearly indicates that

this complex undergoes the phase transition from CDW to MH states.

Figure 4.5 shows the temperature dependence of the optical conductivity spectra

and the peak energies (Eopt). A clear discontinuity in Eopt was observed at

206 � 2 K. This temperature is similar to those obtained from the crystal structure

analysis, ESR, and Raman spectroscopies. In the HT spectra, the peak energy

decreased from 0.86 eV (290 K) to 0.66 eV (210 K). On the other hand, the peak

energy barely changed with a change in the temperature in the LT spectra. This can

be understood by considering the origin of the electronic transition. In the CDW

state, the lowest electronic transition is an IVCT transition from the Pd(II) dz2 to Pd

(IV) dz2 species. In this case, the CT energy (Eopt) can be evaluated as 2S–U if V and

t are ignored [4, 5]. In the MH state, on the other hand, the lowest electronic

transition is CT transition from averaged Pd(III)–Pd(III) state to disproportioned Pd

(II)–Pd(IV) (or Pd(IV)–Pd(II)) state. The CT energy is evaluated to be U. Because
almost no temperature dependence was observed in the LT spectra and there was a

large temperature dependence of the CT energy in the HT spectra, S, not U,
decreases as the Pd � � � Pd distance becomes shorter.

From the crystal structures, spin susceptibility, optical conductivity spectra, and

Raman spectra, we concluded that the first-order phase transition between CDW

Fig. 4.4 Temperature

dependence of Raman spectra

of [Pd(en)2Br](C5-Y)2�H2O
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and MH states occurs at 206 � 2 K. This phase transition was also confirmed using

heat capacity measurements (DH ¼ 1.554 � 0.011 kJ mol�1, DS ¼ 7.48 �
0.05 J K�1 mol�1).

4.2.4 Alkyl Chain Length Dependency

In order to clarify the origin of the phase transition, we synthesized a series of

Pd–Br complexes [Pd(en)2Br](Cn-Y)2�H2O (n ¼ 4, 5, 6, 7, 8, 9, and 12) with

different alkyl chain lengths. We determined the nearest neighbor Pd � � � Pddistance
of these complexes from powder X-ray diffraction (PXRD) patterns. Increasing the

alkyl chain length caused the Pd � � � Pd distance to decrease dramatically even at

room temperature, as shown in Fig. 4.6, suggesting that the attractive force between

the alkyl chains of the counterions becomes stronger with an increase in the alkyl

chain length. In other words, the attractive force acting between the alkyl chains is

the origin of the chemical pressure.

Figure 4.7 shows Raman spectra of the series of Pd–Br complexes at room

temperature. An intense Raman peak attributed to n(Br–Pd–Br) was observed for

the complexes with short alkyl chains (n � 8), whereas it was not observed for the

Fig. 4.5 Temperature

dependence of (a) optical

conductivity spectra and

(b) their peak energy
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compounds with longer alkyl chains (n � 9). As mentioned above, this stretching

mode is allowed in the CDW state but forbidden in the MH state. Therefore, the

compounds with short (n � 8) and long (n � 9) alkyl chains have CDW and MH

states, respectively, at room temperature.

We measured the temperature dependence of the Raman spectra and determined

the Tc for the series of Pd–Br compounds. Figure 4.8 shows the phase diagram of

these compounds. With an increase in the alkyl chain length, Tc steadily increased.

4.3 Stabilization of the Pd(III) MH State in Ni–Pd Mixed Metal

Complexes, [Ni1�xPdx(chxn)2Br]Br2

We have tried another approach to decrease metal–metal distance, that is, partial

substitution with smaller Ni ions, [Ni1�xPdx(chxn)2Br]Br2. These complexes were

firstly synthesized by Yamashita et al. in 1997, [6, 7] and their electronic states have

Fig. 4.6 The nearest neighbor Pd � � �Pd distance as a function of alkyl chain length

Fig. 4.7 Raman spectra of a series of [Pd(en)2Br](C5-Y)2�H2O (4 � n � 12) at room temperature
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been extensively studied by optical [8] and ESR [9] spectroscopies, X-ray diffuse

scattering [10], scanning tunneling microscopy [11], etc. In this section, we intro-

duce their structure and physical properties.

4.3.1 Structure and Electronic States of [M(chxn)2Br]Br2
(M ¼ Ni, Pd)

A crystal structure of [Ni(chxn)2Br]Br2 is shown in Fig. 4.9a [12]. In this structure,

the Ni(III) ions and Br� ions alternate with equivalent Ni–Br distances, and the four
N atoms of the two chxn ligands coordinating to each Ni(III) ion in the equatorial

positions producing a strong ligand field. Each Ni–Br–Ni 1D chain is hydrogen

bridged between the amino-protons of chxn and counter Br ions along the chains, as

well as over the chains, forming two-dimensional hydrogen-bond networks.

Fig. 4.8 Phase diagram of [Pd(en)2Br](Cn-Y)�H2O

Fig. 4.9 Crystal structures of (a) [Ni(chxn)2Br]Br2 and (b) [Pd(chxn)2Br]Br2
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The resultant electronic configuration of the Ni(III) ion in the nearly D4h symmetry

is (eg)
4(b2g)

2(a1g)
1(b1g)

0 with one unpaired electron in the dz2 orbital. Unpaired

electrons in the Ni dz2 orbitals form a 1D antiferromagnetic spin (S ¼ 1/2) chain.

Large p–d hybridization between the Br pz orbital and the Ni dz2 orbital leads to a

large antiferromagnetic exchange interaction parameter J/kB (¼ �2,000 K

[13],�3,600 K [14], or �2,700 � 500 K [9]).

The Pd(II)–Pd(IV) mixed valence complex [Pd(chxn)2Br]Br2 is isomorphous to

[Ni(chxn)2Br]Br2 (space group ¼ I222) except for the positions of the bridging Br�

ions (Fig. 4.9b) [2]. In the Pd MX chain, the bridging Br� ions are displaced from

the midpoints between two neighboring Pd ions due to a large S and a relatively

small U between the 4d electrons, stabilizing a Peierls-distorted CDW state, with

alternating Pd(II) and Pd(IV) ions even at room temperature. Therefore, the Pd

complex has a diamagnetic ground state.

4.3.2 Crystal Structure of [Ni1�xPdx(chxn)2Br]Br2

Figure 4.10 shows PXRD patterns of a few [Ni1�xPdx(chxn)2Br]Br2 complexes at

room temperature [15]. All of the compounds showed similar PXRD patterns, and

they could be fitted with the space group of I222, showing that the crystal structures
of each compound are isomorphous. The PXRD patterns shifted gradually with an

increase in x, indicating that the unit cell parameters continuously changed and that

there was no phase separation. Figure 4.11 shows the unit cell parameters of a series

of [Ni1�xPdx(chxn)2Br]Br2 as a function of x. The unit cell length of the a and b
axes increased with an increase in x, which is consistent with the finding that the

valence orbitals of Pd (4d) are spatially wider more than those of Ni (3d). On the

other hand, the length of c axis decreased with an increase in x. This is explained as
follows: Since the 1D chain made by –M–X–M–X– covalent bonds runs along the b
axis, its length should be directly affected by the substitution. In fact, the unit cell

length increased in this direction with an increase in x. On the other hand, the 1D

Fig. 4.10 (a) XRPD patterns

of [Ni1�xPdx(chxn)2Br]Br2
with selected x values.
(b) Magnification of (a) in the

range of 33� � 2y � 40�.
Inset indicates Miller index of

each peak
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chains are connected to each other via hydrogen bonds ðN� H � � �Br � � �H� NÞ
along the c axis. Therefore, in order to maintain the hydrogen bonding, the length of

the c axis decreased with an increase in x instead.
The unit cell length in each direction obeys a linear relationship when x < 0.9,

whereas it deviates from the line when x > 0.9, especially in the case of the b and c
axes. The x dependence of the unit cell length of the b axis (//1D chain) could be

influenced by the electronic state of the compound. When the compound is in the

MH state, the unit cell length of the b axis should be simply twice the linear

summation of the Ni(III)–Br and Pd(III)–Br bond lengths as follows:

b ¼ 2 ð1� xÞdðNiðIIIÞ � � �BrÞ þ xdðPdðIIIÞ � � �BrÞf g;

where dðNi(III) � � �BrÞ and dðPd(III) � � �BrÞ indicate Ni(III)–Br and Pd(III)–Br

bond lengths, respectively.

On the other hand, in the CDW state, the oxidation states of Ni and Pd ions are

supposed to be Ni(II) and Pd(IV), respectively, because Ni ion cannot have the

oxidation state of Ni(IV) due to the higher oxidation potential from Ni(III) to Ni

(IV) than that from Br� to Br0. Therefore, b axis should be expressed as follows:

b ¼ 2 ð1� xÞdðNiðIIÞ � � �BrÞ þ ðx� 0:5ÞdðPdðIIÞ � � �BrÞ þ 0:5dðPdðIVÞ � � �BrÞf g;

where dðNi(II) � � �BrÞ, dðPd(II) � � �BrÞ, and dðPd(II) � � �BrÞ indicate Ni(II)–Br, Pd
(II)–Br, and Pd(IV)–Br bond lengths, respectively.

Fig. 4.11 Unit cell

parameters of

[Ni1�xPdx(chxn)2Br]Br2 as a
function of x. Dashed lines
show fitted data
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As mentioned above, the length of b axis should obey the different correlation

depending on their electronic states. Thus, the deviation from the line when x > 0.9

suggests that the electronic state changed at x ¼ 0.9.

4.3.3 IR Spectra of [Ni1�xPdx(chxn)2Br]Br2

IR spectra of [Ni1�xPdx(chxn)2Br]Br2 were measured using single crystals [8]. As

shown in Fig. 4.12, in spectra of the pure Ni complexes, only a single n(N–H) peak
was observed at around 3,000 cm�1, reflecting the averaged valence [Ni(III)] state.

In the spectra of the pure Pd complex, the n(N–H) peak is split into two peaks due to
the formation of the mixed valence [Pd(II) and Pd(IV)] state. In the spectra of the

mixed metal chains, splitting was observed when x > 0.90. This result indicates

that, when x < 0.90, the Pd ions are in a Pd(III) MH state, whereas when x > 0.90,

they are in a Pd(II)–Pd(IV) mixed valence state, or CDW state. Therefore, the Pd

ions change from Pd(III) MH to Pd(II)–Pd(IV) mixed valence states at x ~ 0.9.

4.3.4 Optical Conductivity Spectra of [Ni1�xPdx(chxn)2Br]Br2

Optical conductivity spectra for [Ni1�xPdx(chxn)2Br]Br2 are shown in Fig. 4.13 [8].
The pure Ni complex (x ¼ 0) exhibits a prominent sharp peak (A) at around 1.3 eV.

This peak was attributed to the LMCT transition from Br pz orbitals to the Ni(III) dz2
orbitals. With an increase in x, peak A broadened, and another peak (B) appeared on

the lower energy side. When x > 0.41, A disappeared, and B became dominant.

With a further increase in x, B shifted to lower energy, and when x exceeded 0.9, B
disappeared, and a higher energy peak (C) appeared.

There was a discontinuous change in energy between peaks B and C. The energy

of C for 0.9 < x <1 is almost equal to that of the peak for the pure Pd complex

Fig. 4.12 Optical

conductivity spectra in the IR

region (Ei//c axis). n(N–H)
denotes the N–H stretching

mode of chxn ligand
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(x ¼ 1), which has been established to be due to an intervalence charge transfer

(IVCT) transition from the occupied Pd(II) 4dz2 band to the unoccupied Pd(IV) 4dz2

band.

4.3.5 Local Electronic Structure of [Ni1�xPdx(chxn)2Br]Br2
Measured by Using STM

Scanning tunneling microscopy (STM) is a powerful tool for studying local elec-

tronic structures in these chain complexes. We performed STM measurements on

[Ni1�xPdx(chxn)2Br]Br2 in order to clarify the local electronic states [11].

Figure 4.14a shows an STM image of [Ni(chxn)2Br]Br2 in the range

200 � 200 Å2. Bright spots in the image were observed every 5 � 7 Å2. The Ni

� � �Ni distances along the b (1D chain) and c axes were 5.16 and 7.12 Å [12],

respectively, meaning that the spots reflect the periodicity of the [Ni(chxn)2] units

in the bc plane. In the STM image of [Pd(chxn)2Br]Br2, on the other hand, bright

spots were observed every 10 � 7 Å2, as shown in Fig. 4.14b. The Pd � � � Pd
distances along the b (1D chains) and c axes were 5.29 and 7.07 Å, respectively

[2], indicating that these spots reflect the twofold periodicity of the valence struc-

ture of the CDW state of [Pd(chxn)2Br]Br2. The phase of the CDW state is nearly

aligned in the bc plane, which is consistent with the X-ray diffuse scattering study.

Here we discuss the origin of the bright spots. Figure 4.15 shows band structure of

[Ni(chxn)2Br]Br2 and [Pd(chxn)2Br]Br2. The valence and conduction bands of [Ni

(chxn)2Br]Br2 are composed of the pz band of the bridging Br� ions and the dz2

orbitals of the Ni ions, respectively [16]. On the other hand, the valence and

conduction bands of [Pd(chxn)2Br]Br2 are the dz2 orbitals of the Pd(II) and Pd(IV)

ions, respectively. When STM is performed with a positive sample bias, a tunnel

Fig. 4.13 Optical conductivity spectra with the light polarization (Ei)// the b axis (chain axis) at

room temperature for [Ni1�xPdx(chxn)2Br]Br2
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current is observed from the Fermi energy level (EF) of the tip to the conduction band

of the sample. In other words, in the image of [Ni(chxn)2Br]Br2, a tunnel current from

EF to the UHdz2 band of Ni(III) was observed, whereas that from EF to the dz2 band of

Pd(IV) was observed in the image of [Pd(chxn)2Br]Br2, which causes the twofold

periodicity along the 1D chain observed in the STM image.

Then, we carried out STM measurements on the mixed metal complexes

[Ni1�xPdx(chxn)2Br]Br2 to determine their local valence structures. Figure 4.16

shows STM images of the complexes with x ¼ (a) 0.70, (b) 0.80, (c) 0.86, and (d)

0.95 in an area of 200 � 200 Å2. The image of the x ¼ 0.70 complex was similar to

that of [Ni(chxn)2Br]Br2 with almost no twofold periodicity. This result shows that

the x ¼ 0.70 complex is in a Mott–Hubbard state. In the image of the x ¼ 0.80

complex, on the other hand, twofold periodicity was observed in several areas,

which we attributed to CDW states.

Fig. 4.15 Diagram of the band structure of (a) [Ni(chxn)2Br]Br2 and (b) [Pd(chxn)2Br]Br2

Fig. 4.14 STM images of (a) [Ni(chxn)2Br]Br2 and (b) [Pd(chxn)2Br]Br2 in the bc plane

(200 � 200 Å). The image was acquired with a sample bias (Vs) of +1.3 V and +1.0 V for Ni

and Pd chains, respectively. The white arrow shows the 1D chain direction
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These CDW states were coherent over approximately ten metal sites along the b
axis, but almost no coherence was observed along the c axis. In the image of the

x ¼ 0.86 complex, coherence was clearly more propagated than that of the

x ¼ 0.80 complex. The CDW coherence of the x ¼ 0.86 complex spread over

approximately 20 metal sites along the b axis, and two or three metal sites along

the c axis. The image of the x ¼ 0.95 complex showed extensive twofold periodic-

ity. Along the b axis, for the chains in a CDW state, the twofold periodicity

extended over the measured length (ca. 40 metal sites), which shows that the

CDW coherence along the chain is longer than 20 nm. Along the c axis, on the

other hand, the CDW coherence is spread over approximately six or seven sites. We

plotted the CDW coherence length as a function of x in Fig. 4.17 together with the

data obtained by using X-ray diffuse scattering measurements made by

Wakabayashi et al. [9]. The CDW coherence determined by using STM is in

agreement with the X-ray diffuse scattering results. The CDW coherence

propagated with an increase in the value of x.

Fig. 4.16 STM images of [Ni1�xPdx(chxn)2Br]Br2 with x ¼ (a) 0.70, (b) 0.80, (c) 0.86, and

(d) 0.95 in the bc plane (200 � 200 Å2). The sample bias was +1.0 V. The directions of the 1D

chains are shown as white arrows, and the blue arrow shows the 1D chain on which a spin soliton

was observed
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4.4 Comparison of Metal-to-Metal Distance in Both Systems

Finally, we compared the metal-to-metal distance dðM � � �MÞ in the two systems,

([Pd(en)2Br](Cn-Y)2�H2O and [Ni1�xPdx(chxn)2Br]Br2). Figure 4.18 shows the x
dependence of dðM � � �MÞ along the 1D chain in [Ni1�xPdx(chxn)2Br]Br2, temper-

ature dependence of dðM � � �MÞ in [Pd(en)2Br](C5-Y)2�H2O, and n dependence of

dðM � � �MÞ in [Pd(en)2Br](Cn-Y)2�H2O at room temperature. In all cases, the

electronic state changed at an M � � �M distance of ca. 5.26 Å, namely, CDW and

MH states are the ground state when dðPd � � � PdÞ is longer and shorter than 5.26 Å,

Fig. 4.17 CDW coherence as a function of x. The filled circle and triangle represent CDW

coherence along the chain and c axis, respectively, determined by using STM. The open circle and
triangle represent those determined by using X-ray diffuse scattering measurements. The solid
lines are guides for the eyes

Fig. 4.18 dðM � � �MÞ along the 1D chain as a function of (a) x in [Ni1�xPdx(chxn)2Br]Br2 at room
temperature, (b) temperature of [Pd(en)2Br](C5-Y)2�H2O, and (c) n in [Pd(en)2Br](Cn-Y)2�H2O at

room temperature
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respectively. This result suggests that a dðPd � � � PdÞ of 5.26 Å is the boundary

between CDW and MH states.

If the Pd–Br bond is ionic, the potential energy of the bromide ion is given by the

Born–Mayer equation. In the Pd(IV)� Br � � � Pd(II) mixed valence system, this

energy forms double minimum potential, which is the sum of the potential curves

for Pd(IV)� Br � � � Pd(II) (red curve) and Pd(II) � � �Br� Pd(IV) (blue curve), as

shown in Fig. 4.19. When dðPd � � � PdÞ becomes shorter, the equivalent position of

the bromide ions becomes closer to each other, and finally, the double minimum

potential becomes a single minimum potential at the midpoint between two neigh-

boring Pd ions, as shown in Fig. 4.19b. In this situation, all of the Pd ions should be

equivalent, and the Pd(III) MH state should be stabilized. In the present system, we

concluded that the boundary distance between double minimum and single mini-

mum potentials was ca. 5.26 Å.
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Chapter 5

Photoinduced Phase Transitions in MX-Chain

Compounds

Hiroyuki Matsuzaki and Hiroshi Okamoto

5.1 Introduction

The control of phase transitions and related macroscopic properties in solids by

photoexcitation, which is called “photoinduced phase transition (PIPT)” [1, 2], is

now attracting considerable attention as a novel mechanism for photoswitching of

optical, transport, and magnetic properties. Several characteristic PIPTs such as

neutral (N) and ionic (I) transitions [3–10], insulator to metal transitions [11–25],

and diamagnetic to paramagnetic or ferromagnetic transitions [26–39] have been

indeed demonstrated thus far. In some of these PIPTs, the photoinduced phases are

fairly unstable and their lifetimes are very short, being of picosecond (ps) or sub-ps

order. Such ultrafast responses of PIPTs make us expect the generation of a new

field involving both basic science and device applications.

From a scientific point of view, the ultrafast nonequilibrium dynamics of PIPTs

in solids will be an important subject. By a photoexcitation, charge ordering (CO)

and lattice distortions stabilizing CO as well as spin orderings can be dynamically

melted or reconstructed as a result of competitive interplays among charge, spin,

and lattice degrees of freedom in both photoexcited states and ground states.

Generally speaking, PIPTs show a wide variety of dynamics depending on

materials and the time scales of their dynamics change over a wide range from

seconds to femtoseconds (fs). Such a variety of PIPT dynamics originates from the
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complicated interactions among charge, spin, and lattice degree of freedom and the

time scale will be dominated by the magnitudes of the interactions, such as on-site

or intersite electron–electron (e–e) Coulomb interaction, spin–spin (s–s) interac-

tion, electron–lattice (e–l) interaction, and spin–lattice (s–l) interaction. By obser-

ving the dynamics of each degree of freedom separately by means of ultrafast

snapshots, we will be able to characterize the interactions dominating PIPTs, which

cannot be accessed in steady-state measurements and then be able to clarify the

mechanisms of PIPTs.

From the viewpoint of applications, ultrafast PIPTs are expected to be new

mechanisms for Tbit/s-class switching devices. For this purpose, it is important to

utilize a purely electronic transition with no structural changes. In this sense, some

material systems in which their electronic structures and physical properties are

dominated by electron correlations are good targets. Some of such materials indeed

show photoinduced changes of electronic states and their recovery within a few

picoseconds. These phenomena are expected to be utilized as future all-optical

switching devices. Another advantage of PIPTs for applications is that transport,

and magnetic properties as well as optical properties can be considerably modulated

by photoexcitation. This enables us to construct new switching or memory devices.

For the developments of such devices using PIPTs, discriminations of the dynamics

of different degrees of freedom are also important.

A key strategy toward realizing such PIPTs is the exploration of 1D systems. Since

1D systems have simple electronic structures as compared with 2D and 3D systems,

they will provide good opportunities for us to discuss the mechanism and dynamics of

PIPTs in detail. In addition, 1D systems essentially include instabilities inherent to

e–l and s–l interactions as well as the e–e interaction, and sometimes produce

characteristic phase transitions by lowering temperature or applying pressure.

Under the influence of these interactions, a small density of photoexcitations will

be able to stimulate instability of electronic states, and then drastic PIPTs may be

observed. In this sense, the halogen (X)-bridged transition metal (M) compound (the

MX-chain compound) focused on here, which are prototypical 1D systems with

strong e–e and e–l interactions, are good targets for realizing characteristic PIPTs.

In this chapter, we review several kinds of PIPTs observed in the MX-chain

compound (1) a photoinduced insulator–metal transition in the bromine-bridged

nickel-chain compound [23], (2) a photoinduced charge-density-wave (CDW) to

Mott–Hubbard phase transitions, and (3) a photoinduced insulator–metal transition

in the halogen-bridged palladium-chain [40] and platinum-chain compounds [25].

Here, we will briefly introduce the compounds discussed in this chapter and

summarize the concepts of the PIPTs they exhibit. The first example is a photoin-

duced insulator–metal transition (or a photoinduced Mott transition) in a bromine-

bridged nickel chain compound [23], [Ni(chxn)2Br]Br2 (chxn ¼ cyclohexa-

nediamine), which consists of nickel (Ni3+)-bromine (Br�) chains [41]. The crystal
and electronic structures of this compound are detailed in Chap. 4. This compound

has an unpaired electron in the 3d orbital of each Ni site forming a half-filled 1D

electronic state. It is, however, not a metal due to the large Coulomb repulsion (U)
among 3d electrons of Ni overcoming the electron transfer energy. Electrons are
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localized on each Ni site as schematically shown in Fig. 5.1A(a), and then this

compound becomes a 1DMott insulator [42, 43]. When this compound is irradiated

with lights, the electrons are excited to other sites as shown in Fig. 5.1A(b). This

corresponds to a photogeneration of electron and hole carriers. A number of carriers

may change a Mott insulator to a metallic state. In Sect. 5.3, we will show that a

photoinduced insulator–metal transition (or equivalently a photoinduced Mott

transition) indeed occurs in an ultrafast time scale in the bromine-bridged Ni

compound [23].

The second example is a PIPT from a CDW state to aMott–Hubbard (MH) state in a

bromine-bridged palladium compound Pd(chxnÞ2Br
� �

Br2 [40]. The crystal and elec-

tronic structures of the halogen-bridged Pd and Pt compounds are detailed in Chap. 4.

In Pd and Pt compounds, the mono-valence state ð� � �X� �M3þ � X� �M3þ � X�

� � �Þ or MH state is usually unstable due to strong site-diagonal e–l interaction, and

instead the mixed-valence state ð� � �X� �M4þ � X� �M2þ � X� �M4þ � X� �
M2þ � � �Þor CDW state with a dimeric displacement of the bridging X ions is stabilized.

The most notable feature of the PdBr-chain compound is its proximity to the

CDW–MH phase boundary [44, 45]. It has been reported that the CDW phase is

changed to the MH phase by substituting about 16 % of Pd with Ni [46, 47]. This result

makes us expect that Pd3+ species photogenerated via the charge-transfer (CT) transi-

tion ðPd2þ; Pd4þÞ ! ðPd3þ; Pd3þÞ render the surrounding CDW unstable, leading to

a phase transformation from CDW toMH [48] as shown in Fig. 5.1B(a, b). In the PdBr-

chain compound, such a PIPT is indeed observed.

light

A

B

[Ni(chxn)2Br]Br2

(a)
N3+ Br-

Ni  3d

Mott 
insulator 

(b) Metal 

[Pd(chxn)2Br]Br2,  [Pt(chxn)2I]I2

light

(b)

M2+X-

CDW (a)
M4+

M=Pd, Pt
X=Br, I 

Mott 
insulator 

Pd 4d or Pt 5d

(c) Metal 

strong excitation

Fig. 5.1 Schematic

illustrations of electronic

structures and PIPTs in (A):

[Ni(chxnÞ2Br]Br2, (B):
½Pd(chxnÞ2Br�Br2 and
½Pt(chxnÞ2I�I2. In Fig. (A) and

(B), (a) and (b) show the

electronic structures before

and after photoexcitation,

respectively
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The last example is the PIPT of the iodine-bridged platinum compound

Pt(chxnÞ2I
� �

I2 [25]. This compound is also located close to the CDW–MH phase

boundary [44, 45]. In this compound, the electron transfer energy between the

neighboring M ions is larger than that in the PdBr-chain compound mentioned

above. Therefore, we can expect that the CDW–MH transition is more continuous

[49] and the transition efficiency is enhanced as compared to the PdBr-chain

compound. It was indeed demonstrated that the photoinduced CDW–MH transition

occurs with high efficiency leading to a complete phase conversion in the PtI-chain

compound. For a strong photoexcitation, the low-energy spectral weight is

increased, which is discussed in terms of the MH insulator to metal transition.

The dynamics and mechanism of PIPTs observed in PdBr-chain compound and PtI-

chain compound is elucidated in Sect. 5.4 by means of femtosecond pump–probe

reflection spectroscopy. In Sect. 5.5, we give the summary of this chapter.

5.2 Experimental Methods

5.2.1 Femtosecond Pump–Probe Reflection Spectroscopy

In this chapter, we discuss the ultrafast dynamics of PIPTs in MX-chain compounds

investigated on the basis of the results of femtosecond (fs) pump–probe (PP)

reflection spectroscopy. Here, we briefly explain the experimental method. The

experimental setup of fs PP reflection spectroscopy is schematically illustrated in

Fig. 5.2. As a light source of the fs PP reflection spectroscopy, a Ti: sapphire

(Al2O3) regenerative amplifier system operating at 1 kHz was employed. The

fundamental output from the amplifier (800 nm: 1.55 eV) with a pulse width of

130 fs was divided into two beams by a beam splitter. In most of the experiments

described in this chapter, one beam was used for a pump light, and the other for the

excitation of an optical parametric amplifier (OPA) system from which probe lights

ranging from 0.1 to 2.5 eV were obtained. When it is necessary to change the

photon energy of the pump light, the fundamental beam for the pump light from the

amplifier is introduced to another OPA system from which we can obtain tunable

pump lights ranging from 0.5 to 2.5 eV.

In the fs PP measurements, the probe beam was focused at around the center of

the excitation area on the sample surface. The reflected beam was detected by a Si,

an InGaAs, or a HgCdTe photodetector. A suitable detector was selected depending

on the measured energy range. A part of the probe beam is split before it is delivered

to the sample and detected by another photodetector as shown in Fig. 5.2. The

output signals (sample signal and the reference signal) of two photodetectors were

analyzed with three boxcar integrators and an analogue processor to get a photoin-

duced reflectivity change. To adjust the delay time (td) of the probe light with

respect to the pump light, the optical-pass length of pump light was changed by a

computer-controlled stepping motor. The time resolution of the apparatus is about

180 fs.
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5.3 Photoinduced Phase Transition in Mott-Insulator State

of Halogen-Bridged Nickel-Chain Compound

Since the discovery of high-TC superconductivity, doping-induced insulator

(I)–metal (M) transitions or filling-control Mott transitions in 3d transition-metal

compounds have been attracting much attention. In most undoped 3d transition-

metal oxides, electrons are localized on atomic sites due to the large on-site

Coulomb repulsion energy U, forming antiferromagnetic insulators (Mott

insulators). Their electronic and magnetic properties can, however, be modified to

a large extent by chemical doping [50–52]. The high-TC superconductivity that

emerges in the hole- or electron-doped layer-structured cuprates is the most drastic

example. Photoexcitation is another effective method to create carriers in materials

[53]. In this section, we describe the photoinduced I–M transition of the bromine-

bridged Ni-chain compound, Ni(chxnÞ2Br
� �

Br2, which is a prototypical 1D Mott

insulator. Photocarrier doping by using a 130-femtosecond laser pulse on the Ni

chain induces a marked change of the electronic structure. When the photoexcita-

tion density exceeds 0.1 per Ni site, a Drude-like high-reflection band emerges in

the IR region, indicating the formation of a metallic state. Ultrafast dynamics of the

photoinduced metallic state will be discussed on the basis of the results of temporal

and doping-density dependence of the reflectivity spectra.

Before the detailed discussion on the photoinduced I–M transition in the Ni–Br

chain compound, we will review the studies of the filling-control Mott transition in

the 2D cuprates, as a prototypical example of the I–M transition in strongly

correlated electron systems. In a typical undoped cuprate, La2CuO4, the crystal

structure of which is shown in Fig. 5.3a, hole carries can be introduced to the

CuO plane (the ab plane) by substituting La3+ ions with Sr2+ ions [50, 54]. As the
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Fig. 5.2 Schematic of experimental setup for femtosecond pump–probe reflection measurement
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hole-carrier concentration (x) in La2�xSrxCuO4 is increased, the transition from

Mott insulator to metal occurs at around x ¼ 0.05. This I–M transition is

schematically illustrated in Fig. 5.4. Figure 5.4a shows the schematic of the

electronic state of the Mott insulator, in which 3d electrons are localized in each

Cu2+ ion due to the large on-site Coulomb repulsion energy U between the 3d

electrons. The arrows indicate the antiferromagnetic spin arrangement. Figure 5.4b

shows the holes-doping regime. When the holes (the open circles) are introduced by

the doping, the electrons can move to other sites as indicated by the arrows due

to the presence of the electron vacancies. In this case, a finite density of state is

produced near the Fermi level within the optical gap and then the I–M transition

occurs. As well known, La2�xSrxCuO4 (0.06 < x < 0.25) exhibits superconduc-

tivity at low temperatures. In another 2D cuprate, Nd2CuO4, a similar I–M
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Fig. 5.3 (a) Crystal structure of the 2D cuprate, La2CuO4. (b) Optical conductivity s(o) spectrum
of La2�xSrxCuO4 with various hole carrier concentrations (x) [54]

a b

Fig. 5.4 (a) Schematics of localized 3d electrons (filled circles) and antiferromagnetic spin order

(arrows) in 2DMott insulator. (b) Conducting (metallic) state realized by the introduction of holes
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transition and superconductivity at low temperature is observed by substituting

Nd by Ce through the electron-carrier doping [55]. In these materials, the I–M

transitions and the collapse of the gap are clearly reflected by the optical conduc-

tivity spectra in the near-IR to visible region. Figure 5.3b shows the doping

concentration (x) dependence of the optical conductivity (s) spectra in

La2�xSrxCuO4, which are obtained by the Kramers–Kronig (KK) analyses of the

reflectivity spectra [54]. The parent compound (La2CuO4) has a clear peak at

around 2 eV corresponding to the charge-transfer (CT) gap. With increasing x,
the spectral weight of the CT-gap transition is transferred into the intragap region.

Such a huge spectral change over a wide energy region is the ubiquitous feature of

the Mott transition in the 2D cuprate and also other strongly correlated electron

systems of 3d transition-metal oxides [50]. Our purpose is to trigger a similar Mott

transition by a photocarrier doping in the Ni-chain compound.

5.3.1 Ultrafast Photoinduced Transition from Mott Insulator
to Metal in Bromine-Bridged Nickel-Chain Compound

The polarized reflectivity spectrum of the Ni–Br chain compound is presented in

Fig. 5.5a. A sharp peak at around 1.3 eV is due to the CT-gap transition. The

transient reflectivity (TR) spectra observed at the delay time td after the photoexci-
tation are presented by the dots and lines. The excitation photon energy is 1.55 eV

just above the CT gap. The intensity of the irradiated light was 3.6 mJ/cm2. Under

this condition, the average excitation density xph of the absorbed photon is 0.5 per

Ni site within the absorption depth (460 Å), as estimated by taking account of the

reflection loss (30 %) and the unit cell volume (8.68 � 10�21 cm3). Immediately

following the photoexcitation (td ¼ 0.1 ps), the reflectivity in the mid-IR region

considerably increases, being reminiscent of the Drude-like metallic response,

while the reflectivity around the CT band decreases due to photoinduced bleaching.

The magnitude of the transient reflectivity R0 at td ¼ 0.1 ps reaches about 70 % at

the lowest photon energy of the probe light (0.12 eV), where the change of

reflectivity ðDR=R ¼ ðR0 � RÞ=RÞ is as large as 260 % of the original reflectivity

R. The optical conductivity s spectrum was obtained by performing the KK

analyses of the original reflectivity spectrum and the transient ones, which are

shown in Fig. 5.5b. As seen in the figure, the s at td ¼ 0.1 ps monotonically

increases with lowering the probe photon energy to 0.12 eV, suggesting the closing

of the optical gap. Such a noticeable photoinduced feature is observed only for the

probe light polarization (E) parallel to the Ni–Br chain (E//b) and not for E⊥b at all,
indicating the photogeneration of a quasi-1D metallic state.

To clarify the photoinduced change of the electronic state in more detail, the

excitation density xph dependence of the TR has been investigated. Spectra of the

TR and s at td ¼ 0.1 ps for various xph are shown in Fig. 5.6. For the weak
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excitation of xph < 0.012, a midgap absorption is observed at 0.4–0.5 eV in the s
spectrum as depicted in Fig. 5.6. With increase of xph, the low-energy part of s
below 0.2 eV remarkably grows, and for xph > 0.1, the optical gap seems to

disappear.

To investigate the time evolution of the photoinduced I–M transition (Mott

transition), it is useful to examine the transfer of the spectral weight from the CT-

gap region to the inner-gap one. The spectral weight can be quantitatively analyzed

in terms of the effective number of electrons Neff (o) defined as follows [50, 54].

NeffðoÞ ¼ 2m0

pe2N

Z o

0

sðo0Þ
4p

do0 (5.1)

Here,m0 is the free electron mass and N the number of Ni atoms per unit volume.

Neff (o) is the measure for the kinetic energy of electrons on an energy scale of �ho.
Since the lower energy bound of the measured photoinduced signals is 0.12 eV, the

photoinduced change in Neff (DNeff) was calculated by using s from 0.12 eV to �ho.
The results for various xph at td ¼ 0.1 ps are presented in Fig. 5.7. DNeff (o)
monotonically increases with �houp to 1 eV, reflecting the accumulation of the

spectral weight below 1 eV. Then, it abruptly drops almost to zero at 1.3 eV due to

the bleaching around the CT band, signaling that the spectral weight of the CT-gap

transition is transferred to the inner-gap region by the photocarrier doping. The

values of DNeff above 1.5 eV for xph ¼ 0.12 and xph ¼ 0.5 are negative as seen in

Fig. 5.5 (a) Polarized

reflectivity spectra in

[Ni(chxn)2Br]Br2 before and

at the delay time td after the
photoexcitation at room

temperature. The excitation

energy is 1.55 eV and the

excitation density xph is 0.5
photon/Ni site. Polarizations

of both the pump and probe

lights are parallel to the chain

axis b. (b) Optical
conductivity s(o) spectra
obtained by the

Kramers–Kronig analyses of

the reflectivity data in (a)
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Fig. 5.7 Photoinduced changes of the effective number of electrons Neff (o) [DNeff (o)] at

td ¼ 0.1 ps for various xph in [Ni(chxn)2Br]Br2
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Fig. 5.6 The s(o) spectra of [Ni(chxn)2Br]Br2 before photoexcitation (solid line in bottom panel
and broken line in top panel) and immediately after the photoexcitation (td ¼0.1 ps). The gray
broken line in the bottom panel shows the polarized absorption spectrum before the photoexcita-

tion (given in arbitrary units), which was directly measured using the transmission configuration
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Fig. 5.7. With increase of xph from 0.12 to 0.5, the photoinduced bleaching observed

around the CT band is enhanced, while the spectral intensity in the IR region

decreases slightly as seen in Fig. 5.7. These results suggest that the negative values

of DNeff above 1.5 eV for xph > 0.1 (especially for xph ¼ 0.5) may be attributable

to the miscount of the spectral weight in the IR region below the lower energy

bound (0.12 eV) of the measured spectral range.

Here, let us comment on the validity of the KK analyses on the TR spectra. When

applying the KK analyses on the TR spectra, there are two important effects to be

considered [56, 59] (1) carrier concentration changes depending on the distance

from the sample surface and (2) absorption depths of the probe light lr and the pump

light lp are different. It is, therefore, necessary to check carefully the validity of the

analyses. In the experimental results of the Ni–Br chain compound, the spectral

shape of the TR due to the midgap absorption observed for xph < 0.012 is almost

unchanged and, therefore, will not be considerably affected by those two effects.

However, it is reasonable to consider that the absolute values of the TR and s are

somewhat underestimated, since lr > lp (¼ 460 Å). To evaluate the two effects on

the Drude-like reflection band observed for xph > 0.1, we postulated a metallic

state expressed by a simple Drude model with the thickness lt (200–2,000 Å) on the
surface of the Ni–Br chain compound and simulated the R and s spectra. The result

of the simulation demonstrates that for lt > 1,000 Å, spectral shape and absolute

value of R and s are independent of lt. In the Ni–Br chain compound, the thickness

of photoinduced metallic state (region with carrier concentration > 0.1) exceeds

1,000 Å for xph > 0.2. So we can consider that the Drude-like reflection band

observed for xph > 0.2 will not be considerably influenced by the two effects. For

the intermediate excitation density (0.02 < xph < 0.2), it might be necessary to

take account of some errors in the analysis. Nevertheless, the observed systematic

changes of DNeff (o) and the approximate holding of the sum rule over the wide

range of xph ensure that the analysis using the KK analyses presented here reflects

well the photoinduced changes of the electronic state.

In Fig. 5.8a, DNeff (1 eV) and DNeff (0.2 eV) at td ¼ 0.1 ps are plotted as a

function of xph. DNeff (1.0 eV), which represents the total spectral weight trans-

ferred from the CT band to the inner-gap region, saturates for xph > 0.04. In

contrast, DNeff (0.2 eV), i.e., the spectral weight accumulated in the lower energy

region between 0.12 and 0.2 eV, increases almost linearly with xph up to xph ¼ 0.1.

The steady increase of DNeff (0.2 eV) for xph > 0.04 is attributable to the growth of

the Drude weight. Let us compare the xph dependence of DNeff with the chemical-

doping-density (x) dependence of Neff in the 2D cuprates previously reported,

which is shown in Fig. 5.8b [50, 54]. In Fig. 5.8b, the solid and open circles show

the x dependence of Neff at 1.5 eV and that for the Drude component in the IR

region, respectively. The observed clear resemblance of the xph dependence of

DNeff in the Ni–Br chain compound with the x dependence of Neff in the 2D cuprate

demonstrates that the Mott transition is driven by the photocarrier doping in the

Ni–Br chain compound.

A remarkable aspect of the photoinduced Mott transition is the influence of the

electron–hole asymmetry on the transient optical spectra. Being distinct from the

chemical doping case, photoexcitation generates both electrons and holes in
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materials. In the Ni–Br chain compound, it has been clarified from the measurement

of the DC conductivity [60] and the Seebeck coefficient (H Okamoto, unpublished

result) that a small number of electron carriers exists in an as-grown sample. A

weak midgap absorption due to such carriers or small polarons is indeed observed in

the s spectrum (E//b) as shown by the broken line in Fig. 5.6. The photoinduced

absorption observed for small xph (¼ 6.2 � 10�4) resembles this midgap absorption

in spectral shape and energy position. This resemblance suggests that electron-type

carriers are responsible for the photoinduced midgap absorption. The hole-type

carriers with the Br p-character may be strongly localized by the strong

electron–lattice interaction and hence make the least contribution to the spectral

weight of the midgap absorption. When the metallic state is formed for xph > 0.1,

however, there should be no distinction between electrons and holes for the strongly

d–p hybridized state near the Fermi level.

5.3.2 Relaxation Dynamics of the Photoinduced Metallic State

The ultrashort lifetime of the photogenerated metallic state is another important

aspect of the present photoinduced Mott transition. Figure 5.9a, b show the tempo-

ral characteristics of DR at 0.12 eV and �DR at 1.39 eV, respectively. Both two

characteristics are almost the same with each other. In Fig. 5.9a, we also show the

temporal evolutions of DNeff (0.5 eV) for xph ¼ 0.012 and xph ¼ 0.5 by the open

circles. DR (0.12 eV) and DNeff (0.5 eV) are also in good agreement with each other.

Therefore, the time characteristics of DR can be considered to reflect those of DNeff
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Fig. 5.8 (a) Photoinduced changes of the effective number of electrons DNeff (1.0 eV) and DNeff

(0.2 eV) at td ¼ 0.1 ps as functions of excitation photon density xph in [Ni(chxn)2Br]Br2. (b) The

effective number of electrons as a function of the chemical-doping concentration x for

La2�xSrxCuO4 [54]. Neff and ND are the total spectral weight in the IR region and the Drude
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5 Photoinduced Phase Transitions in MX-Chain Compounds 65



(0.5 eV). The time characteristics of DR (0.12 eV) can be well reproduced by the

sum of the three exponential functions whose time constants td (weights) are 3 ps

(40 %), 8 ps (50 %), and�500 ps (10 %) for xph ¼ 0.012 and 0.5 ps (60 %), 3 ps

(15 %), and 8 ps (25 %) for xph ¼ 0.5. The component with td � 500 ps for

xph ¼ 0.012 is attributable to some long-lived-trapped carriers. The ultrafast decay

component with td ¼ 0.5 ps is dominant for xph ¼ 0.5, while such an ultrafast

decay was not detected for xph ¼ 0.012. Therefore, it is likely that the ultrafast

decay is characteristic of the photogenerated metallic states.

The decay dynamics of the photoexcited state in Mott insulators has also been

studied on the 2D cuprates (La2CuO4, Nd2CuO4, and Sr2CuO2Cl2) [20, 21, 61, 62] and

1D cuprate (Sr2CuO3) [63], and 1D organic CT complex [(BEDT-TTF)-(F2TCNQ),

BEDT-TTF ¼ bis(ethylenedithio)tetrathiafulvalene, F2TCNQ ¼ difluorotetracyano-

quinodimethane] [18]. In La2CuO4, Nd2CuO4 and (BEDT-TTF)-(F2TCNQ), in which

photoinduced I–M transitions were demonstrated, decay time t of metallic states was

revealed to be shorter than 40 fs in the 2D cuprates and shorter than 200 fs in (BEDT-

TTF)-(F2TCNQ). These values of t are significantly shorter than that in conventional
semiconductors. The electron–electron scattering with emission of spin-excitations or

spinons is considered as a possible mechanism for the ultrafast relaxation in the Mott

insulators [20, 21, 61–63]. In the present bromine-bridged Ni-chain compound,

enhancement of similar electron–electron scattering in the quasi-1D metallic state

may play a major role in the increase of the recombination rate of photocarriers.
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5.4 Photoinduced Phase Transition in CDW State of Halogen-

Bridged Palladium-Chain and Platinum-Chain Compounds

In this section, we report another typical example of PIPTs in MX-chain

compounds, that is, the photoinduced transition from the CDW state to the

Mott–Hubbard state observed in the bromine-bridged Pd compound. In this photo-

induced transition, the valences of Pd ions are changed just after the photo-

irradiation. Subsequently, the bridging halogen displacements are released, giving

rise to the generation of coherent oscillations of bridging halogen ions. In the

iodine-bridged platinum compound with more itinerant electronic states, the

CDW ground state can be converted not only to the Mott–Hubbard state but also

to the metallic state by strong photoexcitations. Dynamical aspects of these

transitions are discussed in detail.

5.4.1 Ultrafast Photoinduced Transition from Charge-Density-
Wave State to Mott–Hubbard State in Bromine-Bridged
Palladium-Chain Compound

In this subsection, we discuss the CDW to MH transition, in [Pd(chxn)2Br]Br2,

which is located near the CDW to MH phase boundary (see Chap. 4). Figure 5.10a

shows the polarized reflectivity spectrum of [Pd(chxn)2Br]Br2 with the CDW state

for the light polarization (Ei) oriented parallel to the chain axis b (i.e., Ei//b). The
reflectivity spectrum of [Pd0.84Ni0.16(chxn)2Br]Br2 in the MH state is also

shown for comparison [47], and the corresponding s spectra obtained by the

Kramers–Kronig transformation (KKT) of the R spectra are shown in Fig. 5.10b.

The broad peak at ca. 0.7 eV in [Pd(chxn)2Br]Br2 is due to the charge-transfer (CT)

transition, ðPd2þ; Pd4þÞ ! ðPd3þ; Pd3þÞ (see Fig. 5.10b). The s spectrum for

Pd0:84Ni0:16ðchxnÞ2Br
� �

Br2 exhibits a peak structure at ca. 0.55 eV attributable to

the Mott-gap transition, ðPd3þ; Pd3þÞ ! ðPd2þ; Pd4þÞ (Fig. 5.10b) [47]. Consid-
ering the Ni concentration, we call in the following these two compounds, [Pd

(chxn)2Br]Br2 and [Pd0.84Ni0.16(chxn)2Br]Br2, as x ¼ 0 and x ¼ 0.16 compounds,

respectively. Figure 5.10e shows the transient reflectivity change (DR) for Ei//b
using the 1.55-eV pump with polarization parallel to b. The averaged excitation

photon density xph within the absorption depth (450 Å) is 0.025 photon (ph.)/Pd.

Here, xph was evaluated from the absorption coefficient (2.23 � 105 cm�1) and the
reflection loss (61 %) of the pump light. Immediately after the photoexcitation

(td ¼ 0.25 ps), the reflectivity at 0.8–2 eV decreases and the reflectivity below

0.8 eV increased. The spectral shape of the transient DR is similar to the differential

spectrum, i.e., DR ¼ R(x ¼ 0.16)–R(x ¼ 0) in Fig. 5.10c, indicating that the MH

state is generated by the photoexcitation in a CDW background.
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To evaluate the photoconversion efficiency, we calculated photoinduced change

(Ds) spectra by KKT analysis of the R + DR spectra. As shown Fig. 5.10f, Ds also

coincides well with the differential spectrum (i.e.,Ds ¼ sðx ¼ 0:84Þ � sðx ¼ 1Þ in
Fig. 5.10d). The spectral shape of the photoinduced Ds spectrum appears to be

almost independent of td up to 500 ps. By comparing the integrated intensity of the

induced absorption in the photoinduced Ds (the gray area in Fig. 5.10f) with that of

differential spectrum (the gray area of sðx ¼ 0:84Þ � sðx ¼ 1Þ in Fig. 5.10d), a

efficiency (f) of the CDW to MH conversion was evaluated to be 55 % at

td ¼ 0.25 ps for xph ¼ 0.025 ph./Pd. From these values it can be deduced that an

MH domain produced by one photon consists of 22 Pd sites. The high efficiency of

the CDW–MH conversion can be attributed to the near-degeneracy of the CDW and

MH states.
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Fig. 5.10 (a, b) Polarized reflectivity (R) and optical conductivity (s) spectra with Ei//b for

[Pd(chxn)2Br]Br2 (x ¼ 1) (solid line) and [Ni0.16Pd0.84(chxn)2Br]Br2 (x ¼ 0.84) (dashed line) at
room temperature. (c, d) Differential reflectivity (DR) and optical conductivity (Ds) spectra

between [Ni0.16Pd0.84(chxn)2Br]Br2 (x ¼ 0.84) and [Pd(chxn)2Br]Br2 (x ¼ 1). (e, f) Photoinduced

reflectivity change (DR) and optical conductivity change (Ds) in [Pd(chxn)2Br]Br2 (x ¼ 1) at

various delay times (td) after photoexcitation (dots). Solid lines are guides to the eye. The pump

energy is 1.55 eV [indicated by an arrow in (a)]. The excitation density (xph) is 0.025 photon/Pd.

The polarizations of the pump and probe lights are parallel to b
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To obtain information about the nature of the photogenerated MH state, we also

measured DR spectra under a resonant excitation of the CT transition (0.7 eV) (not

shown). The spectral shape and its time dependence for the 0.7-eV pump were

found to be almost the same as those for the 1.55-eV excitation. Previous electrore-

flectance [64] and photoconductivity [45] measurements for MX-chain compounds

in the CDW phase revealed that the excited state produced by resonant excitation is

an excitonic CT state. Therefore, it is natural to consider that the MH domain

consisting of ca. 20 Pd sites ð� � � � Pd3þ � Pd3þ � � � � � � Pd3þ � Pd3þ � � � �Þ is also
generated by pumping at 1.55 eV from an excitonic (or local) CT state ð� � � � Pd2þ

�Pd3þ � Pd3þ � Pd4þ � � � �Þ via multiple CT processes.

Next, let us discuss the dynamical aspects of the photoinduced transition.

Figure 5.11a shows the time profile of f (open circles) together with those of the

transient reflectivity change (|DR|) at 0.60 and 1.24 eV (the dashed line). As two

profiles are in very close agreement with each other, the profiles of |DR| at these two
energies are considered to be suitable for use as a measure for the photogeneration

and decay of the MH domains. The initial responses of DR(0.60 eV) and DR
(1.24 eV) are presented by open circles in Fig. 5.12a(i), b(i), respectively. DR
(0.60 eV) increases immediately upon photoexcitation, while DR(1.24 eV)

decreases. This behavior is well reproduced by the temporal profile of the step

response calculated by the convolution assuming a Gaussian pulse response func-

tion with a width of 180 fs (solid line). This indicates that the formation of the 1D

MH domain occurs much faster than the time resolution of the present observations.

Immediately after the initial rise, a coherent oscillation is observed up to 3 ps [see

Fig. 5.12a(ii), b(ii)], which will be discussed later.

The time profiles of DR (Fig. 5.11a) excluding the oscillation can be reproduced

well by

DRðtÞ ¼ A � erf t

t

� ��n� �
(5.2)
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Fig. 5.11 (a) Time profiles of DR(0.60 eV) and DR(1.24 eV) for xph ¼ 0.025 (dashed lines).
The time profile of f is also shown (open circles). Solid lines are fitting curves (see text).

(b) Excitation-density dependence of DR(0.60 eV) and DR(1.24 eV) for td ¼ 0:15 ps (dots).
Dashed lines are guides for the eye
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where erf is the error function. The calculated response with parameters for

t ¼ 0.85 ps and n ¼ 0.8 for DR(0.60 eV) and t ¼ 0.42 ps and n ¼ 0.61 for DR
(1.24 eV) are shown as solid lines in Fig. 5.11a. Equation (5.2) describes the

geminate recombination of a pair of excited species diffusing along a 1D chain

[65], and is consistent with the linear relationships between (|DR|) and xph
(Fig. 5.11b). The parameter t is related to the diffusion constant (D) and the

initial distance between two photogenerated species (lo) by t ¼ lo
2/4D.

For an infinite chain, n is 0.5. The evaluated values of n (>0.5) indicate that the

decay rate of the excited species is larger than in an infinite case, possibly due to the

spatial confinement of the motion of the excited species, which increases the encoun-

ter rate [66]. A plausible candidate for the excited species is the pair of domain walls

(DWs) between the original CDW state and the photogenerated MH state (i.e., the

CDW–MH DWs). When the MH and CDW states are degenerate, a finite 1D MH

domain corresponds to a pair of CDW–MH DWs, similar to the case of DWs in the

neutral (N)-ionic (I) transition system [67]. Strictly, the energy of the MH state is

slightly higher than that of the CDW state, so that an MH domain will be confined.

The coherent oscillations observed in the DR response [Fig. 5.12a(ii), b(ii)]

provide important information about the charge and lattice dynamics of the present

photoinduced CDW to MH transition. By subtracting the background rise and

decay from the DR response, we extracted the oscillatory component and plotted
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by dots in Fig. 5.12a(iii), b(iii). The data were analyzed assuming a damped

oscillator given by the following formula.

DRosc ¼ A0 cosðo0t� y0Þ expð�t=t0Þ (5.3)

Here, where o0 is the oscillation frequency, t0 is the decay time, and y0 is the
initial phase. The simulated results (solid lines) reproduce well the experimental

results. The evaluated frequency o0 (the period T0) of the oscillation does not

depend on the probe energy (o0 ¼ 90 cm�1, T0 ¼ 0.36 ps). The decay time t0 of
the oscillation is 1.4 ps (1.2 ps) for 0.6 eV (1.24 eV). The initial phase y0 at 1.24 eV
is small (ca. p/6), indicating that the oscillator is of a cosine type, and shifts by p at

0.60 eV, which corresponds to the sign reversal of DRosc. Such a change in the sign

of DRosc is in agreement with that in DR response (Fig. 5.10e), suggesting that the

coherent oscillation is associated with the CDW–MH conversion. A possible origin

of the oscillation is the symmetric Pd–Br stretching mode in the photogenerated

MH domains, since the CDW–MH conversion should be accompanied by release of

the bridging-Br displacements.

The polarized Raman spectrum with the backscattering configuration for [Pd

(chxn)2Br]Br2 is shown in Fig. 5.13, together with that for [Pt(chxn)2Br]Br2 which

has larger bridging-Br displacements. The polarizations of the incident and scattering

lights are both parallel to the PdBr chains. The band is observed at ca. 85 cm�1 in
both compounds with the comparable intensities, indicating that this peak is not

related to anM–Br stretching mode but probably to a mode associated with the ligand

molecules. The band at 120 cm�1 (165 cm�1) in Pd(chxnÞ2Br
� �

Br2ð½Pt(chxnÞ2Br�B
r2Þ can be assigned to the symmetric Pd–Br (Pt–Br) stretching mode. The intensity

decrease and the lower frequency shift of the Raman band in [Pd(chxn)2Br]Br2 are

due to the decrease of the bridging-Br displacements and the resultant softening of the

mode, respectively. In [Pd(chxn)2Br]Br2, the frequency of the coherent oscillation

(90 cm�1) is lower than that of the Raman band (120 cm�1), consistent with the

relative weakness of Pd3+–Br� bond in the photoinducedMH-like domains compared

to the original Pd4+–Br� bond in the CDW state. Here, it should be noted that in the

photogenerated MH domains, the Br ion is not located at the precise midpoint

between neighboring Pd ions. Otherwise, the frequency of the oscillation in the DR
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response should be double the frequency of the Pd–Br stretching mode. This suggests

that some charge modulation ð�Pd3þr � Pd3�r � Pd3þr � Pd3�r�Þ (0 < r � 1)

remains even in the MH domains, which is likely related to the constrained finite size

of the MH domains (ca. 20 Pd sites).

On the basis of the results presented above, the dynamics for the photoinduced

CDW-to-MH transition can be interpreted in the scheme shown in Fig. 5.14. Upon

excitation, a CT excited state is photogenerated, and a confined 1D MH domain

composed of ca. 20 Pd sites subsequently emerges (i). As this process is a sequence

of CT processes, the transition will complete on the time scale of the transfer energy

T. For a typical value of T for the MX chains, 0.7 eV [68, 69], the time scale is 6 fs,

which is much faster than the time resolution (180 fs). Therefore, the formation

process of the confined 1D MH domain could not be resolved by the present

pump–probe measurements. In the formation process of a 1D MH domain, the

bridging-Br displacements persist as shown in Fig. 5.14(i), since the period of the

Pd–Br stretching mode (360 fs) is much longer than the time scale of the transfer

energy T. The important finding is that the initial formation of a 1D MH domain is

purely electronic, driven through the effect of the intersite Coulomb repulsion V.
Namely, a photogenerated Pd3þ � Pd3þ pair decreases the energy gain due to V in

the background CDW state and then destabilizes the neighboring Pd2+ and Pd4+

sites. A large-size MH-like Pd3+ domain can be realized without the release of the

Br displacements, indicating that V is essential for stabilization of the CDW state. In

Pd(chxnÞ2Br
� �

Br2, the effect of e–l interaction is suppressed compared with other

Pd compounds owing to the shorter Pd–Pd distance resulting from the chemical

pressure of the strong 2D hydrogen-bond network [44, 70]. The suppression of e–l

interaction is considered to be the reason why the MH domain can be produced

(ii)

(i) X M3+XM3+X M3+XM3+ X M4+XM3+X M3+XM2+

X M3+XM3+X M3+XM3+ X M4+XM3+X M3+XM2+

Coherent oscillation of 
lattice phonon (~ 360 fs)

Geminate recombination 
process along 1D chain

CDW

X M4+XM2+ X M4+XM3+X M3+XM2+ M2+X M4+X

Formation of 1D Pd3+

domain (<< 180 fs)

CDW

X M4+XM2+ X M4+XM3+X M3+XM2+ M2+X M4+X

Fig. 5.14 Schematic of proposed CDW–MH conversion process
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easily without the release of the Br displacements. The relaxation of the Br

displacements (ii) occurs after the formation of the 1D MH domain, accompanied

by the coherent oscillation, which modulates the energy of the 4dz2 orbital and,

therefore, the Mott-gap transition in the 1D MH domain. As a result, the coherent

oscillation is detected in the DR response. The photogenerated MH domains

subsequently return to the ground state via the 1D random walk of DW pairs,

which was reproduced by the error function.

5.4.2 Ultrafast Photoinduced Transitions in Charge Density
Wave, Mott Insulator, and Metallic Phases in Iodine-
Bridged Platinum-Chain Compound

In the Ni–Br chain compound with the MH-type ground state, the photoinduced

transition to metal occurs as discussed in Sect. 5.3. On the other hand, in the Pd–Br

chain compound near the CDW and MH phase boundary, the photoinduced CDW

to MH transition is driven. Therefore, it is natural to expect that a CDW to metal

transition can be induced by the photoirradiation on a CDW compound near the

CDW and MH phase boundary. In Pd(chxnÞ2Br
� �

Br2 discussed above, however,

such a CDW to metal transition cannot be induced even by the strong photoexcita-

tion. To realize a photoinduced CDW to metal transition, a compound having more

itinerant electronic states is appropriate. From these considerations, we selected [Pt

(chxn)2I]I2. In this compound, the 1D electronic state is composed of 5d orbital of

Pt and 5p orbital of I, so that the itinerancy should be enhanced compared to

Pd(chxnÞ2Br
� �

Br2 with 1D electronic state composed of 4d orbital of Pd and 4p

orbital of Br.

Figure 5.15a shows the reflectivity spectrum of Pt(chxnÞ2I
� �

I2 with the light

polarization (E) parallel to the chain axis b (E//b). The imaginary part of dielectric

constant e2 [solid line in panel (b)] was obtained by using the KKT of the

reflectivity spectrum. The broad peak at 0.95 eV is due to the CT transition ðPt2þ
; Pt4þÞ ! ðPt3þ; Pt3þÞ . In Fig. 5.15c, e, photoinduced reflectivity changes (DR)
spectra for (E//b) with the polarization of the pump light (Eex//b) are presented for

three excitation densities (xph). xph is the averaged photon (ph) density of the pump

light absorbed within the absorption depth (ca. 300 Å). The delay time td of the

probe light relative to the pump light is 0.16 and 1.7 ps. Errors of DR are smaller

than 10�3 (10�4) in the mid-IR (near-IR) region. At td ¼ 0.16 ps, the reflectivity

increases below 1 eV. For xph ¼ 0.005 and 0.02 ph/Pt, DR has a peak at ca. 0.4 eV,

while for xph ¼ 0.05 ph/Pt, DR has no peak but monotonically increases with

decrease in energy. At td ¼ 1.7 ps, DR has a peak at ca. 0.4 eV in common. The

results demonstrate that there is a metastable-photoinduced phase characterized by

the reflection peak at ca. 0.4 eV.

To get information of the photoinduced phase, the photoinduced change in

e2 (De2) (Fig. 5.15d, f) was obtained by KKT of R + DR. At td ¼ 0.16 ps,

e2 decreases at ca. 0.95 eV in common. For xph ¼ 0.005 and 0.02 ph/Pt, e2 rather
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increases at ca. 0.6 eV. Such spectral changes are very similar to those observed in

the CDW–MH transition of the PdBr-chain compound, which is discussed in

Sect. 5.4.1. This indicates that the similar transition occurs in the PtI-chain com-

pound. For xph ¼ 0.05 ph/Pt, e2 has a large spectral weight below 0.2 eV,

suggesting a formation of a metallic state. At td ¼ 1.7 ps (Fig. 5.15f), the spectral

shape of e2 is equal to that for xph ¼ 0.005 and 0.02 ph/Pt at td ¼ 0.16 ps. This

indicates that the metallic state quickly returns to the MH state.

Here we evaluate the conversion efficiency f of the CDW to MH transition. In

Fig. 5.16, the magnitude of De2 at 0.6 eV, De2(0.6 eV), characterizing the amount of

the MH state is plotted by solid circles for three xph values. The excitation density

dependence of DR at 0.54 eV, DR (0.54 eV), is also shown by open circles, which

coincides with that of De2 (0.6 eV). Therefore, we use DR (0.54 eV) as a measure for

the amount of the MH state. DR (0.54 eV) is proportional to xph for the low excitation

density (the broken line in Fig. 5.16). It starts to deviate from the linear relation at

xph ~ 0.006 ph/Pt and tends to saturate for xph > 0.015 ph/Pt. Such saturation is

attributable to the space filling of the photogenerated species [7, 38, 71]. Assuming
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the space filling of the photoinduced MH states and the saturation density of xph
¼ 0.015 ph/Pt, the size of the photoinducedMH domain is evaluated to be 70 Pt sites/

ph. In [Pd(chxn)2Br]Br2, DR is proportional to xph at least up to 0.025 ph/Pd which is
about four times as large as 0.006 ph/Pt and f (ca. 20 Pd sites/ph) is about 1/3.5 of

70 Pt sites/ph in the PtI compound [40]. These results are fairly consistent with each

other. Using the value of f and the linear relation between DR and xph, we can

evaluate the DR value for the complete CDW to MH conversion to be 0.139, which

was shown by the solid line in Fig. 5.16. From this line, the ratio C of the photoin-

duced MH state relative to the original CDW state for xph ¼ 0.05 is estimated to

be 0.9.

Now, we can deduce the e2 spectrum for theMH state using the evaluated C value.

Thin broken lines in Fig. 5.15b show the spectra of e2(CDW) þ De2ð0:05Þ=C with

C ¼ 0.6–1.0, which give the hypothetical spectra of theMH phase. Here, e2(CDW) is

the original spectrum and De2 (0.05) is De2 at td ¼ 1.7 ps for xph ¼ 0.05 ph/Pt. In the

inset of Fig. 5.15b, the e2 spectrum of Ni0:16Pd0:84ðchxnÞ2Br
� �

Br2 in the MH phase is

presented together with that of [Pd(chxnÞ2Br]Br2 in the CDW phase [47]. The former

provides a single peak with a Lorentzian shape. Therefore, it is reasonable to consider

that the C values of 0.6–0.8 giving the split or distorted spectra are not valid and the

appropriate C value is 0.9–1.0. This is also consistent with the C value (0.9) estimated

from the excitation density dependence.

To clarify the nature of the metallic state produced just after the photoirradiation

for xph ¼ 0.05 ph/Pt, we normalized the De2 spectra for xph ¼ 0.05 and 0.02 ph/Pt

(td ¼ 0.16 ps) at the absorption peak (0.65 eV) for the MH state and calculated the

differential spectrum between them, which is shown by the thick broken line in

Fig. 5.15b. The spectrum shows a monotonous increase with decrease in energy,

demonstrating the formation of a metallic state. As discussed above, the conversion

to the MH state is almost complete for xph ¼ 0.05 ph/Pt. It is therefore natural to

consider that the metallic state is produced by the carrier doping to the MH state.

Such a carrier doping after the photogenerations of MH domains may be understood

possibly by the following processes (1) the residual CDW domains or the boundary

between the MH domains has finite charges, acting as additional carriers in the MH

state or (2) the MH state is formed by the first half of the pump pulse and the carriers

are generated in the MH state by the second half of the pump pulse, while it is

difficult to discriminate these two processes.
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Let us proceed to the discussion about the dynamics of the PIPT. In Fig. 5.17a,

the time profiles of normalized DR (0.54 eV) are presented. The signal instanta-

neously rises, indicating that the MH domain is formed within the temporal

resolution (180 fs). The decay time of the MH domain is ca. 20 ps. These features

are independent of xph. Subsequently to the initial rise, the coherent oscillations are
observed similarly to the case of the CDW to MH transition in [Pd(chxnÞ2Br]Br2.
To scrutinize the oscillations, we selected DR (0.69 eV) for xph ¼ 0.005 ph/Pt,

which is plotted in Fig. 5.17b, and extracted the oscillatory component by

subtracting the background rise and decay from DR, which is plotted in

Fig. 5.17c. The oscillatory component can be reproduced well by the sum of the

two damped oscillators,

DRosc ¼
X2

i

Ai cosðoit� yiÞ expð�t tiÞ= (5.4)

as shown by the solid line. Here,oi is the oscillation frequency, ti is the decay time,

and yi is the initial phase. In the fitting procedure, the response function of the

measurement system was taken into account as a Gaussian profile. The two
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oscillatory components are also shown in Fig. 5.17c. The evaluated oi, ti, and yi are
100 cm�1, 1.2 ps, and p (cosine type) for the high-frequency component and

67 cm�1, 5 ps and 3/2p (sine type) for the low-frequency one. The excitation-

density dependence of the amplitude for the 100-cm�1 oscillation (triangles in

Fig. 5.16) is the same as that of the amount of the MH phase characterized by DR
(0.54 eV) (open circles). In addition, the oscillation is of cosine type. These results

suggest that the 100-cm�1 oscillation is a displacive-type oscillation associated

with the CDW–MH transition. Since this transition should be accompanied by the

release of the displacements of the I ions, the oscillation can be assigned to the Pt–I

stretching mode in the photogenerated MH domains. As the 67-cm�1 oscillation is

of sine type, it will be due to an impulsive stimulated Raman process.

To clarify the origin for the coherent oscillation with 100 cm�1 in more detail,

we refer to the Raman spectra. In Fig. 5.18a, the Raman spectrum of [Pt(chxn)2I]I2
is presented together with those of other PtI-chain compounds, ½Pt(enÞ2I�ðClO4Þ2
and ½Pt(chxnÞ2I�ðClO4Þ2. All of the Raman spectra were measured with the back-

scattering configurations and with the polarizations of incident and scattering lights

parallel to 1D chains. A small peak at 67 and 130 cm�1 in [Pt(chxnÞ2I]I2 can be

assigned to the oscillation of the ligand molecules like the case of [Pd(chxnÞ2Br]Br2
[40]. The bands at 100–120 cm�1 are due to the symmetric Pt–I stretching mode. In

Fig. 5.18b, the frequency of this mode is plotted as a function of the distortion

parameter d by the solid circles. d is defined as d ¼ 2d/L (d is the displacement of

the bridging X ions and L is the M–M distance). The frequency of the Pd–Br

Fig. 5.18 (a) Polarized Raman spectra obtained from a 1.96 eV excitation for [Pt(chxn)2I]I2,

[Pt(en)2I](ClO4)2, and [Pt(chxn)2I](ClO4)2. (b) Frequencies of the M–X stretching Raman bands

as a function of the distortion parameter d; a: [Pt(chxn)2I]I2, b: [Pt(en)2I](ClO4)2, c: [Pt(chxn)2I]

(ClO4)2, d: [Pd(en)2Br](C5-Y)2�(H2O), e: [Pd(chxn)2Br]Br2, f: [Pd(en)2Br](C5-Y)2�(H2O), g:

[Pd(en)2Br](C4-Y)2�(H2O), and h: [Pd(en)2Br](ClO4)2 (en ¼ ethylenediamine and Y ¼ sulfosuccinate)

(a–c and e–h: 293 K and d: 206 K). The broken line and the dashed dotted line show the frequency of

the coherent oscillation for [Pd(chxn)2Br]Br2 and [Pt(chxn)2I]I2, respectively
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stretching mode in the PdBr chains was also presented by the solid triangles in the

same figure. The frequency of each mode sharply decreases with decrease in d. In
fact, in [Pd(chxnÞ2Br]Br2 , the frequency of the coherent oscillation (90 cm�1)
within the photogenerated MH domains (broken line in Fig. 5.18b) is much lower

than that of the Pd–Br stretching Raman band (120 cm�1: e in Fig. 5.18b) [40]. In

[Pt(chxnÞ2I]I2 , however, the frequency of the coherent oscillation (100 cm�1:
dashed–dotted line in Fig. 5.18b) is almost equal to that of the Raman band

(102 cm�1) and is larger than that (90 cm�1) in the PdBr chains, although the

mass of I is much larger than that of Br.

This contradiction can be explained as follows. Since the size of a photo-

generated MH domain is very large (ca. 70 Pt sites) in [Pt(chxnÞ2I]I2, the equilib-
rium position of the bridging I ion should be the midpoint between the neighboring

Pt3+ ions. In such a case, the frequency of the coherent oscillation on DR is double

the frequency of the Pt–I stretching vibration. It is because the two electronic states

corresponding to phase ¼ p and phase ¼ 0 of the oscillation, which are illustrated

in Fig. 5.19(i), (iii), respectively, are the same with each other [40]. Judging from

the relation in Fig. 5.18b, the vibrational frequency for d ¼ 0 should be much

smaller than 100 cm�1 and may be decreased to ca. 50 cm�1 in the Pt–I chain. In

this case, the frequency of the coherent oscillation on DR is ca. 100 cm�1 (the

double of 50 cm�1) as observed. In [Pd(chxn)2Br]Br2, in which the size of a MH

domain is not so large (ca. 20 Pd sites), the Br ions do not come on the midpoints

and therefore the frequency of the coherent oscillation on DR is not doubled.

The probe-energy dependence of the 100-cm�1-oscillation amplitude was plot-

ted by open circles in Fig. 5.17d. The spectrum is similar not to DR (td ¼ 0.16 ps)

(solid circles) but to the first derivative of DR (td ¼ 0.16 ps) (broken line). It

indicates that the gap energy in the MH state is modulated by the Pt–I stretching

vibration. This also supports the fact that the coherent Pt–I vibrations are generated

over the MH state. The observed doubling of the coherent oscillation frequency is

Fig. 5.19 Schematic of the CDW–MH conversion. After the formation of a 1DM3+ domain shown in

(i), the equilibrium position of X comes on the midpoint between the neighboring M ions as shown in

(ii). At the same time, the coherent oscillation of X occurs as (i) ! (ii) ! (iii) ! (ii) ! (i). r
corresponds to the charge modulation associated with the displacements of X
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the direct evidence for the complete release of the bridging halogen displacements,

that is, for the complete CDW to MH transition within the photoinduced domains.

From these discussions, the CDW–MH transition dynamics by the weak excita-

tion can be schematically shown as Fig. 5.19. By the photoirradiation, a large 1D

MH domain (ca. 70 Pt3+ sites) is formed from a CT excited state within the temporal

resolution (i). Subsequently, the equilibrium positions of the I ions come on the

midpoints between the neighboring Pt ions (ii). At the same time, the coherent

vibration of the I ions is generated as ðiÞ ! ðiiÞ ! ðiiiÞ ! ðiiÞ ! ðiÞ ! ðiiÞ. The
photogenerated MH domain returns to the CDW ground state with ca. 20 ps.

5.5 Summary

In this chapter, we have reviewed the investigations of PIPTs in the three types of

MX-chain compounds. Under the influence of the strong electron–electron and

electron–lattice interactions, materials exhibit characteristic PIPTs, some of which

are driven in an ultrafast (ps or sub ps) time scale.

In Sect. 5.3, a photoswitching from an insulator to a metal in a 1D Mott insulator

of the bromine-bridged Ni-chain compound has been detailed. The increase of the

excitation density changes the photoproduct from the midgap state to the metallic

state. A most significant feature of this PIPT is that the response time is quite fast.

The photoinduced metallic state is generated within the temporal resolution

(�180 fs) and recovers to the insulator with a time constant of 0.5 ps. This is the

first observation of the photoinduced Mott transition in the strongly correlated

electron systems.

In Sect. 5.4, PIPTs in the CDW state of the halogen-bridged palladium-chain

compound, [Pd(chxnÞ2Br]Br2, and platinum-chain compound, [Pt(chxnÞ2I]I2, have
been discussed. [Pd(chxnÞ2Br]Br2 is located near the CDW–MH phase boundary,

and it was demonstrated that the irradiation of a fs laser pulse causes the instanta-

neous formation of a 1D Mott–Hubbard domain composed of ca. 20 Pd sites

without alternation of bridging-Br displacements. This result demonstrates the

important role of intersite Coulomb repulsion in the phase transition and in the

stabilization of the CDW state. The formation of the MH domain is followed by a

coherent oscillation with a period of 360 fs, attributable to the relaxation of the

bridging-Br displacements coupled with the charge transfer between neighboring

Pd ions. In [Pt(chxnÞ2I]I2, which is also located near the CDW–MH phase boundary,

the PIPT from the CDW phase to MH phase is found by means of the femtosecond

pump–probe reflection spectroscopy. The results have demonstrated the high effi-

ciency of the photoinduced CDW–MH transition in which ca. 70 Pt sites are

converted to MH state per photon. Such large conversion efficiency makes possible

the complete and transient transition from CDW to MH phase. In the

photogenerated MH domains, the bridging I ions come on the midpoints between

the neighboring Pt ions. With increase in the excitation density, the low-energy

spectral weight of absorption is increased, suggesting that the CDW–MH transition

is completed and the transition to the metallic state occurs.

5 Photoinduced Phase Transitions in MX-Chain Compounds 79



The PIPTs presented here give us typical patterns of PIPTs in 1D electron–electron

and electron–lattice coupled systems. The findings of PIPTs will lead to new

possibilities for the applications of in MX-chain compound as future optical switching

and memory devices.
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Chapter 6

Nonlinear Electrical Conductivity, Current

Oscillation and Its Control in Halogen-Bridged

Nickel(III) Compounds

Hideo Kishida and Arao Nakamura

6.1 Introduction

Nonlinear conduction is a phenomenon that the electric current flowing through a

sample is not ohmic, namely, not linear to the voltage between both ends of the

sample. This phenomenon is observed in many organic crystals and metal

complexes [1–6]. In this chapter, we introduce the nonlinear conduction in

halogen-bridged nickel(III) compounds and the current oscillation phenomena.

Most insulators obey to the ohmic law in the low current density region. As

increasing the current or current density, they sometimes show nonohmic behaviors,

which are the nonlinear conduction. One of the measures of the nonlinear conduction is

the differential resistance, which is defined as the inverse of the slope in the current

(I)–voltage (V) curves. These nonlinear conducting behaviors can be classified into two
types. One is the case that the differential resistance increases with the increase of

voltage. In the other case, the differential resistance decreases with the increase of the

voltage. In both cases, the differential resistance can be negative as shown in Fig. 6.1a, b.

Such phenomena are called negative differential resistance (NDR). In both types of

nonlinear resistance, with the increase of the current (voltage) above the NDR

region, the current density (electric field) increases again. A typical nonlinear

resistance is a Gunn effect in semiconductors, which is applied in Gunn diodes.

The Gunn effect is classified into the class shown by Fig. 6.1a. In the Gunn diode,
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the high-resistance region induced near one electrode by high electric field appears

and then moves from one edge to another edge of the crystal. After the high

resistance region reaches the opposite electrode and disappears, a new high-

resistance area appears and flows. This procedure is repeated. This leads to the

current oscillation phenomena [7]. On the other hand, nonlinear conductance

showing the decrease of the resistivity with the increase of the voltage (as shown

in Fig. 6.1b) is widely observed in many molecular crystals [1–6]. The nonlinearity

in this type is in some cases due to the breakdown of the Mott insulation. From

theoretical viewpoints, several approaches have been attempted [8–10].

In this chapter, we discuss the nonlinear conducting behaviors of halogen-

bridged nickel(III) compounds. Current oscillation phenomena based on the non-

linear conductivity are also introduced, in which the oscillation is assisted by the

external circuits.

6.2 Negative Differential Resistance

The current density–electric field characteristics of [Ni(chxn)2Br]Br2 (Ni–Br)

and [Ni(chxn)2Cl]Cl2 (Ni–Cl) is shown in Fig. 6.2a, b [6, 11], respectively. As for

[Ni(chxn)2Br]Br2, the sample shows ohmic behavior under 0.35 mA/cm2 at 90 K,

while the voltage appearing on both ends of the sample decreases with the further

increase of the current. Namely, the electric field inside the sample decreases with the

larger current density. The clear NDR was observed under 150 K. The similar I–V
curve is observed for Ni–Cl, which shows clear NDR under 160 K. Thus, the NDR

behavior is a common feature for halogen-bridged nickel(III) compounds. At present,

the reason for the large nonlinearity is not clear. The NDR has been so far reported in

many types of organic compounds showing temperature-induced phase transitions.

For example, the NDR in potassium–tetracyanoquinodimethane (K–TCNQ) is well

established [12–14]. In the case of K–TCNQ, stacked TCNQ molecules form one-

dimensional column and TCNQ molecules are dimerized in a column at the low

Negative differential 
resistance (NDR)

Voltage

Current

R : large

R : large

R : small

R : small

Current

Voltage

a b

Fig. 6.1 Two types of nonlinear-conducting behaviors. In (a), the resistivity in nonlinear-

conducting states is larger than that of the ohmic region under low voltage, while in (b) the

resistivity decreases. The slope of the I–V curve can be negative in nonlinear-conducting

behaviors. Such negative region is called negative differential resistance (NDR)
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temperature phase. With increase of the temperature, the dimerization disappears. As

the NDR can be observed only in the low temperature phase, the large change of the

resistivity is assigned to the reduction of the degree of the dimerization [12]. On the

other hand, in the halogen-bridged nickel(III) compounds, the NDR disappears

between 150 and 300 K, though they show no temperature-induced phase transitions

at such temperature region. Therefore, the NDR in halogen-bridged nickel(III)

compounds cannot be assigned to the temperature-induced phase transitions. This

is in contrast to the reported NDR phenomena. Another class of one-dimensional

Mott insulator, Sr2CuO3, also shows NDR [15], but it also shows no temperature-

induced phase transition. As for this compound, the breakdown of theMott-insulating

states is proposed. Similar mechanism might be a possible origin for the NDR in

halogen-bridged nickel(III) compounds.

6.3 The Current Oscillation

The spontaneous current oscillation based on the nonlinear-conducting behaviors

has been discussed for long years [2, 3, 16, 17]. One of the strategies and examples

to achieve the spontaneous current oscillation using the NDR behaviors of organic

compounds was proposed in [6]. According to the proposed method, the
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are plotted versus electric

field for (a) [Ni(chxn)2Br]Br2
and (b) [Ni(chxn)2Cl]Cl2.

The original data shown in (a)

and (b) are from [6] and [11],
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combination of NDR materials and external circuits leads to the current and voltage

oscillation. The circuit is shown in Fig. 6.3a. By adding a serial resistor Rs to the

NDR sample, we obtain the region in which the current increases with the increase

of the voltage, which is located above the NDR region, as shown by filled dots in

Fig. 6.3b. Resultantly, the current–voltage characteristic has an S-shape. Then, we

add a voltage source Vb and a load resistor RL. The I–V curve between points p and
q through Vb and RL is shown by a dotted line in Fig. 6.3b. The intersection of the

dotted line and the S-shape curve (dots) gives a stationary solution of this circuit

before attaching the capacitor. Moreover, by adding a parallel capacitor C, we
obtain the nonstationary solution leading to the current oscillation. In Fig. 6.3c, d,

we show the temporal profile of the current and voltage. In these figures, gray dots

indicate the waveforms before attaching the capacitor and filled dots are those after

attaching the capacitor. In the case of no capacitor (gray in Fig. 6.3c, d), the current

increases along the lower branch of the S-shape curve and reach the stationary

point. Meanwhile, the voltage passes a larger value than the stationary point. On the

Fig. 6.3 (a) Circuit for

current oscillation using an

NDR sample. (b) Currents Is
(dots) and Ib (broken line) are
plotted versus voltages Vpq.

(c) Temporal profile of the

current with and without the

external capacitor. (d)

Temporal profile of the

voltage Vpq with and without

the external capacitor.

Reprinted with permission

from [6]. Copyright (2009),

American Institute of Physics
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other hand, with the capacitor (black in Fig. 6.3c, d), the current and voltage do not

reach the stationary point but oscillate. The period is roughly 20 s. The similar

current oscillation can be obtained in Ni–Cl at 200 K shown in Fig. 6.4 [11]. In

Fig. 6.4a, the I–V property of the sample is shown by open circles. The I–V
properties of the combined resistance of the sample and the serial resistor Rs are

shown by filled circles. We obtained the S-shape curve also for Ni–Cl. However,

the obtained S-shape curve for Ni–Cl is elongated in the direction of current. Using

the S-shape properties, we achieved the current oscillation. The temporal profiles

of the current and voltage are shown in Fig. 6.4b, c, respectively. We obtained clear

oscillations. The amplitude of the current is enough large, and the contrast of the

oscillation (on–off ratio in current) is large. On the other hand, the amplitude is

small for voltage. The obtained contrast is small. These contrasts in the amplitude

of the oscillation are dependent on the original NDR properties of the sample. In

Ni–Br, the slope is small in negative resistance region. Therefore, we achieved the

clear S-shape properties in I–V plot (Fig. 6.2a) for Ni–Br, while the steep slope in

negative resistance region for Ni–Cl leads to an unclear S-shape curve. Resultantly,

the contrast in voltage is small.

The trajectory of the current and Vpq is shown in Fig. 6.4a by a solid line, which

indicates that the current and Vpq oscillate counterclockwise in the current–voltage

plot. In more detail, after turning on the current, the current increases along the
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Fig. 6.4 Current and voltage behaviors for [Ni(chxn)2Cl]Cl2 at 200 K [11]. (a) Currents Is (filled
dots) and Ib (broken line) are plotted versus voltages Vpq. The open circles are the I–V
characteristics of the sample without the serial resistor. The current–voltage trajectory in the

current oscillation is also plotted. (b) Temporal profile of the current with and without the external

capacitor. (c) Temporal profile of the voltage Vpq with and without the external capacitor
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high-resistance branch of the I–V curve to around 400 V. At this voltage, the sample

shows a sudden change in resistance to low resistance state, which is upper branch

of the I–V plot. After reaching the low-resistance branch, the current begins to

decrease along the low-resistance branch and jump down to the high-resistance

branch. After this, the above procedures are repeated. In this behavior, the trajectory

is not exactly coincident with the I–V curve. Particularly, in the low resistance state,

the inconsistency is conspicuous. The resistivity in low-resistance state is depen-

dent on the history of current flow. It may indicate that the Joule heating affects the

resistivity in the low resistance state to some extent.

6.4 Control of the Current Oscillation

Because the current oscillation is assisted by the external circuit, the period of the

oscillation can be controlled by the circuit constant of the external circuit. The period

of the current oscillation is calculated using a simple model and the nonlinear circuit

theory and described as shown below [6]. The total period is a sum of the transient

times within the high-resistance state thigh and low-resistance state tlow

tlow ¼ CR1 ln
E1 � Vlow

E1 � Vhigh

(6.1)

and

thigh ¼ CR2 ln
E2 � Vhigh

E2 � Vlow

(6.2)

Here R1;E1, R2, and E2 are defined as follows:

R1 ¼ ðRLRaÞ=ðRL þ RaÞ (6.3)

E1 ¼ RaVb=ðRL þ RaÞ (6.4)

R2 ¼ ðRLRgÞ=ðRL þ RgÞ (6.5)

E2 ¼ ðRgVb þ Vx0RLÞ=ðRL þ RgÞ (6.6)

Vlow (Vhigh) is the switching voltage from the low (high) to high (low) resistance state.

Ra and Rg are the differential resistance of high-resistance and low-resistance branch in

I–V plot. Vx0 is the x-intercept of the extrapolated line of the low-resistance branch.

Equations (6.1) and (6.2) indicate that the period tð¼ tlow þ thighÞ can be controlled by
the external parameters, C, Vb, and RL.

In Fig. 6.5a, we show the C dependence of time evolution of the current

for Ni–Br measured at 90 K. With no capacitance (open) and small capacitance
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(C ¼ 985 nF), the oscillation does not occur. In these two cases, the circuit is stable

at the crossing point of the load line (shown by dotted line in Fig. 6.5a) and the I–V
curve. On the other hand, with the large capacitance (C r 4:38 mF), the oscillation
appears, whose periods are roughly proportional to the capacitance of the parallel

capacitor. In Fig. 6.5b, we show the capacitance dependence of the period by solid

circles compared with the calculated values using Eqs. (6.1) and (6.2). The calcula-

tion reproduces the experimental results satisfactorily. However, the adapted model

suggests that the oscillation should appear even at small capacitance. This discrep-

ancy between the experimental results and the calculations might be ascribed to the

time dependence of the nonlinear resistance behaviors. The sudden change in

resistance is similar to a phase transition from insulating to metallic states. When

the phase transition develops by domain growth, the formation of macroscopic

domains is governed by the time of domain growth. As a result, the I–V curves and

resistance would be time dependent. In the metal–insulator transition in a 3D Mott

insulator (VO2), the domain growth is observed in real space and its growth limits
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Fig. 6.5 Temporal profile of current oscillation and its period dependent on parallel capacitance,

applied voltage, and resistance RL for [Ni(chxn)2Br]Br2 measured at 90 K. (a) Temporal profiles for

various capacitances (open, 985 nF, 1.38 mF, 8.87 mF and 20.5 mF) at Vb ¼ 400 V, RL ¼ 3.25 MO,
Rs ¼ 200 kO, (b) The period values are plotted by filled circles. The solid line indicates the periods
calculated by Eqs. (6.1) and (6.2) (c) Temporal profiles measured for various source voltages at

C ¼ 4.38 mF, RL ¼ 3.25 MO, Rs ¼ 200 kO, (d) Periods dependent on the source voltage Vb.

(e) Time profiles measured for various source voltages at Vb ¼ 300 V, C ¼ 4.38 mF, Rs ¼ 200 kO;
(f) The period dependent on source voltages Vb. The data of figures (a) and (b) are from [6] and

others (c)-(f) from [19]
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the change in resistance [18]. In such studies, the reduction of the sample size leads

to the realization of fast oscillation up to 0.2 MHz [20]. In view of this, we may

realize faster oscillation in thin films of the present materials.

Moreover, the Vb dependence of the current is shown in Fig. 6.5c. Experimen-

tally, the period decreases with increasing Vb between 300 and 500 V. No oscilla-

tion is observed outside this range. This behavior is reproduced by the calculation

(Fig. 6.5d). In the case of the lower and higher Vb, the intersection of the load line

and the I–V curves falls on not negative resistance state but high- or low-resistance

state with a positive slope, respectively. In such cases, we do not obtain the

oscillation.

The dependence on RL is shown in Fig. 6.5e. The experimental data show the

increase of the period with increasing RL. This behavior can be roughly explained

by the calculation (Fig. 6.5f). As in the case of the Vb dependence, the oscillation

occurs only when the intersection falls on the negative differential region of the I–V
curve.

The studies about the current path and the nonlinear conducting domains are also

important. In another type of one-dimensional Mott insulator, K–TCNQ, it is

revealed that the nonlinear current flows throughout the crystal [14]. However, it

is often discussed that the nonlinear-conducting current flows in a filamentary

current path. The study on the spatial information about the nonlinear current will

be important to clarify the mechanism of nonlinear conductivity.

6.5 Conclusions

We introduced the nonlinear-conducting behaviors in halogen-bridged nickel(III)

compounds, [Ni(chxn)2Br]Br2 and [Ni(chxn)2Cl]Cl2. These two compounds com-

monly show nonlinear-conducting behaviors. At low current density region, they

show ohmic (linear) response, while they show clear negative differential resistance

behaviors by increasing the current density. By attaching the external circuit

components, we achieved and controlled the current oscillation. The mechanism

is clearly explained by the nonlinear circuit theory. This indicates that halogen-

bridged nickel(III) compounds can be a candidates of nonlinear circuit components.
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Chapter 7

Third-Order Optical Nonlinearity

of Halogen-Bridged Nickel(III) Compounds

Hideo Kishida and Hiroshi Okamoto

7.1 Introduction

In this chapter, we focus on the third-order optical nonlinearity of one-dimensional

(1D) halogen (X)-bridged transition metal (M)-chain compounds (MX chain

compounds). Third-order optical nonlinearity is an important physical property to

achieve all-optical switching devices. The material having large third-order optical

nonlinearity can show the large change of the optical constants by irradiation of

light. Using such behaviors, we can control the intensity or traveling direction of a

light beam in an ultrafast time scale. The enhancement of the performance of all-

optical ultrafast switching is desired because they can be a key technology of the

future ultrafast all-optical communications.

In order for the large optical nonlinearity to be obtained, extensive studies have

been devoted to the development of third-order nonlinear optical materials. The

simplest but sound way is the usage of low-dimensional electronic systems. Espe-

cially, in a 1D system, a clear van Hove singularity and/or a large excitonic effect is

expected to enhance the oscillator strengths of the absorption near the band-edge or

the absorption due to the lowest exciton transition. This necessarily enhances the

third-order optical nonlinearity not only at around the optical gap energy but also

the transparent region within the gap.

In 1990s, Pt–X chain compounds were studied from the viewpoints of nonlinear

optical materials.Wada et al. clarified nature of electronic excited states of Pt–X chain

compounds near the optical gap energies using the electroreflectance method [1].
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They showed that the lowest optical transition was due to 1D excitons with large

electron–hole-binding energy of about 0.5 eV. Subsequently, Iwasa et al. reported the

third-order nonlinear susceptibility w(3) in the similar Pt–X chain compounds by using

the third-harmonic generation (THG) method [2]. The evaluated w(3) values were,
however, not so large being the order of 10�11 esu. In 2000, it was found that Ni–X

chain compounds show very large w(3) [3] as compared to Pt–X chain compounds and

other 1D semiconductors such as conjugated polymers. Since this discovery, a number

of studies have been performed to clarify the origin of the enhancement of w(3) in Ni–X
chain compounds. Those studies also activated time-resolved studies on the photo-

responses in the Ni–X chain compounds and related materials [4–6].

Ni–X chain compounds (X ¼ Cl and Br) are the 1D Mott insulators as discussed

in Chap. 3. Figure 7.1a shows the crystal structure of [Ni(chxn)2Br]Br2 (chxn ¼
cyclohexanediamine), which is a representative of Ni–X chain compounds. In this

compound, Ni3+ ions and Br� ions are arranged alternately along the b axis [7].

In the Ni3+ ions, an unpaired electron exists in the dz2 orbital. The dz2 orbital of Ni
3+

and pz orbital of Br� form a purely 1D electronic state. Due to the large

electron–electron Coulomb repulsion energy U on the Ni site, this compound is a

Mott insulator [8, 9]. More strictly, the occupied Br 4p-band is located between the

Ni 3d upper-Hubbard band and the lower Hubbard band as shown in Fig. 7.1c.

Therefore, this compound is classified to the charge-transfer (CT) insulator,
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C
N
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C
N

Ni 3d
lower Hubbad

band

Ni 3d
upper Hubbard

band

Br 4p
band

U

CT

a

c

b
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a

Fig. 7.1 Crystal structures of

Ni–X chain compounds;

(a) [Ni(chxn)2Br]Br2 and

(b) [Ni(L)2Br]Br2 (from [5]).

(c) The electronic structure of

Ni–X chain compounds
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in which the CT transition from Br 4p-valence band to the Ni-3d upper Hubbard

band corresponds to the optical gap.

In the following subsections, we review spectroscopic studies on w(3) in Ni–X

chain compounds and show that w(3) is significantly enhanced due to the specific

feature of photoexcited states in Ni–X chains originating from the strong electron

correlation [3, 10, 11]. We also review the demonstration of all-optical switching

using thin film samples of a Ni–Br chain compound, in which the ultrafast control

of the transmittance of the film with a 1 THz repetition was achieved [5].

7.2 Evaluation of Third-Order Optical Nonlinearity

Third-order nonlinear optical phenomenon is a result of the third-order nonlinear

polarization Pð3Þ, which is governed by the third-order nonlinear susceptibility wð3Þ.
wð3Þ is defined as a function of three incident electric fields,Eðo1Þ,Eðo2Þ, andEðo3Þ
with the frequencies, o1, o2, and o3, as follows:

Pð3ÞðopÞ ¼ Ke0wð3Þð�op;o1;o2;o3Þ � Eðo1ÞEðo2ÞEðo3Þ (7.1)

Here, op ¼ o1 þ o2 þ o3 is the frequency of the nonlinear polarization, and K
is the constant depending on the measurement configuration [12]. By changing the

frequencies of the incident electric fields, o1, o2, and o3, we can observe various

kinds of third-order nonlinear optical phenomena. In this chapter, four kinds of the

nonlinear optical measurement methods are presented. Each technique is briefly

introduced below.

7.2.1 Electroreflectance Method

In the electroreflectance (ER) method, we measure the electric-field induced change

of the reflectivity as shown in Fig. 7.2a. On the surface of the crystal, two electrodes

are made with carbon paste or silver paste and with the gap of a few hundred

micrometers. Using these two electrodes, the low frequency-alternating electric

field with a typical frequency of 1 kHz is applied. The amplitude of the electric field

is typically a few tens of kV/cm. The induced change DR of the reflectivity R is

measured using the lock-in detection method. The obtained quantity is DR=R and

its typical magnitude is 10�6–10�3. By applying Kramers–Kronig (KK) transfor-

mation to the DR=R spectrum, the change of the imaginary part of dielectric

constants (De2 ) is obtained. De2 is directly connected to wð3Þð�o; 0; 0;oÞ by the

following relation:
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De2 ¼ 3 Imwð3Þð�o; 0; 0;oÞfEð0Þg2 (7.2)

The experiments to measure the electric field-induced change of the transmit-

tance are also used, especially in thin film samples. That is called the electroab-

sorption (EA) method. Both ER and EA give the same nonlinear susceptibility,

wð3Þð�o; 0; 0;oÞ. The most important advantage of those techniques is that wide

ranges of wð3Þ spectra are easily obtained, as compared to other nonlinear

spectroscopies. Therefore, they are frequently used for the evaluations of spectral

shapes of wð3Þ in nonlinear optical materials.

7.2.2 Third-Harmonic Generation Method

Third-harmonic generation (THG) method (Fig. 7.2b) is also a general method to

evaluate wð3Þ . In this method, a nonlinear optical material is irradiated by a laser

pulse with the frequency of o, and the light with triplicate frequency 3o is emitted

to forward and backward directions, which is detected in the transmission and

reflection configuration, respectively. In most of THG experiments, the TH light

in the forward direction is measured. However, in the case that the sample is bulky

crystal and not transparent in the frequency region of THG, the TH light in the

backward direction is useful to determine wð3Þ. The THG experiments presented in

this chapter were all performed in the backward configuration as shown in Fig. 7.2b.

For the evaluation of wð3Þ in the THG method, THG intensities in the reference

sample, wð3Þ of which is known, should be measured in the same experimental

condition as the sample. As the reference sample in the following studies, SrTiO3

substrates were used.
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Fig. 7.2 Experimental methods and optical configurations for the evaluations of w(3)
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7.2.3 Pump–Probe and Z-Scan Methods

In the pump–probe method (Fig. 7.2c), picosecond or femtosecond laser pulses

are used, and absorption changes for the probe light induced by the pump

light are detected. This type of nonlinear optical processes is determined by Im

wð3Þð�o1;o2;�o2;o1Þ, in which o1 and o2 are the frequencies of the probe and

pump lights, respectively. By changing the delay time of the probe pulse relative to

the pump pulse, the time characteristic of the nonlinear responses can also be

measured. In this method, however, it is difficult to evaluate precise values of Im

wð3Þð�o1;o2;�o2;o1Þ . It is because we can hardly use a reference sample, in

contrast to the THG method.

In order to evaluate precise values of this type of w(3), the Z-scan method is

generally used. In this method, both real and imaginary parts of wð3Þð�o;o;�o;oÞ
can be quantitatively measured from the efficiencies of the optical Kerr effect

(nonlinear change of the refractive index n) and of the nonlinear absorption,

respectively [13]. The experimental setups of the measurements are shown in

Fig. 7.3.

In the Z-scan measurements, a sample is moved along the optical path (the z
axis). In this procedure, the electric field strength on the sample is changed

depending on the sample position z. Thus, one can evaluate the optical nonlinearity
by detecting the transmitted light as a function of z. In the open aperture condition

shown in Fig. 7.3a, nonlinear absorption changes can be measured from the

transmittance changes of the sample, while in the partially closed aperture condi-

tion shown in Fig. 7.3b, the optical Kerr effect can be measured from the intensity

changes of the light passing through the aperture, which are induced by the changes

in the direction of the transmitted lights. By comparing those two kinds of trans-

mittance changes of the sample as a function of z to those of a reference, we can

obtain both the real and imaginary parts of wð3Þð�o;o;�o;oÞ of the sample. The

Open Aperture 

Z=0

Z

Closed Aperture

Z

Z < 0

a

b

Fig. 7.3 Detailed

experimental configurations

of Z-scan method. Open

(a) and closed (b) aperture

experiments. Adapted

from [5]
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most typical reference is a plate of SiO2. The details of the measurements

procedures of the Z-scan were reported in [13, 14].

7.3 Third-Order Optical Nonlinearity in Ni–X Chain

Compounds

7.3.1 Electroreflectance Spectroscopy

Linear optical constants of Ni–X chain compounds were evaluated by the

measurements of polarized reflectivity (R) spectra. Figure 7.4a shows the spectrum
of the imaginary part of the dielectric constants, e2, in [Ni(chxn)2Br]Br2, which was
obtained from the R spectrum by the KK transformation. A sharp peak is observed

at around 1.3 eV, which is assigned to the CT transition from Br to Ni mentioned

above [8, 9].

Electroreflectance (ER) spectra of three Ni–X chain compounds, [Ni(chxn)2Br]

Br2 (abbreviated as Ni–Br–Br, hereafter), [Ni(chxn)2Cl]Cl2 (Ni–Cl–Cl), and [Ni

(chxn)2Cl](NO3)2 (Ni–Cl–NO3), were reported first by Kishida et al. [3]. The

electric field change De2 of e2 obtained from the ER spectrum was shown in

Fig. 7.4b. Around the e2 peak, oscillation-type changes of e2 are observed. The

positive and negative signals indicate the increase and the decrease of e2, respec-
tively. De2 is converted to the imaginary part of wð3Þ as mentioned in Sect. 7.3.1,

which is scaled by the right axis in Fig. 7.4b. The max jImwð3Þð�o; 0; 0;oÞj
(hereafter, abbreviated as max jImwð3Þj) reaches 9 � 10�5 esu in Ni–Br–Br. The

ER spectroscopy was performed in other Ni–X compounds. The max jImwð3Þj
values of Ni–X compounds are plotted in Fig. 7.5 [3, 10], together with those of

Fig. 7.4 Dielectric constants

e2 (a) and its electric field-

induced change De2 (b). Solid
line is the experimental

results and the dotted line is
the fitting result using a

discrete-level model. Adapted

from [10]
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other 1D semiconductors; 1D cuprates of Sr2CuO3 and Ca2CuO3, Pt–X chain

compounds (X ¼ Cl, Br, and I), p-conjugated polymers (PA, PDA, PTV, and

PPV), and s-conjugated polymers (PDHS). 1D cuprates have the same electronic

structure (1D Mott insulator states) as Ni–X chain compounds and show similar

linear and nonlinear optical properties. In Fig. 7.5, therefore, data points of both

Ni–X chain compounds and 1D cuprates were shown by the same solid circles.

Pt–X chain compounds (Pt–Cl, Pt–Br, and Pt–I in Fig. 7.5) and p-conjugated
polymers (PA, PDA, PTV, and PPV in Fig. 7.5) belong to Peierls insulators, and

a s-conjugated polymer (PDHS in Fig. 7.5) to band insulators. max jImwð3Þj values
of Pt–X chain compounds and conjugated polymers are roughly scaled by the

optical gap energies Eg as max jImwð3Þj / Eg
�6. On the other hand, max jImwð3Þj

values of Ni–X chain compounds (Ni–Br–Br, Ni–Cl–Cl, and Ni–Cl–NO3) show a

significant enhancement as compared to those in 1D Peierls and band insulators.

In order to unravel the origin for the enhancement of w(3) in Ni–X chain

compounds, the three-level model shown in Fig. 7.6a was adopted. In 1D electronic

systems, it is known that the third-order optical nonlinearity is governed by three or

four states, which are so-called essential states [15]. The three-level model consists

of three states; ground state |0>, an odd-parity state |1>, and an even-parity state

|2>. The odd-parity state |1> is a one-photon-allowed state and observed by a linear

optical measurement such as absorption and reflectance spectroscopy. The even-

parity state |2> is a one-photon-forbidden state. Within the three-level model, the

dominant term of wð3Þð�o; 0; 0;oÞ is expressed as follows:

wð3Þð�o; 0; 0;oÞ ¼ Ne4

3e0�h3
<2jxj1>2<1jxj0>2

ðo1 � o� ig1Þ2ðo2 � o� ig2Þ
(7.3)

Here, N is the density of the relevant electrons, e is the charge of electron, e0 is

the dielectric constant of vacuum, x is the displacement along the 1D axis, �ho1ð�ho2Þ is
the energy position of the state |1 > (|2>) and g1ðg2Þ is the damping energy of the state

|1 > (|2>). In the fitting calculation, all the 12 terms including the dominant term (7.3)
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are taken into account. Moreover, considering the relation, e ¼ e1 þ ie2 ¼ e0½1þ wð1Þ

þ3wð3ÞE2�,De2 spectrum is obtained from the relation, De2 ¼ Im½3e0wð3ÞE2�. Here,E is

the applied electric field.

The De2 curve for Ni–Br–Br calculated by the three-level model is shown in

Fig. 7.4b by the broken line, which reproduces well the oscillating behavior of the

experimentalDe2 spectrum. From this analysis, two important features are obtained;

one is that the energy difference (DE ¼ �ho2 � �ho1) of the two excited states is very

small, being 10 meV. The other is that the transition dipole moments between |1>
and |2> (<1jxj2> ) is very large, exceeding 20 Å. The analysis indicates the

existence of two discrete levels of excited states. It is, therefore, reasonable to

consider that both |1> and |2> are not due to the continuum but due to excitonic

states.

Similar analyses of the ER spectra in the other Ni–X chain compounds revealed

that those two features in the De2 or wð3Þð�o; 0; 0;oÞ spectra are common in Ni–X

chain compounds. In Fig. 7.6b, the energy differenceDE of the two excited states is
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plotted versus the optical gap energy. The absolute values of DE for Ni–X chain

compounds and 1D cuprates are small, indicating that two excited states |1> and

|2> are nearly degenerate. On the other hand, DE is relatively larger in Pt–X chain

compounds and conjugated polymers (DE ¼ 0.2–1.0eV) than DE in Ni–X chain

compounds. DE tends to increase with the increase of the optical gap energy not

only in Pt–X chains and conjugated polymers but also in Ni–X chains. In Ca2CuO3,

it was revealed that the excitonic effect is negligibly small and the spectrum of wð3Þ

as well as of e2 is very broad. Therefore, the three-level model assuming the two

discrete excited states would not be sufficient to explain the optical responses. This

is the reason why DE is negative (~�0.2 eV).

In Fig. 7.6c, <1jxj2> values are plotted versus <0jxj1> for various 1D

semiconductors. Data points of <1jxj2> in 1D Mott insulators (Ni–X chain

compounds and 1D cuprates) are located on the same line, while data points of

Peierls and band insulators (Pt–X chain compounds and conjugated polymers) are

located on the different line. The slope, <1jxj2>=<0jxj1>, is larger for 1D Mott

insulators. Thus, the difference between 1D Mott insulators and the other 1D

semiconductors is clear.

These two features, that is, the small DE and the large <1jxj2>, in 1D Mott

insulators are not observed in 1D Peierls and band insulators. They originate from

strong electron correlation [16]. Here, let us briefly discuss the difference of

electronic excited states between 1D band insulators and 1D Mott insulators. In

Fig. 7.7a, we show the schematics of the electronic structure and excited states in a

1D band insulator by using a molecular orbital picture [10, 16]. In a 1D band

Fig. 7.7 Schematics of the excited states in 1D band insulators (a) and 1D Mott insulators (b).

From [10]
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insulator, the intramolecular excitation indicated by the open arrow (the upper

figure of Fig. 7.7a) corresponds to the lowest excited state |1> with odd-parity.

The in-phase combination of the intermolecular CT excited states indicated by the

broken arrows corresponds to the second lowest excited state |2> with even-parity.

Excited electron and hole occupies the same site in |1>, but the different sites in

|2>. State |1> forms an exciton with large binding energy due to the large

electron–hole Coulomb attractive interaction and therefore DE is considerably

enhanced. The envelopes of the exciton wave functions are shown in the lower

part of Fig. 7.7a. A large difference in the spatial extensions of |1> and |2> is

unfavorable for obtaining a large dipole moment <1jxj2>.

As for the electronic structure and excited states of 1D Mott insulators, we

consider a single band Hubbard model shown in Fig. 7.7b. It is known that

fundamental electronic properties of CT insulators can be discussed using such a

simplified model. In this model, the electron vacancy (holon) and double electron

occupancy (doublon) are prohibited to stay on the same site. As a result, the odd

excited state |1> and the even excited state |2> correspond, respectively, to the out-

of phase and in-phase combination of the two CT states |R> and |L> indicated by

open arrows in the upper part of Fig. 7.7b. When U is much larger than the transfer

energy t, splitting DE between |1> and |2> should be small and their wave

functions should be similar to each other except for their phases as illustrated in

the lower part of Fig. 7.7b. In this case, a spatial overlap of the wave functions

between |1> and |2> becomes very large, leading to a large <1jxj2> [16]. This is

the enhancement mechanism of wð3Þð�o; 0; 0;oÞ in 1D Mott insulators.

7.3.2 Third-Harmonic Generation Spectroscopy

The jwð3Þð�3o;o;o;oÞj spectrum obtained from the reflection-type THG

measurements on a Ni–Br–Br single crystal is shown in Fig. 7.8b [11]. The

spectrum exhibits a strong enhancement (labeled as A in the figure) when the

photon energy of the incident light is 0.43 eV. This energy corresponds to the 1/3

of the CT transition energy of Ni–Br–Br. Therefore, the enhancement is attributed

to the three-photon resonance to state |1>.

The jwð3Þð�3o;o;o;oÞj spectrum has other two resonant structures, B and C,

which are located at around 0.65 eV and 0.5 eV, respectively. The twice energy of

structure B (~1.3 eV) is close to the CT transition energy (1.27 eV), which is

determined from the e2 spectrum. Since the ER spectroscopy revealed that even-

parity CT state |2> is close in energy to odd-party CT state |1> as mentioned above,

structure B could be assigned to the two-photon resonance to state |2>.

As for the assignment of structure C, the e2 spectrum at 4 K shown in the inset of

Fig. 7.8c gives valuable information [11]. The e2 spectrum has a weak shoulder

structure at around 1.5 eV, which is equal to the triplicate energy of structure C

(0.5 eV) in Fig. 7.8b. This suggests that structure C would be related to the

three-photon resonance to another odd-parity state |3> located at the higher energy
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(~ 1.5 eV) than even-parity state |2>. The schematic of the energy level structure

consisting of the four states (four-level model) is shown in Fig. 7.8d.

The nonlinear optical process associated with state |3> plays an important role

on the overall | wð3Þð�3o;o;o;oÞ | spectrum. The jwð3Þð�3o;o;o;oÞj spectra
calculated using the three-level model (blue line) and the four-level model (red line)

are shown in Fig. 7.8b. In the three-level model, the transition process dominating

the optical response is j0>! j1>! j2>! j1>! j0>. In the four-level model,

the transition process related to |3>, e.g., j0>! j1>! j2>! j3>! j0> , is

added in the optical response. The three-level model does not reproduce well

structures C and B; the calculated |w(3)| values are smaller around structure C and

larger around structure B than the experimental |w(3)|. On the other hand, the four-

level model reproduces the experimental result very well. This indicates that the

process related to state |3> reduces the optical nonlinearity around structure B. In
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lines: calculation) obtained
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for Ni–Br–Br obtained from

ER experiments. (d) Four-level

model. From [11]
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other words, in the process related to structure C, wð3Þ originating from the process

j0>! j1>! j2>! j3>! j0> partially cancels the process j0>! j1>! j2
>! j1>! j0>. Thus, state |3> affects the spectral shape of jwð3Þð�3o;o;o;oÞj
in the region not only of the three-photon resonance to |3> but also of the two-

photon resonance to |2>.

The Imwð3Þð�o; 0; 0;oÞ spectrum at 4 K (Fig. 7.8c) obtained by the ER

measurement gives more detailed information about state |3> in Ni–Br–Br [11].

At around 1.4 eV, a new structure labeled as X0 appeared, which had a plus–minus

structure. Such a plus–minus structure can be explained not by the presence of a

single discrete level but by the presence of continuum states. When continuum

states exist, the zero-crossing energy in the Imwð3Þ spectrum corresponds to the

lower edge of the continuum (the band-edge), which is 1.41 eV in Ni–Br–Br.

This four-level picture was also confirmed from the results in Ni–Cl–Cl and

Ni–Cl–NO3, which are shown in Fig. 7.9. jwð3Þð�3o;o;o;oÞj and Imwð3Þð�o; 0;
0;oÞ spectra of Ni–Cl–Cl and Ni–Cl–NO3 are shown in Fig. 7.9b, c, respectively.

jwð3Þð�3o;o;o;oÞj spectra were reproduced well by the four-level model as

shown by red solid line in Fig. 7.9b. Imwð3Þð�o; 0; 0;oÞ spectra were compared

with the results of the three-level and the four-level calculations as shown by blue

and red lines, respectively, in Fig 7.9c. The four-level model can reproduce the

experimental results better. Particularly, the negative components at ~2.0 eV in
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Ni–Cl–Cl and ~2.15 eV in Ni–Cl–NO3 are the strong evidences for the higher-lying

odd-parity state |3>.

Since the higher-lying odd-parity state |3> corresponds to the band-edge, the

energy difference between |3> and the lowest exciton state |1> is a crude measure

of the binding energy Eb of the lowest excitonic state. In Ni–Br–Br, Eb evaluated

from the difference is about 90 meV. The magnitude of Eb increases as Ni–Br–Br

< Ni–Cl–Cl < Ni–Cl–NO3 in Ni–X chain compounds. The splitting DE between

|1> and |2> also increases in this order. This tendency is also observed in the ER

studies as mentioned above. In Ni–Br–Br, the small excitonic effect makes two CT

excited states (|1> and |2>) almost degenerate, leading to the large transition dipole

moment between |1> and |2> and therefore to the large w(3).

7.3.3 Z-Scan Measurements [5]

When we consider the application of the nonlinear optical materials to ultrafast

optical switching devices using, for example, optical waveguides, fabrication of a

thin film sample is necessary. Recently, the fabrication of high-quality thin films of

the Ni–X compound was successfully made, in which nanocrystals of a Ni–X

compound, [Ni(L)2Br]Br2 (L:1,2-diaminohexadecane), having long alkyl chains

(C14H29) shown in Fig. 7.1b were dispersed in an optical polymer (PMMA ¼
poly(methyl methacrylate)). Size of a nanocrystal is typically ~100 nm wide and

a few tens of nanometers thick as seen in the scanning electron microscopy (SEM)

Fig. 7.10 (a) SEM image of nanocrystals of [Ni(L)2Br]Br2. (b) Photograph of a [Ni(L)2Br]Br2/
PMMA film. (c) Absorption spectra of a single crystal of [Ni(chxn)2Br]Br2 (upper panel) and a [Ni
(L)2Br]Br2/PMMA film (lower panel). Adapted from [5]
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image in Fig. 7.10a. The photograph of the film on a CaF2 substrate is shown in

Fig. 7.10b.

Figure 7.10c shows the absorption (a) spectrum of the [Ni(L)2Br]Br2 film,

together with the spectrum of a single crystal of [Ni(chxn)2Br]Br2. The latter is

obtained as the sum (a//+2a⊥) of the polarized absorption spectra a// and a⊥, which
were calculated from the polarized reflectivity spectra for the electric field of light

parallel and perpendicular to b, respectively, through the KK transformation. The

spectral shape of a in the [Ni(L)2Br]Br2 film is in good agreement with that in the

[Ni(chxn)2Br]Br2 single crystal. No significant enhancement of the background due

to light scattering is observed even in the higher energy region (~4 eV), suggesting

the high quality of the film as an optical media.

Typical Z-scan profiles of the [Ni(L)2Br]Br2 film are presented in Fig. 7.11. The

measurements were carried out with the light pulse of the optical communication

wavelength l ¼ 1.55 mm (the photon energy �ho ¼ 0:80 eV ). The upper panel

shows the nonlinear increase in the absorption (decrease of the transmittance)

around the focal plane (z ¼ 0) in the open aperture condition. The one-photon

absorption is negligible at 0.8 eV so that the observed nonlinear signal can be

attributed to two-photon absorption (TPA). The profile in the partially closed

aperture condition includes the TPA component as well as the component for the

optical Kerr effect described by Rewð3Þð�o;o;�o;oÞ. By dividing the profile in

the partially closed aperture condition by that in the open aperture condition, the

profile for the optical Kerr effect alone was obtained, which exhibits a plus–minus

structure characteristic of self-defocusing, as shown in the lower panel of Fig. 7.11.

The two profiles in Fig. 7.11 were well reproduced by the theoretical profiles

predicted for the third-order nonlinear optical response, as shown by thin solid

Fig. 7.11 Typical Z-scan

profiles of the [Ni(L)2Br]Br2/
PMMA film in the open and

closed aperture condition.

The solid lines show the

theoretical fits. Adapted

from [5]

106 H. Kishida and H. Okamoto



lines. From these profiles, Rewð3Þð�o;o;�o;oÞ and Imwð3Þð�o;o;�o;oÞ at

1.55 mm were evaluated to be �1.5 � 10�9 and 0.56 � 10�9 esu, respectively,

both of which are also very large. Taking the discussions in the previous

subsections into account, the two-photon state (1.6 eV) corresponds to the even-

parity states within the continuum. The large TPA associated with the even-parity

states could be also explained by the fact that the degeneracy of the odd- and even-

parity states enhances the dipole moment <1jxj2> between them.

7.3.4 Ultrafast Optical Switching [5]

High repeatability of the switching operation is the most important condition for

all-optical switching devices. To investigate the performance of Ni–X chain

compounds, the repeatability of the TPA phenomenon in the [Ni(L)2Br]Br2 film

was investigated by double pump pulses. Energies of the pump and probe pulses

were set at 0.56 and 0.93 eV, respectively, both of which are located in the

transparent region as shown in Fig. 7.12a. Figure 7.12b shows the time characteris-

tic of the transmittance change DT/T. The first pulse gives rise to an instantaneous

decrease in the transmittance, which is followed by its ultrafast recovery. This

indicates that the decay time of the photoexcited states is much shorter than the time

resolution of the measurement system, which is about 180 fs. The second pump

Fig. 7.12 Demonstration of

the ultrafast optical

switching. (a) The absorption

spectrum and energies of

pump (gray) and probe

(black) pulses. (b) The
transmittance modulation by

the two pump pulses with an

interval of 1 ps. From [5]
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pulse applied 1 ps after the first pulse produces the same changes of the transmit-

tance, DT/T, as the first pulse. This result indicates that an optical modulation of

more than 1 THz repetition is possible. Such high repeatability of optical switching

by the TPA process as well as the large w(3), demonstrates that the [Ni(L)2Br]Br2
thin film has a really high potential as an optical switching medium.

7.4 Summary

The third-order optical nonlinearity in one-dimensional Mott–Hubbard insulators

of Ni–X chain compounds is reviewed from the experimental viewpoint. The large

wð3Þ values in Ni–X chain compounds were revealed by the electroreflectance

method. The spectral analyses based on the discrete-level models clarified that

the strong electron correlation results in the degeneracy of odd-parity and even-

parity CT excited states. Such degeneracy of excited states leads to the large

transition dipole moment between those excited states and is the origin for the

large third-order nonlinear susceptibilities wð3Þ in Ni–X chain compounds. In other

one-dimensional semiconductors belonging to Peierls or band insulators, on the

other hand, the lowest two excitons are not degenerated and, therefore, wð3Þ is

relatively small. In Ni–X chain compounds, detailed ER and THG measurements

revealed the presence of another essential state with odd-parity, which corresponds

to the edge of the continuum state. Such information also made clear the excitonic

effects in Ni–X chain compounds. Z-scan experiments on the thin film samples

evidenced that Ni–Br chain compounds show large optical nonlinearity at optical

communication wavelength. Moreover, the pump–probe experiments demonstrated

that all-optical switching operation is possible at 1 THz repetition rate. Thus, Ni–X

chain compounds show hopeful ultrafast third-order optical nonlinearity based

upon the novel mechanism resulting from strong electron correlation, which is

different from that in other one-dimensional semiconductors.
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Chapter 8

Theory of MX Chain Compounds

Kaoru Iwano

8.1 Theoretical Framework

8.1.1 Overview

MX chains are fascinating materials not only for experimentalists but also for

theorists. They are almost ideal examples of one-dimensional systems and become

very good stages for us to check and deepen our knowledge and experiences about

the latter. Of course, we know famous polyacetylene and other conjugate polymers,

which had already been known when we started the studies of MX chains. In fact,

the models applied for polyacetylene are similar, in some sense, to those models for

MX chains that we introduce from here on. However, we have more varieties in

both the kinds of compounds and the types of electronic and lattice states. Here, we

state the most important classification:

Pd and Pt complexes! Charge�density�wave (CDW) systems,

Ni complexes! Mott�insulator systems:

In Fig. 8.1, these two categories are very schematically illustrated. Readers

may see apparent differences between them. Namely, in Pt and Pd complexes, the

5ð4Þdz2 orbital of Pt (Pd) that extends along the chain direction is doubly occupied or
empty, leading to a so-called mixed valence of +2 and +4. On the other hand, in Ni

complexes, the corresponding 3dz2 orbital contains one electron univocally, leading
to the valency of +3. Here, it will be important to comment why we think about dz2
electrons. Assuming a formal valency of +3, the d-electron configuration is d7.
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Themetal ion is more closely surrounded by the ligands or more specifically by their

N coordination atoms than the halogen ions. This structure relatively lowers the level

of dz2 compared with that of dx2�y2, leading to the situation of a half-filled band of dz2
as the average. Returning to the case of Ni, we also see an antiferromagnetic spin

order at least within a short range. This monovalency and spin correlation are the

central issues in the Ni complexes and we will discuss them extensively in later

sections. We here only emphasize that the main driving force of this singly occupied

electron configuration is the Coulombic repulsion working between the two

electrons (spin ¼ " and #) occupying the same site.

Regarding the lattice configuration, the halogens dimerize in the Pt and Pd

complexes. This dimerization inevitably makes two nonequivalent sites for Pt and

Pd sites; the site to which the two neighboring halogens come closer and the site

from which the same halogens apart. When we recall a general tendency that the

halogens take (�1) valency, it will be easily understood that the electrostatic site

energy goes higher (lower) for the former (latter). Meanwhile, the halogens in the

Ni complexes make a striking contrast. It was experimentally observed that they

reside at the midpoints. Thus, the monovalency in the Ni complexes is very

consistent with its lattice configuration. The first purpose of theories is thus to

describe these very different states in a unified manner, in other words, using a

model that is almost common but a few key parameter values.

8.1.2 Model

First of all, we explain the simplest model, i.e., an extended Peierls–Hubbard

model [1–4]:

CDW (M = Pd and Pt)

Mott Insulator (M=Ni)

M   dz 2
4+

M   dz 2
2+

M   dz 2
3+

X-

X-

Fig. 8.1 Schematic picture of electron and halogen-lattice configurations
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HePH ¼ �t0
X

s¼";#

XN

l¼1
ðCylþ1sCls þ h.c:Þ þ U

XN

l¼1
nl"nl# þ V

XN

l¼1
nlnlþ1

� a
XN

l¼1
ðQlþ1 � QlÞnl þ K

2

XN

l¼1
Q2

l : (8.1)

The naming of this hamiltonian originally comes from one of the most typical

hamiltonians in the solid-state physics, that is, the Hubbard model [5]. As is well

known, the Hubbard hamiltonian describes an electronic system composed by one

orbital at each site, being especially characterized by strong on-site (within-the-same-

orbital) Coulombic repulsion of the energy scale U. This model is widely used as a

minimum model of electron correlation typically for 3d electrons and is the basis for
our model construction. Here, we also assume only one orbital for each site, i.e., the

5dz2 orbital for the Pt site, the 4dz2 orbital for the Pd site, and the 3dz2 orbital for the Ni
site, as we have already mentioned in the previous subsection. The first term and the

second term are thus a Hubbard-like part, with Cls and C
y
ls being the corresponding

destruction and creation operators of the electron at the lth site with s spin.

However, in our MX-chain systems, only the first two terms are not sufficient.

We must include at least two key ingredients. One is the long-range Coulombic

repulsion working between different metal sites. In the above model, this effect is

represented by its shortest part, i.e., the nearest-neighboring (n. n.) term of which

the energy scale is V (see the third term). The word of “extended” in the model

name just comes from this term. This term gives two essential effects. One is the

stabilization of the CDW state. The other is the exciton effect that makes an

electron–hole bound state and strongly modifies the optical spectra in both the

CDW and Mott-insulator states. We will give detailed explanations about these

effects in the forthcoming sections. Regarding the part beyond the nearest

neighbors, we do not consider them explicitly, because any substantial effect

originating from it such as frustration is not observed in these materials.

One more important effect originates from the lattice. As we have already

discussed in Sect. 8.1.1, the most important and experimentally observed lattice

effect is the halogen displacement [6]. We therefore include its effect as the second

line, defining Ql as its displacement along the chain direction as is illustrated in

Fig. 8.2, and a as its electron–lattice (e–l) coupling strength. Since this type of e–l

coupling usually induces a Peierls transition, we add “Peierls” to the name of our

hamiltonian. It will also be necessary to add an explanation to the last term. In this

model, the positions of the metal ions are assumed to be fixed because the metal

ions are connected to the backbone of the crystal through the ligands surrounding

them. For this reason, the halogen prefers the midpoint position between the two

consecutive metal ions when they have the same valencies, and so we write the

elastic term as that in Eq. (8.1).
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As the last remark about this hamiltonian, we mention another type of e–l lattice

coupling that modifies the electron transfer. Such type of coupling appears very

typically in the model of polyacetylene [7], but it is missing here. The reason is that

our transfer term originates from a super transfer via the halogen pz orbital and that
the halogen displacement Ql only gives a second-order effect to it.

Next, we rewrite the hamiltonian slightly to make the following discussion more

transparent [1]:

HePH2 ¼� t0
X

s¼";#

XN

l¼1
ðCylþ1sCls þ h.c:Þ þ U

XN

l¼1
nl"nl# þ V

XN

l¼1
nlnlþ1

� S
XN

l¼1
ðqlþ1 � qlÞnl þ S

2

XN

l¼1
q2l : (8.2)

Here, the e–l coupling strength S is introduced by S � a2=K , and the

displacements are replaced by ql by the definition of Ql ¼ ða K= Þql . Note that S
has the dimension of energy and that ql is dimensionless.

In the extended Peierls–Hubbard model, we neglect the contributions of the

other electron orbitals. Thus, as candidates of other models, it is very natural to

introduce such orbitals that may be located close to the corresponding dz2 orbitals.
Based on the results of first-principles calculation, which we briefly summarize in

the next subsection, we know that the most important orbital to be added is the

halogen outermost pz orbital. In fact, as we have already mentioned, they play the

role of an “island” in the super transfer that we have already mentioned. Moreover,

this orbital is rather close to the Ni 3dz2 orbital and comes into the Hubbard gap of

the latter, as we will see in the forthcoming sections. For these reasons, we construct

the following dp model [8, 9]:

Hdp ¼ �
X

ls

tðlÞðCylþ1sCls þ h.c:Þ þ
X

l

eðlÞnl þ
X

l¼odd
Upnl"nl#

þ
X

l¼even
Udnl"nl# þ

X

l

VðlÞnlnlþ1 þ
X

l¼odd
Vppnlnlþ2

þ
X

l¼even
Vddnlnlþ2 þ

X

l

Kl

2
Q2

l ; (8.3)

where C
y
ls and Cls are assigned to the orbitals of the metal and halogen sites with l

being even and odd, respectively. As for the other parameters, their meanings will

be almost self-explanatory in Fig. 8.3 and we reserve the details including actual

site-dependent expressions for later discussions.

lth M

X-qlFig. 8.2 Definition of the

halogen displacements
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Readers may notice that the relationship between these two models is analogous

to that in cuprates. Namely, in the cuprates, both a single-band model consisting

only of Cu 3dx2�y2 and a two-band model augmented by O 2p orbitals were

discussed. In particular, the situation in the Ni complex is very similar to that in

the cuprates, from the viewpoint of the charge-transfer (CT) insulator that will be

commented later.

Another possible orbital to be added would be, for example, a molecular orbital

in the ligand. Fortunately this is not the case of ethylenediamine (en), since the

molecular orbitals in this ligand are all s orbitals and are located relatively much

higher or much lower. We must be careful that this simplification is not applied for

ligands that have p orbitals.

8.1.3 Phase Diagram

In this section, we discuss a ground-state phase diagram expected for the extended

Peierls–Hubbard model, because the ground state properties are essentially shared

by the dp model. Before introducing a detailed result, we present a simple analysis

in the localized limit, that is, the case of vanishing electron transfer. In the localized

limit, the picture in Fig. 8.1 becomes exact and we easily calculate the energy for

each state. In the CDW state, for example, the value of ql is optimized using the last

line in Eq. (8.2) (we rewrite the forth term as � SSlðnl�1 � nlÞql and settingnl as . . .
, 0, 2, 0, 2, . . . . As a result, ql becomes �2 alternately and gives the energy of

� 4Sþ U per one unit cell, i.e., two pairs of “MX.” In the case of the Mott-

insulator, it has the energy of 2 V for the same segment of the chain. This easy

arithmetic gives us a simple criterion for the relative stability between the two

states; when 4Sþ 2V>U , the CDW is stabilized, while, when 4Sþ 2V<U , the

Mott-insulator is stabilized. In other words, the e–l interaction S and the nearest-

neighbor electron mutual repulsion V collaborate to drive the CDW state, while the

on-site electron repulsion U drives the Mott-insulator state.

The validity of the above arithmetic is verified by further calculations including

the effects of electron transfer. What is interesting is that the above criterion is exact

within the framework of a Hartree–Fock (HF) calculation, as was shown by Nasu

[1]. He further applied a random-phase approximation (RPA) to this model and

considered a phase diagram even including the effects of magnon excitations. The

result is shown in Fig. 8.4, and we see a slight intrusion of the Mott-insulator phase

into the CDW phase, which was due to the stabilization of the former by the

Md z2 Xpz

Ud Up

t(l),V(l)

Vdd Vpp
Ql Ql+1

Fig. 8.3 Illustration of the dp
model
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magnon excitations, in the sense of a standard second-order perturbation.

Such further stabilization of the Mott-insulator state beyond the HF level

was also confirmed by a modern density-matrix renormalization group (DMRG)

calculation [10].

8.1.4 First-Principles Calculation

First-principles calculations are generally very important in discussing materials

especially when they are new and people do not have a rigid picture about them. An

idealistic way of a theoretical approach will be, first, a first-principles calculation

and, next, model calculations on the basis of it. In this sense, the history of

theoretical development on these materials was reverse; first the ideas and

investigations of model calculations, and then first-principles calculations

appeared. I myself think that this is also allowed because such history seems to

indicate a splendid intuition of the people who launched the theory represented by

the models like Eqs. (8.1) and (8.3). In fact, the validity of those models was assured

by the first principle calculations done afterward. Alouani et al. performed all-

electron local-density-approximation (LDA) calculations extensively [11–13]. In

their results, it was first confirmed that the most important orbitals around the Fermi

energy were corresponding dz2 orbitals, but they were strongly hybridized with the

neighboring pz orbitals. In this sense, a single-band model like Eq. (8.1) should be

interpreted as an effective model in which the orbital at the metal site is a dz2 orbital

combined with neighboring pz orbitals with appropriate signs, as is the case in the

so-called Zahn–Rice singlet [14].

They also reported other important properties, for example, the realization of

CDW for Pt systems and that of an undimerized antiferromagnetic insulating state

for a Ni system. Exactly speaking, the latter state found in their calculation is not

Fig. 8.4 Phase diagram

expressed by a tetrahedron.

The region named SDW

corresponds to the Mott-

insulator state in this article.

Reprinted from Nasu [1]
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truly realistic because we must have a Mott-insulator state, in which spins are

strongly fluctuating, so as to reproduce the temperature dependence of magnetic

susceptibility in this system, that is, that of a Bonner–Fischer type. In the LDA

calculations, on the other hand, we find a long-range order of antiferromagnetic

type, because of the mean-field nature of those calculations. Such deficiencies are

solved in the model calculations.

Iwano et al. performed density-functional theory (DFT) calculations for [Pt

(en)2][Pt(en)2Cl2](ClO4)4 (hereafter PtCl), using a quantum-chemical molecular-

orbital method [15]. They also found a similar property, namely, the importance of

5dz2 orbitals and its strong hybridization with the Cl 2pz orbitals. What was a matter

of interest was the atomic valencies of the Pt ions because people in this field (also

in this book) often mention their nonequivalent two valencies, namely, +2 and +4.

Unfortunately, the result of the usual Mulliken analysis was disappointing. They

found +2.3 and +2.1, instead of +4 and +2, respectively. Nevertheless, they thought

that the whole result was sound and consistent with the CDW picture, since the

electronic excitations were correctly the CT excitations from5dz2 (allegedly Pt
2+) to

5dz2 (allegedly Pt
4+). The above valency of +2.3 rather seems to indicate the strong

hybridization with the halogen orbitals approaching to that, in a way like ðþ4Þ þ 2

�ð�1Þ � ðþ2Þ. As one more comment, the hybridization of dz2 orbitals with the

molecular orbitals of en is rather small. It was once argued that that hybridization

was a origin to reduce the on-site Coulombic repulsion effectively potentially

yielding the electron density spread to the ligand, but their result demonstrated

that such an effect was not a dominant one.

8.2 CDW (M¼Pt and Pd) Systems

In this section, we discuss the CDW systems from various aspects. From the

viewpoint of electron correlation, this system might be a little “boring” except for

the case in the vicinity of the phase boundary to the Mott insulator. However, this

has a great significance from the view point of e–l interaction and its manifestation

both in the optical spectra and the photoexcitations of nonlinear excitations like

solitons. The solitons are defined as a domain wall that separates the two equivalent

phases of the CDW. The formation of a soliton pair thus means a domain formation

in a uniform background. As far as we know, such a dynamical process has not been

analyzed completely even until now, not only in this field but also in other fields, in

spite of its importance as a many-body problem. The largest reason lies of course in

its difficulty mainly due to the quantum nature of the lattice. In this sense, this

section is also not a complete one and we are still on the way. We nevertheless

believe that the results are correct at least as a rough sketch and that they

will provide further motivation not only for the author himself but also for the

readers.
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8.2.1 Ground State

We start our analysis of the extended Peierls–Hubbard hamiltonian in Eq. (8.2),

based on a Hartree-Fock HF approximation. Such a treatment is elementary, but it is

a good exercise to prepare ourselves before advanced calculations. In this approxi-

mation, we simply replace the interaction terms in Eq. (8.2) using this recipe:

nl"nl# ! nl"hnl#i þ hnl"inl# � hnl"ihnl#i
nlnlþ1 ! nlhnlþ1i þ hnlinlþ1 � hnlihnlþ1i

�
X

s

C
y
lþ1sClshCylsClþ1si þ h.c:� hCylþ1sClsihCylsClþ1si

n o
; (8.4)

where the brackets h. . .i are the mean fields to be determined self-consistently. In

practical calculations, we start from hnlsi ¼ �nls and hCylsClþ1si ¼ �mls with �nls being
and �mls appropriate c-number distributions. Such an assumption enables us to make

a one-body mean-field hamiltonian as

HePH2;HF ¼�
X

s¼";#

XN

l¼1
ððt0 þ V �mlsÞCylþ1sCls þ h.c:� V �mlsj j2Þ

þ U
XN

l¼1
ð�nl"nl# þ nl"�nl# � �nl"�nl#Þ þ V

XN

l¼1
ð�nlnlþ1 þ nl�nlþ1 � �nl�nlþ1Þ

� S
XN

l¼1
ðqlþ1 � qlÞnl þ S

2

XN

l¼1
q2l : ð8:5Þ

Assuming a classical distribution for ql, we can now solve this hamiltonian very

easily. Since we only treat the case of zero temperature throughout this article, the

expectation values like hnlsi are obtained by selecting the lowest Ne=2 one-electron
orbitals for each spin (Ne is the total electron number). We then try iterations until

self-consistency conditions as hnlsi ¼ �nls and hCylsClþ1si ¼ �mls are satisfied. Thus,

this is a type of mean-field treatment, while it is educational to emphasize that this is

a variational method at the same time. The variables like �nls there work as

variational variables that minimize the expectation value of the original hamilto-

nian through the Slater determinant determined by Eq. (8.5). This variational

aspect, which is easily proved by taking functional derivatives of each one-electron

orbital function, is very important, since modern methods like a density-matrix

renormalization group DMRG treatment are also variational methods in a much

more extended meaning.

Returning to the CDW problem, it is natural to set ql ¼ q0ð�1Þl , �nls ¼ 1=2

þdnð�1Þl , and �mls ¼ �m . Moreover, using the Hellmann–Feynman theorem,
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we require that ql be equal to hnl�1i � hnli, which gives q0 ¼ 4dn. The electronic
part to be solved is then

Hel ¼ �T
X

ls

ðCylþ1sCls þ h.c:Þ þ
X

ls

ððU=2þ 2VÞ þ ð�1ÞlDÞnls; (8.6)

where T and D are defined as t0 þ V �m and ð8Sþ 4V � UÞdn , respectively. To
diagonalize this hamiltonian, we introduce one-electron states Cms using one-

electron wave functionsfms, asC
y
ms �

P
l fmsðlÞCyls. Then, the eigenvalue equation

becomes

MHF
ll0 fmsðl0Þ ¼ emsfmsðlÞ; (8.7)

where

MHF
ll0 � �Tðdl;l0þ1 þ dl;l0�1Þ þ ððU=2þ 2VÞ þ ð�1ÞlDÞdll0 : (8.8)

This equation is easily solved writing the wave functions in the form of a Bloch

state, namely, asfmðlÞ ¼ eiklukðlÞ, with a periodic function ukðlÞ and a momentum k.
We here drop the spin indices because the CDW state has no spin polarization.

Since the spatial period of this case is two, we can express the periodic function as

ukðlÞ ¼ aðkÞ þ ð�1ÞlbðkÞ , and then the eigenvalue equation is reduced to the

following 2 � 2 form:

�2T cosðkÞ þ ðU=2þ 2VÞ
D

D
2T cosðkÞ þ ðU=2þ 2VÞ

� �
a
b

� �
¼ em

a
b

� �
: (8.9)

Solving this equation in an usual way, we find

em ¼ ðU=2þ 2VÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 4T2 cos2 ðkÞ

p
� ðU=2þ 2VÞ � ek (8.10)

and the signs� correspond to valence (v) and conduction (c) bands. It turns out here

that the label m corresponds to the sets of (v, k) and (c, k). As for the values of k,
we impose a periodic boundary condition (PBC), i.e., fmðlþ NÞ ¼ fmðlÞ and find

k ¼ ð2p=NÞm with m being an integer. We also emphasize that the total

number of the one-electron states is N, except for spins. We then restrict the

range of k to � p=2 � k<p=2 so as to count N/2 states for each band, which

procedure is nothing but a band folding typical to a superlattice structure. Finally,

we display a normal orthogonal basis set for the one-electron states thus obtained:

8 Theory of MX Chain Compounds 119



1
ffiffiffiffi
N
p eiklðaðkÞ þ ð�1ÞlbðkÞÞ; k ¼ �p=2;�p=2þ 2p=N; . . . ; p=2� 2p=N
� �

;

(8.11)

where N is assumed to be a multiple of 4, and the coefficients are defined as

aðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ek � 2T cosðkÞ

2Ek

s

; (8.12)

and

bðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ek � 2T cosðkÞ

2Ek

s

: (8.13)

Now, we are prepared to determine the magnitudes of the mean fields, i.e., dn
and �m , for each set of the model parameters. Below, we show one example

of the results obtained for a realistic parameter set for the PtCl complex, that is,

(U, V, S, t0) ¼ (2.0, 1.2, 0.27, 1.3) in units of eV. Readers may remember a simple

arithmetic, 4Sþ 2V>U , for a stable CDW, which assures a truly stable CDW

solution for this parameter set. In Fig. 8.5, we draw the lattice distribution and the

electron density thus obtained also with the one-electron energy band diagram. As

is seen in (b), the densities at the two nonequivalent sites are 1.64 and 0.36, which

correspond to M+2.36 and M+3.64, respectively. Such fractional valencies are a

feature of the itinerant system. When we pay attention to the energy bands, we

notice the energy gap between the conduction and valence bands. The value of

3.15 eV is larger than the optical gap of the PtCl compound, i.e., about 2.7 eV [16,

17], and the readers may think that the present parameter set will not be appropriate

for explaining this compound. In the next subsection, we explain how this discrep-

ancy will be solved by a further analysis.
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Fig. 8.5 HF solution for CDW. (a) Halogen lattice displacements, (b) electron density, and

(c) a one-electron energy band diagram. In (c), the band center that is originally at U=2þ 2V is

set to the origin

120 K. Iwano



8.2.2 Optical Properties

In this subsection, we discuss the optical properties of the CDW systems. As is

introduced in the experimental section, a prominent feature in the absorption

spectra is the strong absorption band whose intensity is more or less concentrated

at the lower edge, as schematically illustrated in Fig. 8.6 (right panel). Moreover,

the band takes the form of an asymmetric Lorentzian. These features are hard to

explain solely by the HF calculation shown in the previous subsection. In fact, The

HF calculation gives a broad absorption band extending from the HF gap to the

excitation energy from the bottom of the valence band to the top of the conduction

band (see the left panel of Fig. 8.6).

Iwano et al. thought that this discrepancy came from the effect beyond the HF

approximation, namely, the exciton effect, and investigated it [18]. To start such a

calculation, it will be convenient to separate the original hamiltonian in Eq. (8.2)

into its HF part and the remaining part:

HePH2 ¼ HePH2;HF þ DH: (8.14)

Our task is then to expressDH in terms of the basis set that we constructed in the

HF calculation. As the first step, we rewrite the fluctuating part DH as

DH ¼ U
X

l

ðnl" � hnl"iÞðnl# � hnl#iÞ þ V
X

l

ðnl � hnliÞðnlþ1 � hnlþ1iÞ

þ V
X

ls

ðhCylþ1sClsiCylsClþ1s þ h.c:Þ � V
X

ls

jhCylþ1sClsij2: (8.15)

Here, we assume that the mean field in the brackets are already adjusted self-

consistently. We then insertCls ¼
P

ms fmsðlÞCms, and rearrange the terms, keeping

in mind hnli ¼ S0ms fmsðlÞ
�� ��2 and hCylþ1sClsi ¼ S0msf

	
msðlþ 1ÞfmsðlÞ (S0 means the

summation over all the occupied states). From here on, we use the notation that m
and i are the unoccupied and occupied one-electron states, respectively. The results
of the rearrangement are rather lengthy, so we only summarize their basic results. If

we call the states like C
y
msCisjF0i particle-hole excitations (jF0i is the HF ground

state), they constitute a subspace of bare one-electron-excited states (see Fig. 8.7a).
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Similarly, the states like C
y
msCisC

y
ns0Cjs0 jF0i also correspond to particle-hole

excitations, but in this case two electrons are excited from the valence band to the

conduction band, as shown in Fig. 8.7b. In the following calculations, we only treat

the former states and diagonalize the hamiltonian within the subspace of one-

electron excitations. This type of calculation is the simplest form of so-called

configurational interaction (CI) calculations and is often called single CI. In this

framework, the singlet excited state and the triplet excited state of Sz ¼ 0 compo-

nent are expressed as

jCS
ri ¼ ð1=

ffiffiffi
2
p
Þ
X

mi

f SmiðCym"Ci" þ C
y
m#Ci#ÞjF0i (8.16)

and

jCT
ri ¼ ð1=

ffiffiffi
2
p
Þ
X

mi

f TmiðCym"Ci" � C
y
m#Ci#ÞjF0i; (8.17)

respectively. Here, the new functions, f Smi and f
T
mi, are to be obtained by the following

eigenvalue equation:

M
ðS;TÞ
mi;nj f

ðS;TÞ
r ðnjÞ ¼ Erf

ðS;TÞ
r ðmiÞ ; (8.18)

where

MS
mi;nj� dmi;njðem� eiÞþ

X

l

�VfmðlÞfnðlÞfiðlþ1Þfjðlþ1Þ� ½l$ðlþ1Þ

�

þ2VfmðlÞfnðlþ1ÞfiðlÞfjðlþ1Þþ ½l$ðlþ1Þ

þUfmðlÞfnðlÞfiðlÞfjðlÞ

	
;

(8.19)

i
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Fig. 8.7 (a) One-electron

excited state and (b) two-

electron excited state
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and

MT
mi;nj � dmi;njðem � eiÞþ

X

l

�
�VfmðlÞfnðlÞfiðlþ 1Þfjðlþ 1Þ � ½l$ ðlþ 1Þ
:

�UfmðlÞfnðlÞfiðlÞfjðlÞ
	
: ð8:20Þ

Fig. 8.8 Optical conductivity spectra without lattice fluctuation (a) and with lattice fluctuation

(b–d). The dotted curve in (b–d) is a Lorentzian fitted to the high-energy side of each peak.

Reprinted from Iwano and Nasu [18]
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Note that we assume real one-electron orbital functions to avoid any unnecessary

use of complex values. Such a selection is really possible, because we only need to

take the real and imaginary parts of Eq. (8.11).

Thus, we have reached a computer-friendly expression of the eigenvalue equa-

tion. The dimension of the matrix M is generally ðN=2Þ2 by definition. However, in
a regular CDW case, it is reduced to N/2, because the states can be classified into

N/2 groups having different momenta k. In Fig. 8.8a, we show an optical conduc-

tivity spectrum thus calculated. By the way, the parameter set is different from the

previous one, but the essential features are maintained. Readers will see that the

spectrum calculated by the HF approximation (the left panel of Fig. 8.6) is strongly

renormalized to the new spectrum by the effect of DH. In particular, the intensities

widely distributed in the former spectrum are now concentrated at the lowest

position, accompanied by a downward shift of the absorption edge. This is nothing

but an exciton effect, in which Coulombic attraction makes a pair of an electron and

a hole bound to each other and forms an exciton. We usually call this downward

shift of the absorption edge the binding energy of the exciton.

We are now closer to the understanding of the measurement shown in Fig. 8.6.

As is seen in Fig. 8.8a, the main peak is a line spectrum, seemingly consistent with

the measured one. This is deeply related to the nature of the exciton. First, the

exciton has an energy band without losing a translational symmetry. We claim the

mutual binding of an electron and a hole, not the binding of their center of gravity.

Second, we must remember that visible or near-infra-red light has a long wave

length of about several thousand Angstroms. Therefore, the exciton state that is

accessible by such light is only K � 0 state (K is the momentum of its center of

gravity). This restriction makes the main peak a line spectrum.

So, what happened to the free electron–hole pairs that existed before the

renormalization? Obviously, a part of them have K ¼ 0, and they in principle can

contribute to the optical spectrum. This calculation, on the other hand, shows that

their intensities, which are located at higher energies than that of the exciton peak,

are almost negligible. This is a feature typical to one-dimensional systems, as

reported by other authors [19, 20]. Instead of giving mathematics, we here explain

it intuitively. In one-dimensional systems, an energy band has divergent density of

states (DOS) at both its sides, as will be seen in Fig. 8.5c. This property enhances

the renormalization, since the renormalization is accomplished gathering the states

around the band edge.

Lastly, we give a final answer to this absorption-spectrum problem. While the

treatment so far gives a line spectrum as the main peak of the optical conductivity,

we must look for one more ingredient to make the spectrum as broad as the

observation. To finish our quest, it is very important to recall that we are discussing

the strong e–l system. This strong e–l interaction is one of the two factors that give

the large CDW amplitude. Then, we think that this e–l interaction will also give a

large fluctuation to the main peak. In Fig. 8.8b–d, we show spectra in which effects

of lattice fluctuation are incorporated [18]. We here use a standard semi-classical

formula as
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kBT
	 ¼ �ho0

2
coth

�ho0

2kBTR
; (8.21)

where TR, T*, and o are a real temperature, an effective temperature, and the

frequency of the relevant phonon mode, respectively. In these calculations, T* is

assumed to be several typical temperatures and we perform averaging over

fluctuations by using a classical Monte-Carlo simulation. Note that T* of 200 K

almost corresponds to the real zero temperature case, because o0 of PtCl as that of

the halogen symmetric stretching is about 38 meV. As a result of this treatment, we

see that the observed main peak, which we described as an asymmetric Lorentzian,

is reproduced satisfactorily including the spectral shape, and our first question about

the nature of the CDW absorption spectrum is now answered as “Yes, it’s an

exciton!”

In the rest of this subsection, we mention some further works in this course. We

already pointed out that onlyK � 0 states are accessible by visible or near-IR light.

Even within this restriction, we can find out variety in the excited states. The point

is that we sometimes have more than one exciton band. We usually call them the

first exciton, the second exciton, the third exciton, and so on, in the increasing order

of energies. The main peak we have discussed corresponds to the first exciton, and it

has the odd parity with respect to the spatial inversion symmetry. As for the second

and third excitons, if they exist, they have the even and odd parity, respectively.

What is interesting is that we can detect the second exciton, which is usually

optically forbidden, by applying a dc-electric field. This idea was also tried and

confirmed both experimentally and theoretically [21, 22]. Furthermore, in a more

general context, such an experiment belongs to nonlinear optics where more than

one photon is involved in a optical process, because a dc-electric field can also be

regarded as a photon with zero frequency. Extending the idea in this context, we

also expect another nonlinear optical effect, for example, a third-harmonic genera-

tion, which was also confirmed by both a theory and an experiment [22, 23].

8.2.3 Soliton and Polaron

In this subsection, we discuss so-called nonlinear excitations such as a soliton and a

polaron. Readers may be familiar with the polaron, a hole, or electron carrier

moving with a phonon cloud around it, which is a rather popular concept in the

solid-state physics. Even in the theory of MX-chains, polarons have the same

meaning, while it is heavily renormalized with the strong e–l interaction that we

have already mentioned. The solitons, on the other hand, have unique natures,

which directly reflect the twofold degeneracy in the CDW ground states.

In Fig. 8.9, we illustrate possible nonlinear excitations inherent in this system,

including one of the two CDW ground states (topmost panel) and its exciton state

(below the CDW panel). All these nonlinear excitations or the paired states of them

are thought to be possible to be created by photoexcitation. Let us start from the
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CDW state in the top panel. Shining light will excite one electron from the deep

well (M2+ site) to the shallow well (M4+ site). As we have already discussed in

detail, the exciton state is a bound electron–hole pair. In this case, the exciton

resides at the two neighboring M sites as shown in the “Exciton” panel. We here

emphasize that the localized position of the exciton, namely, the position at

a particular pair of metals, i.e., M4+M2+, is just for convenience in drawing

the figure. The exact form of the exciton must obey the translational symmetry

and the spatial inversion symmetry (the inversion center is located at either the M2+

site or the M4+ site).

Following this excitation, we expect a self trapping of the exciton, that is, the

localization of the center of gravity of the exciton. Of course, this cannot occur

solely within the electronic degrees of freedom. We rather expect that a partial

melting of the halogen-dimerized pattern will cause such localization. In a sense,

this is very natural because the exciton, which is nothing but M3+M3+, prefers such

a lattice deformation, as is so in the Mott-insulator state. This state is usually called

a self-trapped exciton and abbreviated as “STE” (see the corresponding panel of

Fig. 8.9). From the exciton to the STE, the elevation of the M2+ level and the

dropping of the M4+ level occur, as shown in the top panel of Fig. 8.10.

If we proceed with this process by one more step, we will expect a complete

inversion of the lattice pattern in this local area and a simultaneous electron

transition following this lattice movements, as is shown in the third panel of

Fig. 8.10. Furthermore, we continue the process as described in the third and fourth

CDW

STE

S0 S0

S+ S-

P+ P-

Exciton

hν

Fig. 8.9 Electron

configurations of various

states. The abbreviations of

STE, S0, S�, and P� are a self-
trapped exciton, a neutral

soliton, a positively or

negatively charged soliton,

and a positively or negatively

charged polaron, respectively
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panels, and obtain an enlarged region of the inverted phase. Now, if the readers

compare this fourth panel and that denoted by “S+S�” in Fig. 8.9, we notice that we
have made the same state. This is nothing but a soliton state, and in this case we

have made a pair of “charged solitons.” On the other hand, we also think about a

similar but slightly different state as denoted by “S0S0,” which is called a pair of

neutral solitons. Leaving the explanation why they are charged or neutral, we

proceed with our gedanken experiment. In the case of polarons, we think that an

electron and a hole in an exciton or in an STE will separate to each other. The

isolated electron and hole thus formed deform the lattice around themselves, but no

more invert the CDW state. As a more likely process, a free electron–hole pair will

also yield the polarons independently. In any case, we expect a polaron pair, P+P�,
as depicted in Fig. 8.9 (bottom panel).

From here on, we introduce a calculated result to demonstrate the validity of the

above idea [24]. In this calculation, we trace the ground and excited states based on

the following lattice configurations:

ql ¼ q0ð�1Þl 1þ DQ tanh
jl� lcj � l0

2

w

 !

� 1

 !" #

; (8.22)

STE

Exciton

M3+ M3+

Complete inversion
of CDW phase at the 
central two sites

Further 
developed state

Fig. 8.10 Process to yield a soliton pair from the STE. The blue vertical arrows specify the

directions of the potential (lattice) changes. The green arrows mean the supposed electron

transitions

l

ql (-1)
l 0

ΔQ=1
 l   > 00

ΔQ=1
 l  =00

qo

-qo

Fig. 8.11 Staggered lattice displacements leading to the inversion of the CDW phase
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two typical patterns of which are illustrated in Fig. 8.11. As is seen in the figure,

these patterns continuously connect a local deformation like the STE and a kink-

anti-kink structure with an inverted region in between as the structures of the

solitons. Regarding the calculation method of the electronic states, we perform

almost the same type of calculation that we introduced in the previous subsection,

namely, the HF calculation for the ground state and the single-CI calculation for the

excited states, although the lattice configuration is fixed and not optimized in

this case. Using the same parameter set as that in the previous sections, namely,

(U, V, S, t0) ¼ (2.0, 1.2, 0.27, 1.3), in Figs. 8.12 and 8.13 we show adiabatic

potential surfaces as functions of the degree of deformation, DQ, and the

soliton–soliton distance, l0 . The amplitude of the regular dimerization, q0 , is of
course determined beforehand. The width of each soliton, w, is optimized at each

point of (DQ, l0). Looking at Fig. 8.12, we now judge that the energy of the charged

soliton pair is higher than that the STE in this parameter set. Moreover, inspecting

both the two surfaces, we find that the STE is located higher than the neutral soliton

pair. These features are understood within a general trend [24], although we do not

enter into the details here. The cross section at DQ ¼ 1.0 in the next figure is placed

to make these features more transparent.
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Fig. 8.12 Adiabatic potential surface of the first singlet excited state. Reprinted from Iwano [24]
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The readers might ask why we can distinguish the two types of solitons. Even

within this calculation, it is possible by inspecting the electronic density distribu-

tion in each state. Meanwhile, it is much clearer if we try a more advanced

calculation, that is, a DMRG calculation (K. Iwano, unpublished). In this method,

we can maintain the spin and spatial inversion symmetry almost perfectly, while in

the previous method the symmetries are not generally maintained except for some

cases like the regular CDW. The DMRG method enables us to separate singlet and

triplet states accurately, by which we are able to distinguish the soliton states. In

fact, we observe the degeneracy between S1 and T1 for a large l0, which clearly

indicates that these are neutral solitons. As will be understood from Fig. 8.9, the

neutral soliton has an unpaired spin, a pair of it having singlet and triplet states. It is

natural that they degenerate for a large soliton–soliton distance, since the effective

exchange coupling between them vanishes in the limit of a large distance. Mean-

while, we also notice a degeneracy between the S2 and S3 states. It is then naturally
interpreted as a charged-soliton pair, since a pair of it has the two choices of S+S�
and S�S+.
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Fig. 8.14 Cross section of the two singlet potential surfaces at DQ ¼ 1.0. Reprinted from

Iwano [24]
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Fig. 8.15 Cross section of the adiabatic potential surfaces calculated by the DMRG calculation.

S1, S2, and S3 are the first three excited states, while T1 and T2 are the first two triplet states
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Finally, we discuss possible processes expected from these results of the adia-

batic potential surfaces. Looking at Fig. 8.14 or Fig. 8.15, we judge that the charged

soliton pair is unlikely to be formed using the same path as that the STE follows,

since the former has a higher energy than the latter, as is already mentioned. Such a

situation does not support the idea of a short life time of the STE due to the charged

solitons. Of course we cannot completely exclude another possibility that the

energy of the charged-soliton pair is lower than that of the STE. However, in our

opinion, it is against a relatively large U value that is naturally deduced from a large

V value. Here, it is emphasized that we need the latter to have the strong exciton

effect. In turn, what about the possibility of forming the neutral solitons? We think

that it has plenty of chances. We here mention two scenarios. One is the path within

the singlet channel. In this case, it is a nonadiabatic transition from S2 to S1, as
indicated by the wavy like in Fig. 8.15. Although a realistic calculation has not been

performed yet, a prototype calculation predicts that appropriate inclusion of phonon

modes will enhance the transition probability up to a realistic value, for example,

several 10 ps as a life time of the STE [25]. The other scenario is based on a

singlet–triplet conversion. Actually, Fig. 8.15 shows a downhill course on the T1
surface from the STE to the neutral-soliton pair. In this case, we need a sufficiently

large singlet–triplet conversion rate and it is not unrealistic because Pt is a heavy

atom.

In the rest of this subsection, we discuss the charge-spin property of a soliton.

The soliton has its own charge and spin even though it is a composite particle made

of several electrons. Regarding the spin, it will be easier to see. Just looking at

Fig. 8.9 once more, we immediately notice an unpaired spin at each site of S0. We

therefore state in confidence that the neutral solitons have a spin 1/2. Similarly, we

see that all the spins are paired in S�, and so the charged solitons have no spin

degree of freedom.

On the other hand, the charge will be difficult to imagine, because we have

undulation of charge density in the background. We hence use the method to count

the charge as described in Fig. 8.16. Namely, we calculate the change in the electric

dipole moment before and after the movement of the soliton. For example, in the

case of the charged soliton, we shift the soliton by one unit cell, i.e., 2a, as in

Fig. 8.16a (a is the distance between the neighboring metal ions). If we define the

soliton charge as QS� , the change in the dipole moment is 2aQS� . This should be

20 20 2 0 2 0
20 20 20 2 0

S-

S-

a

20 10 2 0 2 0
20 20 10 2 0

Sb 0

S0

Fig. 8.16 Illustration to explain how to count soliton charges. (a) A charged soliton case and

(b) a neutral soliton case. The numbers are the electron occupancies at each metal site
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equal to the same value counted by the electrons, that is, 2ae, where e is the charge
of the electron. Just equating these two values, we evaluateQS� ¼ e. Repeating the
same procedure for the other solitons, we also find QSþ ¼ �e and QS0 ¼ 0

(Fig. 8.16b). Although the above counting is done in the localized limit, we can

perform the same type of counting in the itinerant case using real densities, and

confirm the same conclusion (see the summary in Table 8.1).

8.3 Mott-Insulator (M ¼ Ni) Systems

8.3.1 Ground State

The theory of the Ni system has a large overlap with that of the one-dimensional

Hubbard or extended-Hubbard model. This means that we can borrow so much

knowledge that was stored so far. The most important factor governing the ground

state is the existence of large U. This excludes most of double or empty occupancy,

leading to a single occupancy state like that in Fig. 8.1 (the Mott-insulator state).

This state is really an insulator, which is confirmed by the existence of an optical

gap, the absence of Drude weight in other words, which will be mentioned in the

next subsection. Regarding the charge gap, it is also opened. This corresponds to the

gap observed by photoemission, although we do not discuss it in this article.

Magnetic properties are more important in their ground state. As is well known,

the antiferromagnetic correlation as shown in Fig. 8.1 is not of a long-range order

but with a power decay, and there is no spin gap in this type of systems. Moreover,

since they are one-dimensional, the magnetic excitations are described as a pair

creation of spinons, instead of one magnon [26]. As a spin system, this can be

described by a Heisenberg model with an appropriate value of the exchange

coupling, J. We point out that we need no other term that destroys the isotropy of

spin directions. The coupling J is approximated by the relationship with

the parameters of the Hubbard or the extended Hubbard model, as J ¼ 4t20=U and

J ¼ 4t20=ðU � VÞ, respectively, using the second-order perturbational theory, while
it is much more complicated in the case of the dp model. The evaluation of the J
value is most easily done by the comparison of the temperature dependence of

susceptibility. In the theory, the same quantity is known to obey a Bonner–Fischer

curve that has a broad maximum around a temperature corresponding to the J value
[27]. However, it will be more accurate to estimate it from the dispersions of

magnetic excitations based on a neutron scattering experiment. Such an experiment

Table 8.1 Charge and spin of

the three types of solitons
Type Charge Spin

S� ∓e 0

S0 0 1/2

e is the charge of the electron
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is now in progress at J-PARC. In Fig. 8.17, we sketch a simple expectation for the

magnetic excitations.

8.3.2 Optical Properties

The optical conductivity spectrum of the Ni system was first observed by Okamoto

et al. [28]. It consisted of a dominant sharp main peak, which suggested the role of

the exciton effect. We already discussed the exciton effect in the CDW system.

Although the simple treatment in the previous section cannot be applied, the

physical meaning is not essentially different even in this strongly correlated system.

By the way, we were not so surprised by this exciton-like feature from the analogy

to the Pt system, of which the spectrum had been known to have the same feature.

What rather attracted our attention was a long tail extending to higher energies.

Because we lacked enough knowledge about the optical properties of strongly

correlated systems at that time, there was no clear answer to that.

Before this finding, the spectra in other strongly correlated systems had been

obtained. For instance, those of undoped cuprates, which were also Mott insulators,

were known at that time. Their features were that they had no features, although this

might sound paradoxical. In fact, their spectral shapes were broad band-like ones

and simply interpreted to originate from its two-dimensional nature, namely, a

relatively weak e–h binding.

In 2000, Jeckelmann calculated the optical conductivity spectrum of the one-

dimensional Hubbard model for the first time [29]. While his model was not the

extended Hubbard model, the long-tail feature was reproduced clearly. His method

was based on a dynamical DMRG (DDMRG) and this became the first study that

demonstrated the power of this method. According to this calculation, the above-

mentioned long tail is mainly due to an unique type of dispersion of a

doublon–holon pair. As is explained in detail below, a doublon and a holon

correspond to the electron and the hole, respectively, in band insulators including

the CDW insulator. In this sense, multielectron excitations that occur near the
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0.0

0.5

1.0

1.5

2.0

0.5 1.0 1.5 2.0

Spinon 
Conituum

2πJsin(Q/2)

πJsin(Q)

ω
/(

πJ
)

Fig. 8.17 Excitation

spectrum of two spinon

excitations

132 K. Iwano



CDW–Mott-insulator boundary, which we will mention at the end of this chapter,

do not occur here.

Next, we proceed to the case in the presence of the nearest-neighbor repulsion,

which is indispensable for the consideration of the Ni compounds. Detailed

calculations over various combinations of U and V are performed for the extended

Hubbard model [30] and the dp model [31]. These calculations, which are also

based on the DDMRG method, reproduce the feature seen in the Ni compounds,

namely, the sharpness of the main peak and its long tail on the higher-energy side,

as shown in Fig. 8.18 (particularly the graph of V ¼ 3).

Here, we instead introduce a very simple model, i.e., a so-called doublon–holon

model [32, 33], as

Hd�h ¼ �t0
X

l

ðdylþ1dl þ h.c:Þ � t0
X

l

ðhylþ1hl þ h.c:Þ þ V
X

l

n
ðdÞ
l n

ðhÞ
lþ1; (8.23)

where dl and hl are the doublon and holon operators, respectively, and n
ðdÞ
l and n

ðhÞ
l

are their number operators. Note that dl is not the operator of the d electron. This

model is regarded as an effective model of the extended Hubbard model with the

infinite U, in the following meaning.

First of all, the ground states are the states of single occupancy in this limit, as we

have already mentioned. Furthermore, the spin states heavily degenerate because of

the vanishing J value. In other words, any spin configuration satisfying an assigned
value of the total Sz can be a ground state. In Fig. 8.19a, we assume one spin

configuration. Here, we no more assume the antiferromagnetic spin configuration.

The doublon and the holon are then the states with one electron added or removed,

as illustrated in Fig. 8.19b, c, and their pair state is also shown in Fig. 8.19d. Here, it

will be better to give the present definition of each state. The ground state is

expressed as jgi � C
y
1"C
y
5"C
y
6"C
y
7"C
y
2#C
y
3#C
y
4#C
y
8#j0i , corresponding to Fig. 8.19a,

in our “up–down” definition. Note that the spin-up operators come before the down

ones. Let us think about the movement of the holon first. To move it by one unit to

the right, we just transfer the up-spin electron at the right n. n. site to this site. Since

there is no need for the sign change, it gives a matrix element � t0 as appearing in

Fig. 8.18 Spectra calculated

by DDMRG for the extended

Hubbard model with U ¼ 8t.
t is the same as t0. Reprinted
figure with permission from

Jeckelmann [30]. Copyright

(2003) by the American

Physical Society
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Eq. (8.22). In the case of the doublon, on the other hand, the movement by one unit

to the right needs the transfer of the down electron at this site to the right n. n. site.

Since our definition again needs no sign change, this also gives � t0. As a special
point of this model, the doublon and the hole never occupy the same site, because

the same occupation returns back the state to the ground state. We hence exclude

such N states to obtain the total N(N�1) states.
At a glance, this model will give an impression that the picture is too simple,

because the particle motion inevitably rearranges the spin configuration in the

background. Furthermore, the frozen spin configurations would need some assump-

tion for averaging if we treat them independently. Meanwhile, this hamiltonian

exactly describes the charge part of the factorized eigenstate, which justifies our

analyses from here on [32].

The analytical treatment of this model is easy when we use a PBC and consider a

state with a total momentum, K, assuming the expression of

jfi � 1
ffiffiffiffi
N
p.� 	X

l

eiKl
X

j

h
y
l d
y
lþjf ðjÞj0i : (8.24)

By this analysis, it is found that (1) the exciton is formed when V is larger than

2t0. This threshold value of V presents a sharp contrast to ordinary one-dimensional

cases, where infinitesimally small attraction forms a binding. The eigenstates of

K ¼ 0 and the associated optical conductivity spectrum are obtained as in

Fig. 8.20a. What attracts our attention most will be (2) the degeneracy between

the lowest exciton and the second lowest exciton. This feature is also unique to this

system, because the ordinary 1D systems never show such feature except for a case

Ground state

Doublon

Holon

1 2 3 4 5 6 7 8

Doublon and holon

a

b

c

d

Fig. 8.19 Pictures for (a) a

ground state, (b) a doublon

state, (c) a holon state, and

(d) a doublon–holon pair state
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of extremely large attraction. These marked features, (1) and (2), are well under-

stood by the “semi-infiniteness” of this model. Namely, as we have already defined,

the doublon and the holon do not occupy the same site. Moreover, we neglect the

probability of the position exchange between them, because such transition occurs

via the ground state and the probability is reduced by a factor comparable to 1/U.
Exactly speaking, a PBC, by which the system becomes a ring, makes the exchange

possible. However, such effect is negligible when we consider a sufficiently large

system size. In any way, the substantial inhibition of the doublon-hole exchange

separate all the states into two spaces; the doublon is on the left-hand side of the

holon, and vice versa. This situation enables us to consider the problem indepen-

dently in each space. If we focus on the relative coordinate of the two particles, this

situation corresponds to a semi-infinite system, in the sense of considering only a

positive or negative region of the coordinate. It is well known that the semi-infinite

system has a critical value of the attraction for the bound state formation, and this

also applies for our problem. The energy degeneracy between the two lowest

excitons is understood naturally in this context [33, 34], as illustrated in

Fig. 8.20b. Regarding the spectral shape, the similarity between the spectra in

Fig. 8.19 and those obtained using a full hamiltonian in Fig. 8.18 tells us the

usefulness of this doublon-hole model in spite of its simpleness.

In the rest of this section, we discuss another aspect of the optical conductivity

spectrum in the Ni compounds. The point is the sharpness of the main peak. As has

been already discussed, this sharpness is nothing but an exciton effect, and, in this

sense, it is not surprising. However, even in the Mott insulators, there must be e–l

interaction to some degree, and, therefore, we must expect a certain amount of line
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broadening. The actual peak width, on the other hand, is very small, for example, as

small as 7 meV in [Ni(chxn)2Br]Br2 [35]. This value presents a sharp contrast to

that in PtCl, which is approximately 300 meV. Although such a small width would

suggest an almost zero e–l interaction, we do not agree with that idea, since the Ni

compounds are also ionic crystals accompanied by relatively strong or intermediate

Coulombic interaction.

To solve this paradox, let us think about another doublon–holon model [36],

which is extended to include the e–l interaction:

Hd�h�l ¼ �t0
X

l

ðdylþ1dl þ h.c:Þ � t0
X

l

ðhylþ1hl þ h.c:Þ þ V
X

l

n
ðdÞ
l n

ðhÞ
lþ1

� S
X

l

ðqlþ1 � qlÞðnðdÞl � n
ðhÞ
l Þ þ S2

X

l

q2l ; (8.25)

where the newly added terms, the fourth and fifth terms, describe the doublon/

holon–lattice interactions and the elastic energy, respectively. Of course, this form

of interactions between the doublon/holon and the lattice are directly related to the

original form of the e–l interaction. In the following, we discuss the case of one

doublon for simplicity, because it is essentially the same even in the doublon–holon

case. In the former case, the hamiltonian is reduced to a simpler form as

Hd�l ¼ �t0
X

l

ðdylþ1dl þ h.c:Þ � S
X

l

ðqlþ1 � qlÞnðdÞl þ
S

2

X

l

q2l : (8.26)

In a sense, this is a very simple problem that includes only one particle and a

classical lattice. At a glance, this looks similar to a popular model called the

Holstein model [37, 38], which will be expressed as

HHols ¼ �t0
X

l

ðdylþ1dl þ h.c:Þ � S
X

l

qln
ðdÞ
l þ

S

2

X

l

q2l : (8.27)

For the Holstein model, it well known that even infinitesimally weak interaction,

S, makes a binding state, namely, the so-called polaron in one-dimensional systems.

Meanwhile, in the model of Hd–l, a simple analysis of lattice optimization in the

presence of one doublon reveals that there is a critical value to form a bound state.

Although this fact seems to be against the “common sense” that there always exists

a bound state in one-dimensional systems, the mechanism is easily understood by

converting the model into its momentum representation:

Hd�l ¼ �2t0
X

k

cosðkÞdyk dk þ
X

k;p

gðpÞdykþpdkqp þ
S

2

X

p

jqpj2; (8.28)
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where dk and qp are the Fourier component of the doublon and the lattice, respec-

tively. What is important is the functional form of the coupling function gðpÞ. In the
Holstein model, it is constant leading to the efficient formation of the polaron. On

the other hand, the function inHd–l has a functional form ofgðpÞ / 2Ssinðp=2Þ. This
means the suppression of the polaron formation that uses the components of p ~ 0,

as illustrated in Fig. 8.21a. By the way, the polaron in the CDW insulator is formed

mainly by the components around p ¼ p. This is directly related to the fact that the

wave vector of the CDW is p, which is the nesting vector of the original metallic

band as shown in Fig. 8.21b. The polaron formation then occurs efficiently using

this functional form. In contrast, the e–l interaction that a doublon or a holon feels is

suppressed nontrivially, and this also holds for a doublon-hole pair. Calculations

based on the full hamiltonian that incorporates the e–l interaction also support this

idea. For example, a vanishing Raman Stokes shift [36] and a very small peak line

broadening as small as 2 meV for realistic parameter values [39] are found in those

calculations. The very sharp peak observed in the optical conductivity spectrum is

thus concluded to be a manifestation of this effect. In Fig. 8.22, we show the spectra
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calculated for the dp model. The appropriate parameter set ðS1; S2Þ ¼ ð0:2; 0:072Þ
gives the effective width of 2 meV.

8.3.3 Photoinduced Metallic States

As was first demonstrated by Iwai et al., strong photoirradiation on these materials

can convert them into a type of metallic states [40]. As has been discussed already,

one-photon absorbed states are well described as a bound or unbound

doublon–holon pair. Then, the next question is about the nature of the strongly

excited states. In more detail, weak or intermediate excitation also causes some

photoinduced effect, which is characterized as a photoinduced absorption within

the gap region. However, this is not a so-called Drude peak, which is usually

centered at o ¼ 0, being a clear marker of the metallic state. We therefore know

that there is some threshold for the formation of this metallic state in these

compounds. This makes a contrast to the carrier-number dependency known for

the one-dimensional Hubbard model, in which the singularity exists only at the half

filling.

To understand this discrepancy, one key is the existence of the e–l interactions.

There is a possibility that the e–l interactions exist to some extent and work as an

inhibitor to the metallic state. However, as we have already discussed, the e–l

interaction that works between the halogen stretching and the metal dz2 orbital is

suppressed effectively in the limit of low carrier density. Much more detailed

analyses about the time scales of polaron formations, actual associated modes,

and the excitation-density dependency will be necessary for better understanding.

Another key will be the result by Takahashi et al., which traced numerically the

real-time evolution of photoexcited states within the Hubbard model [41]. Their

results show some critical intensity of photoexcitation realizing the metallization

and seems to be consistent with the observation. This result is therefore attractive,

since it suggests a different situation in the photoexcited states from the doped

cases, more specifically, a trend that the nature of the excited state is changed

drastically beyond a certain amount of excitations. Unfortunately, the numerical

calculation is limited to a small system size and does not allow a definite conclu-

sion. A proof based on analytical treatments will be further required to finish this

argument.

8.4 Bridging CDW and Mott Insulators

So far, we have argued the properties of the CDW insulator and the Mott insulator

from each side, although we already discussed them from the universal point of

view, i.e., the phase diagram. The phase diagram describes a phase transition

between the two phases. In this sense, we implicitly expect a conversion between
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the two phases by the adjustments of model parameters via the control of environ-

mental conditions such as temperature and pressure. However, in the Pt and Ni

compounds, they are deep inside each phase space, being very difficult to have any

relationship with the other phase. Here comes the Pd complex. It is always a CDW

insulator, except for the compound synthesized very recently, which shows a

CDW–Mott-insulator at a certain temperature [42]. Although most of the Pd

compounds are genuine CDW insulators, they have smaller CDW gaps, for exam-

ple, 0.7 eV for [Pd(chxn)2Br]Br2 [43]. This small gap energy tells us that this

material is close to the phase boundary and therefore has the potential to cause a

phase transition, being a “bridge” between the two phases.

8.4.1 Pd and Ni Mixed-Metal Systems

We start from the beginning of this story, that is, the synthesis of Pd/Ni mixed-metal

compounds. Regarding the details of this synthesis, we recommend the readers to

read the experimental section of this book. We here only mention three important

facts, that are, the behaviors of spin susceptibilities [44], and IR and Raman signals

[45]. Before those, we make the meaning of the mixed metal clear. The metal sites

are confirmed experimentally to be occupied by the Ni and Pd atoms replacing each

other randomly (see Fig. 8.23a), that is, no interstitial site at all, which finding made

a theoretical analysis simpler because we only need to use site-dependent parameter

values. Returning back to the experimental facts, the magnitude of the spin suscep-

tibility was found to be not linear as a function of the mixing degree x as expressed
as Ni1�xPdx(chxn)2Br3. As we have already seen, the CDW, in which all the sites

are doubly occupied, is nonmagnetic, while the Mott insulator has many active

spins and has a finite magnitude of susceptibility. If the selection of the states

occurred independently at each site, the x-dependency would be linear, but it is not

this case. Moreover, its functional form schematically drawn in Fig. 8.23b shows

that even at 20% of Ni inclusion (x ¼ 0.2) yields appreciable intensity of

Br

Ni NiPd Pd Ni
...

x

S
pi

n 
S

us
ce

pt
ib

ili
ty

0.2 0.40 0.6 0.8 1

b

a

M
ot

t I
ns

ul
at

or

CDW0

Fig. 8.23 (a) Example of a

Pd–Ni mixed-metal chain

segment. (b) Schematically

drawn spin susceptibility as a

function of x (solid line). The
dotted line is the hypothetical
linear behavior. Vertical
arrow specifies the value in

the pure Ni case, namely, that

of the Mott insulator
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susceptibility, suggesting that the substantial region of the system is converted into

the Mott insulator even at this small mixing rate. Similarly, the other two

observables also suggest the formation of the Mott-insulator state at lower Ni

concentration than we expect from the linear behavior. More specifically, the IR

signal detects the charge densities at the metal sites, while the Raman signal detects

the dimerization of the halogen sublattice, both being indispensable in identifying

the CDW.

Fig. 8.24 Result of a simulation for the 20%-Ni concentration case. (a) Alternate component

of the lattice (amplitude of dimerization) with the Ni-site positions depicted by the vertical lines.
(b) Spin density distribution (solid line) also with the alternate lattice component (dotted line).
Reprinted from Iwano [46]
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Upon these experimental findings, a theoretical calculation was performed

within the HF framework [46]. In Fig. 8.24, we show one result of the simulation,

in which 20%-Ni concentration is assumed in a 200-site system. In this calculation,

the effects of metal mixing are incorporated by changing the site energy and the on-

site repulsion energy from site to site. With this Ni distribution specified by the

vertical dotted lines in Fig. 8.24a, we notice that some regions become a Mott-

insulator state even involving a finite number of Pd sites. For example, the region

from the 150th to 200th sites loses lattice dimerizations as shown in Fig. 8.24a, and

simultaneously finite amplitude of spin density appears (Fig. 8.24b), in spite of

relatively large number of Pd sites in it. At that time, it was interpreted as a kind of

proximity effect, namely, that the Pd sites were involved in the Mott-insulator state

forcibly by the Ni sites nearby. As another example, the cases with 50% Ni

concentrations were also investigated to find that the most stable states were always

Mott insulators with inhomogeneous spin densities in accordance with the Pd

inclusion, which finding was consistent with the experimental tendency.

8.4.2 Pd Compound as a Mott–Hubbard Insulator

We now proceed our discussion about the metal mixing further to the next point.

Although we have not made it clear so far, there are two types of Mott-insulator

states. One is the CT insulator, while the other is the Mott–Hubbard insulator. The

Ni compound belongs to the former category [47]. In Fig. 8.25, we show the three

type of the insulators, adding the CDW insulator to the two Mott insulators.

Regarding the ground state properties, the two Mott insulators are not so different.

Meanwhile, the excited states have an important difference; the lowest-energy

optical transition is the CT transfer from the halogen to the metal in the CT

insulator, while it is the metal–metal transition from the lower Hubbard band

(LHB) to the upper Hubbard band (UHB) in the Mott–Hubbard insulator. Since

the pure Pd compound, [Pd(chxn)2Br]Br2 (hereafter PdBr), as one of the CDW

insulators has the band scheme of Fig. 8.25c, it is natural to expect a band scheme as

UHB

LHB

X band

UHB

LHB

X band

CB

VB

X band

CT Ins.a cb Mott-Hubbard
Ins.

CDW Ins.

Fig. 8.25 Three type of insulators. In (a) and (b), UHB and LHB mean the lower and upper

Hubbard bands, respectively. In (c), CB and VB are the conduction and valence bands of the

CDW, respectively. All these bands consist of the metal dz2 orbitals. The X band common to the

three figures is the halogen pz band
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Fig. 8.25b for PdBr as a Mott insulator. According to this expectation, the

measurements of optical conductivity spectra over the values of x from 0 to 1

were interpreted in the following way. Namely, the peak energy, which stays at

approximately 1.2 eV for x ¼ 0 ~ 0.3, makes a quick downward shift from x ¼ 0.3

to 0.4, and stays at 0.7 eV for x ¼ 0.4 ~ 0.8 [9]. Since, from the data of spin

susceptibility, we already know that the compound is more or less in the Mott-

insulator ground state, it was interpreted that these two Mott-insulator regions

correspond to the CT insulator of Ni (x ¼ 0 ~ 0.3) and the Mott–Hubbard insulator

of Pd (x ¼ 0.4 ~ 0.8). However, of course we have randomness from the metal

mixing, and hence a support from the theoretical side was also required.

Here, we recall the hamiltonian Hdp in Eq. (8.3). Using this hamiltonian, which

includes both the metal dz2 and halogen pz orbitals, we can treat the above three

insulator states appearing in Fig. 8.25 from a unified point of view. Among the

various terms in this hamiltonian, the readers may have a question about the e–l

coupling here. This coupling is indeed included in the second and fifth terms via the

site-dependent factors of eðlÞ ¼ ep � 2aðQlþ1 � Ql�1Þ for odd l (halogen site) and

eðlÞ ¼ eM þ aðQlþ1 � Ql�1Þ for even l (metal site), andVðlÞ ¼ Vdp � aðQlþ1 � QlÞ.
Before introducing the calculated results, we explain the meaning of these terms.

Let us think about the metal site. The contribution of the (l + 1)th halogen to this lth
metal site is þ aQlþ1nl � aQlþ1nlnlþ1 ¼ aQlþ1ð1� nlþ1Þnl . We here emphasize

that we use a “hole picture,” namely, that the vacuum state is M2+ and X� for the M
(X) site, respectively. When the halogen loses no electron, the expectation value of

nlþ1 remains almost zero and then the term roughly gives aQlþ1nl, which is a part of
the fourth term of Eq. (8.1), with the reversed sign because of the hole picture. What

is interesting is the effective reduction of this effect in the presence of a hole at

the halogen site, namely, hnlþ1i � 1. This is easily understood as the vanishing

Coulombic interaction between M and X0. We also have another type

of e–l interaction in the first term of Eq. (8.3) through the factor form of tðlÞ ¼ tdp

Fig. 8.26 (a) Level scheme

and the parameters of the

dp model. (b) Obtained

optical conductivity spectra

for X ¼ Cl. (c) Same as (b),

but for X ¼ Br. Reprinted

from Matsuzaki et al. [9].

Copyright (2004) by the

American Physical Society
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�bðQlþ1 � QlÞ. This is nothing but the transfer modulation due to the bond-length

change as intensively discussed in the Su–Schrieffer–Heeger model for

polyacetylene [7].

The calculated results are summarized in Fig. 8.26b with a level scheme in the

hole picture, Fig. 8.26a [9]. Regarding the parameter values, the readers are

recommended to see [9]. Although all the values are not determined uniquely as

will be shown in the next subsection, this successful reproduction of the observed

peak energies supports the above-mentioned idea, namely, the PdBr compound as a

metastable Mott–Hubbard insulator state.

8.4.3 Photoconverting CDW to a Mott Insulator

Following the previous subsection, we continue the discussion of the metastable

Mott–Hubbard state of the Pd compound. Since we have already discussed from

both the experimental and theoretical sides that it is very likely to exist, the next

question is how we can detect such a state in the pure PdBr compound. To answer

this question, Matsuzaki et al. performed the pump–probe experiment that shined

the light to this compound in the CDW ground state and obtained a signal that really

indicated the Mott–Hubbard state [48]. Here, we do not repeat this successful story

and only describe the theoretical aspect.

In Fig. 8.27, we show a phase diagram that was obtained based on the calculation

in the previous subsection [49]. As was mentioned previously, there is a factor

undermined there. It was the combination of the two types of e–l couplings, namely,

(a, b). In this diagram, we again make them have the dimension of energy, and use

a2=K andb2=K as the coordinates. The solid line in this figure is the phase boundary

between the two phases that we have been discussing, while the dotted line

corresponds to the parameter combinations that give the observed CDW peak

energy, 0.7 eV, in the Pd compound. The form of these curves understood by the

expression of an effective total e–l interaction, �a � aþ ½2tdp=ðep � edÞ
b. What is
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Reprinted from Iwano [49].
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more important is the proximity of these curves. As is easily seen in the figure, the

two curves reside very close to each other and even a crossing occurs at one point.
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Fig. 8.28 Staggered lattice configurations used in the calculation
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Fig. 8.29 Adiabatic potential curves of photoconversion on (a) A and (b) C points in Fig. 8.27.
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This result tells us that the actual Pd compound is really located near the phase

boundary whichever the parameter combination is.

We next introduce the result that demonstrates how the phase conversion occurs.

The calculation was performed in almost the same manner as that was done in the

soliton formation within the CDW phase, except for the assumed trajectory as in

Fig. 8.28. Note that the formed domain in the central region loses the halogen lattice

dimerization instead of the dimerization-phase inversion in the soliton case. In

Fig. 8.29, we show the adiabatic potential curves calculated by the DMRG method,

with Fig. 8.29a, b corresponding to the point A and C, respectively. The

calculations indicate that the results are rather sensitive to the selection of the

points. In fact, in Fig. 8.29a, the curve in the first singlet excited state has no energy

barrier in its relaxational path from the photoexcitation down to the Mott–Hubbard-

insulator domain, while that in Fig. 8.29b shows a slight energy barrier, meaning

less efficient domain formation process. As for the point B, it gives a result similar

to the point A. The actual PdBr compound shows a linear behavior in the

photoinducing process of the Mott–Hubbard-insulator state [48]. This means that

even one absorbed photon creates a substantial size of domain, and therefore the

result in Fig. 8.29a is consistent with the observation.

In the rest of this subsection, we briefly mention the electric charges of the

domain wall. If the system is exactly on the phase boundary, the domain feels no

potential energy that increases with the domain size otherwise. In those cases, not

the domain size but the positions of the domain walls are appropriate as the degrees

of freedom of the system. In other words, the two domain walls are expected to

move freely to each other, and allow the possibility to be detected separately. In

particular, the charges are intriguing, because they are expected to become frac-

tional. In Fig. 8.30, we show the distribution of the electron density, in which the

central region corresponds to the Mott–Hubbard-insulator domain (K. Iwano,

unpublished). Note that we here use the extended Hubbard model and the HF

method to calculate the density in a large system, because we assume that the effect
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of electron correlation is not relevant in the determination of the charges. If the

readers carefully look at the domain wall area shaded in the figure, they will notice

that the left (right) region has more (less) electrons. We then move each domain

wall by one unit cell, and measure the increased or decreased dipole moments,

resorting to the method described in the preceding subsection. The obtained charges

are then found to be �0.46e approximately, with e being the charge of the electron.
Thus, these values are fractional in the twofold meanings; first close to �(1/2)e and
then deviate from them with a substantial difference. We emphasize that the

approximate values of �(1/2)e are easily explained in the localized limit by using

a figure like Fig. 8.16, while the deviation from them depends on the parameter

value, being affected by the finite itinerancy.

8.4.4 Other Important Aspects of Photoconversions

At the end of this chapter, we briefly mention recent progresses on the

photoconversion in the MX-chains. By the way, this photoconversion is nowadays

called “photoinduced phase transition” in the field of optical properties of solids.

The MX-chains have particular research advantage among other popular materials

exhibiting photoinduced phase transitions because their optically excited states are

already clarified to almost satisfactorily levels except for a few remaining points

such as highly excited states in the Ni compounds, and therefore work well as

model materials. The progress worth being mentioned first of all is the ultrafast

nature of the domain formation. In the previous subsection, we described it based

on the adiabatic potential curves. Such a description assumes that important

dynamical changes, more specifically those in the electronic state, occur following

the change in the lattice system. This type way of thinking will be true if the lattice

system is the dominant driving force to determine the phases. Meanwhile, in our

CDW case, the effect of V also plays the essential role as we have already discussed.

For this reason, a concept of domain formation of purely electronic nature has been

pursued from both the experimental and theoretical sides. In particular, the obser-

vation of the ultrafast time scale in the early process of the CDW to Mott–Hubbard

conversion in the Pd compound is important, because it was much shorter than

80 fs, i.e., much less than the time scale of the relevant phonon frequency, about

0.1 ps. The contribution from the theoretical side was given with a quasi-one-

dimensional molecular solid, tetrathiafulvalene-p-chloranil (TTF-CA), as the target
material. Almost the same idea, namely, the ultrafast electronic domain formation,

was also presented in this material, and a theoretical calculation was performed

focusing on its optical conductivity spectra [50]. According to their results, the

excited states are characterized by excited domain states, and such tendency is more

conspicuous as the system goes closer to the phase boundary. By the way, TTF-CA

has two phases as electronic states, that are, the neutral phase and the ionic phase,

which are very similar to the CDW and Mott-insulator states, respectively, at least

from the theoretical point of view. Therefore, the results are applicable also to the
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MX-chains, more specifically, the Pd compound, and prompt further studies, for

example, on entangled dynamics in which the two collective degrees of freedom in

the electronic system and the lattice system evolve in time, affecting each other.

The second progress is the further photoconversion of the PdBr compound, that

is, the second transition from the Mott–Hubbard state to a metallic state. As we

already know that the Ni compound as another type of Mott insulator becomes

metallic after the strong photoexcitation, this sounds very likely. In fact, Matsuzaki

et al. have tried such detection and obtained a result supporting this (H. Matsuzaki,

unpublished). Although a theoretical investigation has not been tried yet, the

theorists face a novel field of dynamics in which a domain in its transient growth

process is converted again into the third phase.

The last progress we want to mention is challenges toward more detailed and

accurate understanding of this photoconversion process. So far, we have looked at

the domain growth only focusing on its coherent aspect. In this case, we mean by

the word of “coherent” a description based solely on the collective coordinate of the

domain formation. Very recently, Uemura et al. have found the generations of

various types of coherent phonons in TTF-CA during its photoconversion process

[51]. This observation suggests substantial couplings between the collective coor-

dinate and the other degrees of freedom, and tell us the necessity of a new theory

that includes such effects. In a naive image, we expect that the collective motion of

the domain growth will receive a kind of friction from the other degrees of freedom

such as phonons, magnons, electron–hole excitations, and so on. Regarding this, the

idea of quantum friction [52] is attractive, although we must keep the following two

points in mind. First, at least at the initial stage of dynamics, the relevant modes are

rather limited since the coherent phonons are observed. In this sense, this is a

different problem from that considering all the other modes as a reservoir. Second,

the domain has a translational invariance in ideal or sufficiently large systems. Not

only its spatial extension but also the motion of its center of gravity will receive

scattering effects from the other degrees of freedom. Such complexity will also be

of central interest in the very recent paper [53] and is expected to make our

understanding much deeper.
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Chapter 9

Crystal Structures and Properties

of MMX-Chain Compounds Based

on Dithiocarboxylato-Bridged Dinuclear

Complexes

Minoru Mitsumi

Abstract In this chapter, a comprehensive study of the syntheses, crystal

structures, and properties of the series of one-dimensional (1D) halogen-bridged

mixed-valence dimetal complexes, MMX-chain compounds, based on the

dithiocarboxylato-bridged dinuclear complexes, [Pt2(RCS2)4I]1 (R ¼ Me (1), Et

(2), n-Pr (3), n-Bu (4), n-Pen (5), and n-Hex(6)) and [Ni2(RCS2)4I]1 (R ¼ Me (7),

Et (8), n-Pr (9), and n-Bu (10)) are described. The evolution from 1D halogen-

bridged metal complex, MX-chain compounds, to MMX-chain compounds has

produced a variety of electronic states and subtle balance of solid-state properties

originating from the charge–spin–lattice coupling and the fluctuation of these

degrees of freedom. With increasing the internal degrees of freedom originating

from the mixed-valence diplatinum unit, the Pt MMX-chain compounds except for

3 show relatively high electrical conductivity of 0.84–43 S cm–1 at room tempera-

ture and exhibit metallic conducting behavior with TM–S ¼ 205–324 K. These

compounds at room temperature are considered to take the valence-ordered state

close to an averaged-valence (AV) state of –Pt2.5+–Pt2.5+–I––. The analyses of the

diffuse scattering observed in the metallic state of 2 revealed that the metallic state

has appeared by the valence fluctuation accompanying the dynamic valence-order-

ing state of the charge-density-wave (CDW) type of –Pt2+–Pt2+–I––Pt3+–Pt3+–I––.

On the other hand, the metallic Pt MMX-chain compounds become insulators with

lowering temperature due to the lattice dimerization originating from an effective

half-filled metallic band. The synchrotron radiation crystal structure analysis of 2 at

48 K revealed that the valence-ordered state in the LT phase is the alternate charge-

polarization (ACP) state of –Pt2+–Pt3+–I––Pt3+–Pt2+–I––. Furthermore, the elonga-

tion of the alkyl chains introduces increasing motional degrees of freedom in the
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system. Interplay between electronic degrees of freedom and molecular dynamics is

also expected to cause an intriguing structural phase transition accompanying an

electronic and/or magnetic transition never observed for [M2(MeCS2)4I]1 (M ¼ Pt

(1), Ni (7)). With the elongation of alkyl chains in dithiocarboxylato ligands, the

compounds 3–5 undergo two phase transitions at near 210 K and above room

temperature, indicating the existence of the LT, RT, and HT phases. The periodicity

of crystal lattice in the RT phase of 3–5 along 1D chain is threefold of a –Pt–Pt–I–

unit, and the structural disorders have occurred for the dithiocarboxylato group and

the alkyl chain belonging to only the central dinuclear units in the threefold

periodicity. In the HT phase, the dithiocarboxylato groups of all the dinuclear

units in 3–5 are disordered and the lattice periodicities in 3 and 4 change to

onefold of a –Pt–Pt–I– period. Ikeuchi and Saito have revealed from the heat

capacity measurements that the entropy (disorder) reserved in alkyl groups in the

RT phase is transferred to the dithiocarboxylate groups with the RT–HT phase

transition [50–52]. Whereas, the lattice periodicity of 4 in the LT phase changes

to twofold periodicity being assigned to the ACP state similar to the LT phase

of the compound 2 and the dithiocarboxylate groups of all the diplatinum units

are ordered. Furthermore, accompanying to the RT–LT phase transition, the com-

pound 4 exhibits the paramagnetic–nonmagnetic transition originating from the

regular electronic Peierls transition. These facts suggest that the dynamics

(motional degrees of freedom) of the dithiocarboxylato ligands and bridging iodine

atoms affects the electronic and magnetic systems through the electron–lattice

interaction.

On the other hand, unlike the metallic Pt MMX-chain compounds, all the

Ni MMX-chain compounds are Mott–Hubbard semiconductor due to the

strong on-site Columbic repulsion on the nickel atom. The room-temperature

crystal structures of the compounds 7–10 indicate their valence states to be

an averaged-valence (AV) state or a charge-polarization (CP) state of

–Ni(2.5�d)+–Ni(2.5+d)+–I�–Ni(2.5�d)+–Ni(2.5+d)+–Ni(2.5�d)+–I�– (d� 0:5) close to

an averaged-valence state. With the elongation of the alkyl chains in dithiocar-

boxylato ligands, the periodicity of crystal lattice in 9 and 10 along 1D chain in

the RT phase is threefold of a –Ni–Ni–I– unit by the same origin as the

diplatinum compounds 3–5, and furthermore, the lattice periodicity of 9 changes

to onefold in the LT phase with a first-order phase transition at 205.6 K. The

high temperature magnetic susceptibilities of 8–10 can be described by an

S ¼ 1/2 1D Heisenberg antiferromagnetic chain model with the very large

exchange coupling constant |J|/kB ranging from 898(2) to 939(3) K. Furthermore,

the compounds 8 and 9 undergo a spin-Peierls (SP) transition at relatively high

Tsp ¼ 47 and 36 K, respectively, which are accompanied by superlattice

reflections corresponding to twofold of a –Ni–Ni–I– period below Tsp. The

synchrotron radiation crystal structure analysis of 8 at 26 K revealed that the

valence-ordered state changes from the CP state in the RT phase to the ACP

state in the SP phase. These facts demonstrate that the electronic system of the

Ni MMX-chain compounds in which the on-site Columbic repulsion U plays a

dominant role in determining the electronic system is hardly affected by the

molecular dynamics.
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9.1 Introduction

Mixed valency has played a pivotal role in the appearance of many interesting

properties such as electrical, magnetic, and optical or their combination [1]. Such a

mixed valency was first realized in inorganic compound and, in particular, the

mixed-valence platinum complexes. One-dimensional (1D) halogen-bridged metal

complexes, MX-chain compounds, have received significant attention for several

decades because they display a variety of electronic states originating from the

competition between electron–lattice interaction and strong electron–electron cor-

relation [2–6]. MX chain compounds with M ¼ Pt and Pd are usually in a Class II

mixed-valence state, ‐X�–M2+–X�‐M4+‐X�–, and show a shift of the halogen

atoms from the midpoint between two metal atoms due to Peierls instability.

These Class II compounds exhibit characteristic physical properties such as strong

intervalence charge-transfer (IVCT) absorption [7, 8], luminescence with a large

Stokes shift [9], and resonance Raman scattering with high-overtone progression

[10, 11] originating from the strong electron–lattice interactions. On the other hand,

nickel compounds tend to be in a Class III-A averaged-valence state of –X�–Ni3þ

–X�–Ni3+–X�– and the bridging halogen atoms are located at the midpoint between

two Ni atoms due to strong electron–electron correlation of the Ni atoms [12].

These Ni compounds are characterized as Mott–Hubbard semiconductors with

a spin-density-wave (SDW) ground state [13], and exhibit very interesting solid-

state properties such as gigantic third-order nonlinear optical susceptibility (w(3)) [14]
and an S ¼ 1/2 1D Heisenberg antiferromagnetic (AF) chain with a strong AF

interaction (J/kB ¼ 3,600 K) between the Ni3+ ions [8]. Using magnetic susceptibility

and nuclear quadrupole resonance (NQR) data, Takaishi et al. recently showed

that {[NiBr(1R,2R-chxn)2]Br2}1 (1R,2R-chxn ¼ 1R,2R-diaminocyclohexane)

undergoes a spin-Peierls transition in the temperature range of 40–130 K [15].

The Ni compounds have also attracted attention as a 1Dmodel candidate for high-Tc
copper oxide superconductors because of the similarity in the electronic band

structure toLa2CuO4which is the precursor compound to the series La2�xSrxCuO4 [16].

The details of the properties of these MX-chain compounds have been described in

this book.

The evolution from MX-chain compounds to 1D halogen-bridged mixed-

valence dinuclear chain compounds, MMX-chain compounds, has recently

received increased attention, as they display a variety of electronic states and subtle

balance of solid-state properties originating from the charge-spin-lattice coupling

and the fluctuation of these degrees of freedom. MMX-chain compounds reported

so far belong to two families, i.e., the pop-family of A4[Pt2(pop)4X]�nH2O (pop ¼
P2O5H2

2�; A ¼ Li, K, Cs, various alkyl ammonium; X ¼ Cl, Br, I) [17–27] and the

dta-family (dta ¼ dithioacetato, MeCS2
�) [M2(RCS2)4I]1 (M ¼ Pt, R ¼ Me (1),

Et (2), n-Pr (3), n-Bu (4), n-Pen (5), n-Hex (6); M ¼ Ni, R ¼ Me (7), Et (8),

n-Pr (9), n-Bu (10)) [28–38]. These compounds exist in a mixed-valence state

composed of M2+ (d8, S ¼ 0) and M3+ (d7, S ¼ 1/2) with a formal oxidation

number of þ2.5. Therefore, the MMX-chain compound is a 1D d–p electronic
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system based on a dinuclear unit containing a metal–metal bond with a formal bond

order of one-half. Important features of MMX compounds are expected to arise

from the increase of the internal degrees of freedom resulting from the mixed-

valence state of the dinuclear unit. This property enables various electronic

structures, which are represented by the four extreme valence-ordered states as

shown in Fig. 9.1 [31].

The valence state, expressed as a –M2+–M3+–, represents an extreme case, which

is more accurately represented as –M(2+d)+–M(3�d)+– or –M(2.5�d)+–M(2.5+d)+–. The

value of d depends on the degree of orbital hybridization and lies between

the limiting cases of 0 and 0.5. These valence-ordered states are classified based

on the periodicity of the 1D chains as follows. The averaged valence (AV) and charge-

polarization (CP) states in which the periodicity of the 1D chain is –M–M–X–

correspond to a metallic state with an effective half-filled conduction band mainly

composed of M–M ds*–X pz hybridized orbitals or to a Mott–Hubbard semicon-

ducting state. In contrast, the periodicities of the 1D chains in the charge-density-

wave (CDW) and alternate charge-polarization (ACP) states are doubled. Except

for the averaged valence (AV) state, the valence-ordered states should undergo

lattice distortions due to valence alternation. The magnitude of the on-site Coulomb

repulsion U in MMX compounds is expected to be relatively small compared with

MX compounds due to the sharing of one unpaired electron through a metal–metal

bond. This facilitates valence delocalization and enhances valence fluctuation in the

mixed-valence state. Furthermore, an MMX-chain compound should have a strong

AF interaction arising from the superexchange interaction between the S ¼ 1/

2 spins of the M3+ ions through the large overlap of the metal dz2 and halogen pz

Fig. 9.1 Schematic electronic structures for the MMX-chain compound in the limit U ! 0;

(a) averaged-valence (AV) state, (b) charge-polarization (CP) state, (c) charge-density-wave

(CDW) state, and (d) alternate charge-polarization (ACP) state [31]
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orbitals, analogous to the Ni MX compounds [8]. The details of the properties of the

pop-family of A4[Pt2(pop)4X]�nH2O have been described in this book by Iguchi,

Takaishi, and Yamashita.

[M2(MeCS2)4I]1 (M ¼ Pt (1), Ni (7)) was first prepared and characterized by

Bellitto et al. in 1983 and 1985, respectively [28, 37]. Yamashita et al. first reported in

1992 that the single crystal electrical conductivity of [Pt2(MeCS2)4I]1 (1) around

room temperature is nearly temperature independent [29]. The transport and spectro-

scopic studies of 1 by Kitagawa et al. revealed that this compound shows a

high-electrical conductivity of 13 S cm�1 at room temperature and exhibits metallic

behavior above 300 K [31]. In contrast, [Ni2(MeCS2)4I]1 (7) has an AV state at RT,

but exhibits a sharp peak near 0.6 eV in the reflectance spectrum for light polarized

parallel to the 1D chain, which is attributed to a Mott–Hubbard gap due to a relatively

large on-site Coulomb repulsion energyU of the nickel atoms [29]. Accordingly, this

compound has been regarded as a Mott–Hubbard semiconductor.

To reveal the essence of these MMX compounds as a 1D electronic system, two

series of Pt and Ni MMX-chain compounds, [Pt2(RCS2)4I]1 (R ¼ Et (2), n-Pr (3),
n-Bu (4), n-Pen (5), and n-Hex(6)) [32–36] and [Ni2(RCS2)4I]1 (R ¼ Et (8), n-Pr (9),
and n-Bu (10)) [38] have been prepared by our group, and the correlations between
their crystal structures and properties have been studied in detail. In the platinum

complexes, it was found that the valence fluctuation originating from the Pt2+

and Pt3+ mixed-valence state plays an essential role in the appearance of the

metallic or dynamic electronic state. On the other hand, the nickel complexes do not

exhibit such a valence fluctuation but behave as a Class III-A averaged-valence

state of –Ni2.5+–Ni2.5+–I�– due to strong electron–electron correlation of the

Ni atoms. Theoretical studies of the MMX-chain compounds to reveal the elec-

tronic structure have also been described [39–43]. The elongation of the alkyl

chains is expected to cause not only increasing one-dimensionality (reducing trans-

versal effects) but also increasing motional degrees of freedom in the system.

Furthermore, the interplay between electronic degrees of freedom and molecular

dynamics has actually caused the diverse and intriguing structural phase tran-

sitions accompanying electronic and/or magnetic transition never observed for

[M2(MeCS2)4I]1 (M ¼ Pt (1) and Ni (7)).

9.2 Platinum Complexes

9.2.1 Syntheses

Dithiocarboxylic acids are prepared in moderate yields by the reaction between

carbon disulfide and the corresponding alkylmagnesium halide in a mixed solvent

of tetrahydrofuran and diethyl ether [44]. A precursor complex [Pt2
II(MeCS2)4] is

prepared by the reaction of dithioacetic acid with K2[PtCl4] in toluene under reflux,

but the yield is at most 40 % because of the low reactivity of K2[PtCl4] with

dithioacetic acid in toluene [45]. However, the yield can be improved to about

90 % by using platinum(II) chloride instead of K2[PtCl4]. The precursor complexes
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[Pt2(RCS2)4] (R ¼ Me, Et, n-Pr, n-Bu, n-Pen) can be stored without decomposition

for several months under an inert atmosphere in a freezer but gradually decompose

upon exposure to air.

The precursor complex [Pt2
II(MeCS2)4] readily undergoes oxidative addition

with halogens in hot toluene, giving [Pt2
III(MeCS2)4X2] containing platinum

atoms with formal oxidation state of þ3 [28]. In the case of X ¼ I, if the reaction

is carried out with a ratio of [Pt2(MeCS2)4]:I ¼ 1:1, an MMX-chain compound

[Pt2(MeCS2)4I]1 (1) with formal oxidation state ofþ2.5 is isolated. This compound

can also be obtained from the reaction of [Pt2
II(MeCS2)4] and [Pt2

III(MeCS2)4I2] in

toluene under reflux [28]. As described in the next section, [Pt2(MeCS2)4I]1 (1)

undergoes an order–disorder type phase transition associated with the conformation

of two PtS4 planes around 371–372 K [46]. One should be careful because the

disordered diplatinum unit of 1 will be partially formed in the crystal when the

crystals start to deposit above the transition temperature. [Pt2(RCS2)4I]1 (R ¼ Et (2),

n-Pr (3), n-Bu (4), and n-Pen (5)) can also be prepared by mixing equimolar

amounts of [Pt2
II(RCS2)4] and [Pt2

III(RCS2)4I2] [32–35]. [Pt2(n-BuCS2)4I]1 (4)

and [Pt2(n-PenCS2)4I]1 (5) are prepared by cooling the corresponding toluene—

n-hexane or n-hexane solution down to 2 ~ 0 �C, because the solubility of the MMX

compounds increases with elongation of the alkyl chains. These MMX-chain

compounds are relatively stable in air.

9.2.2 Crystal Structures

Before describing the crystal structures, the transition temperature and the entropy

gain at the phase transition obtained by the heat capacity measurements of

[Pt2(RCS2)4I]1 (Me (1), Et (2), n-Pr (3), n-Bu (4), and n-Pen (5)) are listed in

Table 9.1 [47–52].

9.2.2.1 [Pt2(RCS2)4I]1 (R ¼ Me (1), Et (2))

Miyazaki et al. have reported the heat capacity of [Pt2(MeCS2)4I]1 (1) in which a

distinct heat capacity peak due to a phase transition was observed at Ttrs ¼ 373.4 K,

indicating the presence of the room temperature (RT) and high-temperature (HT)

phases [48]. On the other hand, DSC measurements of [Pt2(EtCS2)4I]1 (2) do not

show any latent heat in the temperature range of 150–473 K [32]. [Pt2(RCS2)4I]1
(R ¼ Me (1), Et (2)) crystallize in the same monoclinic space group C2/c and hence
have similar structures [28, 32]. The crystal structure of 2 is shown in Fig. 9.2.

The crystals of both compounds consist of neutral 1D chains with a repeating

–Pt–Pt–I– unit lying on the crystallographic twofold axis parallel to the b axis.

The crystal structure is exemplified with that of the compound 2 [32]. Two platinum

atoms of 2 are bridged by four dithiopropanato ligands with a Pt–Pt distance of

2.684 (1) Å at 293 K, 0.189 Å shorter than the distance between the mean planes
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defined by the four sulfur atoms. This Pt–Pt distance is intermediate between that of

[Pt2
II(EtCS2)4] (d

8d8) (2.764 (1) Å) [53] and [Pt2
III(EtCS2)4I2] (d

7d7) (2.582 (1) Å) [32]

and is nearly equal to that of 1 (2.677 (2) Å) [28]. This is consistent with that

the bond order of the Pt–Pt bond in 1 and 2 (d8d7) is formally one-half. Pt–I

distances are 2.982 (1) and 2.978 (1) Å, which are longer than those observed in

[Pt2
III(EtCS2)4I2] (average 2.764 Å) [32] and are similar to those in 1 (average

2.978 Å) [28]. The dominant structural feature of [Pt2(RCS2)4I]1 is a twisting of

two PtS4 planes from an eclipsed arrangement characterized by the twist angle. The

two PtS4 planes of the dinuclear unit in 2 are twisted by ca. 23.0
� at 293 K from the

eclipsed D4h structure. This results from the S � � � S distance (ca. 3.0 Å) of the SCS

moiety being longer than the Pt–Pt distance (ca. 2.68 Å) [28, 32]. This twisting has

enabled the stretching of the Pt–Pt bond by changing the twist angle.

Table 9.1 Transition temperature and the entropy gain at the phase transition in [Pt2(RCS2)4I]1 [47]

Compound

LT phase ! RT phase RT phase ! HT phase

ReferencesTtrs (K)
DtrsS
(J K�1 mol�1) Ttrs (K)

DtrsS
(J K�1 mol�1)

[Pt2(MeCS2)4I]1 (1) a 373.4 5.25 � 0.07 [48]

[Pt2(EtCS2)4I]1 (2)b �180 and

�230
0.21 and 0.13 [49]

[Pt2(n-PrCS2)4I]1 (3) 209 14.6 358.8 10.0 [50]

[Pt2(n-BuCS2)4I]1 (4)c 213.5 20.09 323.5 7.46 [51]

[Pt2(n-PenCS2)4I]1 (5)d 207.4 49.1 324 �0 [52]

[Pt2(n-PenCS2)4I]1 (5)e 220.5 52.4
aNo thermal anomalies at TM–S ¼ 300 K and T ¼ 80 K.
bTransport properties show a metal–semiconductor transition at TM–S ¼ 205 K.
cThe additional small phase transition observed at 114 K.
dData for as-grown sample.
eData for the sample once heated above the RT–HT phase transition at 324 K and then supercooled.

A very broad higher order phase transition was detected around 170 K

Fig. 9.2 (a) 1D chain structure of [Pt2(EtCS2)4I]1 (2) at 293 K with an atomic numbering scheme

and relevant interatomic distances [32]. (b) Packing diagram projected down the b axis. Thermal

ellipsoid set at the 50 % probability level.
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As shown in Fig. 9.3, the neighboring 1D chains of 1 and 2 along the a axis are
mutually shifted by 0.5b owing to the relation of the C lattice. Adjacent 1D

chains along the c axis are related by the c glide plane, and hence the two PtS4
planes of diplatinum units in the neighboring 1D chains twist in opposite

directions. It is noteworthy that the arrangement of neighboring 1D chains

along the c axis of 2 is different from that of 1. Neighboring chains along c are

shifted by about 0.5b in 1 but are shifted by only 0.444 Å (293 K) in 2. The

interchain S � � � S contact distances are 3.812 and 3.847 Å in 1, which are

relatively close to the van der Waals contact distance between sulfur atoms

(3.60 Å), indicating the existence of two-dimensional (2D) interaction parallel

to the bc plane [28]. On the other hand, the shorter interchain S � � � S distances in

2 are 4.140 (2) and 4.663 (2) Å, indicating no interchain S � � � S contacts [32].

Therefore, one-dimensionality of 2 is enhanced by the introduction of the ethyl

group into dithiocarboxylato ligand instead of the methyl group. Interchain

Fig. 9.3 Packing diagrams projected down the c and a axes for (a) [Pt2(MeCS2)4I]1 (1) and

(b) [Pt2(EtCS2)4I]1 (2) [28, 32]. The dashed lines represent the interchain S���S contacts, which are

relatively close to the van der Waals contact distance between sulfur atoms (3.60 Å)
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distances along the a and c directions in 2 are 8.719 and 9.285 Å, respectively,

lengthened by 0.300 and 2.467 Å, in comparison with those of 1.

Variable temperature X-ray crystal structure analyses by Ozawa, Toriumi et al.

have revealed that 1 undergoes a structural phase transition near Ttrs ¼ 373.4 K and

the space group changes from C2/c at room temperature to A2/m at high tempera-

ture [46] (Fig. 9.4). Crystallographic mirror planes perpendicular to the 1D chain

exist on the I1 atoms and the midpoint of Pt1 and Pt10 atoms (i.e., y ¼ 0, 0.5, 1) and,

therefore, the dinuclear units in the high-temperature (HT) phase at 403 K adopt

two staggered arrangements with twist angles of 19.4� and�19.4�, respectively [46].
Whereas, the positional disorder of PtS4 planes is not observed for 2 in the X-ray

analysis up to 377 K, consistent with DSC data [32].

9.2.2.2 [Pt2(RCS2)4I]1 (R ¼ n-Pr (3), n-Bu (4), and n-Pen (5))

RT Phases of [Pt2(RCS2)4I]1 (R ¼ n-Pr (3), n-Bu (4), and n-Pen (5))

With increasing motional degrees of freedom in the system by the elongation of

the alkyl chains in dithiocarboxylato ligands, [Pt2(RCS2)4I]1 (R ¼ n-Pr (3) [50],
n-Bu (4) [51], and n-Pen (5) [52]) undergo two phase transitions at near 210 K and

above room temperature, indicating the presence of the low temperature (LT), room

temperature (RT), and high-temperature (HT) phases. The transition temperature

and the entropy gain at the phase transition of 3–5 are listed in Table 9.1. RT phases

of [Pt2(RCS2)4I]1 (R ¼ n-Pr (3), n-Bu (4), and n-Pen (5)) crystallize in the same

tetragonal space group I4/m and have almost similar structures [33–35]. The 1D

chain structures of 3–5 in the RT phases are shown in Fig. 9.5. Since these crystal

structures are very similar, the RT phase of 4 is described here [33].

The structure consists of neutral 1D chains with a repeating –Pt–Pt–I– unit lying

on the crystallographic fourfold axis parallel to the c axis. The unit cell dimension c
along the 1D chain direction consists of three –Pt–Pt–I– units. Crystallographic

Fig. 9.4 1D chain structure

of [Pt2(MeCS2)4I]1 (1) in the

HT phase (403 K) with an

atomic numbering scheme

and relevant interatomic

distances [46]
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mirror planes perpendicular to the 1D chain exist on the I1 atoms and the midpoint

of Pt3 and Pt30 atoms (i.e., z ¼ 0, 0.5, 1). Therefore, the ligand moieties including

sulfur atoms bonded to Pt3–Pt30 units are disordered on two positions and the

twisting directions of two PtS4 planes of adjacent dinuclear Pt1–Pt2 units in the

1D chain are opposite to each other. Two platinum atoms are bridged by four

dithiohexanato ligands in a paddle-wheel fashion with Pt–Pt distances of Pt1–Pt2 ¼
2.679 (1) and Pt3–Pt30 ¼ 2.689 (1) Å. The twist angles between two PtS4 planes

are 21.45(7)� for a Pt1–Pt2 unit and �20.3(2)� for a Pt3–Pt30 unit, respectively.
The three Pt–I distances are Pt1–I1 ¼ 2.947 (1), Pt2–I2 ¼ 2.957 (1), and Pt3–I2 ¼
2.959 (1) Å. Generally, a Pt2+–I� distance is greater than a Pt3+–I� distance

because the dz2 orbital of the Pt
2+ site is occupied by a pair of electrons. Therefore,

the difference between Pt–I bonds enables us to determine the valence state of Pt

atoms. Taking into account the small but significant differences in the Pt–I and

Pt–Pt distances, the valence-ordered state of the platinum atoms in the threefold

periodic structure may be regarded as an extreme model of –I�–Pt2+–Pt3+–I�–Pt2.5+

–Pt2.5+–I�–Pt3+–Pt2+–I�–. In such a valence state, a band gap formation occurs

due to the structural distortion and the unpaired electrons on the adjacent Pt3+ sites

are expected to take a singlet state due to the strong antiferromagnetic coupling

through the bridging iodine atom. However, as described later, the RT and HT

phases of 4 and 5 are a metallic or highly conductive paramagnetic state and diffuse

streaks with the twofold periodicity of a –Pt–Pt–I– period were observed in the

those RT and HT phases, indicating the presence of the valence fluctuation having

the twofold periodicity of a –Pt–Pt–I– period [35, 54]. The RT phases of 4 and 5

should consequently be assigned to the valence-ordered state close to the AV state.

On the other hand, the compound 3 at room temperature exhibits the Bragg

reflections with the twofold periodicity of a –Pt–Pt–I– period instead of diffuse

streaks, indicating that 3 takes the valence-localized state corresponding to ACP or

Fig. 9.5 1D chain structures of [Pt2(RCS2)4I]1 (R ¼ n-Pr (3), n-Bu (4), n-Pen (5)) in the RT

phase with an atomic numbering scheme and relevant interatomic distances (thermal ellipsoid set

at the 50 % probability level) [33–35]. Crystallographic mirror planes perpendicular to the 1D

chain exist on the I1 atoms and the midpoint of Pt3 and Pt30 atoms (i.e., z ¼ 0, 0.5, 1)
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CDW state at room temperature [34]. Adjacent Pt2(CS2)4 units of Pt1–Pt2 and

Pt3–Pt30 in 4 are twisted by ca. 14� from the eclipsed arrangement. In addition,

the n-butyl groups of the dithiopentanato ligands bonded to the Pt3–Pt30 unit are
disordered over two sites. Therefore, the origin of threefold periodic structure

cannot be attributed to the valence ordering of the platinum atoms but to both the

twist of the adjacent diplatinum units and the difference in the conformation of

the dithiopentanato ligands. The shortest interchain S � � � S distance is S(2) � � � S(2)
ð1=2� x; 1=2� y; 1=2� zÞ ¼ 5:121ð4Þ Å, indicating the absence of interchain

S� � � S contact. With the elongation of the alkyl chains in dithiocarboxylato ligands,

the interchain distances of 3–5 increase to 8.933, 9.563, and 10.082 Å, respectively.

HT Phases of [Pt2(RCS2)4I]1 (R ¼ n-Pr (3), n-Bu (4), and n-Pen (5))

With the RT–HT phase transition, the periodicities of the crystal lattices in the 1D

chain direction in the HT phases of 3 and 4 change to onefold of a –Pt–Pt–I– period

while keeping the same tetragonal space group I4/m [34, 35]. The 1D chain

structures of 3 and 4 in the HT phases are shown in Fig. 9.6.

The structural differences of the dithiocarboxylato ligands between adjacent

diplatinum units observed in the RT phases of 3 and 4 are removed in the HT

phases. The Pt1–Pt10 distance of 4 is 2.6930 (5) Å, which is 0.22 Å shorter than the

distance between the mean planes defined by the four sulfur atoms (2.916 (3) Å).

Crystallographic mirror planes perpendicular to the 1D chain exist on the I1 atoms

and the midpoint of Pt1 and Pt10 atoms (i.e., z ¼ 0, 0.5, 1). Therefore, the bridging

iodine atom exists at the midpoint of the diplatinum units (Pt1–I1 ¼ 2.9557 (5) Å),

and two PtS4 planes are disordered on two positions with the twist angle of�18.41 (9)�.
On the other hand, the structure of 5 in the HT phase adopts the same space

group I4/m and keeps a similar threefold periodic structure as its RT phase [35].

Similar to the RT phase, the ligand moieties including sulfur atoms of Pt3–Pt30

units in 5 are disordered on two positions with the twist angle of �21.5(4)� due to
the crystallographic mirror planes perpendicular to the 1D chain existing on the

midpoint of Pt3 and Pt30 atoms. Furthermore, there is a distinct structural difference

between the RT and HT phases. It is found that two PtS4 planes of the Pt1–Pt2

diplatinum unit are disordered over two positions with the ratio of 1:1 in the HT phase.

These twist angles between two PtS4 planes are 31.7 (4)� and 11.6 (5)�, respec-
tively. In the case of 3 and 4, the unit cell dimension c along the 1D chain direction

is onefold of a –Pt–Pt–I– period in the HT phase, and the two PtS4 planes of all the

diplatinum units are disordered in two positions. Therefore, the RT–HT phase

transition found in 5 is believed to originate from the fact that the two PtS4 planes

in all the diplatinum units are disordered in two positions in the HT phase. Ikeuchi

and Saito have revealed from the detailed analysis of the heat capacity of 3, 4, and 5

that the entropy (disorder) once gained in alkyl chains in the RT phase is transferred

to the dithiocarboxylato group upon the RT–HT phase transition [50–52]. To clarify

the origin of the difference in the lattice periodicities, the c axis projection of 5 in

the RT phase is shown in Fig. 9.7, together with those of 3 and 4.
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The molecule colored in black is disordered in two PtS4 planes, whereas the two

PtS4 planes colored in gray are ordered. Twist angle between two kinds of adjacent

Pt2(CS2)4 units in each [Pt2(RCS2)4I]1 increases in order of R ¼ n-Pr (3) (10�) [34],
R ¼ n-Bu (4) (14�) [33], and R ¼ n-Pen (5) (26�) [35], and the differences in

the ligand conformation between two kinds of the diplatinum units increase in the

same order. Therefore, it is considered that 5 retains threefold periodic structure in

the HT phase, since the twisting angle and the difference in the ligand conformation

between two kinds of the diplatinum units are too large to take the onefold

periodicity of a –Pt–Pt–I– period.

LT Phase of [Pt2(n-BuCS2)4I]1 (4)

The compound 4 undergoes a first-order phase transition at 213.5 K [51], where the

space group changes from I4/m in the RT phase to P4/n in the LT phase [33]. The

1D chain structure of 4 in the LT phase at 167 K is shown in Fig. 9.8. The opposite

Fig. 9.7 Comparison of crystal structures of [Pt2(RCS2)4I]1 (R ¼ n-Pr (3), n-Bu (4), n-Pen (5))

viewed along the c axis (1D chain direction) [35]

Fig. 9.6 1D chain structures of [Pt2(RCS2)4I]1 (R ¼ n-Pr (3), n-Bu (4), n-Pen (5)) in the HT

phase with an atomic numbering scheme and relevant interatomic distances (thermal ellipsoid set

at the 50 % probability level) [34, 35]. Crystallographic mirror planes perpendicular to the 1D

chain exist at z ¼ 0, 0.5, 1
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twist of PtS4 planes between the adjacent diplatinum units in the 1D chain and the

difference in conformation of the ligands observed at RT phase disappeared in the

LT phase, and the periodicity of the crystal lattice in the 1D chain direction changes

from threefold of a –Pt–Pt–I– period in the RT phase to twofold in the LT phase.

Two Pt–Pt distances are almost the same (Pt1–Pt2 ¼ 2.675(1) and Pt3–Pt4

¼ 2.677(1) Å), whereas there are two different Pt–I bond distances. The short

Pt–I distances (Pt2–I1 ¼ 2.889(1) and Pt3–I1 ¼ 2.906(1) Å) are about 0.07 Å

less than those of the long Pt1–I20 ¼ 2.939(1) and Pt4–I2 ¼ 2.987(1) Å).

Based on the observed Pt–Pt and Pt–I distances, the valence-ordered state in the

LT phase in 4 is assigned to be the ACP state of –Pt2+–Pt3+–I�–Pt3+–Pt2+–I�–.

9.2.3 X-Ray Photoelectron Spectra

As will be described in detail later in the Transport Properties section,

[Pt2(RCS2)4I]1 (R ¼ Me (1), Et (2)) undergo the metal–semiconductor transition

near 300 and 205 K, respectively. To examine the valence state of the platinum

atoms, the X-ray photoelectron spectra (XPS) measurements have been made on 1

and 2 [31, 32]. The Pt 4f7/2 and 4f5/2 core level spectrum for 2 at room temperature

are shown in Fig. 9.9, together with that of [Pt2
II,II(EtCS2)4] and [Pt2

III,III(EtCS2)4I2] [32].

Fig. 9.8 1D chain structure of [Pt2(n-BuCS2)4I]1 (4) at 167 K in the LT phase with an atomic

numbering scheme and relevant interatomic distances (thermal ellipsoid set at the 50 % probability

level) [33]
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Binding energies of the Pt 4f7/2 and 4f5/2 core levels are summarized in Table 9.2.

The Pt 4f7/2 and 4f5/2 peaks of 2 are broad compared to those of [Pt2(EtCS2)4] and

[Pt2(EtCS2)4I2] and can be resolved into Pt
2+ 4f7/2,5/2 and Pt

3+ 4f7/2,5/2 doublets using

a curve deconvolution employing a Gaussian–Lorenztian line shape fit. The energies

of each resolved doublet agree well with those observed for [Pt2(EtCS2)4] and

[Pt2(EtCS2)4I2]. It is apparent that the compounds 1 and 2 in the metallic state

exist not in the averaged-valence state of Pt2.5+ but in the mixed-valence state

composed of Pt2+ and Pt3+ on the timescale of XPS spectroscopy (ca. 10�17 s).

The intensity of the Pt3+ 4f7/2,5/2 doublet is weak relative to that of Pt
2+. This may be

due to the reduction of Pt3+ to Pt2+ by X-ray irradiation.

Fig. 9.9 Pt 4f7/2 and 4f5/2 core level spectra for (a) [Pt2(EtCS2)4I]1 (2), (b) [Pt2(EtCS2)4], and

(c) [Pt2(EtCS2)4I2] [32]
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9.2.4 Electronic Absorption Spectra

Electronic absorption spectra of 1–5 are very similar to one another. The electronic

absorption spectrum of [Pt2(EtCS2)4I]1 (2) is, therefore, described as an example

of those spectra [32]. The electronic absorption spectrum of [Pt2(EtCS2)4I]1 (2) is

shown in Fig. 9.10 in addition to the spectra for [Pt2(EtCS2)4] and [Pt2(EtCS2)4I2].

Spectral data are summarized in Table 9.3. The dominant feature of the absorption

spectrum of 2 is an intense broad band centered at 7,900 cm�1 (0.98 eV) that is

absent from the spectra of [Pt2(EtCS2)4] and [Pt2(EtCS2)4I2]. Highly conducting 1D

molecular-based conductors are known to show two intermolecular charge-transfer

absorption bands, located at 7,000 ~ 11,000 and 2,000 ~ 4,000 cm�1 [56–60]. For
TCNQ (A) salts (r < 1) (TCNQ ¼ 7,7,8,8-tetracyanoquinodimethane), the former

is usually attributed to a charge-transfer transition of the type, A0A2�  A�A�

(CT1), and the latter to the A0A�  A�A0 (CT2) transition. The energy of CT1 is

largely determined by the Coulomb repulsion between electrons on the same

molecule, while electrical conductivity is related to the low energy CT2 band.

Since the compound 2 has formally one unpaired electron per an MMX unit, the

lowest energy band can be attributed to the interdimer charge-transfer absorption

CT1, ds*
0ds*2  ds*1ds*1. This band extends to the infrared region, thus rela-

tively high-electrical conductivity can be expected for 2. The absorption maximum

energies of 1 and 2 are 7,500 and 7,900 cm�1 [32], whereas those of 3–5 are shifted
to higher energy of 9,300 cm�1 for 3 and 9,000 cm�1 for 4 and 5 [35, 55]. The

absorption maximum energy of 3 that shows the semiconducting behavior at RT is

shifted to the highest energy. The bands observed near 17,700 and 24,600 cm�1 for
2 are assigned to ds*  s(I) and ds*  dp* transitions, respectively, similarly to

assignment for 1 [31].

9.2.5 Transport Properties

9.2.5.1 [Pt2(MeCS2)4I]1 (1)

The temperature dependence of the electrical conductivity and resistivity of

[Pt2(MeCS2)4I]1 (1) parallel to the chain axis b are shown in Fig. 9.11 [31]. The

Table 9.2 XPS Data for [Pt2(RCS2)4I]1 (R ¼ Me (1), Et (2)), together with those of

[Pt2(EtCS2)4] and [Pt2(EtCS2)4I2] [31, 32]

Compound

Binding energies/eVa,b

ReferencesPt2+ 4f7/2 Pt3+ 4f7/2 Pt2+ 4f5/2 Pt3+ 4f5/2

[Pt2(MeCS2)4I]1 (1) 72.9 (1.81) 74.4 (1.75) 76.2 (1.77) 77.7 (1.73) [31]

[Pt2(EtCS2)4I]1 (2) 72.41 (1.52) 73.68 (1.66) 75.69 (1.57) 77.04 (1.89) [32]

[Pt2(EtCS2)4] 72.26 (1.39) 75.57 (1.39) [32]

[Pt2(EtCS2)4I2] 73.74 (1.38) 77.05 (1.39) [32]
aFull width at half-maximum values (fwhm) for peaks are given in parentheses.
bThese values were corrected against C 1s peak using a value of 284.6 eV for C 1s peak.
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compound 1 shows relatively high-electrical conductivity (13 S cm�1), which is

about nine orders of magnitude higher than the typical value of a MX-chain

complex. This value is also 104 times greater than that of K4[Pt2(pop)4Br]�3H2O [20]

but are ca. ten times lower than that found in K2[Pt(CN)4]Br0.3�3H2O (KCP(Br))

[61]. The metallic conductivity in the one-dimensional (1D) halogen-bridged metal

complexes has been observed for the first time for [Pt2(MeCS2)4I]1 (1) above

TM–S ¼ 300 K [31]. This is the second example, following KCP(Br), of a transition

metal complex exhibiting metallic transport under ambient pressure without p-
electronic system of ligands. The resistance drop resulting from the order–disorder

Fig. 9.10 Electronic absorption spectra of [Pt2(EtCS2)4I]1 (2), [Pt2(EtCS2)4], and [Pt2(EtCS2)4I2]

in the solid-state (KBr-pressed disks) [32]

Table 9.3 Electronic absorption spectral data of [Pt2(RCS2)4I]1 (R ¼ Me (1), Et (2), n-Pr (3),
n-Bu (4), n-Pen (5), and n-Hex (6)) in the solid-state, together with that of [Pt2(EtCS2)4] and

[Pt2(EtCS2)4I2]

Wave number/103 cm�1 References

[Pt2(EtCS2)4I]1 (2) 7.9, 17.7, 24.6 (sh), 33.0 [32]

[Pt2(EtCS2)4] 17.0, 23.4, 29.2 [32]

[Pt2(EtCS2)4I2] 17.4, 21.8 (sh), 26.1 (sh), 29.2, 33.1 [32]

[Pt2(MeCS2)4I]1 (1) 7.5, 17.9, 24.5 (sh), 31.8 [28]

[Pt2(n-PrCS2)4I]1 (3) 9.3, 17.9, 24.6 (sh) [55]

[Pt2(n-BuCS2)4I]1 (4) 9.0, 18.1, 24.6 (sh), 32.8 [55]

[Pt2(n-PenCS2)4I]1 (5) 9.0, 17.8, 24.8 (sh), 32.9 [35]

[Pt2(n-HexCS2)4I]1 (6) 5.6a [36]

Measured as KBr or KI pressed disks at 298 K. sh shoulder
aAn absorption band in near IR reagion is only reported.
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type phase transition concerning conformation change of the two PtS4 planes has

been observed at 365–375 K. The HT disordered phase is also metallic.

9.2.5.2 [Pt2(EtCS2)4I]1 (2)

The room temperature electrical conductivity of [Pt2(EtCS2)4I]1 (2) is 5–30 S cm�1,
which is of the same order as that reported for 1 [32]. The temperature dependence of

electrical resistivity of crystal 2 along the 1D chain is represented in Fig. 9.12a. On

decreasing temperature, the electrical resistivity increases and reaches a maximum

around 235 K and then decreases down to a minimum at 205 K. Below 205 K, the

electrical resistivity behaves as a semiconductor with an activated energy of

110 meV. To confirm whether the electrical conducting behavior is metallic or not,

the thermoelectric power S has beenmeasured (Fig. 9.12b). Above room temperature,

the S takes the temperature-independent small negative value, �15 mV K�1. Upon
cooling, the S slightly increases and shows a slight swelling around 260–205 K and

then changes its sign and increases rapidly. If the MMX units form a metallic band, it

is an effective half-filled band mainly composed of a Pt–Pt ds*–I pz combination

since the present compound has formally an unpaired electron per an MMX unit. For

the tight-binding approximation, the thermoelectric power of the half-filled band

(r ¼ 1) would give the temperature-independent value, zero [62–64]. The observed

temperature-independent behavior of S above room temperature is consistent with the

Fig. 9.11 (a) Temperature dependence of the electrical conductivity of a single-crystal

[Pt2(MeCS2)4I]1 (1) parallel to the chain axis b [31]. (b) Temperature dependence of the electrical

resistivity of a single-crystal of 1 parallel to the chain axis b
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effective half-filled metallic band. The drastic change of S observed near 205 K

indicates that an energy gap at the Fermi energy is opened below 205 K. Below the

transition temperature, the thermoelectric power of 2 varies approximately as 1/T,
suggesting a semiconducting state [62–64]. These results demonstrate that the

compound 2 undergoes a metal–semiconductor transition at TM–S ¼ 205 K.

Kitagawa et al. have reported the electrical resistivity of 2 under high pressure

[65, 99]. The pressure dependences of the electrical resistivity of 2 along the b-axis (//
1D chain) are shown in Fig. 9.13. Upon increasing the pressure, the resistivity at 298 K

decreases rapidly followed by a sharp transition at 3.0 GPa to a more resistive state and

a gradual decrease up to 8.0 GPa. The metallic conduction at 2.2 GPa is maintained

down to 70 K, that is, the metallic state is stabilized under pressure, surviving down to

70 K. The observed metal–semiconductor transition temperature (TM–S ¼ 70 K) is the

lowest value in the 1D d-electronic conductors based on transition metal complexes.

The TM–S of 2 is lowered by 140 K compared to KCP(Br) (TM–I ¼ 210 K under

3.2 GPa) [66], and its 1D metallic state is more stabilized. Above 3.0 GPa, on the

contrary, the electrical transport behavior changed to be narrow gap semiconductor in

the whole temperature region, where the activation energies are 17 meV at 4.0 GPa

and 10 meV at 8.0 GPa. These results indicate that the resistivity jump at 3.0 GPa

is attributable to a pressure-induced metal-semiconductor transition. To clarify

the origin of the pressure-induced metal–insulator transition, X-ray oscillation

photographs have been taken under high pressure at room temperature. Any diffuse

scatterings or superlattice reflections at k ¼ n + 0.5 (n being an integer) originating

from the twofold periodic valence ordering such as CDW or ACP states have not been

observed above 2.0 GPa, suggesting that the electronic state above 2.0 GPa is not

CDW or ACP but AV or CP state [65].

Fig. 9.12 (a) Temperature dependence of electrical resistivity measured along the chain axis b of
[Pt2(EtCS2)4I]1 (2) [32]. (b) Temperature dependence of absolute thermoelectric power measured

along the chain axis b of 2

168 M. Mitsumi



9.2.5.3 [Pt2(n-PrCS2)4I]1 (3)

The temperature dependence of electrical resistivity of [Pt2(n-PrCS2)4I]1 (3) along

the 1D chain is represented in Fig. 9.14a [34]. The electrical conductivity along the

c axis (1D chain direction) of 3 is 0.16–0.34 S cm�1 at 300 K, which are about two
order of magnitude smaller than those of 1 and 2 [31, 32]. This is consistent with the

appearance of the Bragg reflections with the twofold periodicity of a –Pt–Pt–I–

period, indicating the valence-localized state corresponding to a static ACP or

CDW state. The electrical resistivity shows a thermally activated behavior with

activation energy of 363 meV in the temperature range of 245–320 K, but exhibits

an apparent deviation from the thermally activated behavior in the temperature

range of 320–359 K. Resistivity jump due to the first-order phase transition is also

observed at 359 K. On the other hand, the thermoelectric power shows almost

temperature independent behavior (�40 mV K�1) in the range of 330–360 K

(Fig. 9.14b). Above the phase transition temperature, the thermoelectric power

tends to increase slightly with increasing temperature.

Fig. 9.13 (a) Pressure dependence of the electrical resistivity of [Pt2(EtCS2)4I]1 (2) [65].

(b) Temperature dependences of the electrical resistivity at 0, 2.2, 4.0, and 8.0 GPa
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9.2.5.4 [Pt2(n-BuCS2)4I]1 (4)

The temperature dependence of electrical resistivity of [Pt2(n-BuCS2)4I]1 (4) along

the 1D chain is represented in Fig. 9.15a [33]. The electrical conductivity along the

c axis (1D chain direction) of 4 is 17–83 S cm�1 at room temperature, which is

comparable to the conductivity of 1 and 2 [31, 32]. The temperature dependence of

electrical resistivity exhibits metallic conduction above the RT–HT phase transition

temperature, TM–S ¼ 325 K. LT and RT phases show semiconducting behavior with

activation energies of 134 and 255 meV, respectively. The thermoelectric power, S,
has also been measured in the temperature range of 200–400 K (Fig. 9.15b) [33].

The HT phase shows almost temperature-independent behavior of S
(�10 mV K�1), indicating a half-filled metallic band [62–64]. Below TM–S ¼ 325

K, S slightly decreases with lowering temperature, reaching a minimum value of

�16 mV K�1 near 270 K and then, as is characteristic of semiconductors, increas-

ing. Furthermore, r and S exhibit sharp increases at ca. 210 K, associated with the

RT–LT phase transition.

9.2.5.5 [Pt2(n-PenCS2)4I]1 (5)

The electrical conductivity of [Pt2(n-PenCS2)4I]1 (5) at room temperature has a

relatively high value of 0.84 S cm�1, but it is lower than those of 1, 2, and 4

(Fig. 9.16a) [35]. The electrical resistivity in the cooling 1 process decreases with

lowering temperature from RT and reaches a minimum around 235 K, indicating

that 5 undergoes a metal–semiconductor transition at TM–S ¼ 235 K. This is the

Fig. 9.14 (a) Temperature dependence of electrical resistivity measured along the chain axis c of
[Pt2(n-PrCS2)4I]1 (3) [34]. (b) Temperature dependence of absolute thermoelectric power

measured along the chain axis c of 3
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second stable metallic state next to [Pt2(EtCS2)4I]1 (TM–S ¼ 205 K) [32]. The

electrical resistivity exhibits resistivity jump with the first-order RT–LT phase

transition near 205 K and then decreases with lowering temperature. The resistivity

in the heating 2 process measured using another as-grown crystals exhibits rapid

decreases with the phase transition in the temperature range of 320–328 K, but the

resistivity in the cooling 2 process from 350 K has never showed the HT–RT phase

Fig. 9.15 (a) Temperature dependence of the resistivity of [Pt2(n-BuCS2)4I]1 (4) [33].

(b) Temperature dependence of the thermoelectric power of 4

Fig. 9.16 (a) Temperature dependence of the electrical resistivity of [Pt2(n-PenCS2)4I]1 (5)

measured along the chain axis c under different procedures [35]. (b) Temperature dependence

of absolute thermoelectric power of 5 measured along the chain axis c
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transition. This behavior is consistent with the tendency observed in the heat

capacity measurement and indicates that the phase transition is monotropic [52].

As shown in Fig. 9.16b, the thermoelectric power S in the first cooling process

increases with lowering the temperature and exhibits a maximum at 235 K before

rapidly increasing with the first-order RT–LT phase transition near 205 K. On first

heating, S changes through the same pathway as the first cooling process, and

then exhibits an increase at the RT–HT phase transition in the temperature range

of 330–344 K. Upon second cooling from 400 K, S does not show the rapid decrease

associated with the RT–HT phase transition and exhibits a round maximum near

260 K. The observed irreversibility is consistent with the tendency observed in the

heat capacity and resistivity measurements. On the other hand, Guijarro et al. have

reported the electrical transport property of the micrometer-length fibers of 5 with

the typical height of ca. 1.5–2.5 nm formed by casting deposition on mica from

sonicated diluted tetrahydrofuran (THF) solution [67].

9.2.6 X-Ray Diffuse Scattering

As already described in Sect. 9.2.2, the bridging iodine atom in [Pt2(EtCS2)4I]1 (2)

is located near the midpoint between two diplatinum units. This indicates valence

states of the platinum atoms of 2 are considered to be an averaged-valence state of

+2.5. However, it is well known that X-ray crystal structure analysis gives only a

time and spatially averaged structure. On the other hand, the XPS spectrum of 2

revealed that the diplatinum complex adopts the Pt2+–Pt3+ mixed-valence state [32].

Furthermore, the compound 2 is expected to exhibit structural distortion even in the

metallic state, since the 1D halogen-bridged mixed-valence platinum complex is a

typical system having strong electron–lattice interactions. X-ray diffuse scattering

techniques are used to examine subtle periodic lattice distortion [68–72]. To obtain

the information for the crystal structure, including the periodical arrangement of

platinum valences on the 1D chain system, X-ray diffuse scattering has been

studied for 2–4 [32, 34, 35, 54].

9.2.6.1 [Pt2(EtCS2)4I]1 (2)

The X-ray diffraction photographs taken on the different reciprocal planes between

206 and 297 K are shown in Fig. 9.17 [32]. As shown in Fig. 9.17a, the X-ray

diffraction pattern exhibits weak but sharp diffuse lines at the midpoint between

layers of Bragg reflections, i.e., at the reciprocal lattice positions in k ¼ n + 0.5 (n;
integer). The intensity of diffuse scattering increases with increasing scattering

angles. This strongly suggests that diffuse scattering arises from a displacive

modulation of heavy atoms, i.e., static or dynamic distortion of the platinum and/

or iodine positions. When the electron density r per unit cell with lattice constant b
is 1, the Fermi wave number of the electron is kF ¼ rb*/4 ¼ b*/4, where b* ¼ 2p/

172 M. Mitsumi



b is the reciprocal lattice vector, and the reciprocal-lattice vector 0.5b*
coincides with the 2kF wave vector. Therefore, the observed diffuse scattering

with twofold repetition length of a –Pt–Pt–I– period can be associated with

–Pt2+–Pt2+–I– Pt3+–Pt3+–I– (2kF-CDW) or –Pt2+–Pt3+–I–Pt3+–Pt2+–I– (2kF).
We have proposed a possible valence-orderingmodel in the metallic state based on

the twofold periodical ordering and the average temperature factorU22 of the platinum

and iodine atoms along the 1D chain direction [32]. The crystal structure analyses of 2

have revealed that all the Pt–Pt distances are crystallographically identical, that the

two Pt–I distances are almost equivalent within experimental errors, and that U22 of

the iodine atom becomes exceptionally large above TM–S. The exceptionally large

temperature factor of the iodine atom along the 1D chain in the metallic state suggests

the dynamic valence-ordering models, rather than the static ones, shown in Fig. 9.18,

in which the valence fluctuation and phonon vibration are coupled with each other.

If the bridging iodine atom of the MMX-chain compound is shifted from being bound

to Pt3+ to a position close to the neighboring Pt2+, electron transfer from Pt2+ to Pt3+

will be induced. This electron transfer is a result of the strong coupling between the

coordination geometries of the Pt complexes and their valence states, the so-called

electron–phonon coupling. The D1 model is the iodine vibration mode but does not

correspond to twofold periodical ordering. The D3model is the vibration mode of the

diplatinumunit, whereasD2 is themode inwhich the stretching of Pt–Pt bonds and the

shifts of the bridging iodine atom positions are strongly coupled. Although the D3

model can reproduce the twofold periodical ordering, the large U22 of Pt rather than

that of I must be expected. From the viewpoint of twofold periodical ordering and the

largeU22 of the iodine atom, themodelD2 appears to be themost appropriatemodel in

representing the valence-ordering state of 2 in themetallic state. On the other hand, the

diffraction pattern in Fig. 9.17b exhibits distinct spots on diffuse lines. Considering

both the diffraction patterns, it can be determined that the diffuse lines are extended

Fig. 9.17 Portions of X-ray diffraction photographs of [Pt2(EtCS2)4I]1 (2) taken at different

temperatures and crystal orientations with a fixed-film and fixed-crystal method [32]. The b* axis

is vertical in these figures. The sample is oriented as (a) the a* and b* directions perpendicular to

the incident X-ray beam, (b) the b* direction perpendicular to the incident X-ray beam and the a*
direction parallel to it, (c) the b* direction perpendicular to the incident X-ray beam and the c*
direction parallel to it
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Fig. 9.18 Dynamic valence-ordering models proposed for 2 [32]
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perpendicular to the b* axis (¼ chain axis b) and parallel to the a* axis and are indexed
as (–, n + 0.5, l) and shown in Fig. 9.19. This implies that the periodic ordering with

twofold repetition length of theMMXunit existing in the 1D chain is strongly coupled

with each other along the c direction, resulting in 2D order in the bc plane.
Wakabayashi et al. have reported that a quantitative analysis of the diffuse

intensity distribution in the metallic state of 2 based on the method comprised of

diffuse scattering and resonant X-ray scattering [73]. The observed diffuse scattering

intensity distribution along the b* axis at room temperature is shown in Fig. 9.20.

This figure shows the (0 k 0) intensity within the region of 4.5 � k � 16.5. Intense

scattering was observed at k ¼ 3n � 0.5. The intensity distribution is very similar

to the calculation not for the ACP model but for the CDW model, indicating that

2 contains the CDW type atomic displacement. Incident energy dependence of the

diffuse intensity has also been examined [73]. Figure 9.21a shows the ratio of the

diffuse intensity at (0 6.5 0) to that at (0 7.5 0) around the Pt LIII absorption edge as
well as the calculated spectrum for the A-type (CDW-type) structure. Furthermore,

a similar experiment around the I K-absorption edge at (0 8.5 0) has also been

carried out in Fig. 9.21b. These results indicate that the CDW-type structure is

realized in the metallic state. These results strongly support the dynamic valence-

ordering model D2 proposed for in the metallic phase of 2 [32].

As shown in Fig. 9.17, the intensity of the diffuse lines observed in 2 decreases

progressively with decreasing temperature below 252 K accompanied by gradual

changes in shape from lines to continuous sheets around TM–S [32]. This indicates

that the periodic ordering of the MMX units changes from 2D to 1D. This transfor-

mation in the dimensionality of valence ordering should be associated with a drastic

change in the valence-ordering state. As shown in Fig. 9.17c, broad undulation in the

intensity of the diffuse sheets gradually converts to weak but distinct Bragg spots

corresponding to superlattice reflections around temperatures between 161 and

133 K. This fact suggests that new lateral correlation among 1D chains is remark-

ably developed and results in a three-dimensionally ordered array of 1D chains. In

Fig. 9.19 Schematic representations of the diffuse lines (�, n + 0.5, l) (n; integer) on a projection
plane perpendicular to the b* axis with the Ewald sphere [32]. The sample is oriented as (a) the a*
and b* directions perpendicular to the incident X-ray beam (same orientation as Fig. 9.17a), and

(b) the b* direction perpendicular to the incident beam and the a* parallel to it (same as Fig. 9.17b)

9 Crystal Structures and Properties of MMX‐Chain Compounds Based 175



order to determine the LT superstructure of 2, synchrotron radiation crystal structure

analysis has been performed for data taken at 48 K.When the superlattice reflections

are included, the supercell can be indexed by asuper ¼ 0.5a þ 0.5b, bsuper ¼
�0.5a þ 1.5b, and csuper ¼ 0.5a � 0.5b þ c, and the space group changes from

C2/c to P1̄. Figure 9.22 shows the superstructure of 2 at 48 K [33]. Two crystallo-

graphic independent [Pt2(EtCS2)4I] units exist in a unit cell in the LT phase and the

periodicity of the crystal lattice is twofold of a –Pt–Pt–I– period. The two Pt–Pt

Fig. 9.20 Diffuse scattering intensity distribution of [Pt2(EtCS2)4I]1 (2) along the b* axis at room
temperature [73]. The calculated intensities of CDW- and ACP-type structures are also plotted.

(Inset) Diffuse intensity distribution around (0, 5.5, 0)

Fig. 9.21 Incident X-ray energy dependence of [Pt2(EtCS2)4I]1 (2) as well as the calculated

spectra for the A-type (CDW-type) structure [73]. (a) Pt LIII-edge; (b) I K-edge
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distances are almost the same (Pt1–Pt2 ¼ 2.673(1) and Pt3–Pt4 ¼ 2.675(1) Å), but

there are two different Pt–I bond distances. The short Pt–I distances (Pt2–I2¼ 2.930

(1) and Pt3–I2 ¼ 2.930(1) Å) are about 0.029 Å less than the long Pt–I distances

(Pt1–I1 ¼ 2.954(1) and Pt4–I1* ¼ 2.963(1) Å). The twofold superstructure

originates from the different Pt–I distances since the structures of the two crystallo-

graphic independent [Pt2(EtCS2)4] units are almost the same and twisting

between the dinuclear units has not occurred. The observed Pt–Pt and Pt–I

distances indicate that the valence-ordered state in the LT phase is the ACP state

of –Pt2+–Pt3+–I�–Pt3+–Pt2+–I�–, similarly to the structure of 4 in the LT phase [33].

Kobayashi and Kitagawa have reported from 129I Mössbauer spectroscopy of 2 that

the chain structure and oxidation states of iodine in 2 at 11 K are considered to be as

follows [26, 74]:

� Pt2þ � Pt3þ
� �� IA

0:41� � Pt3þ � Pt2þ
� �� IB

0:31� �

The valence state of Pt expressed as a –[Pt3+–Pt2+]– represents a formal oxidation

number. Almost the same results for the Mössbauer parameters have also been

observed in 1, indicating the existence of ACP type ground state in the both

compounds [26, 31, 74].

9.2.6.2 [Pt2(n-PrCS2)4I]1 (3)

X-ray diffraction photographs of [Pt2(n-PrCS2)4I]1 (3) measured by rotating

around the c axis using synchrotron radiation are shown in Fig. 9.23 [34].

At 300 K, weak but distinct Bragg spots were observed in the reciprocal positions

indexed as l � 1/3 (c*RT) and l þ 1/2 (3/2c*RT), where the l (3c*RT) is

Fig. 9.22 1D chain structure

of [Pt2(EtCS2)4I]1 (2) at 48 K

with an atomic numbering

scheme and relevant

interatomic distances

(thermal ellipsoid set at the

50 % probability level) [33]
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corresponding to a –Pt–Pt–I– period. The crystal structure of 3 in the RT phase,

including the weak intensities of l � 1/3, has already shown in Fig. 9.5 [34].

The origin of threefold periodic structure results from both the twist of the adjacent

diplatinum units and the difference in the conformation of the dithiobutanato

ligands. On the other hand, the Bragg spots of l þ 1/2 observed in the typical

semiconducting region change to diffuse streaks around 350 K in the RT phase,

in which the electric conductivity is deviated from the typical semiconducting

behavior. The Bragg spots observed at l þ 1/2 correspond to the three-dimensional

valence ordering, that is, the valence-localized state corresponding to ACP or CDW

state. As described above, the diffuse scattering with the twofold repetition length

observed for 2 is ascribed to the dynamical valence-ordering with the twofold

periodicity corresponding to CDW state existing in an extremely short time scale

[32, 73]. Similarly, the diffuse scattering observed for 3 above 320 K can therefore be

attributed to the valence-fluctuating state corresponding to a dynamic ACP or CDW

state. The sixfold periodic structure including the twofold periodic valence ordering

in the RT phase, in addition to the threefold periodic structure arising from the

structural difference between the diplatinum units, has not been determined yet,

since reflections indexed as l � 1/6 are entirely absent. As shown in Fig. 9.23, the

intensities of reflections of l � 1/3 decrease above 300 K and disappear at 380 K,

indicating that the lattice periodicity changes from the threefold of a –Pt–Pt–I– period

in the RT phase to onefold in HT phase in agreement with the crystal structure in the

HT phase.

9.2.6.3 [Pt2(n-BuCS2)4I]1 (4)

In the X-ray oscillation photographs taken in the RT phase of 4 (Fig. 9.24a, b), the

weak Bragg spots have appeared at the reciprocal positions indexed as l � 1/3

Fig. 9.23 Portions of X-ray

diffraction photographs of

[Pt2(n-PrCS2)4I]1 (3) [34].

The chain axis c is vertical.
(a) At 380 K in HT phase.

(b) At 350 K in RT phase.

(c) At 300 K in RT phase
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(c*RT), where the l (3c*RT) is corresponding to a –Pt–Pt–I– period. This is consis-

tent with the periodicity of 1D chain being threefold of a –Pt–Pt–I– period [54].

In addition, diffuse scattering is observed at the reciprocal positions of l � 1/2 (3/

2c*RT) corresponding to twofold of a –Pt–Pt–I– period. Analogously to the diffuse

scattering observed for 2 and 3, the diffuse scattering observed in 4 can therefore be

attributed to the twofold periodicity corresponding to a dynamic ACP or CDW

state. In Fig. 9.24c taken in the LT phase, the Bragg spots and diffuse scattering

observed in the reciprocal positions indexed as l � 1/3 and l þ 1/2, respectively,

have disappeared and new Bragg spots have appeared at l þ 1/2 (c*LT), which is

consistent with the twofold periodicity observed in the crystal structure analysis

[33]. This result indicates that the valence fluctuation observed as the diffuse

streaks has frozen and then the 3D static valence-ordering develops in the LT

phase. This is also consistent with the rapid increase in the resistivity at the

RT–LT phase transition.

9.2.6.4 [Pt2(n-PenCS2)4I]1 (5)

X-ray diffraction photographs of 5measured in the HT, RT, and LT phases are shown

in Fig. 9.25 [35]. In Fig. 9.25b taken in the RT phase, the weak Bragg spots have

appeared at the reciprocal positions indexed as l � 1/3 (c*RT), which is consistent

with the periodicity of 1D chain being threefold of a –Pt–Pt–I– period [35].

In addition, diffuse streaks are observed at the reciprocal positions of l � 1/2 (3/2

c*RT) corresponding to twofold of a –Pt–Pt–I– period. The weak Bragg spots

corresponding to c*RT are also observed in the HT and LT phases, and, therefore,

the threefold periodic structure remains in the HT and LT phases. In Fig. 9.25a, b,

diffuse streaks are observed at the reciprocal positions of l � 1/2 (3/2 c*RT)
corresponding to a dynamic ACP or CDW state. In Fig. 9.25c, the diffuse scattering

observed in the RT andHT phases changes to the distinct Bragg spots in the LT phase,

indicating that the valence fluctuation has frozen and then the 3D static valence

Fig. 9.24 (a) X-ray oscillation photographs of [Pt2(n-BuCS2)4I]1 (4) taken with an oscillation

angle of 3� around c axis at 290 K [54]. Axis c* (1D chain direction) is vertical. (b) At 290 K in RT

phase. (c) At 180 K in LT phase
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ordering with sixfold periodicity develops in the LT phase, similarly to the semicon-

ducting region of 3 [34]. However, the crystal structure determination of the super-

structure corresponding to sixfold of a –Pt–Pt–I– period were unsuccessful.

9.2.7 Magnetic Properties

9.2.7.1 [Pt2(MeCS2)4I]1 (1)

The temperature dependence of the magnetic susceptibility of [Pt2(MeCS2)4I]1 (1)

is shown in Fig. 9.26 [31]. In the metallic region of 300 < T < 400 K, the

susceptibility decreases with lowering temperature on the order of 20 % as are

often observed in 1D molecular conductors. In most of 1D molecule-based

conductors, the temperature dependence of the susceptibility deviates consider-

ably from the Pauli temperature-independent paramagnetism. Kitagawa et al.

have stated that one of the most important effects on the deviations from the

Pauli-like susceptibility in 1 is the Coulomb interactions which play an important

role in the MMX-chain system considered as the Mott–Hubbard system with

U � 4t [75]. Below TM–S ¼ 300 K, on the other hand, the magnetic susceptibility

increases slightly with a slight convex in the wM vs. T curve upon cooling to 90 K.

If a transition relates to Peierls (CDW) instability, the magnetic susceptibility

should become activated below the transition because of the freezing of both

charge and spin degrees of freedom. However, the opposite behavior has been

observed below 300 K in the susceptibility data. As described in the transport

properties, the MMX-chain system is strongly suggested to be the electronic

system having an effectively half-filled conduction band. The most important

effect especially for the 1D half-filled system is on-site Coulomb repulsion (U)

Fig. 9.25 Portions of X-ray

oscillation photographs of

[Pt2(n-PenCS2)4I]1 (5) in

each phase taken with an

oscillation angle of 3� around
c axis [35]. Axis c* (1D chain

direction) is vertical. (a) The

X-ray diffraction experiment

of the supercooled HT phase

was carried out at 300 K using

a crystal once heated to 350 K
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and nearest-neighbor interdimer Coulomb repulsion (V). Since only the charge

degree of freedom is lost while the spin degree of freedom is maintained below

TM–S, Kitagawa et al. have concluded that the semiconducting state can be

considered to be a 4kF CDW, that is a Mott�Hubbard insulator in a half-filled

band with magnetic disorder and often lead to a SDW or spin-Peierls ground state

at low temperatures [31]. Such the Mott�Hubbard transition usually shows no

obvious anomaly in wM since it is a crossover-type transition from the itinerant-

electron (Pauli) paramagnetism to localized-electron paramagnetism.

9.2.7.2 [Pt2(EtCS2)4I]1 (2)

The temperature dependence of the magnetic susceptibility of [Pt2(EtCS2)4I]1 (2)

is shown in Fig. 9.27 [32]. The magnetic susceptibility in the metallic state above

TM–S ¼ 205 K is of the order of ca. 1 	 10�5 emu mol�1. The low susceptibility is

consistent with Pauli paramagnetism as one may expect for a conductor. Since this

compound shows no obvious anomaly in wM with the metal–semiconductor transi-

tion, the Mott�Hubbard transition (4kF-CDW) is considered to be a plausible

origin of the metal–semiconductor transition, similar to compound 1. However, the

solid-state properties of 2 cannot be perfectly understood by a simple 1D band model.

Fig. 9.26 Temperature dependence of the magnetic susceptibility of [Pt2(MeCS2)4I]1 (1) [31]
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The magnetic susceptibility exhibits changes in slope near TM–S and a slight swelling

near 160 K. As described in the X-ray Diffuse Scattering section, lateral correlation

between 1D chains rapidly develops in this temperature region. The swelling

observed in magnetic susceptibility seems to have appeared concerning the rapid

development of the lateral correlation, though a clear explanation is not possible at

this time. The spin degree of freedom survives at low temperature and loss of the spin

degree of freedom accompanied by the transition to the ground state of the ACP state

of –Pt2+–Pt3+–I�–Pt3+–Pt2+–I�– has not been observed.

9.2.7.3 [Pt2(n-PrCS2)4I]1 (3)

The temperature dependence of the magnetic susceptibility, wM, of crystalline

samples of 3 is shown in Fig. 9.28 [76]. The wM vs. T plot below ca. 300 K can

account for paramagnetic impurities and/or lattice and end-of-chains defects. There-

fore, the compound 3 takes the spin-singlet state below 300 K. This is consistent with

the valence-localized state corresponding to ACP or CDW state observed by the

X-ray diffraction study. Above 300 K, on the other hand, the compound 3 exhibits

thermally activated magnetic susceptibility, in accordance with the valence-

fluctuating state corresponding to a dynamic ACP or CDW state.

9.2.7.4 [Pt2(n-BuCS2)4I]1 (4)

The temperature dependence of the magnetic susceptibility, wM, of crystalline

samples of 4 is shown in Fig. 9.29 [33]. wM of 4 in the RT phase is on the order

of 2.9 	 10�5 emu mol�1, which is in accordance with the results of EPR

measurements (ca. 2 	 10�5 emu mol�1) [77]. The tail, observed in the wM vs. T

Fig. 9.27 Temperature

dependence of the magnetic

susceptibility of

[Pt2(EtCS2)4I]1 (2) [32]
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plot below ca. 30 K, is assigned to paramagnetic centers originating from impurities

and/or lattice defects. The most striking feature is an abrupt drop in the wM of 4 to

the spin-singlet state, with hysteresis, around the first-order RT–LT phase transition

from the AV state to the ACP state. The abrupt drop of wM in 4 is quite similar to

spin-Peierls transitions. The observed magnetic behavior of 4, however, seems to be

well described not by the spin-Peierls transition but by the regular electronic Peierls

transition. This is suggested as the transition is the first order in nature, the transition

temperature is very high, and sharp increases in r and S are observed at the

transition [33]. As described in the crystal structure section, the valence-ordering

structures in the ground states of 2 and 4 can be regarded as an ACP state. However,

an abrupt drop in wM has not been observed for 2, indicating that the spin degree of

Fig. 9.28 Temperature

dependence of the magnetic

susceptibility of [Pt2(n-
PrCS2)4I]1 (3) [76]. The solid
line represents the fitting to

estimate the impurity spin

concentration. The estimated

Curie spin concentration is

only 0.17 %

Fig. 9.29 Temperature

dependence of the magnetic

susceptibility of [Pt2(n-
BuCS2)4I]1 (4) [33]. The

solid line represents the fitting
to estimate the impurity spin

concentration. The estimated

Curie spin concentration is

only 0.14 %
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freedom persists down to 2 K, similar to 1 [32]. This quite remarkable difference in

the magnetic behaviors of 2 and 4 is attributed to the degree of lattice distortion in

the 1D MMX chains. As described in the Crystal Structures section, X-ray crystal

structure analyses revealed that differences between Pt3+–I� and Pt2+–I� distances

of 4 (ca. 0.07 Å) are remarkably larger than that for 2 (0.02–0.03 Å). As these

distance differences correspond to the lattice distortion of a 1D MMX chain, it is

reasonable to consider that the alternation of an exchange interaction in 4 increases

with an increase in lattice distortion, resulting in the spin-singlet state of the low

temperature ACP state.

9.2.7.5 [Pt2(n-PenCS2)4I]1 (5)

The temperature dependence of the magnetic susceptibility wM of [Pt2(n-
PenCS2)4I]1 (5) is shown in Fig. 9.30 [35]. The magnetic susceptibility in the RT

and HT phases is of the order of 1–2.5 	 10�5 emu mol�1, which is of the same order

of magnitude as those observed in 2 and 4. The low susceptibility is consistent with

Pauli paramagnetism as one may expect for a conductor. The most striking feature is an

abrupt decrease in the wM to the spin-singlet state with the first-order RT–LT phase

transition, analogous to compound 4. In the case of 4, the spin-singlet state appears with

the first-order RT–LT phase transition from the AV state to the ACP state around 205 K

[33]. As described in the X-ray diffraction, the compound 5 in the RT phase exhibits the

diffuse scattering corresponding to twofold repetition length of a –Pt–Pt–I– period, in

addition to the main Bragg spots, which changes to the Bragg spots in the LT phase.

Therefore, the compound 5 is considered to take the spin-singlet state with the first-

order phase transition from the valence-ordered state close to AV state in the RT phase

to the ACP or CDW state in the LT phase. Taking into account the valence-ordered

state of 2 and 4 in the LT phase [33], the most probable ground state of 3 and 5 would

be the ACP state of –Pt2+–Pt3+–I�–Pt3+–Pt2+–I�–. The temperature dependence of wM
in the first heating process below RT coincides with that in the first cooling process but

exhibits a slight increase at the monotropic phase transition to the HT phase in the

temperature range of 324–335 K. It is confirmed from the result of the second cooling

process that the HT phase does not return to the RT phase in agreement with the results

with the heat capacity measurement [52], EPR measurement [78], and transport

properties [35].

9.3 Nickel Complexes

9.3.1 Syntheses

Unlike the diplatinum(III) complex [Pt2(RCS2)4I2], it is difficult to isolate the dinickel

(III) complex [Ni2(RCS2)4I2] and, consequently, [Ni2(RCS2)4I]1 (R ¼ Me (7), Et (8),

n-Pr (9), and n-Bu (10)) are directly prepared by the reaction of [Ni2(RCS2)4] with
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iodine in an appropriate solvent [37, 38]. The reported synthetic conditions are listed in

Table 9.4. With elongation of the ligand’s alkyl chain, the isolation of target compound

becomes difficult due to its high solubility. The Ni MMX-chain compounds can be

stored without decomposition for several months under an inert atmosphere in a

refrigerator but gradually decomposes upon exposure to air at room temperature.

9.3.2 Crystal Structures

9.3.2.1 [Ni2(RCS2)4I]1 (R ¼ Me (7), Et (8))

[Ni2(RCS2)4I]1 (R ¼ Me (7), Et (8)) crystallize in the monoclinic P2/n and C2/c
space groups, respectively, and have analogous structures with the corresponding

diplatinum compounds, [Pt2(RCS2)4I]1 (R ¼ Me (1), Et (2)) [37, 38]. Each nickel

compound is isostructural but not isomorphous with the corresponding platinum

complex. The crystal structure is exemplified with that of the compound 8 [38]. The

crystal structure of 8 is shown in Fig. 9.31.

The crystal of compound 8 consists of neutral 1D chains with a repeating

–Ni–Ni–I– unit lying on the crystallographic twofold axis parallel to the b axis.

Two nickel atoms are bridged by four dithiopropanato ligands and the Ni–Ni

distance is 2.5479(7) Å, which is 0.22 Å shorter than the distance between the

mean planes defined by the four sulfur atoms (2.77(3) Å). This Ni–Ni distance is

marginally shorter than that of the dinuclear Ni2+–Ni2+ complex, [Ni2(MeCS2)4]

(2.564(1) Å), but longer than [Ni2(EtCS2)4] (2.5267(10) Å) [79]. The two NiS4
square planes are twisted by 28.2(9)� from the eclipsed structure. In the case of

diplatinum complexes, it is known that the Pt–Pt distance tends to shorten with

increasing the formal oxidation number of the platinum atoms due to the Pt–Pt bond

Fig. 9.30 Temperature

dependence of the magnetic

susceptibility wM of [Pt2(n-
PenCS2)4I]1 (5) [35]. The

solid line represents the fitting
to estimate the impurity spin

concentration. The estimated

Curie spin concentration is

only 0.11 %
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formation by the removal of an electron from the filled ds* orbital [32, 53].

In contrast, the Ni–Ni distance appears to be strongly influenced by the interaction

with the surrounding atoms rather than by the formal oxidation number of the nickel

atoms, i.e., Ni–I interaction in 8, intermolecular Ni � � � S interaction in [Ni2(MeCS2)4]

[37], and intermolecular Ni � � �Ni interaction in [Ni2(EtCS2)4] [79], in addition

to the packing effect including the twist angle of the two NiS4 planes. Therefore,

the tendency for the M–M distance to shorten with increasing the formal

oxidation state is not a criterion for the dinickel complex. The two Ni–I distances

are Ni1–I1 ¼ 2.9186(6) and Ni2–I10 ¼ 2.9085(6) Å, and the bridging iodine atom

slightly deviates from the midpoint of the dinuclear units. Generally, the Ni2+–I�

distance is longer than that of Ni3+–I� since a pair of electrons occupies thedz2 orbital
of Ni2+, and therefore the difference between the Ni–I distances indicates a charge

disproportionation of the nickel atoms. Taking into account the distinct difference

of Ni–I distances, the valence-ordered state of 8 at RT should be assigned to

a charge-polarization (CP) state of –Ni(2.5�d)+–Ni(2.5+d)+–I�–Ni(2.5�d)+–Ni(2.5+d)+

–I�– (d � 0.5) close to an averaged-valence (AV) state. In the case of

[Ni2(MeCS2)4I]1 (7), the shorter interchain S � � � S distances are 3.619(8) and

3.810(5) Å, which are relatively close to the van der Waals contact distance

between sulfur atoms (3.60 Å) and it can therefore be regarded as having a two-

dimensional interaction [37]. Whereas, the shorter interchain S � � � S distances in

8 are 4.359(1) and 4.973(1) Å, indicating no interchain S � � � S contacts. Therefore,

one-dimensionality of 8 is enhanced by the introduction of the ethyl group into

dithiocarboxylato ligand instead of the methyl group.

9.3.2.2 [Ni2(RCS2)4I]1

RT Phases of [Ni2(RCS2)4I]1 (R ¼ n-Pr (9), n-Bu (10))

Ikeuchi and Saito et al. have reported the heat capacities of 9 and 10 measured by

adiabatic calorimetry [80, 81]. For the compound 9, a first-order phase transition

observed at 205.6 K, indicating the existence of a room-temperature (RT) phase and

Fig. 9.31 (a) 1D chain structure of [Ni2(EtCS2)4I]1 (8) at 292 K with an atomic numbering

scheme and relevant interatomic distances (thermal ellipsoid set at the 50 % probability level) [38].

(b) Packing diagrams projected down the b axis. A simple vectorial relationship between the unit

cell dimensions of [M2(EtCS2)4I]1 (M ¼ Ni (8), Pt (2)) are found to be a ¼ �a0, b0 � �b,
c0 ¼ a þ c, where the unit cell drawn with the dotted lines refers to the platinum compound 2
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a low-temperature (LT) phase [80]. In the compound 10, on the other hand, three

relatively sharp anomalies around 260 K were observed, while a broad anomaly was

observed around 135 K [81] These facts indicate the existence of three phases of

room temperature (RT), middle temperature (MT), and low temperature (LT). The

1D chain structures of 9 for the RT phase at 240 K and 10 at 290 K are shown in

Fig. 9.32 [38].

The RT phase of 9 at 240 K and 10 at 290 K crystallize in the monoclinic space

group C2/m and tetragonal space group P4/mnc, respectively. Since the crystal

structures of 9 and 10 are very similar, the RT phase of 9 is described here.

These structures are also analogous to those of the RT phases of the platinum

compounds 3–5. The unit cell dimension b along the 1D chain in 9 consists of three

–Ni–Ni–I– units. Crystallographic mirror planes perpendicular to the 1D chain exist on

the I1 atoms and the midpoint of Ni3 and Ni30 atoms. Therefore, the ligand moieties

including sulfur atoms of Ni3–Ni30 units are disordered on two positions and the

twisting directions of two NiS4 planes of adjacent dinuclear Ni1–Ni2 units in the

1D chain are opposite to each other. Two nickel atoms are bridged by four

dithiobutanato ligands and the Ni–Ni distances are Ni1–Ni2 ¼ 2.5336 (8) and

Ni3–Ni30 ¼ 2.5502 (11) Å, which are 0.23 Å shorter than the distances between

the mean planes defined by the four sulfur atoms (2.763 (3) and 2.781 (3) Å),

respectively. The twist angle between two NiS4 planes are 28.9 (1)� for a

Ni1–Ni2 unit and 27.4 (2)� for a Ni3–Ni30 unit, respectively. Three Ni–I

distances are Ni1–I1 ¼ 2.8642(5), Ni2–I2 ¼ 2.9446(6), and Ni3–I2 ¼ 2.9374

(6) Å. Taking into account the differences in the Ni–I distances, the valence-

ordered state of the nickel atoms in the threefold periodic structure may be regarded

as –I�–Ni3+–Ni2+–I�–Ni2.5+–Ni2.5+–I�–Ni2+–Ni3+–I�–. In such a valence state, the

Fig. 9.32 1D chain structures of (a) [Ni2(n-PrCS2)4I]1 (9) in the RT phase at 240 K and

(b) [Ni2(n-BuCS2)4I]1 (10) at 290 K with an atomic numbering scheme and relevant interatomic

distances (thermal ellipsoid set at the 50 % probability level) [38]

188 M. Mitsumi



unpaired electrons on the adjacent Ni3+ sites are expected to take a singlet state due

to the strong antiferromagnetic (AF) coupling through a bridging iodine atom.

However, as will be described in the Magnetic Properties section, the magnetic

data of 9 can be fitted as an S ¼ 1/2 1D AF Heisenberg model. Therefore, the

compound 9 at RT phase can be assigned to the valence-ordered state close to the

AV state. Adjacent Ni2(CS2)4 units of Ni1–Ni2 and Ni3–Ni3
0 are twisted by ca. 11�

from the eclipsed arrangement. The n-propyl groups of the dithiobutanato ligands in
the Ni1–Ni2 unit have the anti form, whereas those of the Ni3–Ni30 unit take the

gauche form. Therefore, the origin of threefold periodic structure cannot be

attributed to the valence ordering of the nickel atoms, but to both the twist of the

adjacent dinickel units and the difference in the conformation of the ligands.

LT Phase of [Ni2(n-PrCS2)4I]1 (9)

The space group of 9 changed from C2/m in the RT phase to C2 in the LT phase

with the first-order phase transition [38]. Crystal structure of 9 in the LT phase at

140 K is shown in Fig. 9.33. The opposite twist of NiS4 planes between the adjacent

dinickel units in the 1D chain and the difference in conformation of the ligands

observed at RT phase have disappeared in the LT phase, and the periodicity of

the crystal lattice in the 1D chain direction changes from threefold of a –Ni–Ni–I–

period in the RT phase to onefold in the LT phase. The structure consists of three

crystallographically independent dinickel units; two of them lie on the crystallo-

graphic twofold axis parallel to the b axis. The Ni–Ni distances are Ni1–Ni2 ¼ 2.5404

(11), Ni3–Ni4 ¼ 2.5362(11), and Ni5–Ni6 ¼ 2.5388(8) Å. The Ni–I distances in each

dinickel unit are Ni1–I1 ¼ 2.9235(8) and Ni2–I10 ¼ 2.8994(8) Å, Ni3–I2 ¼ 2.9187

(9) and Ni4–I20 ¼ 2.9084(9) Å, Ni5–I3 ¼ 2.9108(6) and Ni6–I30 ¼ 2.9152(7) Å,

respectively. Taking into account the distinct difference of Ni–I distances, the valence-

ordered state of 9 at LT phase should be assigned to a charge-polarization (CP) state of

–Ni(2.5�d)+–Ni(2.5+d)+–I�–Ni(2.5�d)+–Ni(2.5+d)+–Ni(2.5�d)+–I�– (d � 0.5) close to the

AV state, similarly to 8 in RT phase.

9.3.3 X-Ray Photoelectron Spectra

The Ni 2p3/2 and 2p1/2 core level spectra for the mixed-valence compounds 8–10 are

shown in Fig. 9.34 [38]. Binding energies of the Ni 2p3/2 and 2p1/2 core level are

summarized in Table 9.5, together with those of the Ni 2p3/2 core level for

the compound 7 [82]. The Ni 2p3/2 and 2p1/2 peaks of 8–10 were broad compared

to those of the corresponding Ni2+–Ni2+ compounds, [Ni2(RCS2)4] (R ¼ Et, n-Pr, n-
Bu), and could be resolved into Ni2+ 2p3/2,1/2 and Ni3+ 2p3/2,1/2 doublets. The results

have revealed that 8–10 exist in the mixed-valence state composed of Ni2+ and Ni3+

on the time scale of XPS spectroscopy (ca. 10�17 s). Although the peak area ratio of

Ni2+ 2p3/2,1/2 and Ni3+ 2p3/2,1/2 doublets of 8–10 should be equal because of the
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Ni2+–Ni3+ mixed-valence state, the intensity of the Ni3+ 2p3/2,1/2 doublet is very weak

compared to that of Ni2+. This would be due to the reduction of Ni3+ to Ni2+ by X-ray

irradiation similar to the observation made for [Pt2(EtCS2)4I]1 (2) [32].

9.3.4 Electronic State

Electronic absorption spectra of [Ni2(RCS2)4I]1 (R ¼ Et (8), n-Pr (9), n-Bu (10))

are shown in Fig. 9.35, together with that of [Ni2(EtCS2)4] [38]. Spectral data of

7–10 are summarized in Table 9.6 [38, 82]. The dominant feature of the absorption

spectra of 7–10 is an intense sharp band centered at 5,200–5,600 cm�1, which is absent
from the spectra of [Ni2(RCS2)4] (R ¼ Me, Et, n-Pr, n-Bu). To elucidate the electronic
structure of the [Ni2(RCS2)4I]1, UB3LYP method has been applied to the model

structure of [Ni2(MeCS2)4I]1 (7) [38]. HOMO and LUMO are composed of Ni dz2

�Ni dz2s
 combination. Those HOMO and LUMO are assigned to a lower Hubbard

(LH) ds* and an upper Hubbard (UH) ds* orbitals, that split by an on-site Coulomb

Fig. 9.33 1D chain structures of [Ni2(n-PrCS2)4I]1 (9) in the LT phase at 140 K with an atomic

numbering scheme and relevant interatomic distances (thermal ellipsoid set at the 50 % probability

level) [38]
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repulsion energyU on aMM unit originating from a strong electron–electron repulsion

on the nickel atoms. Schematic energy-band structure of [Ni2(RCS2)4I]1 is also shown

in Fig. 9.35. HOMO–LUMO gap corresponding to U is 1.97 eV. Next HOMO is

Fig. 9.34 The Ni 2p3/2 and 2p1/2 core level spectra for (a) [Ni2(EtCS2)4I]1 (8), (b) [Ni2(n-
PrCS2)4I]1 (9), and (c) [Ni2(n-BuCS2)4I]1 (10). The solid lines are the deconvoluted and sum

of the components [38]

Table 9.5 Binding energy (eV) and width of the peaks from the XPS Data for 7–10 and

corresponding [Ni2(RCS2)4]

Compound Ni2+ 2p3/2 Ni3+ 2p3/2 Ni2+ 2p1/2 Ni3+ 2p1/2

[Ni2(MeCS2)4] [82] 853.8 (1.8)a

[Ni2(EtCS2)4] [38] 854.09 (1.53) 871.29 (2.08)

[Ni2(n-PrCS2)4] [38] 854.05 (1.53) 871.18 (2.03)

[Ni2(n-BuCS2)4] [38] 854.22 (1.56) 871.38 (1.98)

[Ni2(MeCS2)4I]1 (7) [82] 854.04 (1.8)a 855.0 (1.8)a

[Ni2(EtCS2)4I]1 (8) [38] 854.04 (1.53) 855.21 (1.68) 871.37 (2.18) 872.61 (2.23)

[Ni2(n-PrCS2)4I]1 (9) [38] 854.16 (1.55) 855.26 (1.59) 871.47 (2.15) 872.65 (2.21)

[Ni2(n-BuCS2)4I]1 (10) [38] 853.86 (1.53) 854.90 (1.53) 871.26 (2.20) 872.50 (2.20)

Full width at half-maximum values (fwhm) for peaks are given in parentheses

These values were corrected against the C 1s peak using a value of 284.6 eV
aOnly Ni 2p3/2 values were reported [82].
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mainly composed of I 5pz orbitals. In order to estimate transfer energy t and on-site

Coulomb repulsion energy U in the bulk, the following equations concerning t, U, and
an effective exchange integral J are used [42, 83, 84].

J ¼ 2ðELS � EHSÞ
Ŝ
2

D EHS
� Ŝ

2
D ELS

Fig. 9.35 Electronic absorption spectra of [Ni2(EtCS2)4I]1 (8), [Ni2(n-PrCS2)4I]1 (9), and

[Ni2(n-BuCS2)4I]1 (10) in the solid state (KI pressed disks), together with that of [Ni2(EtCS2)4]

[38]. The inset shows the schematic energy-band structure of [Ni2(MeCS2)4I]1 estimated by

the unrestricted hybrid DFT calculation (UB3LYP) methods using the dimer and tetramer

models

Table 9.6 Electronic absorption spectral data of 7–10 in the solid-state [38, 82]

Compound Wavenumber/103 cm�1a

[Ni2(EtCS2)4] [38] 13.5 (sh), 18.6 (sh), 22.7, 28.2

[Ni2(n-PrCS2)4] [38] 12.6 (sh), 17.4 (sh), 22.6 (sh), 27.2 (sh), 29.6

[Ni2(n-BuCS2)4] [38] 13.4 (sh), 18.5 (sh), 22.2, 27.5

[Ni2(MeCS2)4I]1 (7) [82] 5.2 (650 meV)b

[Ni2(EtCS2)4I]1 (8) [38] 5.4, 14.7, 22.0 (sh), 29.3

[Ni2(n-PrCS2)4I]1 (9) [38] 5.6, 14.8, 21.1 (sh), 30.7

[Ni2(n-BuCS2)4I]1 (10) [38] 5.5, 14.9, 21.0 (sh), 30.7
aMeasured using KBr pressed disks for [Ni2(RCS2)4] (R = Et, n-Pr, n-Bu) and using both KBr and
KI disks for 8–10 at 298 K.
bOnly a strong absorption band observed in near-IR region was reported [82].
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J ¼ � 4t2

U

jtj
U
¼ n� 1

2

where EX and Ŝ
2

D EX
denote the total energy and the total spin angular momentum

for the spin state X (X ¼ broken symmetry low spin (LS) state (S ¼ 0) and high

spin (HS) state (S ¼ 1), respectively). The equation for J values corrects a spin

contamination error in LS state. And n is an occupation number of the highest

occupied natural orbital, which is a magnetic orbital calculated by UB3LYP

method [43]. From DFT results and above equations, the estimated parameters

are J ¼ �975 cm�1, n ¼ 1.268, U ¼ 1.68 eV, and t ¼ 0.226 eV, respectively. A

result of the similar calculation using UBH and HLYP method with a tetra-MM

units model also estimated U ¼ 1.03 eV and t ¼ 0.116 eV [42]. Assuming the

bandwidth W ¼ 4t is valid since the 1D Ni MMX system is 1D strong electron

correlated system, 4t is 0.904 eV (0.464 eV for the tetramer model). Accordingly,

band energy gap, Eg ~ U � 4t is 0.776 eV (0.566 eV for the tetramer model). On

the assumption that the energy difference between the di-MM and tetra-MM

models approximates error limits, the Eg is 570–780 meV, which is consistent

with the Eopt observed for 7–10. Therefore, the intense absorption band observed

near 650–670 meV has been attributed to the transition from the LH ds* band to

UH ds* band.

9.3.5 Electrical Conductivity

Yamashita et al. have reported that the single crystals of [Ni2(MeCS2)4I]1 (7) show

semiconducting behavior with a small activation energy Ea of 100–250 meV and a

relatively high conductivity at RT of sRT ¼ 2.5 	 10�2 S cm�1 [29]. Temperature

dependences of the electrical conductivity s of [Ni2(RCS2)4I]1 (R ¼ Et (8), n-Pr (9),
n-Bu (10)) are shown in Fig. 9.36 [38]. The electrical conductivity of 8–10 are

1.6 	 10�3 S cm�1 at 290 K, 7.6 	 10�4 S cm�1 at 290 K, and 6.0 	 10�4

S cm�1 at 287 K, respectively, which are one or two order of magnitude smaller

than that of 7. The compounds 8–10 show typical semiconducting behavior in the

temperature range measured and the activation energy Ea of 8–10 estimated from the

Arrhenius equation, a plot of ln s vs. T�1, are 198(1), 143(3), and 339(2) meV,

respectively. These values are relatively close to that of 7 [29]. 10 satisfies the

relationship of 2Ea ¼ Eopt, where Ea is an activation energy estimated by the electrical

conductivity and Eopt is the optical band gap, whereas the relationship of 2Ea ¼ Eopt

does not hold for 8 and 9. This is presumably attributable to a decrease in the Ea by
impurity existing in the sample.
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9.3.6 Magnetic Properties

Yamashita et al. have reported that the magnetic susceptibility of [Ni2(MeCS2)4I]1 (7)

is essentially temperature independent down to about 50 K (ca. 10�6 emu g�1) and then
rapidly increases at lower temperature [29]. The observed temperature independent

behavior has been ascribed to the very strong antiferromagnetic coupling between the

unpaired electrons on the Ni3+ sites. The temperature dependences of the magnetic

susceptibilities wM of [Ni2(RCS2)4I]1 (R ¼ Et (8), n-Pr (9), n-Bu (10)) are shown in

Fig. 9.37 [38]. The common feature of the three compounds is that the susceptibility

at room temperature is considerably lower than that expected for one S ¼ 1/2 spin

per dimer. Furthermore, there are distinct differences between those of 8 and 9 and

that of 10 regarding the appearance of a gradual drop around 50 K for the former

two. In addition, 9 exhibits an anomaly in the temperature range 200–212 K, which

is associated with the first-order phase transition from the RT phase to the LT phase,

as discussed already. Assuming an S ¼ 1/2 1D Heisenberg AF chain model, the

Bonner–Fisher equation (H ¼ J S Si·Si+1) [85, 100] has been applied to fit the

susceptibility data above 100 K for 8 and 68 K for 9. The fitting gives exchange

coupling constant of Jj j=kB ¼ 936(2) K for 8 and Jj j=kB ¼ 898(2) K for 9. These J
values are in fair agreement with the theoretical J value of �1,160 K calculated for

[Ni2(MeCS2)4I]1 (7) using the UB3LYP method [42]. The very large J value

indicates a very strong AF interaction between the spin of the Ni3+ ions through

the bridging iodide ion, justifying considerable electronic overlap between the dz2

(Ni) and pz (I) orbitals. The key feature of the magnetic susceptibility is that it

decreases more rapidly below 47 K for 8 and 36 K for 9. The wM values of 8 and 9

take a minimum at about 30 and 16 K, respectively, and then show an increase

due to the presence of paramagnetism originating from impurities or lattice and end-

of-chain defects. Assuming that the impurities have have an S = 1/2 spin, their

concentrations are estimated to be 0.35 % for 8 and 0.07 % for 9. By subtracting

these contributions from the experimental data, the corrected wM values of 8 and 9

are found to decrease to a small constant value. This rapid decrease in wM strongly

Fig. 9.36 Temperature

dependence of the electrical

conductivity of 4 (plus), 5
(circle), and 6 (square) [38]
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suggests the possibility of a spin-Peierls (SP) transition [86–94]. Ikeuchi and Saito

et al. have reported that, for each compound, a small broad thermal anomaly due to a

spin-Peierls transition was observed around 40 K in the relaxation calorimetry. [80].

A spin-Peierls system undergoes a phase transition at Tsp, where for T < Tsp a

temperature-dependent structural dimerization takes place, creating an opening of a

spin gap between the singlet and triplet spin states. To date, numerous spin-Peierls

materials have been reported, as represented by the organic system TTF-CuBDT [87]

and the inorganic system CuGeO3 [88, 89]. The exchange constants and transition

temperatures are |J|/kB ¼ 77K and Tsp ¼ 12 K for TTF-CuBDT and |J|/kB ¼ 120 K

and Tsp ¼ 14 K for CuGeO3. On the other hand, a0-NaV2O5 was also considered a

possible inorganic spin-Peierls system with a large exchange coupling constant of |J|/
kB ¼ 560 K and a high-transition temperature Tc ¼ 35.3 K [90–92], but more

recent studies have revealed that this phase transition may be a novel cooperative

phase transition associated with valence ordering, lattice dimerization, and spin

gap formation [93, 94]. The spin Hamiltonian of the spin-Peierls phase below Tsp
may be described by the alternating AF chain:

H ¼ J0 S½S2i � S2i�1 þ gS2i � S2iþ1�:

Fig. 9.37 Temperature

dependence of the observed

(circle) and corrected (plus)
magnetic susceptibilities of

8 (a), 9 (b), and 10 (c) and the

Bonner–Fisher fits (dotted
lines) [38]. The estimated

impurity Curie spin

contributions are subtracted

in the corrected data
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g is the alternation parameter, where g ¼ 1 corresponds to a uniform chain limit,

while g ¼ 0 corresponds to the dimer limit. According to the analysis by Ohama

et al. [92], which is based on the theory of Bulaevskii [95], the LT magnetic

susceptibility is approximated by

x ¼ Ng2mB
2a

kBT
expð�J0z=TÞ

where a and z are parameters that depend on the alternating parameter g and

approach unity as g ! 0 (the dimer model) and approach zero as g ! 1 (the

uniform chain model). By fitting the equation to a ln wMT vs. T�1 plot, the estimated

value of J0 z, which corresponds to an excitation energy gap D, is 95(7) K for 8 and

77(2) K for 9. When the lattice dimerizes, the two unequal and alternating J1 and J2
values are expressed as follows [87]

J1;2ðTÞ ¼ Jf1� dðTÞg:

According to the mean field theory of Pytte, the relationship between d(T) and the

excitation energy gap D(T) at temperature T is expressed as [96]

dðTÞ ¼ DðTÞ=pJ

where the value of p is 1.637. Using this method, d(T) ¼ 0.062 and J2/J1 ¼ 0.88

for 8 and d(T) ¼ 0.052 and J2/J1 ¼ 0.90 for 9 have been obtained. The values of

2D(0)/kBTsp of 8 and 9 are 4.04 and 4.28, respectively, which are larger than the

value of the typical spin-Peierls materials (TTF-CuBDT, MEM-(TCNQ)2 [97],

and CuGeO3) that satisfy the BCS formula 2D(0)/kBTsp ¼ 3.53 but are smaller

than that of a0-NaV2O5 (6.44) [91]. This discrepancy of 2D(0)/kBTsp is attributed
to the larger fluctuation effects compared to ordinary spin-Peierls materials.

According to the theory of Cross and Fisher [98], Tsp is given by

Tsp ¼ 0:8J�0

where �0 is the spin–lattice coupling constant and �0 ¼ 0.063 for 8 and 0.050 for 9,

which is smaller than the value of typical spin-Peierls materials (0.195, 0.209, and

0.146 for TTF-CuBDT, MEM-(TCNQ)2, and CuGeO3) but is relatively close to the

value of a0-NaV2O5 (0.079). The phase-transition temperatures of 8 and 9 are

suppressed since the coupling between the spin and lattice system is weak due to

the large 1D fluctuations. Parameters defining spin-Peierls systems are listed in

Table 9.7.

On the other hand, the magnetic susceptibility of 10 gradually decreases with a

lowering of the temperature, as shown in Fig. 9.37c and shows a broad minimum at

around 135 K. When the experimental data above 140 K are fitted by the

Bonner–Fisher equation, |J|/kB is estimated to be 939(3) K. Below 135 K, wM
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rapidly increases with a lowering of the temperature. Assuming that the increase of

wM below 50 K is originated from the impurity spin, the impurity spin concentration

is estimated to be 1.8 %. However, the origin is considered not to be impurity spin

but another factor, since this value is much larger than those of 8 and 9. Saito et al.

observed a broad thermal anomaly in the heat capacity measurement of 10, which is

attributed to a higher order phase transition around 135 K [81]. Therefore, it is

reasonable to assume that the structural modulation occurs with the higher order

phase transition, and the magnetic defects giving free spins would be formed in the

1D chain below 135 K. As a consequence, a spin-Peierls transition appears to be

suppressed in 10.

9.3.7 Synchrotron Radiation X-ray Crystallography

A spin-Peierls system undergoes a lattice instability at Tsp, and when T < Tsp, the
system dimerizes and the spin gap opens. Figure 9.38 shows the synchrotron X-ray

diffraction photographs of 8 [38]. In contrast to the diplatinum compounds 2–5 [32,

34, 35, 54, 73], the dinickel compounds 8 and 9 do not show any X-ray diffuse

scattering, demonstrating that the dinickel compounds do not exhibit valence

fluctuation. Whereas, new reflections clearly appear in the photographs of 8 taken

below 35 K, indicating a twofold superstructure. The number and intensities of the

superlattice reflections increase as the temperature is lowered. This fact indicates

that the unit cell along the b axis has doubled, which strongly implies that the lattice

dimerizes along the –Ni–Ni–I– chain. When the superlattice reflections are

included, the supercell can be indexed by asuper ¼ �0.5a � 0.5b, bsuper ¼ 0.5a
� 1.5b, and csuper ¼ 0.5a þ 0.5b þ c, and the space group changes from C2/c to
P1̄. Figure 9.39 shows the crystal structure of the superstructure of 8 at 26 K [38].

Two crystallographically independent [Ni2(EtCS2)4I] units exist in a unit cell of

8 in the LT phase, and the periodicity of the crystal lattice is twofold of a –Ni–Ni–I–

period. The two Ni–Ni distances are almost the same (Ni1–Ni2 ¼ 2.5387(9) and

Ni3–Ni4 ¼ 2.5402(9) Å), but there are two different Ni–I distances. The short Ni–I

distances (Ni2–I2 ¼ 2.8773(7) and Ni3–I2 ¼ 2.8839(7) Å) are about 0.013 Å less

than the long Ni–I distances (Ni1–I1 ¼ 2.8975(7) and Ni4–I1* ¼ 2.8888(7) Å).

The twofold superstructure originates from the different Ni�I distances since the

structures of the two crystallographically independent [Ni2(EtCS2)4] units are

almost the same and twisting between dinuclear units does not occur. The doubling

Table 9.7 Parameters defining some spin-Peierls systems

Compound |J|/kB D(0)/K Tsp/K �0 2D(0)/kBTsp References

TTF-CuBDT 77 21 12 0.195 3.50 [87]

MEM-(TCNQ)2 106 28 17.7 0.209 3.16 [86, 97]

CuGeO3 120 24.5 14 0.146 3.50 [88, 89]

a0-NaV2O5 560 113.7 35.3 0.079 6.44 [90–94]

8 936(2) 95(7) 47 0.063 4.04 [38]

9 898(2) 77(2) 36 0.050 4.28 [38]
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of the lattice periodicity and the increase of the superlattice reflections on lowering

the temperature strongly support the spin-Peierls transition at 47 K. The Ni–Ni and

Ni–I distances indicate that the valence-ordered state in the LT phase is the ACP

state of –Ni(2.5�d)+–Ni(2.5+d)+–I�–Ni(2.5+d)+–Ni(2.5�d)+–I�– (d � 0.5). This phase

transition is a spin-Peierls transition that accompanies the rearrangement of the

valence ordering. In diplatinum compounds [Pt2(RCS2)4I]1 (R ¼ Et (2), n-Bu (4)),
the difference between the long and short Pt–I distances, that characterizes the

degree of the lattice distortion, is 0.029 and 0.066 Å, respectively [33]. The lattice

distortion of 8 is therefore smaller than those of the diplatinum compounds. The

diplatinum compounds can be largely polarized due to the larger span of the 5dz2

orbitals, whereas the degree of charge polarization of the nickel compound is small

since this material tends to retain a valence state close to the AV state due to the

strong electron–electron correlation effect on the 3dz2 orbitals of the nickel atoms.

Compound 9 also exhibits superlattice reflections at the positions of 1/2b*
corresponding to the twofold –Ni–Ni–I– period at temperatures below Tsp ¼ 36 K.

Attempts to index the superlattice reflections have been, however, unsuccessful

because of their very weak intensities [38].

On the basis of the crystal structure analyses of the superstructure, the valence-

ordered states of [M2(EtCS2)4I]1 (M ¼ Ni (8), Pt (2)) are assigned to the ACP state.

In contrast, the spin-Peierls transition has not been observed in [Ni2(MeCS2)4I]1 (7),

and the superlattice reflections due to the development of the superstructure

associated with the twofold periodic valence ordering have not been reported in

[M2(MeCS2)4I]1 (M ¼ Ni (7), Pt (1)). The reasons for these results are discussed

Fig. 9.38 X-ray diffraction photographs of [Ni2(EtCS2)4I]1 (8) taken at different temperatures.

b* (1D chain direction) is vertical in these photographs [38]. The diffuse circular lines originate

from the carbon fiber mounting a single crystal
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here based on the relative arrangement of 1D chains in the crystal, which minimizes

the Coulomb repulsion between them. As shown in Fig. 9.40, there are two types for

the arrangements of 1D chains [38].

Adjacent 1D chains in arrangement type (a) shift about a half period from each

other, whereas the 1D chains in arrangement type (b) are aligned with the same

phase. Here I discuss the twofold periodic valence ordering which minimizes the

Coulomb repulsion between the 1D chains. The type (b) arrangement is capable of

taking both valence-ordered ACP and CDW states. [M2(MeCS2)4I]1 (M ¼ Ni (7),

Pt (1)) have relatively short interchain S � � � S contacts in the type (a) arrangement,

and these compounds are considered to have two-dimensional interactions [28, 37].

When a 1D chain takes the ACP state in type (a), adjacent 1D chains should take the

CDW state to minimize the Coulomb repulsion. As a result, it is presumed that these

compounds would have difficulty adopting the superstructure associated with the

twofold periodic valence ordering, and consequently, [Ni2(MeCS2)4I]1 (7) would

be difficult to show the spin-Peierls transition associated with the ACP state. On the

other hand, it is possible for [Ni2(RCS2)4I]1 (R ¼ Et (8), n-Pr (9)) to adopt twofold
periodic valence ordering, since the one-dimensionality of these compounds

Fig. 9.39 1D chain structure of [Ni2(EtCS2)4I]1 (8) at 26 K with an atomic numbering scheme

and relevant interatomic distances (thermal ellipsoid set at the 50 % probability level) [38]
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becomes more pronounced with the elongation of the alkyl chain of the dithiocar-

boxylato ligands.

9.4 Conclusions

Unlike the MX-chain compounds, an unpaired electron of the MMX-chain

compounds is possible to behave as an itinerant electron, since the influence of

U becomes smaller by sharing of an unpaired electron through a metal–metal

bond. Actually, the first observation of metallic conductivity was made for

[Pt2(MeCS2)4I]1 (1) above 300 K. The analyses of the diffuse scattering observed

in the metallic state of [Pt2(EtCS2)4I]1 (2) has revealed that the metallic state has

appeared by the valence fluctuation accompanying the dynamic valence-ordering

state of the CDW type. The fact indicates that the electron–lattice interaction has

also governed the electronic states of the Pt MMX compounds, in analogy with the

Pt MX-chain compounds. The observed dynamic electronic state is considered to

appear through the electron–lattice interaction by the thermal energy being com-

parable to the stretching vibration energy of Pt–I bonds, because the electronic

states of the Pt MMX compounds [Pt2(RCS2)4I]1 (R ¼ Et (2), n-Bu (4), and

Fig. 9.40 Relationship between relative arrangement of 1D chains in the crystal of

[M2(MeCS2)4I]1 (M ¼ Ni (7), Pt(1)) and possible twofold periodic valence ordering to minimize

the Coulomb repulsion [38]. The dashed lines represent the interchain S���S contacts, which are

relatively close to the van der Waals contact distance between sulfur atoms (3.60 Å)
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n-Pen (5)) change from a static state to dynamic one at near 200 K (�140 cm�1).
The Pt compounds become insulator with lowering temperature due to the lattice

dimerization originating from an effectively half-filled metallic band. The Pt

compounds shows not only small magnetic susceptibility corresponding to the itiner-

ancy of the unpaired electrons in the metallic state but also the paramagnetic–non-

magnetic transition originating from the regular electronic Peierls transition. The

valence-ordering state of the Pt MMX compounds of the dta family at the low

temperature is assigned to be the ACP state of –Pt2+–Pt3+–I�–Pt3+–Pt2+–I�–. On the

other hand, all the Ni MMX-chain compounds are Mott-Hubbard semiconductor due

to the strong on-site Columbic repulsion on the nickel atom and exhibit very strong

antiferromagnetic interaction. Furthermore, the spin-Peierls transition has been

observed in [Ni2(RCS2)4I]1 (R ¼ Et (8), n-Pr (9)) at low temperature.

The partial oxidation of the metal atoms is essential to realize the metallic state

being stable down to the low temperature. In the case of the copper oxide

superconductors, the superconductivity has been realized by the partial oxidation

of the CuO2 plane in the strongly correlated electronic systems (U/t � 1) [16].

Therefore, the partial oxidation of the Ni MMX compounds having strong electron

correlation is very interesting from the viewpoint of appearance of the supercon-

ductivity that is never realized in the 1D electronic system.

The elongation of alkyl chain of the dithiocarboxylato ligand not only

eliminated the interchain S � � � S contacts and enhanced the one-dimensionality

of the chains, but also introduced motional degrees of freedom in the system. As a

consequence, several interesting properties that were never observed in

[M2(MeCS2)4I]1 (M ¼ Pt (1), Ni (7)) have appeared. By the elongation of the

alkyl chains in dithiocarboxylato ligands, [Pt2(RCS2)4I]1 (R ¼ n-Pr (3), n-Bu
(4), and n-Pen (5)) underwent two phase transitions at near 210 K and above room

temperature, indicating the existence of the LT, RT, and HT phases. The period-

icity of crystal lattice along 1D chain is threefold of a –Pt–Pt–I– unit, and the

structural disorders were detected for the dithiocarboxylato group and the alkyl

chain belonging to only the central dinuclear units in the threefold periodicity. In the

HT phase, the dithiocarboxylato groups of all the dinuclear units were disordered.

Ikeuchi and Saito have revealed from the heat capacity measurements that the

entropy (disorder) reserved in alkyl groups in the RT phase is transferred to the

dithiocarboxylate groups with the RT–HT phase transition. Whereas, the dithiocar-

boxylate groups of all the dimetal units in the LT phase of [Pt2(n-BuCS2)4I]1 (4)

were ordered. The Pt MMX-chain compounds exhibited a rapid increase in resis-

tivity and a drastic change in the magnetism to the diamagnetic state with the

structural phase transition from the RT phase to LT one at near 200 K. This fact

suggests that the dynamics (motional degrees of freedom) of the dithiocarboxylato

ligands and bridging iodine atoms affects the electronic and magnetic systems

through the electron–lattice interaction. On the other hand, the Ni MMX-chain

compound, [Ni2(n-PrCS2)4I]1 (9), behaved the 1D antiferromagnetic chain in the

both RT and LT phases, and only the coupling constant J slightly changed with the

structural phase transition. This fact demonstrates that, unlike the platinum

compounds, the electronic system of the Ni MMX-chain compounds in which the
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on-site Columbic repulsion U plays a dominant role in determining the electronic

system is hardly affected by the molecular dynamics.
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Chapter 10

POP-Type MMX-Chain Compounds with

Binary Countercations and Vapochromism

Hiroaki Iguchi, Shinya Takaishi, and Masahiro Yamashita

10.1 Introduction

10.1.1 Chemistry of pop-Type Discrete Diplatinum Complexes

Pyrophosphito-bridged diplatinum complex is one of the most studied dinuclear

complexes in a paddle-wheel structure. The chemistry of pyrophosphito-bridged

diplatinum complex began at the discovery of the Pt(II)–Pt(II) complex,

K4[Pt2(pop)4]�2H2O (pop ¼ P2H2O5
2�) by Roundhill et al. in 1977 [1]. Since

[Pt2(pop)4]
4� shows intense long-lived phosphorescence, photochemistry and

excited-state chemistry of [Pt2(pop)4]
4� has been attracted much attention (see follow-

ing early reviews and references therein [2, 3]). Although no chemical bond exist

between two Pt(II) atoms in the ground state, 5ds* ! 6ps transition should induce

the bonding character between them. This excited-state structure has been confirmed by

several optical methods [4–9]. The excited state of [Pt2(pop)4]
4� is powerful one-

electron reductant, therefore, it can be used as a photochemical catalyst for converting

ethanol to acetaldehyde and hydrogen [10] and for the transfer hydrogenation of

alkenes and alkynes [11, 12]. The Pt(III)–Pt(III) complex, [Pt2(pop)4H2]
4�, is the active

species of the catalytic reaction [13].

Although [Pt2(pop)4H2]
4� is unstable species, many stable Pt(III)–Pt(III)

complexes, [Pt2(pop)4X2]
4� (X ¼ Cl, Br, I, NO2, SCN, etc.) and [Pt2(pop)4L2]

2�

(L ¼ H2O, py, CH3CN, etc.), have been synthesized by the oxidative additions,

occasionally in the presence of the chemical oxidants (see following early reviews

and references therein [2, 3]). Some Pt(III)–Pt(III) complexes exhibit unique strong

red luminescence [14].
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In contrast to the stability of Pt(II)–Pt(II) and Pt(III)–Pt(III) complexes, mixed

valence Pt(II)–Pt(III) complex is quite unstable in the solution because of the

disproportionation to Pt(II)–Pt(II) and Pt(III)–Pt(III) complexes. Very recently,

one Pt(II)–Pt(III) complex was reported in CH2Cl2, the weakly coordinating sol-

vent, and its structure was determined as the discrete Pt(II)–Pt(III) complex,

(PPN)3[Pt2(pop)4(NO)]�2Et2O�CH2Cl2 (PPN+ ¼ [Ph3P¼N¼PPh3]+), by the

single-crystal X-ray structural analysis [15]. However, the overwhelming number

of the Pt(II)–Pt(III) complexes have been reported as the infinite linear-chain

complexes, which are in attractive one-dimensional (1D) electron system. This

intriguing study of mixed valence chain complexes was triggered by the discovery

of K4[Pt2(pop)4Br]�3H2O in 1983 [16].

10.1.2 Introduction to pop-Type MMX Chains

The linear-chain complexes based on pyrophosphito-bridged diplatinum complex are

called as pop-type “quasi-1D halogen-bridged dinuclear metal complexes (MMX

chains).” Although 1D electron system of quasi-1D halogen-bridged mononuclear

metal complexes (MX chains) originates two electronic states bringing about unique

physical properties as shown in Part I, MMX chains have attracted intense interest,

because their higher degrees of freedom of the electrons provide the competition and/

or cooperation among more diverse energetic factors, which causes a larger variety of

electronic states and smaller energy gaps among them. Based on the theoretical

calculations (see Chap. 12) and experimental data, the electronic states of the

MMX chains can be classified into four states as shown in Fig. 10.1.

These electronic states are strongly correlated to the position of the bridging

halide ion. Except for AV state, the bridging halide ion is close to M3+ ion. A formal

Fig. 10.1 Electronic state and expected physical properties of MMX chains
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oxidation number is used in this chapter unless otherwise noted. Strictly, 3+ and 2+

should be represented as (3–d)+ and (2+d)+, respectively. AV state is classified into

class III by Robin–Day classification, while CDW, CP and ACP are classified into

class II [17, 18]. Because each electronic state exhibits various physical properties,

MMX chains have the potential to be multifunctional switching materials.

MMX chains synthesized to date have been categorized into two ligand systems:

dithioacetate (dta) [M2(RCS2)4I] (M ¼ Ni, and Pt; R ¼ alkyl chain group), which

are discussed in Chap. 9, and pyrophosphite (pop) Y4[Pt2(pop)4X]�nH2O or

Y02[Pt2(pop)4X]�nH2O (Y ¼ alkali metal, alkyl ammonium, etc.; Y0 ¼
alkyldiammonium; X ¼ Cl, Br, and I; pop2� ¼ P2H2O5

2�).
In the dta system, as mentioned in Chap. 9, a high conductivity and a

metal–semiconductor transition have been reported so far. Recently, Zamora

et al. reported the formation of nanowires on the substrate, which is promising for

the future molecule-based devices [19–22]. However, establishing the method to

obtain the desired electronic states and accompanying physical properties of MMX

chains is remaining issue that needs to be solved. The negative chain in the pop

system requires the countercations, which have advantages to synthesize the vari-

ous derivatives and to control the electronic states of MMX chains. Furthermore,

the removal of lattice water can also change the electronic states of MMX chains.

Although many pop-type MMX chains have been synthesized so far [23–30], in this

chapter, we focus on the chemistry of pop-type MMX chains containing two kinds

of countercation (binary countercations), which was discovered recently. We also

focus on the response of pop-type MMX chains to chemical external stimuli that is

water-vapor-induced changes of the physical properties of pop-type MMX chains

as represented by vapochromism. The other important response to physical external

stimuli, that is photoinduced phase transition, is explained in Chap. 11.

10.2 Structure and Electronic States of MMX Chains

with Binary Countercations

Since all MMX chains thus far synthesized are in one of the four electronic states

shown in Fig. 10.1 without exception, searching the new electronic states in MMX

chains are very important for bringing about new physical and chemical properties

of low-dimensional materials. It should be noted that all of the known pop-type

MMX chains contain only one kind of countercation (unitary countercation). In

order to extend the system, introducing two kinds of countercation (binary

countercations) was performed.

10.2.1 Forming Condition of MMX Chains with Binary
Countercations

The general formula of MMX chains with binary countercations are

A2B[Pt2(pop)4I]�nH2O (A ¼ K and Rb; B ¼ alkyldiammonium (Scheme 10.1);
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n ¼ 2 and 4). A+, which is coordinated by eight oxygen atoms, links both intra- and

inter-chain [Pt2(pop)4] units by Aþ � � �O coordination bond. B2+ links inter-chain

[Pt2(pop)4] units by Nþ � H � � �O hydrogen bond.

Other alkali metal ions, Li+, Na+, and Cs+, were not able to be introduced

because of the size mismatch [31]. In the case of alkyldiammonium ions, only the

B2+ which has three to five atoms in main backbone between terminated –NH3
+

substituents was able to be introduced. The selectivity of the B2+ can be explained

as follows.

The B2+ exist in the space surrounded by the four [Pt2(pop)4] units connected by

Aþ � � �O coordination bonds (e.g., K2(NC3N)[Pt2(pop)4I]�4H2O in Fig. 10.2).

Because the length of coordination bonds is limited, the size of the space is less

variable. This is the reason why longer alkyldiammonium ions such as

H3NC6H12NH3
2+ cannot be introduced as one of the binary countercations. Simi-

larly, the shorter alkyldiammonium ions such as H3NC2H4NH3
2+ cannot form the

hydrogen bonding network among the pop ligands, inducing the destabilization of

the MMX chains with binary countercations.

10.2.2 Determination of Electronic State by the Crystal Structure
and Polarized Raman Spectra

As mentioned above, it has been known that the oxidation state are concerned with

the distance between bridging iodide ion and platinum ion (Pt–I distance). As the

oxidation number becomes higher, Pt–I distance becomes shorter. Therefore, the

electronic state can be determined from the chain structure.

Scheme 10.1 Structure and abbreviation of alkyldiammonium ions

210 H. Iguchi et al.



However, in some MMX chains with binary countercations, the bridging halide

was disordered because of the random arrangement of the chains. Therefore,

polarized Raman spectroscopy was performed to distinguish CDW state,

which induces two peaks derived from symmetric-stretching mode of Pt–Pt bonds

[Pt(III)–Pt(III) and Pt(II)–Pt(II)], from CP and ACP state, which induce only one

peak [Pt(II)–Pt(III)] [23, 24, 32, 33]. Consequently, two peaks observed around

100 cm�1 indicate the existence of CDW-like distortion in MMX chains with

binary countercations [31].

According to the crystal structure analyses, the complexes containing

cis-NC4N
2+, trans-NC4N

2+, NC5N
2+, or NC2OC2N

2+ have unique Pt–I–Pt distance

(d(Pt–I–Pt)). Therefore, these complexes are in typical CDW state.

However, in the complexes containing NC3N
2+, Me–NC3N

2+, or Cl–NC3N
2+,

there are two kinds of d(Pt–I–Pt), which are the characteristics of ACP state.

Fig. 10.2 Perspective view of the region around H3NC3H6NH3
2+ along c-axis of K2(NC3N)

[Pt2(pop)4I]�4H2O (black, C; blue, N; red, O(ligand); light blue, O(H2O); orange, P;

brown, K; purple, I; yellow, Pt). Hydrogen atoms are omitted for clarity
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The ACP-like distortion is corresponding to spin-Peierls distortion, which has the

stable structure of 1D metal at low temperature. Very few compounds have been

reported to have spin-Peierls distortion even at room temperature [34, 35].

Although ACP state has been reported in dta-type MMX chains [36–45], the

complexes containing NC3N
2+, Me–NC3N

2+ or Cl–NC3N
2+ are the first

comopounds with ACP-like distortion in pop-type MMX chains. However, the

structure is not the simple ACP state because Pt–I distances are shorter in one

[Pt2(pop)4] unit (d(Pt–I)), but are longer in the other [Pt2(pop)4] unit ðdðPt � � � IÞÞ,
which is the characteristic of CDW state and is consistent with the polarized Raman

spectra.

Figure 10.3 shows the chain structure of K2(NC3N)[Pt2(pop)4I]�4H2O at 100 K,

for example [46]. Two different d(Pt–I–Pt) (5.6305(8) Å, 5.9786(9) Å) indicate a

ACP-like twofold periodicity along the chain. One [Pt2(pop)4] unit is coordinated

by neighboring I� ions with short Pt–I distances (d(Pt–I) ¼ 2.641(3) Å, 2.828

(6) Å), whereas the other is coordinated by I– ions with a longPt � � � I bond distances
ðdðPt � � � IÞ ¼ 2:990ð3ÞÅ, 3.151(6)Å), which is the characteristic of the CDW state.

This new electronic state of the MMX chains containing NC3N
2+, Me–NC3N

2+

or Cl–NC3N
2+ is named ACP + CDW state [46, 47]. Schematic representations of

the structure in ACP, CDW and ACP + CDW state are shown in Fig. 10.3. Except

for K2(NC3N)[Pt2(pop)4I]�4H2O, the positions of the bridging iodide ions are three-

dimensionally ordered, which is very rare and has been reported only recently [48].

The d(Pt–I–Pt), d(Pt–I) and dðPt � � � IÞ of MMX chains with binary countercations

are summarized in Table 10.1.

Fig. 10.3 Crystal structure of K2(NC3N)[Pt2(pop)4I]�4H2O (red, O; orange, P; purple, I; yellow,
Pt) and schematic chain structure in ACP, CDW and ACP + CDW state. The countercations,

lattice water, and hydrogen atoms are omitted for clarity
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10.2.3 Origin of ACP-Like Distortion in ACP + CDW State

As mentioned above, only the MMX chains containing H3NCH2CHXCH2NH3
2+

(X ¼ H, Me, Cl) are in ACP + CDW state. Other MMX chains with binary

countercations containing longer B2+ are in CDW state. To design the new elec-

tronic state of MMX chains in the future, revealing the mechanism of the ACP-like

distortion is very important.

In the most MMX chains with binary countercations, B2+ mainly arranged along

b-axis, resulting longer unit cell parameter b compared with a. Table 10.2 shows the
ratio b/a of all MMX chains with binary countercations. The electronic state

is ACP + CDW state when b/a � 1.10, and is CDW state when b/a � 1.19.

Small b/a induces the steric hindrance around A+ explained as follows:

Figure 10.4 shows the schematic representation of the 1D chain and its oxygen

atoms, lattice H2O molecules, A+ and B2+. Ten oxygen atoms, eight from pop

ligands O(pop) and two from lattice H2O molecules (O(H2O)) exist around alkali

metal ion. When b/a � 1.10, because at most only eight oxygen atoms can coordi-

nate to A+, pop ligands twist to remove two O(pop) away from A+. On the other

hand, when b/a � 1.19, two O(pop) are initially far from A+ without the twisting of

ligands. The distance between A+ and coordinating O(pop) (d(A–O(pop))), and the

distance between A+ and farther O(pop) ðdðA � � �O(pop))), are shown in Table 10.2.
Since dðA � � �O(pop)) is longer than the sum of ionic radii of A+ (1.65 Å for K+ and

1.75 Å for Rb+) [49] and van der Waals radii of O atom (1.52 Å), [50] no

coordination bond exist between these atoms.

Table 10.1 Selected interatomic distances and electronic state of MMX chains with binary

countercations

Complex d(Pt–I–Pt)/Å d(Pt–I)/Å dðPt � � � IÞ/Å Electronic state References

K2(NC3N)[Pt2(pop)4I]�4H2O 5.6305(8) 2.641(3) 2.990(3) ACP + CDW [31, 46]

5.9786(9) 2.828(6) 3.151(6)

K2(Me–NC3N)[Pt2(pop)4I]�4H2O 5.7179(11) 2.7496(8) 2.9683(8) ACP + CDW [31, 47]

5.9254(11) 2.7993(7) 3.1261(8)

K2(Cl–NC3N)[Pt2(pop)4I]�4H2O 5.7262(11) 2.755(2) 2.951(2) ACP + CDW [31, 46]

5.9403(12) 2.8082(18) 3.1320(18)

K2(cis-NC4N)[Pt2(pop)4I]�4H2O 5.7625(18) 2.7430(9) 3.0195(10) CDW [31]

K2(trans-NC4N)[Pt2(pop)4I]�4H2O 5.7921(11) 2.732(3) 3.060(3) CDW [31]

K2(NC5N)[Pt2(pop)4I]�4H2O 5.7225(7) 2.729(9) 2.993(6) CDW [31]

K2(NC2OC2N)[Pt2(pop)4I]�4H2O 5.7244(11) 2.8757(6) CDW [31]

Rb2(NC3N)[Pt2(pop)4I]�4H2O 5.7521(5) 2.7430(3) 3.0091(4) ACP + CDW [31]

6.1928(5) 2.8217(3) 3.3710(3)

Rb2(Me–NC3N)[Pt2(pop)4I]�4H2O 5.7782(7) 2.7478(5) 3.0304(4) ACP + CDW [31]

6.1226(7) 2.8073(4) 3.3152(5)

Rb2(Cl–NC3N)[Pt2(pop)4I]�4H2O 5.7726(13) 2.7532(16) 3.0194(15) ACP + CDW [31]

6.1518(13) 2.8155(16) 3.3363(16)

Rb2(cis-NC4N)[Pt2(pop)4I]�4H2O 5.8554(15) 2.735(5) 3.120(4) CDW [31]

Rb2(trans-NC4N)[Pt2(pop)4I]�2H2O 5.7930(9) 2.8965(4) CDW [31]

Rb2(NC5N)[Pt2(pop)4I]�4H2O 5.8219(15) 2.742(3) 3.080(3) CDW [31]

Rb2(NC2OC2N)[Pt2(pop)4I]�4H2O 5.823(2) 2.740(4) 3.097(4) CDW [31]
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Table 10.2 Ratio of unit cell parameter (b/a), distances between A+ and O(pop) for MMX chains

with binary countercations

Complex b/a d(A–O)/Å dðA � � �OÞ/Å
K2(NC3N)[Pt2(pop)4I]�4H2O 1.087 2.777(8)–2.985(8) 3.981, 4.355

K2(Me–NC3N)[Pt2(pop)4I]�4H2O 1 2.791(3)–3.007(3) 4.112, 4.340

K2(Cl–NC3N)[Pt2(pop)4I]�4H2O 1 2.827(7)–3.003(8) 4.169, 4.317

K2(cis-NC4N)[Pt2(pop)4I]�4H2O 1.197 2.7780(10)–3.0349(11) 3.706

K2(trans-NC4N)[Pt2(pop)4I]�4H2O 1.248 2.835(3)–3.054(3) 3.847

K2(NC5N)[Pt2(pop)4I]�4H2O 1.191 2.791(2)–3.049(2) 3.949

K2(NC2OC2N)[Pt2(pop)4I]�4H2O 1.261 2.808(5)–3.22(2) 4.070

Rb2(NC3N)[Pt2(pop)4I]�4H2O 1.104 2.8900(17)–3.0551(17) 4.001–4.542

Rb2(Me–NC3N)[Pt2(pop)4I]�4H2O 1 2.9105(15)–3.0740(16) 4.146, 4.432

Rb2(Cl–NC3N)[Pt2(pop)4I]�4H2O 1 2.944(7)–3.080(7) 4.222, 4.417

Rb2(cis-NC4N)[Pt2(pop)4I]�4H2O 1.205 2.858(8)–3.112(9) 3.745

Rb2(trans-NC4N)[Pt2(pop)4I]�2H2O 1.263 2.913(5)–3.094(5) 3.659

Rb2(NC5N)[Pt2(pop)4I]�4H2O 1.196 2.908(3)–3.089(3) 3.940

Rb2(NC2OC2N)[Pt2(pop)4I]�4H2O 1.266 2.829(5)–3.214(6) 3.899

Fig. 10.4 Schematic representation of the environment around alkali metal ion when b/a � 1.10

(left) and when b/a � 1.19 (right). The lowermost figures are the magnification of the crystal

strucucture of K2(NC3N)[Pt2(pop)4I]�4H2O (left) and K2(NC5N)[Pt2(pop)4I]�4H2O (right)
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The twisting of pop ligands induces two different coordination features between

two [Pt2(pop)4] units and A
+, that is, monodentate and bidentate coordination to A+,

as shown in Fig. 10.5. d(Pt–I–Pt) is different between each coordination feature. On
the other hand, K2(NC5N)[Pt2(pop)4I]�4H2O, which is in CDW state, has equal

coordination features (two monodentate and two bidentate coordination to A+)

between two [Pt2(pop)4] units (Fig. 10.5), resulting in the unique d(Pt–I–Pt).
Consequently, the different coordination bonds induced by the twisting of pop

ligands are the origin of the ACP-like distortion.

10.2.4 Electronic Structure of ACP + CDW State

The optical conductivity spectra were measured to reveal the detailed electronic

structure of MMX chains with binary countercations [31]. Photon energy of the

peaks in the spectra are summarized in Table 10.3.

Optical conductivity spectra of all measured MMX chains with binary

countercations consisted of the strong lowest charge transfer (CT) band around

1 eV (indicated by boldface) and weak bands around 2.2 eV, 3.2 eV, and 3.9 eV. It

has been known that the photon energy of CT (ECT) increases with an increase of

Pt–I–Pt distance (d(Pt–I–Pt)) in CDW and CP states of pop-type MMX chains, and

that the dependency of ECT on d(Pt–I–Pt) in CDW state is larger than that in CP

state because the inter-dimer CT in CDW state is more sensitive to d(Pt–I–Pt) than
is the intra-dimer CT in CP state [51]. This dependence of ECT on d(Pt–I–Pt) was
applied to the phase diagram of CDW and CP states. Figure 10.6 shows the phase

diagram of already-known MMX chains together with the plots of complexes

in Table 10.3. It should be noted that the average value of two kinds of

short

long

Fig. 10.5 Chain structure of K2(NC3N)[Pt2(pop)4I]�4H2O (left) and K2(NC5N)[Pt2(pop)4I]�4H2O

(right) with the representation of colored K–O(pop) coordination bonds
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d(Pt–I–Pt) is applied in the case of ACP + CDW state, on the assumption that the

effect of d(Pt–I–Pt) on the perturbation to energy level of Pt ions is averaged. All

MMX chains with binary countercations obey the fitting line in CDW state,

indicating that the charge transfer occurs from electron-rich Pt dimer to electron-

poor Pt dimer in ACP + CDW state as well as in CDW state. The peak energy of the

weak bands were almost independent of the compounds and nearly identical to that

of MMX chains in typical CDW state [51, 52], which also support that the

electronic structure in ACP + CDW state is similar to that in CDW state. These

results are consistent with the nonmagnetic property of K2(NC3N)[Pt2(pop)4I]�
4H2O [46, 53].

Consequently, the introduction of the ACP-like distortion into MMX chains can

be controlled by changing the length of B2+, with retention of the electronic

structure of CDW state.

10.2.5 Structural Features of MMX Chains with Binary
Countercations

Compared with MMX chains with unitary countercation, those with binary

countercations have two important structural features. One is the “synchronized” packing.

Table 10.3 Photon energy of

the peak in optical

conductivity spectra of the

present MMX chains. Photon

energy attributed to strong

lowest charge transfer (CT)

band are indicated by

boldface

Complex Photon energy/eV

K2(NC3N)[Pt2(pop)4I]�4H2O 0.85, 2.15, 3.25, 3.95

K2(Me–NC3N)[Pt2(pop)4I]�4H2O 0.85, 2.23, 3.30, 3.83

K2(Cl–NC3N)[Pt2(pop)4I]�4H2O 0.89, 2.28, 3.26, 3.9

K2(cis-NC4N)[Pt2(pop)4I]�4H2O 0.79, 2.22, 3.18, 3.91

K2(trans-NC4N)[Pt2(pop)4I]�4H2O 0.81, 2.22, 3.19, 3.92

K2(NC5N)[Pt2(pop)4I]�4H2O 0.64, 2.19, 3.18, 3.94

Rb2(NC3N)[Pt2(pop)4I]�4H2O 1.14, 2.13, 3.29, 3.86

Rb2(Me–NC3N)[Pt2(pop)4I]�4H2O 1.14, 2.2, 3.29, 3.80

Rb2(Cl–NC3N)[Pt2(pop)4I]�4H2O 1.12, 2.2, 3.27, 3.78

Rb2(trans-NC4N)[Pt2(pop)4I]�2H2O 0.94, 2.16, 3.18, 3.80

Rb2(NC2OC2N)[Pt2(pop)4I]�4H2O 0.92, 2.15, 3.19, 3.82
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binary countercations in 
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Fig. 10.6 Phase diagram in

already-known pop-type

MMX chains (black) with the

plot of MMX chains with

binary countercations (red
triangle for CDW state; green
square for ACP + CDW

state). Solid line is the fitting
of the data of already-known

pop-type MMX chains with

unitary countercation in each

phase
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The typical MMX chains with unitary countercation, whose countercation links

only intra-chain [Pt2(pop)4] units, are in “alternate” packing (Fig. 10.7 left) [54]. On

the other hand, in all MMX chains with binary countercations, A+ links not only

intra-chain but also inter-chain [Pt2(pop)4] units by Aþ � � �O coordination bonds,

and B2+ links inter-chain [Pt2(pop)4] units by N
þ � H � � �O hydrogen bonds. These

hydrogen bonds and coordination bond networks constrain each [Pt2(pop)4] unit in

same ab plane, that is in “synchronized” packing (Fig. 10.7 right). The example of

hydrogen bond and coordination bond networks in K2(NC5N)[Pt2(pop)4I]�4H2O is

shown in Fig. 10.8. Because of the “synchronized” packing, the layer-like structure

appeared perpendicular to c-axis (chain axis). The larger anion and cation,

[Pt2(pop)4]
3� unit and B2+, exist in the same ab plane. Formal charge in this ab

plane is�1 per formula, therefore, the layer is densely packed anionic layer. On the

other hand, loosely packed cationic layer consists of smaller anion and cation, I�

and two A+, per formula. The vacancy in loosely packed cationic layer is filled with

H2O molecules, which coordinate to A+ ions. These H2O molecules and lattice

fixed by hydrogen bond and coordination bond networks play an important role in

dehydration–rehydration of the MMX chains discussed later.

The other important structural feature is the short d(Pt–I–Pt). The reason of the

short d(Pt–I–Pt) can be explained as follows:

The hydrogen bonds between pop ligands and –NH3
+ of countercations link intra-

chain [Pt2(pop)4] units in typical MMX chains with unitary countercation. On the

other hand, coordination bonds between pop ligands and A+ ions link intra-chain (and

also inter-chain) [Pt2(pop)4] units in MMX chains with binary countercations.

Although the distances between nitrogen atom of –NH3
+ and O(pop) are almost

comparable to those between A+ and O(pop) (d(N–O) � d(A–O)) [31], the

minimum values of coordination bond angle (∠(O–A–O)) are smaller than those

of hydrogen bond angles (∠(O–N–O)), resulting in the shorter d(Pt–I–Pt) in MMX

chains with binary countercations. This difference originates from the isotropic

Fig. 10.7 Schematic representation of the chain structure of MMX chains with unitary (left) and
binary (right) countercations
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electron distribution of A+. In other words, oxygen atoms can coordinate to A+ from

any direction unless steric hindrance among oxygen atoms occurs. In contrast,

∠(H–N–H) is limited around 109� due to the characteristic of sp3 orbital, hence

typical (O–N–O) is not smaller than 109�. Schematic representation of the com-

parison between (NC5N)2[Pt2(pop)4I]�4H2O and K2(NC5N)2[Pt2(pop)4I]�4H2O are

shown in Fig. 10.9.

Although the most pop-type MMX chains synthesized so far were less conduc-

tive (the typical electrical conductivity at room temperature (sRT) < 10�7 S cm�1),
MMX chains with binary countercations show the higher conductivity, at most

10�2 S cm�1, due to the short d(Pt–I–Pt) [31, 46].

Fig. 10.8 Kþ � � �O coordination bonds (left) and Nþ � H � � �O hydrogen bonds (right) in

K2(NC5N)[Pt2(pop)4I]�4H2O

Fig. 10.9 The difference between ∠(O–N–O) and ∠(O–A–O) and difference in d(Pt–I–Pt) of
(NC5N)2[Pt2(pop)4I]�4H2O and K2(NC5N)[Pt2(pop)4]�4H2O
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10.3 Water-Vapor-Induced Switching in MMX Chains

From the viewpoints of both fundamental and applied sciences, the development of

the materials responsive to external stimuli in the solid state has been becoming

more and more important. Especially, the response to chemical stimuli, such as

exposure to molecular vapor, has recently attracted much attention. Porous coordi-

nation polymers (PCPs) or metal–organic frameworks (MOFs) are the latest

candidates. Their adsorption and desorption behaviors can be applied in both

chemical applications, such as storage [55], separation [56], and catalysis [57]

and switching of the physical properties, such as magnetism [58, 59], photolumi-

nescence [60, 61], and electrical conductivity [62–64]. From this point of view, 1D

electron system is promising candidate because its electronic states strongly corre-

late with the lattice freedom and interesting physical properties.

The study of the guest dehydration–rehydration in MX and MMX chains has

scarcely been explored to date. Only [{[Pt(en)2][PtCl2(en)2]}3][{(MnCl5)Cl3}2]�
12H2O was reported as MX chain which shows reversible dehydration–rehydration

of lattice water [65]. However, detail structure and electronic state of the

dehydrated complex, [{[Pt(en)2][PtCl2(en)2]}3][{(MnCl5)Cl3}2], have not been

characterized. Further studies of the guest dehydration–rehydration in MX chains

are eagerly anticipated.

10.3.1 Vapochromism in MMX Chains

Because the energy of each electronic states are more comparable in MMX chains

than in MX chains, MMX chains are more promising for developing the multifunc-

tional switching materials responsive to guest molecules.

(NC4N)2[Pt2(pop)4I]�4H2O (NC4N
2+ ¼ H3NC4H8NH3

2+) is the first MMX

chain that show the reversible changes in color upon exposure to water vapor

[52]. This phenomenon is called “vapochromism.”

Figure 10.10 shows the polarized Raman spectra of hydrated

(NC4N)2[Pt2(pop)4I]�4H2O (296 K, green) and dehydrated (NC4N)2[Pt2(pop)4I]

(340 K, red). Apparently, single peak attributed to CP state of hydrated complex

changed to double peaks attributed to CDW state of dehydrated complex. The color

of the crystal dramatically changed by dehydration, which is confirmed by the

change of optical conductivity spectra (Fig. 10.11). The dehydrated state could

return to hydrated state by putting the crystal under water-saturated atmosphere.

The more versatile vapochromic behavior was found in similar complex,

(NC5N)2[Pt2(pop)4I]�4H2O [54]. In this complex, the rehydration occurred easily

just by varying temperature in the atmosphere because of the larger inter-chain

spaces.

Although the crystal structure of the dehydrated complex was not analyzed from

the heated crystal because of the reduction in quality of the crystal, direct synthesis

10 POP-Type MMX-Chain Compounds with Binary Countercations and Vapochromism 219



and structural analysis of (NC4N)2[Pt2(pop)4I] were achieved by the slow diffusion

of starting materials in methanol solution [66]. d(Pt–I–Pt) of (NC4N)2[Pt2(pop)4I] is

5.859 Å, which is in the region of CDW state in the phase diagram (Fig. 10.6) [51].

This structure is consistent with the double peaks attributed to CDW state observed

in polarized Raman spectra shown above. In (NC4N)2[Pt2(pop)4I], the pop ligands

and NC4N
2+ ions arrange so as to fill in the vacancy of water molecules. Since the

general volume of water molecule is approximately 30 Å3, the total volume of eight

water molecules in unit cell of compound (NC4N)2[Pt2(pop)4I]�4H2O is approxi-

mately 240 Å3. However, the difference between the lattice volume of

Fig. 10.10 ‘Polarized Raman

spectra of

(NC4N)2[Pt2(pop)4I]·4H2O

(296 K, green) and
(NC4N)2[Pt2(pop)4I] (340 K,

red) with polarization of light

parallel to the chain axis

Fig. 10.11 Optical

conductivity spectra of

(NC4N)2[Pt2(pop)4I]�4H2O

(296 K, green) and
(NC4N)2[Pt2(pop)4I] (340 K,

red) with polarization of light

parallel to the chain axis. The

insets show the corresponding

microscope images for the

single crystal taken in

reflection mode
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(NC4N)2[Pt2(pop)4I]�4H2O and (NC4N)2[Pt2(pop)4I] is only approximately 150 Å3.

Therefore, the vacancy of the water molecules is not filled perfectly in

(NC4N)2[Pt2(pop)4I]. This is probably the reason why the compound

(NC4N)2[Pt2(pop)4I] is able to absorb the water molecules in humid atmosphere.

10.3.2 Single-Crystal-to-Single-Crystal Transformation
of K2(NC3N)[Pt2(pop)4I]�4H2O to K2(NC3N)[Pt2(pop)4I]

While the single crystal of dehydrated complex, (NC4N)2[Pt2(pop)4I] was

synthesized directly, more robust crystal which retains single crystallinity under

dehydration condition has been required. MMX chains with binary countercations

mentioned in Sect. 10.2 are promising candidates, because the multiple coordina-

tion bond and hydrogen bond networks among 1D chains can support the

frameworks.

Recently, desired single-crystal-to-single-crystal transformation of hydrated

complex, K2(NC3N)[Pt2(pop)4I]�4H2O, to dehydrated complex, K2(NC3N)

[Pt2(pop)4I], was achieved [46]. The crystal structure and chain structure are

shown in Fig. 10.12. ACP-like distortion disappears, and there is only one

d(Pt–I–Pt) and d(Pt–I) in dehydrated state. In other words, K2(NC3N)[Pt2(pop)4I]

is no longer in an ACP + CDW state. The d(Pt–I–Pt) of K2(NC3N)[Pt2(pop)4I]

(5.689(2) Å) is the shortest of all MMX chains thus far reported, and iodide ion is at

the midpoint between neighboring [Pt2(pop)4] units without disorder. These struc-

tural features of K2(NC3N)[Pt2(pop)4I] are characteristic of the AV state. However,

there is still a possibility that the disorder of the bridging iodide ion is beyond the

resolution of the X-ray single-crystal analysis. The ECT determined from the peak in

the optical conductivity spectrum decreases from 0.85 to 0.45 eV by the dehydra-

tion, indicating a decrease in band gap. Although the peaks are in infrared region

not in visible region, this spectral change is also a kind of vapochromism.

Figure 10.13 shows 31P MAS NMR spectra of K2(NC3N)[Pt2(pop)4I]·4H2O and

K2(NC3N)[Pt2(pop)4I]. As reported by Kimura et al [67], the 31P chemical shift (d)
is larger for P atoms coordinated to Pt ions in a lower oxidation state. Four intense

peaks with the satellite peaks due to the coupling between 31P and 195Pt are

observed in the 31P MAS NMR spectrum of K2(NC3N)[Pt2(pop)4I]�4H2O,

attributed to the four inequivalent P atoms in the crystal. On the other hand, only

two intense peaks were observed in the spectrum of K2(NC3N)[Pt2(pop)4I],

indicating the existence of two sets of inequivalent P atoms. This large difference

of d between the peaks (26 ppm) derives from Pt ions in different oxidation states.

In addition, two peaks in the polarized Raman spectrum of K2(NC3N)[Pt2(pop)4I]

indicates the existence of two different [Pt2(pop)4] units [46]. Therefore, the

electronic state of K2(NC3N)[Pt2(pop)4I] can be concluded as a CDW state. Curi-

ously, the broadened peaks in the 31P MAS NMR spectrum suggest the generation

of paramagnetic spins, which should not exist in nonmagnetic CDW state.
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Fig. 10.12 Crystal structure and chain structure of K2(NC3N)[Pt2(pop)4I]�4H2O (left) and

K2(NC3N)[Pt2(pop)4I] (right). Pt–I and Pt–I–Pt distance are described with the schematic figure.

Hydrogen atoms are omitted for clarity. I(1) and I(2) in K2(NC3N)[Pt2(pop)4I]·4H2O and K+ ions

in K2(NC3N)[Pt2(pop)4I] are disordered. Pt yellow, I purple, K brown, P orange, O (ligand) red,
O (H2O) light blue, N blue, C black
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Fig. 10.13
31P MAS NMR spectra of K2(NC3N)[Pt2(pop)4I]�4H2O (gray) and K2(NC3N)

[Pt2(pop)4I] (black) measured at room temperature in the solid state

222 H. Iguchi et al.



The temperature dependence of the molar spin susceptibility (w) of K2(NC3N)

[Pt2(pop)4I]�4H2O and K2(NC3N)[Pt2(pop)4I] obtained by using ESR spectroscopy

(Fig. 10.14) indicates the interesting electronic state in the dehydrated state

[46, 53]. Although the w of K2(NC3N)[Pt2(pop)4I]�4H2O followed the Curie law

(dashed line), which is consistent with the nonmagnetic ACP + CDW state, the w of
K2(NC3N)[Pt2(pop)4I] gradually increased above about 80 K, and followed the

Curie law (dashed line) below about 80 K. The principal g values were determined

from the single-crystal rotation measurements at room temperature to reveal the

origin of the spin [53]. As a result, the anisotropic g value of uniaxial type with the

principal values of g// ¼ 1.966 and g⊥ ¼ 2.147 for the parallel and perpendicular

directions to the chain, respectively, were observed in the dehydrated state.

Observed anisotropy of g⊥ > 2 > g// is consistent with that expected for the low-

spin Pt3+ (S ¼ 1/2), where the unpaired electron resides on the Ptð5dz2Þ orbital.
The resultant susceptibility (Dw ¼ w–wc), where wc is Curie component, obeyed

an activation type equation above about 80 K: Dw�T ¼ Cexp(–Eg/kBT), where C is

the Curie constant of activated spins, Eg is the activation energy, and kB is the

Boltzmann constant. Concomitantly, the ESR linewidth (DH1/2) exhibited distinct

motional narrowing above the same temperature range as the spin excitation took

place, suggesting that the activated Pt3+ spins are mobile solitons generated in the

doubly degenerated CDW state with small d(Pt–I–Pt). The origin of solitons are

Fig. 10.14 Temperature dependence of (a) spin susceptibility (w) and (b) ESR linewidth (DH1/2)

obtained for the initial (open circles), dehydrated (solid circles), and rehydrated (open triangles)
samples of K2(NC3N)[Pt2(pop)4I]�4H2O. The dashed curves in (a) represent the fitting by the

Curie law. The inset in (a) shows the plot of Dw�Τ vs.T�1 obtained for the three dehydrated salts of
K2(NC3N)[Pt2(pop)4I] (circles), K2(Me–NC3N)[Pt2(pop)4I] (rectangles), and K2(Cl–NC3N)

[Pt2(pop)4I] (triangles). The solid lines show the fitting by the activation formula
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isolated Pt3+ state (or [Pt2+–Pt3+] unit) locating at the mismatch of the doubly

degenerate valence ordering phases of ½� � � Pt2þ � Pt2þ � � � I� � Pt3þ � Pt3þ � I�

� � �� and ½�Pt3þ � Pt3þ � I� � � � Pt2þ � Pt2þ � � � I���. The formation of solitons has

been predicted theoretically in the case of CDW and ACP states in the MMX chains

by using Peierls–Hubbard model [68–70]. However, it has been actually

demonstrated only in the case of the ACP state of a dta system Pt2(n-pentylCS2)4I
by the ESR technique [38, 44, 45]. Therefore, the solitons in CDW state and those

in pop system are demonstrated for the first time in K2(NC3N)[Pt2(pop)4I]. Similar

phenomena are also found in K2(Me–NC3N)[Pt2(pop)4I]�4H2O and K2(Cl–NC3N)

[Pt2(pop)4I]�4H2O (Fig. 10.14a inset) whereas the crystal becomes polycrystal after

the dehydration in these compounds.

Taken together, reversible single-crystal-to-single-crystal transformation

accompanied by changes in the optical gap and electronic state was realized in

K2(NC3N)[Pt2(pop)4I]�4H2O by the dehydration and rehydration.

10.3.3 Dependence of Water-Vapor-Induced Switching in MMX
Chains on the Length of Alkyldiammonium Ions

To reveal the dependence of the dehydration–rehydration of the complexes

on alkyldiammonium ion, XRD patterns of K2(B)[Pt2(pop)4I]�4H2O were

measured at three stages (1) Initial hydrated complex. (2) Dehydrated complex.

(3) After the exposure of dehydrated complex to H2O vapor for a day. As a result,

for B2+ ¼ NC3N
2+, Me–NC3N

2+, Cl–NC3N
2+, cis-NC4N

2+, and trans-NC4N
2+,

structural changes by dehydration–rehydration were reversible (Fig. 10.15a,

K2(NC3N)[Pt2(pop)4I]�4H2O as a example). The XRD patterns of dehydrated

complexes can be fitted as orthorhombic C-lattice. Because the unit cell parameter

c (chain axis) of dehydrated complexes are almost equal to that of K2(NC3N)

[Pt2(pop)4I], the d(Pt–I–Pt) of the dehydrated complexes (B2+ ¼ Me–NC3N
2+,

Cl–NC3N
2+, cis-NC4N

2+, trans-NC4N
2+) are estimated to be close to that of

K2(NC3N)[Pt2(pop)4I]. In contrast, for B2+ ¼ NC5N
2+ and NC2OC2N

2+, the

changes were only partly reversible and perfectly irreversible, respectively

(Fig. 10.15b, c). Moreover, the XRD patterns of dehydrated K2(NC5N)[Pt2(pop)4I]

and K2(NC2OC2N)[Pt2(pop)4I] were quite different from their hydrated state. The

detail structural analysis is remaining issue that need to be solved.

The temperature dependence of the electrical conductivity parallel to chain axis

(c) of K2(B)[Pt2(pop)4I]�4H2O in each stage are shown in Fig. 10.16 [31, 46]. The

sRT and activation energy (Ea) in each stage are summarized in Table 10.4. The

conductivity of K2(NC2OC2N)[Pt2(pop)4I]�4H2O at stage 2 and 3 were unavailable

due to the quite low conductivity.

Except K2(NC2OC2N)[Pt2(pop)4I]�4H2O, Ea decreased by the dehydration due

to the shrinking of d(Pt–I–Pt), that is, increase of orbital overlap between the Ptð5
dz2Þ and I (5pz) atoms.
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The change of sRT by dehydration and rehydration depends on the complex. In

the case of the complexes (B2+ ¼ NC3N
2+, Me–NC3N

2+, Cl–NC3N
2+, trans-

NC4N
2+), sRT at stage 2 (dehydrated state) were 10–100 times larger than that at

stage 1 (initial states). Contrastingly, in the case of the complexes (B2+ ¼ cis-
NC4N

2+, NC5N
2+), sRT at stage 2 were 0.25 and 0.04 times larger than those at

stage 1, respectively. These decrease of sRT may be due to the partial degradation of

Fig. 10.15 XRD patterns of (a) K2(NC3N)[Pt2(pop)4I]�4H2O, (b) K2(NC5N)[Pt2(pop)4I]�4H2O,

(c) K2(NC2OC2N)[Pt2(pop)4I]�4H2O simulated by the crystal structure (black), measured at stage

1 (brown), stage 2 (red) and stage 3 (blue)
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Fig. 10.16 Temperature dependence of the electrical conductivity at stage 1 (black), 2 (red),
and 3 (blue) of K2(B)[Pt2(pop)4I]�4H2O, where B2+ ¼ (a) NC3N

2+, (b) Me–NC3N
2+,

(c) Cl–NC3N
2+, (d) cis-NC4N

2+, (e) trans-NC4N
2+, (f) NC5N

2+, and (g) NC2OC2N
2+

Table 10.4 sRT (RT ¼ 298 K) and Ea at high temperature of K2(B)[Pt2(pop)4I]�4H2O measured

in each stage

sRT/S cm�1 (RT ¼ 298 K) Ea/meV

Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3

K2(NC3N)[Pt2(pop)4I]�
4H2O

1.5 	 10�4 1.4 	 10�3 8.0 	 10�5 226 122 196

K2(Me–NC3N)

[Pt2(pop)4I]�4H2O

3.3 	 10�5 3.3 	 10�3 6.9 	 10�6 319 119 240

K2(Cl–NC3N)[Pt2(pop)4I]�
4H2O

2.8 	 10�4 3.3 	 10�3 1.5 	 10�4 161 120 167

K2(cis-NC4N)[Pt2(pop)4I]�
4H2O

4.0 	 10�3 1.0 	 10�3 3.3 	 10�5 174 122 151

K2(trans-NC4N)

[Pt2(pop)4I]�4H2O

8.4 	 10�4 9.4 	 10�3 1.2 	 10�4 169 96 195

K2(NC5N)[Pt2(pop)4I]�
4H2O

4.4 	 10�3 1.6 	 10�4 3.2 	 10�5 145 126 148

K2(NC2OC2N)

[Pt2(pop)4I]�4H2O

1.6 	 10�3 200
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the sample such as small cracks generated in the crystal. These cracks limit the

current pass in the crystal to reduce the effective cross-sectional area of the crystal.

Compared with the sRT at stage 1 and 3, sRT at each stages were comparable in

the case of the complexes (B2+ ¼ NC3N
2+, Me–NC3N

2+, Cl–NC3N
2+), whereas

they decreased to 0.008, 0.14 and 0.007 times larger than those of stage 1 in the case

of the complexes (B2+ ¼ cis-NC4N
2+, trans-NC4N

2+, NC5N
2+, respectively). Since

the crystal structure recovered perfectly in K2(cis-NC4N)[Pt2(pop)4I]�4H2O and

K2(trans-NC4N)[Pt2(pop)4I]�4H2O, this decrease may also be due to the partial

degradation of the sample. The slight rehydration of K2(NC5N)[Pt2(pop)4I] also

reduced the quality of the crystal.

Hence, we can summarize that the robustness of the MMX chains with binary

countercations decreases in the following order of B2+: NC3N
2+, Me–NC3N

2+,

Cl–NC3N
2+ > trans-NC4N

2+ > cis-NC4N
2+ > NC5N

2+ > NC2OC2N
2+. This order

indicates that the complex with longer B2+ has weaker framework. In the case of

the complexes (B2+ ¼ NC3N
2+, Me–NC3N

2+, Cl–NC3N
2+), B2+ are in well-ordered

zigzag conformation, while in the case of the complexes (B2+ ¼ cis-NC4N
2+, trans-

NC4N
2+, NC5N

2+, NC2OC2N
2+), longer B2+ are disordered and/or in less stable

bending conformation due to the limitation of the region, as mentioned above

(Fig. 10.2.). These differences in stability of B2+ are assumed to induce the different

robustness of the complexes.

10.4 Conclusion

In this study, the development of new electronic state of MMX chains by

introducing binary countercations, the control of the electronic states, and the

conductance of MMX chains by dehydration–rehydration were carried out.

Single-crystal X-ray structure analysis indicates that MMX chains in binary

system, A2B[Pt2(pop)4I]�nH2O (A ¼ K+, Rb+; B ¼ alkyldiammonium; n ¼ 2

or 4) have rare “synchronized” packing induced by the hydrogen bond and coordi-

nation bond networks among the chains and short Pt–I–Pt distance. These features

play an important role in water-vapor-induced changes and high conductivity of the

complexes. Various analyses indicated that the electronic state is novel ACP + CDW

state when MMX chains contain shorter alkyldiammonium ion (B2+ ¼ NC3N
2+,

Me–NC3N
2+ Cl–NC3N

2+) but is general CDW state in other cases. The twisting of

pop ligands caused by steric hindrance around A+ is the origin of the ACP-like

distortion in ACP + CDW state.

Water-vapor-induced switching of MMX chains is the other focus of this

chapter. (NC4N)2[Pt2(pop)4I]�4H2O and (NC5N)2[Pt2(pop)4I]�4H2O showed

vapochromism with the switching of the electronic states from CP to CDW

state by the dehydration. MMX chains with binary countercations also showed

water-vapor-induced switching. The single-crystal X-ray structure analysis of

K2(NC3N)[Pt2(pop)4I] provided us the important information about the electronic

state in the dehydrated state. K2(NC3N)[Pt2(pop)4I]�4H2O is the first MMX
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chain that shows reversible dehydration–rehydration with retention of single

crystallinity. Other MMX chains with binary countercations also shows reversible

dehydration–rehydration except the MMX chains containing longer

alkyldiammonium ion (B2+ ¼ NC5N
2+, NC2OC2N

2+). Various spectroscopic

analyses indicated that the electronic state of K2(NC3N)[Pt2(pop)4I] is CDW

state but is close to the border of CDW and AV state because the band gap is

very small and the solitons are excited at room temperature. MMX chains with

binary countercations are also the first examples that show vapor-induced revers-

ible switching of electrical conductivity in MMX chains. The robustness of the

complexes becomes weaker as the length of B2+ of the complexes becomes

longer.
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Chapter 11

Photoinduced Phase Transitions in MMX-Chain

Compounds

Hiroyuki Matsuzaki and Hiroshi Okamoto

11.1 Introduction

As mentioned in Chap. 5, 1D electronic systems are good targets for the exploration

of characteristic photoinduced phase transitions (PIPTs), since photocarrier

generations and/or charge-transfer excitations by photoirradiation can stimulate

instabilities inherent to the 1D nature of electronic states through strong

electron–electron interactions and electron (spin)–lattice interactions. Actually,

MX-chain compounds, the prototypical 1D electronic systems, exhibit characteris-

tic PIPTs such as the photoinduced transition from Mott insulator to metal, the

photoinduced transition from charge-density-wave state to Mott–Hubbard state,

and photoinduced transition from charge-density-wave state to metallic state (see

Chap. 5). The halogen-bridged binuclear metal compounds (the MMX-chain

compounds) focused here are other typical 1D electronic systems with strong

electron–electron interactions and electron (spin)–lattice interactions and are

promising targets for realizing characteristic PIPTs. In this chapter, we review the

PIPTs observed in the MMX-chain compounds.

The materials discussed here are iodine-bridged binuclear platinum compounds

(PtPtI-chain compounds), in which PtPtI chains dominate their electronic properties

[1–5]. Before discussing the phase control and PIPT in the PtPtI-chain compound,

we briefly review its crystal and electronic structure. This compounds have purely
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1D chains composed of repeating metal–metal–halogen (M–M–X) units with M ¼
Pt and X ¼ I (the MMX chain). In the MMX chain, a 1D electronic state is formed

by dz2 orbitals of M and pz orbitals of X as schematically illustrated in Fig. 11.2b.

The average valence of M is 2.5, and one unpaired electron exists per two dz2

orbitals. Four charge-ordering states shown below are theoretically expected to

exist in this system [2, 6–9].

Average valence state(AV) :�M2:5þ�M2:5þ�X��M2:5þ�M2:5þ�X��
Chargedensitywavestate(CDW) :�M2þ�M2þ�X��M3þ�M3þ�X��
Chargepolarizationstate(CP) :�M2þ�M3þ�X��M2þ�M3þ�X��
Alternating charge polarization state(ACP) :�M2þ�M3þ�X��M3þ�M2þ�X��

The CDW and CP states are stabilized by the displacements of X, while the ACP

state is stabilized by the displacements ofM dimers. Two classes ofMMX chains with

different ligand molecules, R4[Pt2(pop)4X]nH2O [(pop) ¼ P2O5H2
2�, R ¼ K, NH4,

andX ¼ Cl, Br] [3, 10] and Pt2(dta)4I (dta ¼ CH3CS2
�) [11, 12] have been studied so

far. The ground state of R4[Pt2(pop)4X]nH2O (R ¼ K,NH4 and X ¼ Cl, Br) has been

revealed to be CDW [13, 14]. For Pt2(dta)4I, it has been suggested that ACP is

stabilized at low temperature [12]. As a general trend, the hybridization between

the p orbital of halogens and the d orbital of metals in the I-bridged compounds is

larger than that in the Cl- or Br-bridged compounds. The larger pd hybridization will

stabilize the various oxidation states (or charge-ordering states) of the metals.

In this chapter, first we show that the ground states on the PtPtI chains

(R4[Pt2(pop)4I]nH2O and R02[Pt2(pop)4I]nH2O) can be controlled between a dia-

magnetic CDW state and a paramagnetic charge polarization (CP) state by modifi-

cation of the counter ions (R, R0) located between chains. After that, we show that in

[(C2H5)2NH2]4[Pt2(pop)4I], the pressure-induced transition from CP to CDW

accompanied by a large hysteresis loop occurs. In the last part of this chapter, we

report that in the hysteresis region of the pressure-induced CP to CDW transition of

[(C2H5)2NH2]4[Pt2(pop)4I], the photoinduced phase transition from the CDW state

to the CP state could be driven.

11.2 Experimental Methods

11.2.1 Steady-State Optical Spectroscopy Under High Pressure

Applying external pressure to materials is one of the powerful tools for altering

their electronic states. To achieve the electronic phase control of MMX-chain

compound, we adopted the steady-state optical spectroscopies (polarized Raman

scattering and reflection spectroscopy) under high pressure using a diamond anvil

cell (DAC). DAC is a typical device used in high-pressure measurements. It allows
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compressing a small (submillimeter sized) piece of material to high pressures [15].

The schematic illustration of DAC is shown in Fig. 11.1. A DAC consists of two

opposing diamonds and a metal gasket with a hole of ~500 mm diameter. A sample

is in the small hole of a metal gasket sandwiched by two diamonds and is

compressed between the culets of diamond as shown in the figure. In the spectro-

scopic measurements using DAC, liquid paraffin was used as a pressure-

transmitting medium. In a DAC, a tiny piece of ruby is also located together with

a sample to monitor the pressure. The pressure within the cell was calibrated by the

wavelength shift of the R1 fluorescence line of the ruby excited by a He–Ne laser.

Polarized Raman-scattering spectra were measured using a Raman spectrometer

equipped with a He–Ne laser (1.96 eV) and an optical microscope. Polarized

reflection measurements were performed using a Fourier-transformed infrared

(IR) spectrometer in the IR region and specially designed spectrometer with a

grating monochromator in the visible to ultraviolet region.

11.3 Phase Control and Photoinduced Phase Transition

in 1D Halogen-Bridged Binuclear Platinum Compound

11.3.1 Control of Electronic Phases in PtPtI-Chain Compounds

To control the electronic structures of the MMX-chain compounds, Yamashita and

their collaborators have synthesized about 20 compounds of R4[Pt2(pop)4I]nH2O

and R02[Pt2(pop)4I]nH2O, with counter ions (R+ or R02+) of the alkyl-ammonium

(R ¼ CnH2n+1NH3, (CnH2n+1)2NH2 and R0 ¼ H3N(CnH2n)NH3) and the alkali-

metal (R ¼ Na, K, NH4, Rb, and Cs) [1, 3–5]. The substitution of the counter

Adhesive

Diamond

Sample Ruby

Incident light Reflected or scattered light

Metal gasket 
(stainless steel  etc.)

Fig. 11.1 Schematic of a diamond anvil cell (DAC) used for steady-state optical measurements

under the pressure
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ions greatly alters the distance d(Pt–I–Pt) between two Pt ions bridged by the I ion.

Such control of d(Pt–I–Pt) makes it possible to control the various electronic

parameters such as intersite e–e interaction and e–l interaction and to realize the

paramagnetic CP state as well as the diamagnetic CDW state.

Figure 11.2a represents the structure of a typical PtPtI chain,

[(C2H5)2NH2]4[Pt2(pop)4I]. Two Pt ions are linked by four pop molecules, forming

a binuclear Pt2(pop)4 unit. The two neighboring Pt2(pop)4 units are bridged by I and

the PtPtI-chain structure is formed along the c axis. The iodine ion deviates from the

midpoints between the two neighboring Pt ions, indicating that this compound is in

CDW state or CP state, as illustrated in Fig. 11.2b. Figure 11.2a shows the two

possible positions of I as the displacements of I are not three-dimensionally

ordered. X-ray structural analysis was unable to resolve whether the ground state

is CDW state or CP state. CP state is composed of Pt2+–Pt3+ units, and the Pt3+ ions

have spin (S ¼ 1/2), forming a 1D antiferromagnetic spin chain. CDW state on the

other hand is composed of Pt2+–Pt2+ and Pt3+–Pt3+ units and is diamagnetic since

the two neighboring Pt3+ ions form singlet states. The ground states of the PtPtI

chains can then be discussed keeping these characteristics of the two charge

ordering states in mind.

Figure 11.3a shows the optical conductivity spectra of [H3N(C6H12)

NH3]2[Pt2(pop)4I] and [(C2H5)2NH2]4[Pt2(pop)4I] as typical examples. The optical

gap energies Egap (1.0 and 2.4 eV) of the two compounds differ considerably. The

Raman-scattering spectra are shown in the inset to provide information concerning

the valence of M [3–5]. Strong bands at 80–100 cm�1 are attributed to the Pt–Pt

[(C2H5)2NH2]4[Pt2(pop)4I]

c

a b

P

C
O N

Pt

I

ba

CDW state

I II Pt
2+

Pt
2+

Pt
3+

Pt
3+

CP state

dz2

I Pt
3+

tMM ,VMM

tMXM , VMXM

V2

Pt
2+

Pt
3+

Pt
2+

I I

pz

light, pressure 

Fig. 11.2 (a) Crystal structure of [(C2H5)2NH2]4[Pt2(pop)4I]. H atoms have been omitted for

clarity. (b) Schematic electronic structures of CDW and CP. tMM and tMXM denote the electron

transfer energies. VMM, VMXM, and V2 denote the Coulomb interactions
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stretching mode of the Pt–Pt unit. The splitting of this mode indicates the formation

of two kinds of Pt–Pt units, in this case Pt2+–Pt2+ and Pt3+–Pt3+. The ground state of

[H3N(C6H12)NH3]2[Pt2(pop)4I] can therefore be considered to be CDW state. In

[(C2H5)2NH2]4[Pt2(pop)4I], this Pt–Pt stretching Raman mode is a single band,

suggesting that the ground state is CP state. The weak bands at around 110 cm�1

can be attributed to the Pt–I stretching mode, which is activated by the

displacements of I in both compounds.

The magnetic properties of the materials were then investigated to confirm these

assignments. The temperature dependence of wspin (1/wspin) is shown in Fig. 11.3b.

In [H3N(C6H12)NH3]2[Pt2(pop)4I], wspin follows the Curie law as shown by the

broken line in Fig.11.3b (the upper figure). Curie impurities make up 0.16 % per Pt

site. No paramagnetic components originate from the 1D spin chains. In

[(C2H5)2NH2]4[Pt2(pop)4I], on the other hand, the temperature dependence of

wspin cannot be explained by the Curie component alone. wspin has a finite compo-

nent independent of temperature, which is attributable to a contribution from the 1D

spin chain. The result in Fig.11.3b (the lower figure) can be largely reproduced by

the sum of the Bonner–Fisher curve [16] with J ~ 3,000 K (J: antiferromagnetic

interaction) and Curie component with the concentration of 0.34 % per Pt site. From

these comparative studies, it can be concluded that the ground states of

[(C2H5)2NH2]4[Pt2(pop)4I] and [H3N(C6H12)NH3]2[Pt2(pop)4I] are CP state and

CDW state, respectively.
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Fig. 11.3 (a) Optical conductivity spectra with light polarization parallel to the chain axis in the

[(C2H5)2NH2]4[Pt2(pop)4I] and [H3N(C6H12)NH3]2[Pt2(pop)4I], and Raman spectra (inset) for the

polarization of z(xx)z (x//chain axis). (b) Temperature dependence of wspin and 1/wspin (insets).

Broken lines represent Curie components
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Systematic optical, magnetic, and X-ray studies have been performed on various

PtPtI-chain compounds with different counter ions. From the results, the phase

diagram shown in Fig. 11.4 was obtained. The upper figure shows the magnitude of

the splitting in the Pt–Pt stretching Raman band Dn(Pt–Pt), which is the evidence of
CDW state. The lower figure shows the optical gap energy Egap. The ground state

changes from CP to CDW state with decreasing d(Pt–I–Pt), and there is a clear

boundary at around 6.1 Å.

Here let us discuss the stability of CP and CDW as a function of d(Pt–I–Pt),
taking account of the theoretical studies based on the one-band-extended

Peierls–Hubbard model presented by Kuwabara and Yonemitsu [6, 17]. When d
(Pt–I–Pt) is large, the intradimer Coulomb interaction VMM and the intradimer

transfer energy tMM are important parameters dominating the ground state in

addition to the on-site Coulomb repulsion U on M and the site-diagonal-type e–l
interaction b. The interdimer interactions such as the transfer energy tMXM, the

Coulomb interaction VMXM, and the second nearest neighbor Coulomb interaction

V2 (see Fig. 11.2b) can be neglected. A simple picture is given by considering the

localized limit tMM ¼ 0. In this case, the relative energy of CP and CDW is

determined by VMM. The sum of the Coulomb energy for two neighboring M

dimers in CDW (5VMM) is larger than that in CP (4VMM). Therefore, VMM stabilizes

CP. Under the presence of tMM, the bonding orbital in the M dimer is formed in CP

but not formed in CDW because of large UM. As a result, tMM also stabilizes CP. As

d(Pt–I–Pt) decreases, VMXM, V2, tMXM, and b will increase. The increase of V2

makes CP rather unstable, while VMXM does not affect the relative energy of CP and

CDW. The effects of tMXM and b are not so straightforward. The theoretical

calculations have revealed that the increase of b and tMXM also stabilize CDW

relatively to CP [17]. Thus, the theoretical studies can explain well the experimental

result that the ground state changes from CP to CDW with a decrease of d(Pt–I–Pt).

Fig. 11.4 The magnitude of

the splitting in the Pt–Pt

stretching Raman band

Dn(Pt–Pt) (the upper panel)
and the optical gap energy

Egap as functions of

d(Pt–I–Pt) in various PtPtI

chain compounds (the lower
panel)
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11.3.2 Pressure-Induced Phase Transition in PtPtI-Chain
Compounds

From the phase diagram shown in Fig. 11.4, it is expected that a phase transition can

be driven by applying pressure to the materials in CP state. Such a pressure-induced

phase transition from CP to CDW state has been indeed observed for

[(C2H5)2NH2]4[Pt2(pop)4I] (material 17 in Fig. 11.4), [(C5H11)2NH2]4[Pt2(pop)4I]

(material 10 in Fig. 11.4), and [(C3H7)2NH2]4[Pt2(pop)4I] (material 14 in Fig. 11.4)

in the optical measurements using a diamond anvil pressure cell. Photographs of the

pressure-induced transition in [(C2H5)2NH2]4[Pt2(pop)4I] are presented in

Fig. 11.5a. At ambient pressure, this material is green [Fig. 11.5a(i)]. When the

pressure is increased to 0.6 GPa, a brown region appears [Fig. 11.5a(ii)] and

grows gradually [Fig. 11.5a(iii), (iv)]. Figure 11.5b shows the change in the

Raman-scattering spectra accompanying this pressure-induced transition. The

Pt–Pt-stretching band clearly splits at above 0.6 GPa, indicating that the high-

pressure brown phase is CDW state. Figure 11.6a shows the pressure dependence

of the polarized reflectivity spectra for the light polarization (Ei) parallel to the

chain axis c (Ei//c). The corresponding optical conductivity s spectra are presented

in Fig. 11.6b. In Fig. 11.7a, we show the pressure dependence of Egap obtained from

the s spectra. As can be seen, the phase transition is a first-order reversible one with

a large hysteresis loop (ca. 0.4 GPa).
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Fig. 11.5 (a) Photographic images of [(C2H5)2NH2]4[Pt2(pop)4I] in the pressure-applying run.

(b) Pressure dependence of Raman-scattering spectra
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From the photographs of the crystal, the reduction of the sample size along the

chain axis c was observed. Figure 11.8 shows the magnitude of reduction of sample

size along the chain axis as a function of the pressure. As shown in the figure, the

sample size along the chain axis is reduced by about 8 % at 0.85 GPa compared to

ambient pressure. If the Pt–Pt distance d(Pt–Pt) of the Pt–Pt unit is assumed to

remain constant under pressure, d(Pt–I–Pt) at 0.85 GPa is estimated to be 6.2 Å.

This assumption is reasonable because d(Pt–Pt) is almost constant in various

MMX-chain compounds. The obtained values, d(Pt–I–Pt) ¼ 6.2 Å and Egap ¼ 1.6

eV at 0.85 GPa, are very close to those in CDW state (see Fig. 11.4). These

observations support the fact that the pressure-induced transition from CP to CDW

state is driven by a decrease in d(Pt–I–Pt) in [(C2H5)2NH2]4[Pt2(pop)4I].

11.3.3 Photoinduced Phase Transition in PtPtI-Chain
Compounds

At the points A and B within the hysteresis loop shown in Fig. 11.7a, the material is

in a meta-stable state as illustrated in the energy potential curves (insets). The PIPT
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from the meta-stable state to the ground state at the points A and B were

investigated. Figure 11.7b(i) represents the images of the sample at A before and

after the photoexcitation with 2.41-eV light for 8 ms, which is obtained from a CW

Ar-ion laser. As can be seen, the crystal exhibits a permanent color change from

brown to green in the irradiated region. The Raman signal in the irradiated region is

almost identical to that of the low-pressure phase, indicating that the PIPT from

CDW to CP state occurs.
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To clarify whether this PIPT is induced by an optical process or a laser heating,

the dependence of the photoconversion efficiency on the excitation photon density

N was investigated for two excitation energies Eex of 1.96 and 2.41 eV. A He–Ne

laser is used for the 1.96-eV light. The result is presented in Fig.11.9a. In the

measurements, the excitation photon density N (photon density per pulse) was

calculated considering the absorption coefficient and the reflection loss of the

excitation light, both of which are obtained from the polarized reflection spectra.

The converted fractions were estimated from the photoinduced changes in the

integrated intensity of the Pt–Pt stretching Raman bands. The photoconversion

efficiency shows a clear threshold Nth, the values of which are strongly dependent

on Eex; Nth ~ 1.4 � 1025 cm�3/pulse at 1.96 eV and ~ 3 � 1024 cm�3/pulse at

2.41 eV. The absolute values of Nth seem to be large. However, the irradiated power

of the lights is very small. Note that Nth is calculated for one pulse with a long

duration of 8 ms. This characteristic excitation energy dependence of Nth

demonstrates that the observed PIPT is driven not by a laser heating but by an

optical process. At the point B, PIPT could not be driven by the irradiation of 1.96-

eV or 2.41-eV light (Fig. 11.9b), even if the intensity and duration of the light was

changed. However, irradiation with 2.71-eV light for 30 s did result in a PIPT, as
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shown in Fig. 11.7b(ii). As this process appears to be strongly dependent on the

excitation energy, the PIPT from CP to CDW state is also attributable to an optical

process, although the efficiency of the PIPT from CP to CDW state is much lower

than that from CDW to CP state.

Finally, let us briefly discuss the difference of the photoconversion efficiency

between the CDW to CP and the CP to CDW transitions [18, 19]. In Fig. 11.10,

the optical transitions of the MMX-chain compound in the CDW and CP

ground states are schematically illustrated. The lowest optical transition in CDW

state is the interdimer CT excitation from [–I–Pt2+–Pt2+–I–Pt3+–Pt3+–I–] to

[–I–Pt2+–Pt3+–I–Pt2+–Pt3+–I–]. By taking into account the lattice relaxations due

to the halogen displacements, the 2+3+2+3+ valence state will be stabilized in a

photoexcited state as shown in Fig.11.10a. Namely, in the CDW state, an optical

excitation will produce locally a CP state. This is the reason why the transition from

CDW to CP state is easily induced by lights. In the CP state, it has been establi-

shed that the intradimer CT transition from [–I–Pt2+–Pt3+–I–Pt2+–Pt3+–I–] to

[–I–Pt3+–Pt2+–I–Pt2+–Pt3+–I–] shown in Fig. 11.10b is the dominant optical excita-

tion corresponding to the optical gap transition. The intensity of the interdimer

transition is smaller than that of the intradimer one. In this intradimer transition

process, the CDW state is never produced, even as a local excited state, as shown in

Fig. 11.10b. As a result, the CP to CDW transition is difficult to be achieved by the

photoirradiation with the energy of 2.41 eV nearly equal to Egap. As observed in the

experiments, the 2.71-eV excitation drives the PIPT from CP to CDW state,

although the transition efficiency is very low. Such a higher-energy excitation

will induce the interdimer CT transition from [–I–Pt2+–Pt3+–I–Pt2+–Pt3+–I–] to

[–I–Pt2+–Pt2+–I–Pt3+–Pt3+–I–], which may be relevant to the PIPT to CDW state.
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Fig. 11.10 Schematic illustration of the lowest-energy optical transitions in the CDW phase (the

high-pressure phase) (a) and in the CP phase (the low-pressure phase) (b)
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11.4 Summary

In this chapter, we have reviewed the studies of photoinduced phase transition

(PIPT) in the MMX-chain compound. The PIPT of the iodine-bridged binuclear Pt

compound, [(C2H5)2NH2]4[Pt2(pop)4I], between the charge-density-wave (CDW)

state and the charge polarization (CP) state has been discussed on the basis of the

results obtained by several kinds of optical spectroscopies. This transition is an

exceptional example of PIPT, demonstrating that it is possible to achieve funda-

mental changes in optical and magnetic properties in both directions from CDW to

CP and CP to CDW through photoirradiation alone. In this compound, the

investigations of the dynamics using the pump–probe spectroscopy has not been

performed yet, which will clarify more detailed pictures of its PIPT. The finding of

PIPT presented here indicates that MMX-chain compound can be candidates of

future optical switching and memory devices.
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Chapter 12

Theory of MMX-Chain Compounds

Kenji Yonemitsu

12.1 Introduction

MMX-chain compounds have a variety of electronic phases owing to their low-

dimensional electronic structures and their strong electron–lattice and

electron–electron interactions. Some of these interactions compete with each

other, while some of them collaborate. To understand the interplay, theoretical

studies based on Peierls–Hubbard models are useful. The electronic properties

depend on transition metal (M) ions, halogen (X) ions, ligands, and counterions.

Observed and suggested electronic phases for MMX-chain compounds are

schematically shown in Fig. 12.1 and classified into an averaged-valence (AV)

phase, a charge-density-wave (CDW) phase, a charge-polarization (CP) phase, and

an alternate-charge-polarization (ACP) phase. From the valences of the metal ions,

the CDW, CP, and ACP phases are also called the 2233, 2323, and 2332 phases,

respectively. Because electrons are not completely localized, the formal valences

2 and 3 mean valences 2.5 � d and 2.5 + d, in reality, with 0 < d < 0.5. The AV

and CP phases are paramagnetic, while the CDW and ACP phases are nonmagnetic.

In the CDW phase, the spin gap is expected to be comparable with the charge gap.

Meanwhile, in the ACP phase, the spin gap is generally much smaller than the

charge gap. In principle, all of the four phases are insulating because of the finite

charge gap.

In this chapter, we consider compounds with M ¼ Pt, where competition

between different interactions is manifest. Two classes of MMX compounds

exist. (1) In R4[Pt2(pop)4X]nH2O with monovalent cations R, four ligands of pop

¼ P2O5H2
2� surround the binuclear MM unit. The ground states of K4[Pt2(pop)4X]

K. Yonemitsu (*)

Department of Physics, Chuo University, 1-13-27 Kasuga, Bunkyo-ku, Tokyo 112-8551, Japan

JST, CREST, Tokyo 102-0076, Japan

e-mail: kxy@phys.chuo-u.ac.jp

M. Yamashita and H. Okamoto (eds.), Material Designs and New Physical Properties
in MX- and MMX-Chain Compounds, DOI 10.1007/978-3-7091-1317-2_12,
# Springer-Verlag Wien 2013

243

mailto:kxy@phys.chuo-u.ac.jp


nH2O with X ¼ Cl and Br are known to be in the CDW phase [1–4]. Meanwhile,

the compounds with X ¼ I have been studied extensively and show different

electronic phases [5–7]. The mechanism of the variation of the electronic phases

is clarified here. (2) In Pt2(RCS2)4I, the ligands surrounding the binuclear MM unit

are RCS2 with R ¼ CH3, C2H5, n-C4H9, etc. Among them, the compound with

R ¼ CH3 (the ligand is then dta ¼ CH3CS2) has been studied for many years [8]

and has been found to show the AV phase with “metallic” conductivity above room

temperature [9, 10]. The compound with R ¼ n-C4H9 clearly shows the ACP phase

[11]. The difference between the pop and dta systems is discussed here from the

theoretical viewpoint.

The more degrees of freedom, compared with those in the MX compounds, are

responsible for the greater variety of electronic phases in the MMX compounds.

Furthermore, the smaller charge gap enhances the controllability of relative stabil-

ity among the four phases above. Indeed, electrons are more delocalized than in the

MX compounds. Among the theoretical studies into the origins of the charge and

X M2.5+M2.5+ X M2.5+M2.5+ X

X M2+M2+ X M3+M3+ X

AV

CDW

CP

ACP

X M2+M3+ X M2+M3+ X

X M2+M3+ X M3+M2+ X

Fig. 12.1 Schematic electronic and lattice structures of MMX compounds
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lattice orders in the MMX compounds, extended Hückel band structure calculations

were first performed [12–14]. The Hartree–Fock approximation is applied to one-

dimensional, three-band [15, 16] and two-band [17, 18] extended Peierls–Hubbard

models. The Hartree–Fock calculations are extended to finite-temperature systems

[19]. These calculations miss quantum fluctuations that are inherent in one-

dimensional electron systems. Then, the quantum fluctuations originating from

electron correlation in these models have been quantitatively taken into account

by using the exact diagonalization method [20, 21] and the quantum Monte Carlo

method [22]. In this chapter, we quantitatively treat the electron correlation in the

ground and excited states by using the exact diagonalization method and analyze

the numerical results with second- and fourth-order perturbation theories from the

strong coupling limit [23]. We discuss in detail the relevance of our theoretical

results to the experimentally observed variation of the ground and photoexcited

states. Dynamical processes during photoinduced transitions between the CDW

phase and the CP phase are also studied within the time-dependent Hartree–Fock

approximation [24, 25].

12.2 Extended Peierls–Hubbard Model

To describe the ground- and excited-state properties, we adopt an extended

Peierls–Hubbard model, which is schematically shown in Fig. 12.2. For simplicity,

it takes only M dz2 orbitals into account. Their energy levels and transfer integrals

depend on the positions of the X ions,

H ¼ �
X

i;s

tMMðcþa;i;scb;i;s þ h.c:Þ �
X

i;s

½tMXM � aðyb;i þ ya;iþ1Þ�ðcþb;i;sca;iþ1;s þ h.c:Þ

� b
X

i

ðya;ina;i þ yb;inb;iÞþUM

X

i

ðna;i;"na;i;# þ nb;i;"nb;i;#Þ

þ
X

i

ðVMMna;inb;i þ VMXMnb;ina;iþ1Þ þ V2

X

i

ðna;ina;iþ1 þ nb;inb;iþ1Þ

þðKMX 2= Þ
X

i

ðy2a;i þ y2b;iÞ þ ðKMXM 2= Þ
X

i

ðyb;i þ ya;iþ1Þ2;

(12.1)

where cþa;i;sðcþb;i;sÞ creates an electron with spin s at site a (b) in the ith binuclear

MM unit, h.c. denotes hermitian conjugate, na;i;s ¼ cþa;i;sca;i;sðnb;i;s ¼ cþb;i;scb;i;sÞ is
the number operator, and na;i ¼ Ssna;i;sðnb;i ¼ Ssnb;i;sÞ. The unit cell contains two
M sites a and b and an X site. The distance between the M site a (b) in the ith unit

and its neighboring X site, relative to that in the undistorted structure, is denoted by

ya,i (yb,i). Thus, the change in the distance between the ith and (i + 1)th units is

given by yb,i + ya,i+1. The nearest-neighbor transfer integral within the unit is fixed

at tMM. Meanwhile, the nearest-neighbor transfer integral through the X pz orbital,
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tMXM, is assumed to be linearly modified by the length change yb,i + ya,i+1 with

coefficient a. The energy level of the M dz2 orbital is assumed to depend linearly on

the change in the MX bond length with coefficient b. The repulsion strengths are

denoted by UM for the on-site pair of electrons with opposite spins, VMM for the

nearest-neighbor pairs within the unit, VMXM for the nearest-neighbor pairs

accompanied with an X site in-between, and V2 for the next-nearest-neighbor

pairs. They are not assumed to depend on the positions of the X ions for simplicity.

The elastic constants are denoted by KMX for the MX bond length and KMXM for the

distance between the neighboring binuclear MM units. The latter constant is needed

when counterions hinder the MM units from being displaced.

Here, the periodic boundary condition is imposed. The electronic ground state is

determined by the exact diagonalization method except for the photoinduced

dynamics in the last part. The lattice displacements ya and yb are treated as classical
variables and determined in a self-consistent manner with the electronic ground

state, unless otherwise stated, so that the system is in the lowest energy configura-

tion, except for the photoinduced dynamics in the last part.

12.3 Kinetic Versus Interaction Terms

Electronic phases of R4[Pt2(pop)4I]nH2O [R ¼ Na, K, NH4, (CH3(CH2)7)2NH2,

etc., pop ¼ P2O5H2
2�] are suggested to be classified according to the distance

between the nearest-neighbor M ions accompanied with an X ion in-between,

dMXM [7]. In order to study the effects of changing dMXM, we first obtain ground-

state phase diagrams by varying tMXM. Considering these pop systems containing

charged MMX chains and counterions, we set KMXM to be infinitely large,

prohibiting displacements of M ions and allowing displacements of X ions only.

The site-off-diagonal electron–lattice coupling a is then irrelevant. As a conse-

quence, the ACP phase is not realized here. In addition, leaving detailed studies of

-
X
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tMM tMXM-α(yb,i+y a,i+1)

VMM VMXM
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Fig. 12.2 Extended

Peierls–Hubbard model for

MMX compounds
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competition among the charge-ordered phases until later, we simply ignore the

long-range interactions. Exactly diagonalizing the present model, we show a phase

diagram in the space spanned by tMXM, b, and UM in Fig. 12.3, where tMM is set to

be unity. Because the parameter sets (a, b, KMX, KMXM) and (la, lb, l2KMX,

l2KMXM) are related by the scaling of ya, and yb and thus equivalent, the specific

value of KMX is insignificant. First of all, tMXM is found to stabilize the AV phase. In

R4[Pt2(pop)4I]nH2O, where electrons are the most delocalized among X ¼ Cl, Br,

and I, the AV phase may appear for small dMXM because tMXM is expected to

become large. Meanwhile tMXM does not much affect the boundary between the

CDW and CP phases.

12.4 Electron–Lattice Versus Electron–Electron Interactions

In Fig. 12.3, the CDW phase is stabilized by the site-diagonal electron–lattice

coupling b, while the CP phase is stabilized by the on-site repulsion UM. Thus,

the competition between the electron–lattice and electron–electron interactions

determines the relative stability of these two charge-ordered phases. This fact is

easily understood with the help of the second-order perturbation theory from the

strong-coupling limit tMM ¼ tMXM ¼ a ¼ 0 . The energies of the CDW and CP

phases are degenerate in this limit as long as the long-range interactions are absent.

Namely, their energies are both given by � bjyj þ UM þ KMXy
2 per binuclear unit.
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Fig. 12.3 Ground-state phase diagram of the 12-site model for infinitely large KMXM (a) in the

tMXM–b–UM space and (b) its cross section at UM ¼ 6. The parameters are tMM ¼ 1, a ¼ 0,

KMX ¼ 6, VMM ¼ 0, VMXM ¼ 0, and V2 ¼ 0 [23]
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Though the effects of the long-range interactions are discussed later, it is here noted

that VMM increases the energy of the CDW phase and stabilizes the CP phase. The

second-order processes with respect to tMM shown in Fig. 12.4 lower the energy by

2tMM
2/UM in the CDW phase and by tMM

2=ð2bjyjÞ in the CP phase. That is why the

CDW phase is relatively stable for large b and the CP phase for large UM. In a

similar manner, the effect of tMXM can be discussed from the second-order pertur-

bation theory. It does not affect the relative stability between the CDW and CP

phases. That is why the phase boundary is insensitive to tMXM. It is noted that, if the

long-range interactions are included, the second-order terms with respect to tMXM

for the CDW and CP phases become different. Even in such a case, the phase

boundary is more sensitive to tMM.

Experimentally, the ground states of K4[Pt2(pop)4X]nH2O with X ¼ Cl, Br and

n ¼ 2, 3 are shown to be in the CDW phase [1–4]. In general, when the halogen X

ion is either Cl or Br, so far all the ground states are known to be in the CDW phase.

For X ¼ Cl and Br, the X pz level is so deep that the effective nearest-neighbor

transfer integral tMXM mediated by charge transfers through the X pz orbital is

small. Meanwhile, the site-diagonal electron–lattice coupling b is large owing to

the short distance between the neighboring M and X ions, dMX. Thus, the CDW

phase for X ¼ Cl and Br is understood from the dominance of the electron–lattice

coupling b over electron–electron interactions other than the on-site repulsion UM,

which is strong enough to suppress a phase with bipolarons discussed later.

In R4[Pt2(pop)4X]nH2O with X ¼ I, depending on the cation R and on the

number of water molecules n, three electronic phases are suggested to appear: the

AV phase, the CDW phase, and the CP phase in the order of increasing of dMXM [7].

Though we have not obtained a phase diagram with the CDW phase between the

other two, we believe that, for small dMXM, the effect of tMXM is larger than those

of various interactions so that the larger tMXM stabilizes the AV phase. Meanwhile,

for intermediate to large dMXM, the competition between the electron–lattice

and electron–electron interactions discussed here and/or the competition between

the short- and long-range electron–electron interactions discussed later determine

the relative stability between the CDW and CP phases. As dMXM increases, the site-

diagonal electron–lattice coupling b becomes weak, while the on-site repulsion

CDW

CP

XX

XX

tMM

tMM

tMX M

tMX M

UM

2β |y|

Fig. 12.4 Second-order

processes with respect to tMM
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UM would not change so much. If the two phases compete with each other, then the

effect of b dominates for intermediate dMXM and that of UM for large dMXM. This

partially explains why the CDW phase appears for intermediate dMXM and the CP

phase for large dMXM. This variation of the charge-ordered phases can be explained

also by the competition between the short- and long-range electron–electron

interactions, as discussed below.

12.5 Short-Range Versus Long-Range Electron–Electron

Interactions

Here, the long-range interactions VMM, VMXM, and V2 are included. The competi-

tion is easily understood in the strong-coupling limit, tMM ¼ tMXM ¼ a ¼ 0. The

contribution from each interaction term to the total energy per binuclear unit is

listed on the right-hand side of Fig. 12.5. The bond-charge-density-wave (BCDW)

phase is introduced at the top here just to explain the competition, although it is

never realized. Charge ordering is formally represented by –M2+M4+–X–M2+M2+–X–

there. Both the bond- and site-charge densities are modulated in this phase. If the

site-diagonal electron–lattice coupling b were so strong that it dominated over the

on-site repulsion UM, the BCDW phase would be stable, forming a bipolaron

lattice. The energy gain from the electron–lattice coupling b is the largest, approxi-

mately given by 3b|y| per unit, though the magnitudes of the lattice displacements

are not uniform in the lowest-energy configuration. In any case, the BCDW phase is

not experimentally observed because it is destabilized by the strong on-site repul-

sion UM. The energy loss is also the largest, (3/2)UM. For a fixed magnitude of the

lattice displacements, all of the CDW, ACP, and CP phases gain energy by b|y| and
lose it by UM. Then, the long-range interactions differentiate their energies. The

CDW phase loses energy by (5/2)VMM, the ACP phase by (5/2)VMXM, and the CP

phase by 5 V2. Otherwise, the energy loss is given by2VMM þ 2VMXM þ 4V2. When

the nearest-neighbor repulsion within the unit VMM is dominant, the CDW phase is

unstable. Since we reasonably expect UM>VMM>VMXM>V2 , the CP phase is the

most stable in the strong-coupling limit if b is weak enough.

In R4[Pt2(pop)4I]nH2O, the CDW phase appears for intermediate dMXM, and the

CP phase appears for large dMXM [7]. First of all, as long as KMXM is infinitely large,

the ACP phase was not realized in our calculations. As dMXM increases, the next-

nearest-neighbor repulsion V2 would become weak. Meanwhile, the distance

between the nearest-neighbor M ions within the unit is almost unchanged, so that

the corresponding nearest-neighbor repulsion VMM would not change so much in

comparison with V2. Then, as dMXM increases, the CP phase becomes more stable

relative to the CDW phase. This would be the other reason why the CDW phase is

changed into the CP phase with increasing dMXM. So far, we have limited

the discussions to the case of infinitely large KMXM, prohibiting displacements of

M ions and keeping dMXM constant.
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12.6 Site-Diagonal Versus Site-Off-Diagonal Electron–Lattice

Interactions

The ACP phase is found at low temperatures in Pt2(RCS2)4I (R ¼ CH3, n-C4H9)

[10, 11], where the MMX chains are neutral. There is no counterion that acts as an

obstacle to displacements of M ions as in R4[Pt2(pop)4I]nH2O. Then, we set KMXM

to be zero. To start with, we simply ignore the long-range interactions and study the

competition between the site-diagonal (b) and site-off-diagonal (a) electron–lattice
couplings and the effect of the on-site repulsion UM on it. The site-off-diagonal

coupling a stabilizes the ACP phase, where the binuclear units are dimerized. It is

regarded as a spin-Peierls state because a singlet is formed on the nearest-neighbor

M sites accompanied with an X site in-between. Exactly diagonalizing the present

M2+M2+ X M3+M3+ X

BCDW

CDW

CP

ACP

M2+M3+ X M2+M3+ X

M2+M3+ X M3+M2+ X

M2+M4+ X M2+M2+ X

β |y|

β

−3|y|

UM VMM VMX M V2

1.5 2 2 4

−|y| 1 2.5 2 4

−|y| 1 2 2.5 4

−|y| 1 2 2 5

Fig. 12.5 Schematic structures of the electronic phases and the coefficients of their partial

energies per binuclear unit with respect to site-diagonal electron–lattice coupling b, on-site
repulsion UM, nearest-neighbor repulsion VMM, VMXM, and next-nearest-neighbor repulsion V2,

in the strong-coupling limit
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model, we show how the on-site repulsion UM modifies the competition between

the a and b terms in Fig. 12.6. For small or moderate a and b, the AV phase appears.

As UM increases, all the phase boundaries are shifted to the large-b side, and

consequently the region of the AV phase is widened. This is because the on-site

repulsion UM favors uniform charge densities, while the site-diagonal

electron–lattice coupling b favors modulation of charge densities. Both terms

compete with each other. Then, the BCDW phase is realized only when the b
term is strong enough to dominate over the UM term. This competition is easily

understood in the unphysical limit of small ionic mass. In this limit, the lattice

displacements instantaneously follow the motion of electrons so that the b term

gives an attractive interaction to shift UM to U
M eff
¼ UM � b2=KMX. This equation

is derived from completing the squares with respect to variables ya,i and yb,i. In the

physical limit of large ionic mass, however, the lattice displacements are statically

shifted to form a bipolaron lattice, i.e., the BCDW phase when b is large enough.

The situation becomes different when the site-off-diagonal electron–lattice cou-

pling a increases. It favors modulation of bond-charge densities. The UM and a
terms do not always compete with each other. In fact, they sometimes cooperate

with each other when modulation of bond-charge densities is not accompanied with

large modulation of site-charge densities [26–28]. That is why the phase boundaries

are not shifted to the large-a side, but to the large-b side, when UM increases. When

a is large enough, the ACP phase is realized by modulating the distances between

the neighboring binuclear units.
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Fig. 12.6 Ground-state phase diagram of the 12-site model for KMXM ¼ 0 (a) in the a–b–UM

space and (b) its cross section at UM ¼ 6. The parameters are tMM ¼ 1, tMXM ¼ 0.8, KMX ¼ 6,

VMM ¼ 0, VMXM ¼ 0, and V2 ¼ 0 [23]
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12.7 Combined Effects of the Competitions Above

Here, we further include the long-range interactions VMM, VMXM, and V2: VMM ¼ 3

and V2 ¼ 2 in addition to the parameters in Fig. 12.6b, UM ¼ 6. We show phase

diagrams in Fig. 12.7a for VMXM ¼ 2 and in Fig. 12.7b for VMXM ¼ 3. The AV

phase is destabilized by the long-range interactions, which favor modulation of

charge densities in the purely electronic origin and compete with the on-site

repulsion UM. The ACP phase is realized in a wide parameter space. The nature

of the ACP phase changes continuously from small-a to large-a ranges. For small a,
electrons are more localized so that the singlet pair of electrons is well described in

the Heitler–London picture. For large a, the neighboring M dz2 orbitals through the

X pz orbital are strongly overlapped to form a doubly occupied bonding orbital so

that the electrons are as in a covalent molecule. Comparing Fig. 12.7a with

Fig.12.7b, one sees that the nearest-neighbor repulsion through an X site, VMXM,

suppresses the ACP phase and stabilizes the other phases relative to the ACP phase,

as already discussed through the aid of Fig. 12.5.

The ACP phase is clearly observed in Pt2(n-C4H9CS2)4I below 200 K [11]. It is,

indeed, nonmagnetic as expected. The electronic structure of Pt2(CH3CS2)4I is also

suggested to be the ACP phase below 80 K, though the magnetic susceptibility does

not drop at low temperatures [10]. Since the lattice displacements are very small in

the latter case, this electronic state would be close to a paramagnetic phase such as

the AV or CP phase. The CP phase is actually proposed above 80K [10]. Because the

spin excitation spectrum is gapless in the CP phase, it can generally gain more free

energy than the ACP phase from the entropy term at high temperatures so that it is

possible from the theoretical viewpoint. The X pz orbitals ignored in this section are

expected to be quantitatively important for the “metallic” (i.e., the resistivity

increases with temperature) conductivity above 300 K (note that a small but finite

gap is observed in the optical conductivity spectrum) and the small lattice

displacements in the ACP phase.

We show phase diagrams containing all of the AV, ACP, CP, and CDW phases

in Fig. 12.8. Note that KMXM is not set to be zero or infinity here. These phase

diagrams may become useful when experimental data are accumulated. The long-

range interactions are weaker than those in Fig. 12.7. In Fig. 12.8a, we use tMM ¼ 1,

tMXM ¼ 0.8, KMX ¼ 6, and UM ¼ 6 as before. For small a, as b increases, the

ground state changes from the AV phase, the CP phase, to the CDW phase, as in the

case of infinitely large KMXM. It finally becomes the BCDW phase for very large b
(not shown). For large enough a, the ACP phase appears as usual. The critical

strength of a for the ACP phase is the smallest at the boundary between the AV and

CP phases. In Fig. 12.8b, we change only KMX from the parameters of Fig. 12.8a:

KMX ¼ 4. The MX bonds are more easily distorted by the smaller KMX, while the

distances between the neighboring binuclear units are almost unaffected because

KMXM is not changed. Consequently, the CP and CDW phases are stabilized to shift

the phase boundaries to the small-b side, while the ACP phase is destabilized

relative to these phases and invaded by them. In other words, some of the ACP
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states are replaced by the CDW states for the smaller KMX. If we want to explain the

difference between the pop and dta systems simply by the difference in KMX (not in

KMXM as we do in this paper), we need larger KMX for the dta systems, contrary to

the intuition. In Fig. 12.8c, we change only tMXM from the parameters of Fig. 12.8a:

tMXM ¼ 0.5. The ACP phase is the most affected by this change and destabilized by

the reduction of tMXM. This is because the energy gain from forming a singlet pair

of electrons (on the nearest-neighbor M sites accompanied with an X site in-

between) is proportional to tMXM
2. Meanwhile, the boundaries between the AV

and CP phases and those between the CP and CDW phases are not much affected by

the change of tMXM. It is not regarded as a main mechanism for the variation of the

electronic phases in R4[Pt2(pop)4I]nH2O.
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Fig. 12.8 Ground-state phase diagrams of the 8-site model for KMXM ¼ 1, on the a–b plane, for

(a) tMXM ¼ 0.8, KMX ¼ 6, (b) tMXM ¼ 0.8, KMX ¼ 4, and (c) tMXM ¼ 0.5, KMX ¼ 6. The

parameters are tMM ¼ 1, UM ¼ 6, VMM ¼ 1.5, VMXM ¼ 1, and V2 ¼ 0.5 [23]
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Fig. 12.7 Ground-state phase diagrams of the 12-site model for KMXM ¼ 0, on the a–b plane for

(a) VMXM ¼ 2 and (b) VMXM ¼ 3. The parameters are tMM ¼ 1, tMXM ¼ 0.8, KMX ¼ 6, UM ¼ 6,

VMM ¼ 3, and V2 ¼ 2 [23]
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12.8 Optical Conductivities in Different Electronic Phases

Here, we calculate the optical conductivity spectra, having R4[Pt2(pop)4I]nH2O in

mind. We focus on the differences among the spectra in the AV, CDW, and CP

phases. We do not calculate the lattice displacements self-consistently but fix them

to be a constant, |y| ¼ y0, although we change the distortion pattern according to the
electronic phase. The elastic constants are then meaningless. The lattice

displacements are ya;i ¼ yb;i ¼ 0 in the AV phase, ya;i ¼ yb;i ¼ ð�1Þiy0 in the

CDW phase, and ya;i ¼ �yb;i ¼ y0 in the CP phase. The optical excitation processes

are schematically represented in Fig. 12.9 for the CDW and CP phases. The

illustration becomes realistic only near the strong-coupling limit. In this limit, the

excitation energies in the CDW phase are given by

ECDW
MM ¼ UM � VMM; ECDW

MXM ¼ 2bjyj � VMM þ 2V2;

while those in the CP phase are given by

ECP
MM ¼ 2bjyj þ VMXM � 2V2; ECP

MXM ¼ 2bjyj þ VMM � 2V2:

Among the four energies, EMM
CDW is much larger than the others because of the

strong on-site repulsion UM.

From the exact diagonalization of the present model, we show optical conduc-

tivity spectra in the three phases for UM ¼ 2 in Fig. 12.10a, for UM ¼ 4 in

Fig. 12.10b, and forUM ¼ 6 in Fig. 12.10c, with varying VMM and VMXM according

to the relations, VMM ¼ UM/2 and VMXM ¼ UM/4. As the electron–electron

interactions are not so weak, a single peak appears at a similar position in both of

the AV and CDW phases, while two peaks generally appear in the CP phase in the

energy range of the figures. The difference in the number of peaks between the

CDW and CP phases is due to the strong on-site repulsion UM, as discussed above.

We then focus on the CP phase and show the dependence of the energies and

intensities of the two excitations on the long-range interactions VMM and VMXM in

Fig. 12.11. The lower energy EMM
CP increases with VMXM, while the higher energy

EMXM
CP increases with VMM, as expected from the strong-coupling analysis. The

excitation intensities are comparable when the energy difference is small. Mean-

while, the low-energy excitation is much stronger when the energy difference

is large.

In the optical experiments, so far all R4[Pt2(pop)4I]nH2O compounds have a

single peak below 3 eV [7]. Observation of a single peak is reasonable in the AV

and CDW phases because of the strong on-site repulsion UM. Meanwhile, observa-

tion of a single peak in the CP phase indicates that the nearest-neighbor repulsion

through an X site VMXM is substantially weaker than the nearest-neighbor repulsion

within the unit VMM. At least, the repulsion VMM is so strong as to stabilize the

CP phase.
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Among the energies of the experimentally observed peaks, that in the CDW

phase is lower than those in the CP phase. The energy difference between the

CDW and CP phases is reproduced in Fig. 12.10 for each parameter set. This

is easily understood in the strong-coupling limit. The low-energy charge-transfer

excitation takes place at ECDW
MXM ¼ 2bjyj � VMM þ 2V2 in the CDW phase and at

ECP
MM¼ 2bjyj þ VMXM � 2V2 in the CP phase. We concluded above that the nearest-

neighbor repulsion through an X site VMXM is substantially weaker, at least for the
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Fig. 12.10 Optical conductivity in the AV, CDW, and CP phases of the 12-site model for

(a) UM ¼ 2, VMM ¼ 1, and VMXM ¼ 0.5, (b) UM ¼ 4, VMM ¼2, and VMXM ¼ 1, and

(c) UM ¼ 6, VMM ¼ 3, and VMXM ¼ 1.5. The other parameters are tMM ¼ 1, tMXM ¼ 0.8,

a ¼ 0.2, b ¼ 4, y0 ¼ 0.1, and V2 ¼ 0 [23]
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CDW and CP phases, than the nearest-neighbor repulsion within the unit VMM.

Furthermore, we reasonably expect that the next-nearest-neighbor repulsion V2 is

smaller than VMXM. Therefore, we can derive the relation ECDW
MXM<ECP

MM , which is

consistent with the observed energy difference between the CDW and CP phases.

This relation is intuitively understood in the followingway. In the CDWphase, holes

reside at M3+ M3+ units. By any charge-transfer process, the hole pair in a unit is so

separated that an electron and a hole attract each other by the amount of VMM. In the

CP phase, however, holes are so located that the distance between the neighboring

holes is the largest among the possible electronic configurations. By any charge-

transfer process, some holes approach each other, so that it costs repulsive energy.

12.9 Summary of Ground-State Properties

Different electronic phases appear in R4[Pt2(pop)4I]nH2O, depending on the coun-

terion and on the number of water molecules. It is suggested from experiments that

the electronic phases are classified according to the distance between the neighbor-

ing binuclear units dMXM [7]. The CP phase is suggested to appear for large dMXM,

while the CDW phase is realized for small dMXM. The relative stability between the

two phases is determined by a combined effect of competition between

electron–lattice and electron–electron interactions and competition between short-

and long-range electron–electron interactions. As dMXM decreases, the site-

diagonal electron–lattice interaction and long-range electron–electron interactions

become larger, and their effects become dominant over the effect of the short-range
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Fig. 12.11 Optical conductivity in the CP phase of the 12-site model, as a function of VMXM for

(a) VMM ¼ 2 and (b) VMM ¼ 3. The parameters are tMM ¼ 1, tMXM ¼ 0.8, a ¼ 0.2, b ¼ 4,

y0 ¼ 0.1, UM ¼ 6, and V2 ¼ 0 [23]
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electron–electron interaction. Thus the CP phase is reasonably converted to the

CDW phase. The optical conductivity spectrum changes accordingly.

In Pt2(RCS2)4I, the electric conductivity is rather high [10]. The itinerant

character of electrons is much stronger than the pop systems. The main difference

between the two systems is that MMX chains in R4[Pt2(pop)4I]nH2O are charged

while those in Pt2(RCS2)4I are neutral. The former systems need to have

counterions, which prohibit free modulation of the distances between the neighbor-

ing binuclear units. This strongly suppresses the appearance of the ACP phase. On

the other hand, the latter systems do not have counterions so that the distances

between the neighboring binuclear units are easily modulated by sufficiently strong

site-off-diagonal electron–lattice coupling. As a consequence, the ACP phase

appears. From the optical conductivity spectrum, it is evident that the transfer

integrals are large and electrons are more delocalized than in the pop systems.

A quantitative comparison between theoretical and experimental results is possible

by using a three-band model [23], which explicitly takes X pz orbitals into account,

instead of the present two-band model. Though the electric conductivity shows

“metallic” behavior in Pt2(CH3CS2)4I above room temperature, where the lattice is

not distorted, the optical conductivity spectrum shows a small but finite charge gap

[10]. This AV phase is thus regarded as a Mott–Hubbard insulator phase.

12.10 Photoinduced Dynamics in a Pop System

Generally, photoinduced phase transitions have attracted much attention [25]. They

are observed in a broad range of materials. Photoinduced phase transitions that are

realized experimentally and simulated theoretically include transitions from Mott

insulator to metal phases [29, 30], charge-ordered insulator to metal phases in

quasi-one- [31, 32] and two-dimensional [33–35] systems, ferroelectric ionic to

paraelectric neutral phases [36, 37], and nonmagnetic to paramagnetic phases

[38–41]. Among MMX-chain compounds, a photoinduced transition from the

CDW phase to the CP phase has been found in a pop system, R4[Pt2(pop)4I]nH2O

[pop ¼ P2O5H2
2�, R ¼ (C2H5)2NH2] [7]. Its mechanism is studied by solving the

time-dependent Hartree–Fock equation in this and remaining sections of this

chapter. Above a threshold in the photoexcitation intensity, a transition indeed

takes place from the CDW to CP phases. The threshold intensity depends on the

relative stability of these phases, which can be explained qualitatively by their

diabatic potentials. However, the transition from the CP to CDW phases is hardly

realized for two reasons [24, 25]: (1) low-energy charge-transfer processes occur

only within a binuclear unit in the CP phase; (2) it is difficult for the CDW order to

become long-ranged owing to its weak coherence.

We employ the extended Peierls–Hubbard model (12.1) again. Here, we set

1/KMXM ¼ 0, which is appropriate for the pop system and makes a irrelevant as

explained in the previous sections and ignore the long-range electron–electron

interactions, VMM ¼ VMXM ¼ V2 ¼ 0 , for simplicity. Relabeling the site indices
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using yb;i ¼ �ya;iþ1 ¼ ui and adding the kinetic energy of X ions, we rewrite the

model (12.1) as

H ¼ �tMM

X

i;s

ðcþ2i�1;sc2i;s þ h.c:Þ � tMXM

X

i;s

ðcþ2i;sc2iþ1;s þ h.c:Þ

þ b
X

i

uiðn2iþ1 � n2iÞ þ UM

X

i

ni;"ni;# þ KMX

X

i

u2i þ ðM 2= Þ
X

i

_u2i ;

(12.2)

where the ith binuclear unit contains two M (M ¼ Pt) sites, 2i � 1 and 2i and the

mass of the X ion is denoted byM.We have obtained the stable andmetastable, static

states using tMM ¼ 1.0, tMXM ¼ 0.8, and KMX ¼ 6.0 as a typical parameter set. The

main results shown below are, however, not affected by the details of the chosen

parameters. Indeed, they are supported by the perturbation theory from the strong-

coupling limit as explained below. For UM ¼ 6.0, the boundary between the two

phases is located at bc ¼ 4.4 when the 12-site lattice is exactly diagonalized [23] and

at bc ¼ 6.0 in the time-independent Hartree–Fock (HF) approximation. The stable

(metastable) state is CP (CDW) for b < bc and CDW (CP) for b > bc. Because the
time-independent approximation does not include quantum fluctuations, the effect

of the on-site repulsion UM is overestimated. Here we use UM ¼ 4.0 instead

hereafter. The boundary is then located at bc ¼ 4.9.

For the photoinduced dynamics, we initially add small random numbers to the

lattice variables u and _u. They help nucleation of a local domain in the stable phase.

The Boltzmann distribution is employed at a fictitious temperature, T ¼ 0.01 so that

they are weakly random. During the calculations, the system is isolated and its total

energy is conserved. Unless otherwise stated, lowest energy photoexcitations are

introduced by changing the occupation [42] of the highest occupied and the lowest

unoccupied HF orbitals. When higher energy excitations are considered, we change

the occupation of different sets of HF orbitals.

The evolution of the HF wave functions is obtained by solving the time-

dependent Schrödinger equation. The checkerboard decomposition is used for the

exponential operator so that it is accurate to the second order with respect to the time

slice. The evolution of the lattice variables is obtained by solving the classical

equation of motion. The leapfrog method is used and accurate to the second order

with respect to the time slice. Self-consistency is imposed at each time on the spin

density by iteration and on the lattice variables through the Hellmann–Feynman

theorem. The bare optical phonon energy used here iso ¼ ð2KMX=MÞ1=2 ¼ 0:0354,
as a typical parameter. The results below are not modified by the details of the model

parameters. In the strong-coupling limit, the CDW phase is characterized by the

electron density, (n1, n2, n3, n4) ¼ (1, 1, 2, 2) or (2, 2, 1, 1). The CDW order

parameters is defined as rCDWð2i� 1Þ ¼ ð�1Þið�n2i�2 þ 2n2i�1 þ n2i � 3Þ=4 and

rCDWð2iÞ ¼ ð�1Þiðþn2i�1 þ 2n2i � n2iþ1 � 3Þ=4. In the same limit, the CP phase is

characterized by (n1, n2, n3, n4) ¼ (1, 2, 1, 2) or (2, 1, 2, 1). The CP order parameter

is defined asrCPðiÞ ¼ ð�1Þið�ni�1 þ 2ni � niþ1Þ=4. The order parameter rA(i) is so
defined that, in the strong-coupling limit of the A phase, it takes uniformly a positive

value or uniformly a negative value.
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12.11 CDW-to-CP Transition

Starting from the metastable CDW phase inside the hysteresis loop, we find a

transition to the stable CP phase for b ¼ 4.5 < bc. Because the delocalization

tendency is weak, the 48-site chain is enough to derive the present conclusions.

When three electrons are excited, the CDW order is partially destroyed and the CP

order appears instead, but most of the regions remain in the CDW phase. When four

electrons are excited, microscopic CDW domains survive only for a while, and the

CDW domain is almost completely destroyed. After they disappear, CP domains

appear. On average, they grow and mostly cover the system at last. A threshold

exists in the photoexcitation intensity roughly between three- and four-electron

excitations for the 48-site chain. When more electrons are excited, the CDW

domain quickly disappears, and CP domains appear and grow to be merged into a

single CP domain covering the system. Whether the transition is completed or not

actually depends on the choice of random numbers initially added to the lattice

variables. The threshold should be understood in a statistical manner for finite-size

systems.

The threshold intensity sensitively depends on the relative stability of the two

phases. For b ¼ 4.0, which is much below bc, we find the CDW phase still metasta-

ble, and the energy difference from the stable CP phase is enlarged. The threshold

intensity is greatly reduced: one-electron excitation in the 48-site chain is sufficient for

the transition to the CP phase. For b ¼ 5.0, where the CDW phase is almost

degenerate with the CP phase, the transition is not easily realized. Intensive excitations

only destroy the CDW order, and they do not produce any charge–lattice order.

This dependence of the threshold intensity can be understood by drawing

diabatic potentials in the CDW and CP phases. After the photoexcitation, the excess

energy is quickly distributed to the surroundings, and the coherence is lost under

thermal fluctuations. For the proliferation of new domains, the processes after the

coherence is lost are more important than the process just after the photoexcitation.

Since the electronic states in the MMX compounds with ligand pop are well

described from the strong-coupling viewpoint [23], spatially local pictures are

helpful. Then, we consider the diabatic potentials in the CDW and CP phases for

the 4-site system, in which the binuclear unit on sites 1 and 2 are coupled with the

other on sites 3 and 4 (Fig. 12.12):

H4�site ¼ �tMM

X

s

ðcþ1;sc2;s þ h.c:þ cþ3;sc4;s þ h.c:Þ � tMXM

X

s

ðcþ2;sc3;s þ h.c:Þ

þbu1ðn3 � n2Þ þ UM

X4

i¼1
ni;"ni;# þ KMXu

2
1 þ ðM 2= Þ _u21:

(12.3)
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We consider the two electronic configurations shown at the bottom of Fig. 12.12,

where n1 � 2 and n4 � 1 . The total energies are given in the second-order

perturbation theory with respect to tMM and tMXM [24]:

ECDWðu1; _u1Þ ¼ KMX u1 � b
2KMX

� �2

� b2

4KMX

þ DEðbÞ þM

2
_u21; (12.4)

ECPðu1; _u1Þ ¼ KMX u1 þ b
2KMX

� �2

� b2

4KMX

þM

2
_u21; (12.5)

where the energies are equally shifted to have ECP(0,0) ¼ 0 and the energy differ-

ence between the CDW and CP states DE(b) is given by

DEðbÞ ¼ 2t2MMKMX

b2
� 4t2MM

UM

� 8
ffiffiffi
2
p

t2MMffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KMXU

3
M

p ðbc � bÞ; (12.6)

with bc ¼ ðKMXUM=2Þ1=2 , as a function of b. The diabatic potentials, ECDW(u1,0)
and ECP(u1,0), are plotted in Fig. 12.12. The CDW and CP states become degenerate

at b ¼ bc and DE(bc) ¼ 0. The crossing point uc is defined by the relation ECDW

uc; 0ð Þ ¼ ECP uc; 0ð Þ and given by uc ¼ DEðbÞ=ð2bÞ. The barrier heights are given
by

E�CDWðbÞ ¼ ECDWðuc; 0Þ � ECDW

b
2KMX

; 0

� �
¼ KMX

4b2
DEðbÞ � b2

KMX

� �2

; (12.7)

E�CPðbÞ ¼ ECPðuc; 0Þ � ECP � b
2KMX

; 0

� �
¼ KMX

4b2
DEðbÞ þ b2

KMX

� �2

: (12.8)
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Fig. 12.12 Diabatic potentials and schematic electronic structures in the CP (left) and CDW

(right) phases [24]
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Equations (12.6) and (12.7) show that, as the electron–lattice coupling b decreases,

the energy difference DE(b) increases, and the barrier height E�CDWðbÞ decreases in
the CDW phase. Finally, when the crossing point uc reaches b/(2KMX), the CDW

phase becomes unstable and the transition to the CP phase is realized by infinitesi-

mal perturbations.

12.12 CP-to-CDW Transition

Starting from the metastable CP phase inside the hysteresis loop, we calculate the

time evolution for b ¼ 5.5 > bc. Here, the CDW phase is thermodynamically

stable. Nonetheless, the CDW phase is hardly photoinduced. When four electrons

are excited, the initial CP domain acquires a few local defects. But the defects do

not proliferate. In them, one of the four orders (i.e., positive rCDW, negative rCDW,
positive rCP, and negative rCP) is locally developed, but they just stay there. In the

defect-free CP regions, the CP order is slightly weakened initially, but it is almost

completely recovered. The CP phase is dynamically stable. Even when more

electrons are excited, this situation is not altered.

The difference between the dynamics from the CDW phase and that from the CP

phase is at first understood on the basis of how charge is transferred by

photoirradiation. In the CDW phase, charge transfer shown in Fig. 12.9 among

the binuclear units needs a lower energy than that within the unit because the latter

costs on-site repulsion UM. In the CP phase, the situation is opposite, as long as tMM

is larger than tMXM. This fact holds even if long-range electron–electron

interactions are present. Recall that ECDW
MXM<ECDW

MM and ECP
MXM>ECP

MM in the strong-

coupling limit. Therefore, by lower energy photoirradiation of the CP phase, charge

is transferred only within each binuclear unit, so that the charge density does not

become disproportioned among the binuclear units. Thus the path to the CDW

phase is closed in the low-energy excitation channel.

Thus, we become interested in what happens if the CP phase is irradiated by

higher energy photons? Again starting from the CP phase at b ¼ 5.5 > bc, we
excite four electrons now from the lowest occupied orbitals to find that the initial

CP domain is quickly destroyed. There appear CDW domains with positive and

negative rCDW. They occupy most of the areas, but none of the CDW domains

dominates over the others. The boundaries between different CDW domains sur-

vive. Charge transfer among the binuclear units takes place incoherently. Since the

interunit charge transfer is energetically unfavorable, the CDW domains do not

proliferate.

Next, we artificially added interunit repulsion VMXM between the nearest-

neighbor sites bridged by a halogen site, without introducing intraunit nearest-

neighbor repulsion VMM. In real materials VMM is larger than VMXM. Since VMXM

increases the energy of the intraunit charge-transfer excitation only, the energy of

the interunit charge-transfer excitation becomes relatively lower in the CP phase

also. Now the path to the CDW phase appears open in the low-energy excitation
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channel because proliferation of CDW domains is no longer energetically hindered.

In spite of this favorable fact, the transition to the CDW phase is still hardly

realized.

Suppose CP (CDW) domains with positive and negative rCP (rCDW) neighbor
with each other. A unit of the CP domain consists of one binuclear unit. To convert

rCP < 0 into rCP > 0, only one electron needs to be transferred to the nearest-

neighbor site within the binuclear unit, as shown in Fig. 12.13. Meanwhile, a unit of

the CDW domain consists of two binuclear units. To convert rCDW < 0 into

rCDW > 0, two electrons need to be transferred to the next-nearest neighbor site

beyond the halogen site. Therefore, a wrong phase is easily corrected in the CP

phase, helping the growth of a single-phase CP domain. The coherence of the

charge–lattice order is easily recovered in the CP phase. In other words, it is

much easier for the CP order to become long ranged than for the CDW order.

Here, the tunneling amplitude connecting the anti-phase domains is important. The

barrier between the CP domains is much lower than that between the CDW

domains. The tunneling process is assisted by large transfer integrals. In fact,

when we reduce the interunit transfer integral tMXM, we can easily suppress the

transition from the CDW to CP phases also.
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Fig. 12.13 Schematic

processes that recover the

coherence of the respective

orders. To convert rCDW < 0

into rCDW > 0, two electrons

need to be transferred to the

next-nearest-neighbor site,

which is beyond the halogen

site. To convert rCP < 0 into

rCP > 0, only one electron

needs to be transferred to the

nearest-neighbor site within

the binuclear unit [24]
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12.13 Comparison with Experimental Results

In summary, the transition from the metastable CDW phase to the stable CP phase,

which is experimentally realized by photoirradiation under pressure, is reproduced

by exciting a sufficient density of electrons. The threshold increases as the energy

difference between the two phases becomes small. This is explained by drawing

their diabatic potentials. On the other hand, a reverse transition from the CP phase

to the CDW phase is hardly realized. Here are two key factors (1) the characters of

the low-energy charge-transfer excitations in the respective phases and (2) how

easily the respective order becomes long ranged. The difficulty of the CP-to-CDW

transition is due to the fact that the low-energy charge transfer occurs within the

binuclear unit in the CP phase and the fact that the coherence length of the CDW

order is very short.

In iodine-bridged binuclear platinum complexes, R4[Pt2(pop)4I]nH2O with cat-

ion R, phase transitions are indeed observed after the photoirradiation for a long

time, 8 ms (for CDW-to-CP) and 30 s (for CP-to-CDW) [7]. To clarify whether the

transitions are induced by an optical process or a laser heating, the dependence of

the converted fraction on the excitation photon density is investigated for two

excitation energies Eex of 1.96 eV and 2.41 eV [43].

At 0.25 GPa where the CDW phase is metastable, the CDW-to-CP transition

efficiency exhibits a clear threshold in the photon density per pulse Nth, which strongly

depends on Eex: Nth ~ 1.4 � 1025 cm�3 at Eex ¼ 1.96 eV and ~ 3 � 1024 cm�3 at
2.41 eV. The magnitude of Nth is large, but the irradiated power of the lights is very

small and the pulse duration is very long. The threshold behavior demonstrates that

the observed transitions are driven not by a laser heating but by an optical process.

At 0.45 GPa where the CP phase is metastable, the CP-to-CDW transition could not

be driven by the irradiation of 1.96-eV or 2.41-eV (nearly equal to the optical gap

energy) light, even if the intensity and duration of the light were changed. However,

irradiation with 2.71-eV light for 30 s did result in a CP-to-CDW transition.

Therefore, the efficiency of the photoinduced CP-to-CDW transition is much

lower than that of the CDW-to-CP transition. The former is observed near the

edge of the hysteresis loop [43]. Thus, all these experimental facts are consistent

with the present theoretical findings and arguments.
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