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Preface

In 1969, the North Atlantic Treaty Organization (NATO) established the Committee
on the Challenges of Modern Society (CCMS). From its inception, the com-
mittee supported studies of air pollution as one of its priorities. An important
NATO/CCMS activity relating to air pollution was the periodic organization of
a conference series called the International Technical Meeting (ITM) on Air
Pollution Modelling and Its Application. This activity continued until 2013,
under the successor of NATO/CCMS, the NATO Committee on Science for Peace
and Security (NATO/SPS). NATO Pilot Countries organizing these meetings have
been the USA, Federal Republic of Germany, Belgium, the Netherlands, Denmark,
Portugal, and Canada. In 2013, the ITM continued its meeting series independently
of NATO/SPS.

This volume contains the abstracts of papers and posters presented at the
33rd ITM, held in Miami, USA, from August 27 to 31, 2013. This ITM was
organized by the US EPA (Host Country) and the University of British Columbia
(Pilot Country). Key topics presented at this ITM were: local and urban scale
modelling, regional and intercontinental modelling, data assimilation and air qual-
ity forecasting, model assessment and verification, aerosols in the atmosphere,
interactions between climate change and air quality, and air quality and human
health.

The ITM was attended by 92 participants representing 22 countries. Invited
papers were presented by Lise Frohn, Denmark (Air Quality and Human Health);
Armistead Russell, USA (Regional and Intercontinental Modelling); and Steve
Hanna, USA (Local and Urban Scale Modelling).

On behalf of the ITM Scientific Committee and as organizers and editors, we
would like to thank all the participants who contributed to the success of the
meeting. We especially recognize the organizational and support efforts of the chair-
persons and rapporteurs, and staff at AMEC. Finally, special thanks go to the spon-
soring institutions: Environmental Protection Agency, USA, Environment Canada,
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vi Preface

and the University of British Columbia (Canada). The European Association for the
Science of Air Pollution (EURASAP) gave a special grant to award prizes to Early
Career Researchers for the best paper or poster presentations.

The next meeting will be held in May 2014 in Montpellier, France.

Douw Steyn
(Scientific Committee Chair)

Rohit Mathur
(Local Conference Organizer)
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History of International Technical Meeting on
Air Pollution Modelling and Its Application

Pilot Studies

1969–1974 Air Pollution Pilot Study (Pilot Country: USA)
1975–1979 Air Pollution Assessment Methodology and Modelling (Pilot

Country: Germany)
1980–1944 Air Pollution Control Strategies and Impact Modelling (Pilot

Country: Germany)

Pilot Follow-Up Meetings

Pilot Country – USA (R. A. McCormick, L. E. Niemeyer)

Feb. 1971 Eindhoven, the Netherlands First Conference on Low Pollution Power
Systems Development

July 1971 Paris, France Second Meeting of the Expert Panel on
Air Pollution Modelling

NATO/CCMS International Technical Meeting (ITM)
on Air Pollution Modelling and Its Application

Subsequent meetings were supported by the NATO Committee on the Challenges
of Modern Society and were designated NATO/CCMS International Technical
Meeting (ITM) on Air Pollution Modelling and Its Application.
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x History of International Technical Meeting on Air Pollution Modelling and Its Application

3rd Oct. 1972 ITM, Paris, France
4th May 1973 ITM, Oberursel, Federal Republic of Germany
5th Jun. 1974 ITM, Roskilde, Denmark

Pilot Country – Germany (Erich Weber)
6th Sept. 1975 ITM, Frankfurt, Federal Republic of Germany
7th Sept. 1976 ITM, Airlie House, USA
8th Sept. 1977 ITM, Louvain-la-Neuve, Belgium
9th Aug. 1978 ITM, Toronto, Canada
10th Oct. 1979 ITM, Rome, Italy

Pilot Country – Belgium (C. De Wispelaere)
11th Nov. 1980 ITM, Amsterdam, the Netherlands
12th Sept. 1981 ITM, Menlo Park, California, USA
13th Sept. 1982 ITM, Ile des Embiez, France
14th Sept. 1983 ITM, Copenhagen, Denmark
15th Apr. 1985 ITM, St. Louis, Missouri, USA

Pilot Country – The Netherlands (H. van Dop)
16th Apr. 1987 ITM, Lindau, Federal Republic of Germany
17th Sept. 1988 ITM, Cambridge, UK
18th May 1990 ITM, Vancouver, BC, Canada
19th Sept. 1991 ITM, Ierapetra, Greece

Pilot Country – Denmark (Sven-Erik Gryning)
20th Nov. 1993 ITM, Valencia, Spain
21st Nov. 1995 ITM, Baltimore, Maryland, USA
22nd May 1997 ITM, Clermont-Ferrand, France
23rd Sept. 1998 ITM, Varna, Bulgaria
24th May 2000 ITM, Boulder, Colorado, USA

Pilot Country – Portugal (Carlos Borrego)
25th Sept. 2001 ITM, Louvain-la-Neuve, Belgium
26th May 2003 ITM, Istanbul, Turkey
27th Oct. 2004 ITM, Banff, Canada
28th May 2006 ITM, Leipzig, Germany

NATO/SPS International Technical Meeting (ITM)
on Air Pollution Modelling and Its Application

In 2007, the NATO Committee on the Challenges of Modern Society was dis-
banded and replaced by the NATO Committee on Science for Peace and Security
(NATO/SPS), which continued support for the ITM.

29th Sept. 2007 ITM, Aveiro, Portugal

Pilot Country – Canada (Douw Steyn)
30th May 2009 ITM, San Francisco, California, USA
31st Sept. 2010 ITM, Torino, Italy
32nd May 2012 ITM, Utrecht, the Netherlands



History of International Technical Meeting on Air Pollution Modelling and Its Application xi

International Technical Meeting (ITM) on Air Pollution
Modelling and Its Application

In 2012, the NATO Committee on Science for Peace and Security refocused its
mandate, and the ITM became independent of NATO/SPS support.

33rd Sept. 2013 ITM, Miami, USA
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Chapter 1
Use of Air Quality Modeling Results
in Health Effects Research

Armistead Russell, Heather Holmes, Mariel Friberg, Cesunica Ivey,
Yongtao Hu, Siv Balachandran, James Mulholland, Paige Tolbert,
Jeremy Sarnat, Stefanie Sarnat, Matt Strickland, Howard Chang,
and Yang Liu

Abstract The most recent Global Burden of Disease study (Lim SS et al, Lancet
380(9859):2224–2260,2012), for example, finds that combined exposure to ambient
and indoor air pollution is one of the top five risks worldwide. Of particular concern
is particulate matter (PM). Health researchers are now trying to assess how this
mixture of air pollutants links to various health outcomes and how to tie the mixture
components and health outcomes back to sources. This process involves the use of
air quality models. As part of an EPA Clean Air Research Center, the Southeastern
Center for Air Pollution and Epidemiology (SCAPE), a variety of air quality models
are being developed and applied to provide enhanced temporal and spatial resolution
of pollutant concentrations for use in epidemiologic analysis. Air quality models that
are being further developed and used as part of the center include Bayesian-based
ensemble methods and hybrid chemical transport-chemical mass balance modeling.
The hybrid method uses knowledge of the emissions, modeling and measurement
uncertainties, and can provide spatially and temporally complete pollutant fields.

1.1 Introduction

Evidence continues to grow that exposure to ambient air pollutants impacts health.
The most recent Global Burden of Disease study [11], for example, finds that
combined exposure to ambient and indoor air pollution is one of the top five
risks worldwide. This study, as well as similar ones conducted for more limited
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domains (e.g., by country), relies on results from epidemiologic studies that quantify
exposure-health effect relationships (e.g., by calculating concentration-response
functions). Traditionally, epidemiologic studies associate observed pollutant con-
centrations with observed health endpoints (e.g., hospital admissions or deaths).
However, air pollutant observations are limited spatially, temporally, and chemi-
cally, and do not directly identify source contributions to pollution and, thus, health.
Air quality models, both receptor-based and chemical transport models, are now
being used to address the limitations of using observations alone. However, air
quality models also have limitations, in particular uncertainties and biases that arise
from errors in the inputs (e.g., emissions timing, speciation and magnitude and
meteorological) and model parameters and structure (e.g., grid resolution).

1.2 Methods and Results

Air pollution is a mixture of a variety of pollutants. Historically, the related health
effects have been tied to individual pollutants, though a question of current interest is
how the “mixture” of pollutants plays a role. Past studies have found that particulate
matter (PM) is the primary air pollutant of concern when considering premature
death or disability adjusted life-years [11], while ozone is of concern for respiratory
diseases, such as asthma [15]. Identifying the sources of those two pollutants is
challenging. Ozone is a secondary pollutant, and is formed by a series of non-linear
chemical reactions involving emissions from a variety of sources. PM formation
and morphology is more complicated, being composed of thousands of different
compounds which can be both secondary and primary in origin on differently
sized particles. Health researchers are now trying to assess how this mixture of air
pollutants links to various health outcomes and how to tie the mixture components
and health outcomes back to sources. This process involves the use of air quality
models. Various methods of identifying sources of ozone using chemical transport
air quality models have been used, including both “brute force” and direct sensitivity
(e.g., DDM and adjoint) approaches [4, 5, 7, 16]. Identifying source impacts on
PM (e.g. PM2.5, PM with aerodynamic diameters less than 2.5 �m) have utilized
both receptor models (e.g., [13]) and chemical transport models (e.g. [3, 6, 10]).
Marmur et al. [12] examined the use of various types of air quality models for use
in epidemiologic research and found that source apportionment models based on
chemical transport models tend to reduce day-to-day variability in source impact
estimates (e.g., due to reducing variability in temporal and spatial source emissions
and missing sub-synoptic scale meteorological variability), while receptor models
can increase variability. More recently, Balachandran et al. [1] applied a number
of source apportionment models to assess model differences and uncertainties and
also found increased variability in receptor model results, and that the various
air quality models, including receptor and chemical transport models, had similar
uncertainties in their results. As part of an EPA Clean Air Research Center, the
Southeastern Center for Air Pollution and Epidemiology (SCAPE), a variety of air
quality models are being developed and applied to provide enhanced temporal and
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Fig. 1.1 Spatial fields of biomass burning impacts on January 4, 2004, as simulated by CMAQ
(original, left) and a hybrid CTM-RM model (refined, right). Spatial fields are generated for a 36-
km resolution grid. Biomass burning fields include impacts from agricultural burning, lawn waste
burning, open fires, prescribed burning, wildfires, wood fuel burning, and woodstoves

spatial resolution of pollutant concentrations for use in epidemiologic analysis. The
Center is also assessing how pollutant mixtures and the sources of these mixtures
are linked to various health endpoints. In particular, two hybrid approaches that use
both observations and air quality models address many of the limitations identified
in the direct use of measured or modeled concentrations. One method, the Bayesian
Ensemble approach [2], uses results of multiple models to develop an ensemble
simulated source impact and then used with observed air quality to develop an
improved estimate of the composition of source emissions. With the updated source
compositions, a Bayesian approach is used to get improved estimates of air quality
impacts and uncertainties.

A second set of methods use results of a chemical transport model (CMAQ) to
provide simulated species concentrations and source impacts based on estimated
emissions and modeled meteorology. In one approach, simulated species concentra-
tions are fused with observations to develop spatial pollutant fields that are coherent
with observations but use the air quality model to provide spatial gradients [8, 14].
This does not link the pollutant fields to individual sources, but does provide a
spatially and temporally complete data set of pollutant fields for use in health
assessments. In a more involved approach used to link the pollutants to sources,
observed concentrations of individual pollutant species (e.g., single elements and
gaseous compounds) are used to adjust source impacts to better match observations.
This is done in a manner similar to the Chemical Mass Balance Method. However,
the method involves using knowledge of the emission uncertainties and can be
used to quantify many more source impacts. These results are then used to develop
spatially and temporally complete fields for epidemiologic analysis using kriging
[9] (Fig. 1.1).

Chemical transport model pollutant fields can also be used with satellite and
ground-based observations and land-use information to develop finer scale (e.g.,
sub-grid scale) pollutant concentration estimates.
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Questions and Answers

Questioner Name: Heinke Schlunzen

Q: Is the outdoor air quality really relevant for epidemiology and human health
since most people spend most of their time indoors?

A: While much of the time is spent indoors, the air indoors is strongly impacted
by outdoor air. Epidemiologic studies continue to find associations between
outdoor air quality and health. The Global Burden of Disease study finds
ambient PM exposure to be one of the top ten contributors to premature death.
Exposure to outdoor air continues to be a serious, and apparently growing,
contributor to adverse health outcomes.

Questioner Name: Clemens Mensink

Q: You focus on source impacts on health. The fact is that it’s difficult to obtain
statistical significant results. Does that say something about the relevance of
background conditions.?

A: Background concentrations are relevant, but multiple epidemiological, animal
and mechanistic studies strongly support that air pollution, above the back-
ground, has a significant impact on health. It is true that any one study may not
(many are) be statistically significant, but that is due not only to the influence
of background concentrations, but other confounders and small sample sizes.
Using models to isolate source impacts can help identify which sources and
components of the air pollution mixture are of greatest concern and then help
direct control efforts.

Questioner Name: Stefano Galmarini

Q: Did you consider the non-independence of your modeling tools and that the
results cluster about the truth may be accidental?

A: First, the ensembled methods have a variety of different inputs, and while some
are less independent than others (e.g., PMF and CMB-LGO that use similar, but
not the same inputs), others use rather different inputs, e.g., CMB-molecular
markers is driven by detailed organic chemical speciation that is not used in
PMF or CMB-LGO, and CMAQ does not use observations at all, except for
initialization, which has little impact on the simulated values during the modeled
period. Still, we were concerned about demonstrating that the ensemble results
are an improvement over any one method because you can not measure source
impacts directly. To provide further support, we took independent data for water
soluble organic compounds (WSOC) that can be used as a marker for SOA, and
levoglucosan (though for a period not used in the ensemble development), and
compared the ensemble results to those, and found better agreement than any
one method.



Chapter 2
Air Quality Effects on Human Health

J. Brandt, J.D. Silver, J.H. Christensen, M.S. Andersen, J.H. Bønløkke,
T. Sigsgaard, C. Geels, K.M. Hansen, E. Kaas, and L.M. Frohn

Abstract An integrated model system based on the impact-pathway chain, EVA
(Economic Valuation of Air pollution), has been developed, to assess the health-
related economic externalities of air pollution resulting from specific emission
sources or sectors. In this study, we apply the EVA system to Europe, and perform a
detailed assessment of past, present, and future health-cost externalities of the total
air pollution levels in Europe, represented by the years 2000, 2007, 2011, and 2020.
Furthermore we perform a detailed analysis of health-related external costs from the
ten major emission sectors and their relative contributions.

The paper contains a short description of the EVA system and the results from
the assessment of the main contributors. The overall conclusion from the analysis of
the ten major emission sectors in Europe is that the main contributors to health-
related external costs are major power production, agriculture, road traffic, and
non-industrial domestic combustion, including wood combustion. We conclude that
when regulating the emissions of ammonia from the agricultural sector, both the
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impacts on nature and on human health should be taken into account. This study
confirms that air pollution constitutes a serious problem to human health and that
the related external costs are considerable.

2.1 Introduction

Air pollution has significant negative impacts on human health and well-being,
entailing substantial economic consequences. In order to carry out regulatory
actions, knowledge about the magnitude of the problem, both with respect to the
number of incidents of different health impacts and to the estimates of the related
external costs, is required. An assessment of the health-related external costs from
air pollution, based on the best available methodologies, is a powerful tool for
decision making, since the external costs can be compared to other socio-economic
costs.

We have developed an integrated model system, EVA (Economic Valuation of
Air pollution; [7, 8]), to assess health-related economic externalities of air pollution.
The EVA system integrates a regional-scale atmospheric chemistry transport model,
gridded population data, exposure-response functions, and monetary valuation.

The main goal of the present work is to assess and analyse the contribution from
the ten major emission sectors in Europe and quantify their relative importance
in terms of impacts on human health and related external costs. Using the EVA
system, we also assessed the impacts on human health and related external costs
due to total air pollution levels in Europe. Furthermore, we estimated the impacts
and external costs of air pollution stemming from emissions from international ship
traffic, since this sector is an important contributor. Both for international ship traffic
and for the total air pollution levels, results are presented for past, present, and future
conditions, represented by the emission years 2000, 2007, 2011, and 2020. For the
first 3 years, emissions are based on the EMEP emission database. For the year
2020, emissions are based on the NEC-II emission directive for Europe in order to
assess the impacts of the future general emission reductions.

2.2 The Integrated Model System EVA

The concept of the EVA system [2–5, 7, 8, 15, 16] is based on the impact pathway
chain (e.g., [12, 17]) and illustrated in Fig. 2.1. The EVA system consists of a
regional-scale chemistry transport model, address-level or gridded population data,
exposure-response functions for health impacts and economic valuations of the
impacts from air pollution. The essential idea behind the EVA system is that the
best available and most accurate, yet computationally demanding methods are used
in each part of the impact-pathway chain. The applied chemistry transport model
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Fig. 2.1 A schematic diagram of the impact-pathway methodology. The site-specific emissions
result (via atmospheric transport and chemistry) in a concentration distribution, which together
with detailed population data, is used to estimate the population-level exposure. Using exposure-
response functions and economic valuations, the exposure is transformed into impacts on human
health and related external costs

(DEHM) covers the Northern Hemisphere, and includes higher resolution nesting
over Europe, thereby describing the intercontinental atmospheric transport.

Estimates of changes in concentrations due to a specific source are calculated
by a special “tagging” scheme, which accounts for nonlinear effects from chemical
transformations [7], which are combined with gridded population data for Europe, to
calculate the exposure. Population-level health impacts are estimated by combining
the exposure with published exposure-response functions. External costs for the
entire population are estimated using cost functions customised for European
conditions.

2.2.1 The Danish Eulerian Hemispheric Model

The Danish Eulerian Hemispheric Model (DEHM) is a three-dimensional, offline,
large-scale, Eulerian, atmospheric chemistry transport model [6, 9, 10, 13, 14]
developed to study long-range transport of air pollution in the Northern Hemisphere
and Europe. The model setup used in this study includes three two-way nested
domains. The mother domain covers most of the Northern Hemisphere, the second
domain covers Europe and the third domain covers Northern Europe with a
resolution of 16.67 km � 16.67 km. The model describes concentration fields of
58 chemical compounds and 8 classes of particulate matter, including a total of
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122 chemical reactions. The model has been validated extensively, including a
comparison with measurements from the entire Europe (see e.g. [6]). For a more
detailed description of the DEHM model, see Brandt et al. [6].

2.2.2 Population Data

A gridded data set was obtained from the EUROSTAT 2000 database (http://epp.
eurostat.ec.europa.eu/), covering Europe. The health cost assessment part of the
EVA system is not applied outside of Europe in this work and therefore population
data for the rest of the world are not included.

2.2.3 Exposure-Response Functions and Monetary Values

To calculate the impacts of emissions from a specific source or sector,
•-concentrations (i.e., the additional concentration resulting from emissions of a
particular emission source) and population data are combined to estimate human
exposure, and then the response is calculated using an exposure-response function
(ERF) on the form:

R D ˛ � ıc � P

where R is the response (e.g., in cases, days, or episodes), ıc is the •-concentration,
P is the affected share of the population, and ˛ is an empirically-determined
constant for the particular health outcome, typically obtained from published cohort
studies. In this study, we model the exposure-response relationship as a linear
function. Pope [18] showed that this is a reasonable approximation, based on a
cohort study of 500,000 individuals and this is also supported by the joint World
Health Organization/UNECE Task Force on Health [11, 19]. The exposure-response
relations and valuations used in the EVA system are applicable for European
conditions [7].

All relevant chemical compounds (i.e., those endorsed by the WHO and the
EU Commission) are included in the study. For compounds in aerosol phase, the
impacts are assumed to be proportional to their contribution to the particle mass,
as opposed to the number of particles. Presently, the compounds related to human
health impacts included in the EVA system are: O3, CO, SO2, SO4

2�, NO3
�, and the

primary emitted part of PM2.5. In the present study it is assumed that all components
of the PM are equally harmful. This assumption is also assumed valid in the Clean
Air for Europe (CAFE) calculation presented in Watkiss et al. [19] and Amann
et al. [1].

http://epp.eurostat.ec.europa.eu/
http://epp.eurostat.ec.europa.eu/
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2.3 Health Impacts and External Cost in Europe

The overall EVA model results for human health impacts in Europe are presented
in the Table 2.1 showing the number of incidents in Europe, due to the total
air pollution concentrations for four different years. As an example of these
results, Fig. 2.2 shows the geographical distribution of premature deaths in Europe,
calculated from the chronic YOLL (Years Of Life Lost) for the year 2000 divided
by a factor of 10.6 as given in Watkiss et al. [19].

Table 2.2 shows the total health-related externalities for Europe related to
international ship traffic and to the total air pollution levels due to all sources for
the same 4 years. The total health-related external costs for the whole of Europe
is estimated at 803 billion Euro/year for the year 2000, decreasing to 537 billion
Euro/year in the year 2020. The decrease is due to the general emission reductions
in Europe provided that the NEC-II directive is implemented and given emission
control regulation of international ship traffic in the North Sea and the Baltic Sea.
We estimate the total number of premature deaths in Europe in the year 2000 due to
air pollution to be around 680,000/year, decreasing to approximately 450,000 in the
year 2020.

Table 2.1 Total number of incidents in Europe of the impacts related to the air pollution levels
stemming from all the emissions in the Northern Hemisphere for the four different years

Health impact Number of incidents (cases, days or years) in Europe

Year 2000 2007 2011 2020

Chronic bronchitis 633; 000 535; 000 532; 000 418,000
Restricted activity days 647; 000; 000 547; 000; 000 544; 000; 000 427,000,000
Respiratory hospital

admissions
37; 800 31; 400 31; 200 23,800

Cerebrovascular hospital
admissions

81; 200 68; 600 68; 200 53,600

Congestive heart failure 50; 200 42; 700 42; 500 35,200
Lung cancer 96; 900 81; 900 81; 400 64,000
Bronchodilator use

children
18; 900; 000 16; 000; 000 15; 900; 000 12,500,000

Bronchodilator use adults 124; 000; 000 105; 000; 000 104; 000; 000 81,800,000
Cough children 65; 300; 000 55; 200; 000 54; 900; 000 43,100,000
Cough adults 128; 000; 000 108; 000; 000 107; 000; 000 84,200,000
Lower respiratory

symptoms children
25; 200; 000 21; 300; 000 21; 200; 000 16,600,000

Lower respiratory
symptoms adults

46; 000; 000 38; 800; 000 38; 600; 000 30,400,000

Acute mortality 49; 800 43; 900 43; 700 36,200
Chronic mortality

(YOLL)
7; 220; 000 6; 100; 000 6; 070; 000 4,770,000

Infant mortality 710 599 596 468
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Fig. 2.2 Number of premature deaths per grid cell in Europe (DEHM European model domain)
calculated with the EVA model system for the year 2000 for the total air pollution levels. The
area of the grid cells are 50 km � 50 km, so the shading refers to the number of premature deaths
per 2,500 km2. Note that high numbers of premature deaths require both high annual particle
concentrations and high population density

Table 2.2 Total health-related externalities for Europe related to international ship traffic and to
the total air pollution levels for four different emission years

Year 2000 2007 2011 2020

Total external cost in Europe due to international ship traffic 58.4 56.9 54.3 64.1
Total external cost in Europe due to total air pollution levels 803 682 678 537

All costs are in 2006 prices and given in billion Euros

International ship traffic constitutes a major problem in relation to impacts on
human health. We estimate that the total external costs in Europe will increase from
58.4 billion Euro/year in the year 2000 to 64.1 billion Euro/year in the year 2020,
due to an expected general increase in the ship traffic worldwide (see Table 2.2).
If we examine the relative external costs from all international ship traffic, it is
responsible for an estimated 7 % of the total health effects in Europe due to air
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Table 2.3 Total health-related external costs for Europe (billion Euros) from the ten
major individual emission categories in Europe (DEHM domain 2) for the emission
year 2000 as well as their contributions in % to the total external cost in Europe

European emission sector Billion Euros % of cost in Europe

1. Combustion in energy and transf. industries 185 24:1

2. Non-indus. combustion plants/wood 73 9:5

3. Combustion in manufacturing industry 60 7:9

4. Production processes 50 6:5

5. Extr. and distr. of fossil fuels/geoth. energy 10 1:3

6. Solvents and other product use 13 1:7

7. Road transport 138 18:0

8. Other mobile sources and machinery 50 6:5

9. Waste treatment and disposal 7:8 1:0

10. Agriculture 180 23:5

All costs are in 2006 prices

pollution in the year 2000, increasing to 12 % in the year 2020. In contrast, the
contribution from international ship traffic in the Baltic Sea and the North Sea
decreases by 36 % due to the regulatory efforts of reducing sulphur emissions from
ship traffic. Introducing this regulatory instrument for all international ship traffic
in the Northern Hemisphere, or at least in areas close to Europe, would have a
significant positive impact on human health in Europe.

In Table 2.3, the total health-related externalities for Europe are shown for the
ten major individual emission SNAP categories as well as their contribution in %
to the total external cost. Based on the latter it is possible to assess which emission
sectors are most important with respect to impacts on human health. The dominating
contributors are: (1) the major power plants, which contribute with 24.1 % of the
external health costs in Europe, (2) the agricultural sector with around 23.5 %, and
(3) the road transport sector, which contributes with 18 % for Europe. Following
these sectors are non-industrial combustion plants, which in Northern Europe is
dominated by domestic heating and wood burning with around 10 %. The remaining
sectors contribute with 8 % or less.

2.4 Discussions and Overall Conclusions

In this paper we have presented results from the integrated model system, EVA,
which is based on the impact pathway approach and customised for European
conditions. The EVA system has been run for different scenarios, assessing the
human health impacts and associated external costs from international ship traffic
as well as the total concentration levels for four different years (2000, 2007, 2011,
and 2020).
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The results in this study show that air pollution constitutes a serious problem to
human health and that the related external costs are considerable. The main objective
of this work was to find the primary activities and emission sources in Europe that
give the largest contribution to human health impacts and related external costs
taking into account non-linear atmospheric chemistry. The related external costs
found in this work can be used to directly compare the contributions from the
different emission sectors, potentially as a basis for decision making on regulation
and emission reduction.

A key conclusions from this work is that the major contributors from European
emissions to the total health-related external costs in the whole of Europe (in
order of impact) are power production, agriculture, road traffic and non-industrial
(domestic) combustion (including wood combustion). An important assumption
here is that the different secondary inorganic aerosols and the primary emitted
particles are equally harmful to human health. This is worth noting because
particulate matter typically dominates the health impacts, and thus the external
costs. The results suggest that the agricultural sector contributes significantly to
health impacts and related external costs. The agricultural sector already contributes
significantly to impacts on the environment in terms of eutrophication effects in
terrestrial and marine eco-systems. From the results in this study, we conclude that
not only the impacts on nature should be taken into account when regulating the
emissions of ammonia. Impacts on human health should also be considered.

This study shows that the major visible and already highly regulated emission
sources (e.g., power plants and road traffic) do not always constitute the most
significant problems related to human health. Other less obvious sources can have
significant impacts on nature and human health. It is therefore important to make
an overall screening of all emission sectors or emission sources in order to create a
scientific basis for sound political decisions.

The economic valuation in this study only includes some of the known harm-
ful chemical compounds. In these calculations, we did not include compounds
such as polycyclic-aromatic hydrocarbons, persistent organic pollutants, metals,
heavy metals, dioxins, and secondary organic aerosols. However, these compounds
commonly share the same sources as the compounds included in this study,
and the health effects are likely to be included in our calculations due to their
correlations with the included compounds, since the exposure-response functions
used correlates the PM2.5 concentrations with the total health impacts. The system
does not presently include impacts and external costs in relation to the natural
environment or climate. Furthermore, taking into account that we only included
health impacts where the ERF are well-documented and accepted by the WHO and
EU Commission, and that the economic valuation of the health impacts has been
conservative, the overall results in this work can also be considered conservative.

The absolute external costs in this work should be interpreted carefully. The
external costs are, of course, associated with uncertainties, which are very difficult
to quantify in such a complex model system and arise at each link of the impact
pathway chain. The main uncertainties in the integrated model system are associated
with the emissions (which have an uncertainty of ˙30 % on annual basis) and
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with the health impacts from the individual chemical compounds associated to
air pollution (i.e. the ERFs). Sub-grid scale variability in pollutant concentrations
and population density can also have large effects on exposure. With our present
knowledge we are not able to distinguish between the impacts from different particle
types, and this constitutes a major shortcoming of such a study. However, there are
many studies linking the total mass of PM2.5 with health effects, showing strong and
significant correlations.

Air pollution still constitutes a serious problem to human health and the related
external costs are considerable. The results in this work show that the integrated
EVA model system can be used to answer relevant health-related socio-economic
questions. The results depend highly on geography, emission sector and the nature
and extent of emission reductions. Therefore, we recommend that health impacts
and related external costs should be calculated for specific emission reduction
scenarios, if precise estimates of the outcome of specific regulation initiatives are
required.
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Questions and Answers

Questioner Name: Nicolas Moussiopoulos

Q: Does you system take into account synergies between various pollutants and/or
between air pollution and meteorological parameters?

A: The system does not presently take into account synergetic effects between air
pollution and meteorological parameters, which is a very interesting research
field. Concerning synergies between various pollutants, the health impacts
research field is not presently at a stage, where we can take this into account.
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Questioner Name: Joana Soares

Q: Do you use indoor/outdoor rations and activity data in your exposure computa-
tions?

A: No, all exposure calculations are based on the outdoor delta concentrations at
residence level. Activity data for the population are not included either.

Questioner Name: Tony Dore

Q: Your presentation focused on the importance of agricultural emissions in
impacting human health. However European emissions have shown only small
recent decreases in NH3 compared to other pollutants and policy makers are
reluctant to commit to future ammonia reductions. Can you comment on this
issue?

A: This is a difficult issue, since the connection between ammonia emissions and
health impacts is not very commonly acknowledged. I think the only way to
create awareness of the complexity of the air quality and human health relation
is to perform and publish studies with this focus.

Questioner Name: K. Heinke Schlünzen

Q: Would acute death and chronic death not have need for different concentration
values (peak versus average)?

A: Acute death is related to SO2 and O3 only in the calculations. For SO2 it
is the yearly average concentration that is used (and this should probably be
evaluated), however for O3 it is the daily 8 h maximum concentration. In
order to change the calculation procedure, however, new concentration-response
functions are needed for SO2.

Questioner Name: S. Hanna

Q: In your list of components of the comprehensive model system from emissions
to health and economic effects, which component is the most uncertain?

A: We have chosen to apply only very well documented exposure-response rela-
tions, and furthermore to apply a rather conservative estimate for the economic
effects in the calculations. I therefore believe that it is the emissions and the
proxy for exposure (home address) which are the most uncertain components.

Questioner Name: Douw Steyn

Q: How do you get politicians and policy makers to use the results of your research?
A: We have published the results not only as peer-reviewed literature, but also as

more popular scientific reports, suitable for policy making. This has resulted in
an extensive use of the results in Denmark recently both at the governmental
level as well as for the city of Copenhagen.
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Development of Model-Based Air Pollution
Exposure Metrics for Use in Epidemiologic
Studies
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Abstract Population-based epidemiological studies of air pollution have
traditionally relied upon imperfect surrogates of personal exposures, such as
area-wide ambient air pollution levels based on readily available concentrations
from central monitoring sites. U.S. EPA in collaboration with University of
Michigan is developing and evaluating several types or tiers of exposure metrics
for traffic-related and regional pollutants that differ in their modeling approaches
for addressing the spatial and temporal heterogeneity of pollutant concentrations.
We hypothesize that using more refined exposure estimates will provide greater
power to detect associations with health outcomes, particularly for traffic-related
pollutants that can vary considerably over short distances and time scales. The
Near-road Exposures to Urban air pollutant Study (NEXUS) design is focused on
determining if children in Detroit, MI with asthma living in close proximity to major
roadways have greater health impacts associated with air pollutants than those living
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farther away, particularly for children living near roadways with high diesel traffic.
One tier for estimating exposures to traffic-generated pollutants uses local-scale
dispersion modeling. Temporally and spatially-resolved pollutant concentrations,
associated with local variations of emissions and meteorology, were estimated using
a combination of the AERMOD and RLINE dispersion models, local emission
source information from the National Emissions Inventory, detailed road network
locations and traffic activity, and meteorological data from the Detroit City Airport.
Hourly pollutant concentrations for CO, NOx, PM2.5 and its components (EC and
OC) were predicted at each study participant location (n D 160). The exposure
metrics were evaluated in their ability to characterize the spatial and temporal
variations of multiple ambient air pollutants across the study area. This research will
be used for improving exposure assessments in future air pollution epidemiology
studies, and for informing future multipollutant exposure analyses.

3.1 Introduction

Through the Clean Air Act (CAA), the U.S. Environmental Protection Agency
(EPA) develops air quality standards to protect the public from the health effects
of criteria air pollutants (ozone, carbon monoxide, oxides of nitrogen, particulate
matter, lead and oxides of sulfur) and hazardous air pollutants (HAPs). These
Congressional mandates have led to a systematic risk assessment approach that
encompasses hazard identification, dose-response assessment, exposure assessment,
and risk characterization. As this field of risk assessment has evolved, so has the
reliance on epidemiologic studies for identifying hazards to air pollutants, quantify-
ing the relationship between dose, exposure, or concentration and the response, and
determining and assessing mitigation strategies. In the absence of personal exposure
measurements, epidemiologic studies have traditionally relied upon alternate indica-
tors of exposure, such as area-wide ambient air pollution concentrations from central
monitoring sites. For the criteria air pollutants, epidemiologic studies typically
use ambient monitoring data collected for regulatory purposes or study-specific
monitors for short duration (e.g., 2 week time periods) for selected research studies.
These studies assume that concentrations at a single monitor, or average concentra-
tions over a few monitors, are representative of the complex spatial and temporal
patterns of air quality within a study area. However, there is increasing evidence
that the monitoring network is not capturing the sharp gradients in exposure due to
locally high concentrations (e.g., near major roadways, factories, ports). For many
of the HAPs, ambient monitoring data are often nonexistent or very sparse. In order
to reduce uncertainty that may be introduced via exposure misclassification and/or
prediction error, these epidemiologic studies (especially time-series studies) require
an accurate assessment of the complex temporal and spatial variations in ambient
concentrations. Improving characterization of air pollution exposures involves novel
approaches to estimating ambient concentrations, a better understanding of the
personal-ambient relationships, and personal exposure modeling.
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3.2 Air Quality Modeling Approach
for Estimating Exposures

U.S. EPA in collaboration with University of Michigan is developing and evaluating
several types or tiers of exposure metrics for traffic-related and regional pollutants
that differ in their modeling approaches for addressing the spatial and temporal
heterogeneity of pollutant concentrations [1]. We hypothesize that using more
refined exposure estimates will provide greater power to detect associations with
health outcomes, particularly for traffic-related pollutants that can vary considerably
over short distances and time scales. We use air quality modeling to estimate
exposures to traffic-generated pollutants in support of the Near-road Exposures to
Urban air pollutant Study (NEXUS) study assessing the impact of near-roadway
pollution on children’s exposures and resulting respiratory effects. Three traffic
exposure groups were identified in order to test for differences between the low
diesel (LD), high diesel (HD) and low traffic (LT) areas (Fig. 3.1). Children in the
LD and HD groups live within 150 m of a major roadway while those in the LT
group live greater than 300 m for a major roadway.

In this study, we use a combination of local-scale dispersion models, region-
scale models and observations to provide spatially-resolved pollutant concentra-
tions for the epidemiologic analysis. Temporally and spatially-resolved pollutant

Fig. 3.1 Modeling domain for the NEXUS study
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Fig. 3.2 Near road gradients of modeled concentrations for NOX (left panel) and PM2.5

(right panel)

concentrations, associated with local variations of emissions and meteorology,
were estimated using a combination of AERMOD [2] and RLINE [3] dispersion
models. RLINE is a research-level, line-source dispersion model being developed
by EPA’s Office of Research and Development as a part of the ongoing effort to
develop tools for a comprehensive evaluation of air quality impacts in the near-
road environment. This model is being used in conjunction with traffic activity
and primary mobile source emission estimates to model hourly exposure from
roadway emissions for study participants’ home and school locations. AERMOD is
used to estimate additional exposures from stationery sources. For the background
estimates, we used a space/time ordinary kriging (STOK) method that combines
air quality system (AQS) measurements and results from two CMAQ simulations:
(1) using all emissions in a broad region and (2) all anthropogenic emissions in
the Detroit study domain removed. The ratios of concentrations from two CMAQ
simulations along with AQS data from background sites in the region were used to
estimate the background concentrations. An example of modelled PM2.5 and NOx

concentrations as a function of distance from a roadway is shown in Fig. 3.2.
Figure 3.2 represents average hourly pollutant concentration gradients for one

major roadway in Detroit, MI. These panels show the homogeneity in the back-
ground pollutant levels. For this particular location, the stationary source pollutant
levels also seem homogeneous as a function of distance from the roadway sug-
gesting there is no large nearby source of these pollutants. Thus in this case, the
pollutant gradients are completely due to the dispersion of primary emissions from
traffic on this roadway. The interesting thing to note is that NOx concentrations
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from traffic remain above background levels even 300 m from the roadway, however
PM2.5 concentrations are slightly elevated above background levels from primary
traffic emissions within �50 m from the roadway then fall below background
levels. This behavior shows the mostly regional behavior of PM2.5, but source
specific behavior of NOx in the absence of a large nearby stationary source.
This reemphasizes the need to have highly resolved emissions and modeling to
adequately resolve concentration differences in the near-road environment that
impact personal exposures.

3.3 Model-Based Exposure Metrics for Use
in the Epidemiologic Study NEXUS

The modeling provided hourly pollutant concentrations for CO, NOx, PM2.5 and
its components (EC and OC) at each study participant location. From the hourly
concentration, exposure metrics were calculated for the following time periods:
daily: 24 h period; a.m. off-peak: 1–6; a.m. peak: 7–8; mid-day: 9–14; p.m. peak:
15–17; and p.m. off-peak: 18–24. These daily exposure metrics capturing spatial and
temporal variability across health study domain (Fall 2010–Spring 2012) were used
in the epidemiologic analyses. Preliminary results (not shown here) using simple
proximity-based exposure metrics in epidemiologic models with health outcomes
were mixed (i.e. expected effect but not statistically significant), so may not be
adequate for this study. However, advanced model-based exposure metrics may
help to discern the relationships between air quality and health outcomes. Table 3.1
below compares the Asthma Control Test (ACT) scores using two different exposure
metrics as inputs – primary PM2.5 from mobile sources and urban background
PM2.5. ACT scores have a maximum of 25 (good asthma control); scores below
19 suggest poor asthma control.

The results indicate that for primary traffic-related PM2.5, each 1 �g/m3 increase
in PM2.5 concentration is associated with a 0.5 decrease in ACT which obtained
statistical significance. Thus, 3–5 �g/m3 level of primary PM2.5 concentrations
typically observed near roads would lead to a 1.5–2.5 change in ACT score which
is very significant. The elevated PM2.5 levels near roadways are dependent on the
dispersion conditions, traffic volume, and fleet mix (diesel percentage). From the
results presented in Table 3.1, a positive association begins to emerge between
roadways with large traffic volumes (especially those with large diesel percentages)
and a decrease in ACT scores, suggesting worsening asthmatic symptoms.

Table 3.1 Asthma Control Test (ACT) scores using GEE models

Modeled exposure metric ACT score Standard error p value

Primary PM2.5 (from mobile sources) �0.51 0.26 0.05
Urban background PM2.5 0.22 0.22 0.30
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Questions and Answer

Questioner Name: Pius Lee

Q: As high diesel emission is tracked well by PM2.5. That seemed to be the primary
species triggering asthma attack. Also is one of your listing of possible species
of air pollutants contributing to ACT score: e.g. one slide showed PM2.5, EC,
NOx : : : Are these ranked in their contribution to ACT score?

A: We showed only preliminary results from the epidemiologic analysis using
exposure metrics for primary PM2.5 as an input. The analysis is still ongoing
and we expect to have the risk coefficients for other pollutants when the
epidemiologic study is completed so we would be able to compare relative risks
coefficients for diesel PM and other pollutants such as CO and NOx.
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Abstract The growing availability of spatially resolved health data sets (i.e.,
resident and county level patient records) requires spatially resolved exposure or
air quality metrics to investigate the impact of air pollution on health outcomes.
While daily air quality data are essential in time-series epidemiologic analysis,
the spatial distribution of the observations is limited. Air pollution modeling (i.e.,
chemical transport modeling (CTM)) addresses this by producing spatially resolved
air quality predictions using terrain, emissions and meteorology inputs. However,
predicted concentrations may be biased. This work incorporates unique data
fusion approaches to combine air quality observations from regulatory monitoring
networks (OBS) with the output from a CTM (CMAQ) to generate spatially and
temporally resolved gaseous and PM species concentrations. Species concentrations
alone cannot directly identify emission sources or characterize pollutant mixtures,
therefore source apportionment (SA) models are required to estimate source
impacts. The focus of this work is a comparison of SA results for three U.S.
regions with differing air pollution sources, St. Louis, Missouri; Atlanta, Georgia;
and Dallas-Fort Worth, Texas.
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4.1 Introduction

Air pollution concentrations measured from regulatory monitoring networks are
commonly used as air quality metrics in time-series epidemiologic analysis to
investigate air quality and human health associations. While these data provide
useful indicators for air pollution impacts in a region, the data are limited temporally,
spatially and chemically. The growing availability of spatially resolved health data
sets (i.e., resident and county level patient records) requires spatially resolved
exposure or air quality metrics to investigate the impact of air pollution on
health outcomes [3]. The species concentration data in combination with chemical
transport models (CTM) and source apportionment (SA) techniques can be used
to characterize sources and species impacting both individual locations and wider
areas. As part of the Southeastern Center for Air Pollution and Epidemiology
(SCAPE), a Mixtures Characterization (MC) Toolkit is being developed to effec-
tively analyze air pollution and air quality modeling data to better understand how
sources are combining to impact air quality for use in health assessments.

4.2 Methods

Statistical data analysis is done using the daily observations of species concentra-
tions to calculate a time-series of spatial air pollution metrics based on both area
and population weighted averages [6]. While daily air quality data are essential in
time-series epidemiological analysis, the spatial distribution of the observations is
limited. Air pollution modeling (i.e., chemical transport modeling (CTM)) addresses
this by producing spatially resolved air quality predictions. The CTM used is CMAQ
(U.S. EPA), which uses meteorology outputs from a numerical weather prediction
model and emissions modeling to generate a spatial and temporal allocation of the
source emissions. The CMAQ model incorporates emissions, meteorological and
chemical processes but the model output is not nudged or calibrated to observations
therefore predicted concentrations may be biased. Thus, a data fusion approach is
utilized to combine air quality observations from regulatory monitoring networks
(OBS) with the output from CMAQ to improve the spatially and temporally resolved
gaseous and PM species concentrations [13].

Species concentrations alone cannot directly be used to identify emission sources
or characterize pollutant mixtures [12, 14]. Hence, the fused OBS-CMAQ data is
incorporated into an Emissions Based Integrated Mobile Source Indicator (IMSIEB)
to obtain spatiotemporal mobile source impact estimates [9]. The method developed
by Pachon et al. [9] is for ambient monitor data, this work extends that method
and applies it to each grid cell in the OBS-CMAQ modeling domain. Where,
concentrations of EC, CO and NOx are used as tracers to estimate the impact of
mobile sources on PM2.5. The ratio of the mobile emissions to total emissions for
each species (i.e., EC, CO and NOx) is used with the species concentrations to
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weight the mobile source contributions in each grid. The estimated mobile source
impact is scaled using the relationship between the annual EC concentration and
annual mobile source impact estimated by receptor modeling.

Source impacts are also estimated using traditional receptor oriented SA meth-
ods, Chemical Mass Balance (CMB) and Positive Matrix Factorization (PMF), and
source oriented modeling from CMAQ [4, 7, 10, 15]. As part of the MC Toolkit,
two novel SA techniques are being developed to improve the characterization of
exposure estimates by source emissions. First, an ensemble method that generates
new source profiles for CMB based on an ensemble-trained approach utilizing
results from CMB, PMF and CMAQ [1, 2, 8]. The second is a hybrid source-
receptor model approach that adjusts the original CMAQ source impact estimates
based on scaling factors obtained using simulations and observations in a CMB-
fashion optimization [5, 11].

4.3 Results

Results from the methods described above are presented for three regions with
differing air pollution sources, St. Louis, Missouri; Atlanta, Georgia; and Dallas-
Fort Worth, Texas. There is a significant impact of point source emissions, e.g.,
chemicals manufacturing and metals processing, on the air pollution in St. Louis.
While in Atlanta large biogenic emissions interact with emissions from mobile
sources and power plants which lead to a large amount of secondary organic
aerosol formation. The primary sources impacting air pollution in Dallas-Fort Worth
are mobile sources. Spatially resolved species concentrations and source impact
estimates are shown for the state of Georgia because air quality modeling is utilized
to provide air quality metrics for a spatially resolved health study in Georgia.

Spatially resolved health studies require more information about the spatial
distribution of pollutant concentrations. The OBS-CMAQ method provides the
spatial distribution of air quality metrics by combining the monitor data and CMAQ
results. Figure 4.1, shows the 8-h ozone concentration from the monitors and the
original CMAQ results (left) and the fused OBS-CMAQ predictions are also shown
(right). The ratio of the observation and CMAQ results are spatially interpolated to
each grid cell in the domain using ordinary kriging which is then multiplied by the
original CMAQ field to adjust the concentrations predicted by CMAQ. The result
is an unbiased species concentration at a 4-km resolution for the state of Georgia.
While 8-h ozone is shown here this is being done for additional pollutant gases (CO,
NO2, NOx, SO2) and particulate matter species (PM10, PM2.5, SO4

2�, NO3
�, NH4

C,
EC, OC).

The OBS-CMAQ species concentrations can be used in combination with the
emissions inventory to calculate mobile source impacts in Georgia (Fig. 4.2). An
emissions model is used to generate spatially and temporally resolved emissions
estimates for each grid in the modeling domain. Then, the emissions information
and OBS-CMAQ species concentrations for EC, CO and NOx are used to generate
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Fig. 4.1 Improved spatial concentration estimates: Georgia 4-km resolution CMAQ simulated
8-h ozone 18 July 2010 (left) CMAQ and observations (right) Fused OBS-CMAQ, spatially
interpolated ratio of observation to CMAQ concentration using ordinary kriging (Note scale
difference on color axis)

Fig. 4.2 Spatial mobile
source impact estimates:
2010 annual average Georgia
4-km resolution using
CMAQ-OBS EC, CO and
NOx concentrations and
emissions inventory data

daily mobile source impacts at a 4-km resolution for Georgia. The 2010 annual
average mobile source impact is shown in Fig. 4.2. The major urban areas can be
seen in the figure with the highest mobile source impacts and the structure of the
major freeways north and south of Atlanta is also evident.

For time-series health studies, results from multiple SA receptor models are
ensemble averaged to generate updated source profiles that are used as inputs to
CMB. The ensemble method is an improvement over using a single SA model
because there are less zero impact days which is physically unrealistic and the
source profiles are more indicative of the sources impacting the location.

The difference in source profiles can be seen by comparing the ensemble based
source profiles (EBSP) and measurement based source profiles (MBSP) for multiple
receptor locations, shown in Fig. 4.3 for gasoline and diesel vehicles. The ensemble
method assumes that there is a seasonality in source impacts and therefore the data
is split into summer and winter seasons when generating the EBSPs.
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Fig. 4.3 Ensemble source apportionment: Comparison of measurement based (MBSP) and ensem-
ble based (EBSP) summer and winter source profiles used in CMB for Atlanta (ATL), St. Louis
(STL) and Dallas-Fort Worth (DFW)

Future work will incorporate the source impact estimates in each region into
epidemiologic studies to investigate the city-to-city variability in pollutant mixtures
and associations with health outcomes.
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Questions and Answer

Questioner Name: Clemens Mensink

Q: How far do we have to go in increasing the model resolution and improving
temporal aspects (e.g., on traffic emissions) in order to make sure that there is a
scientific sound and well understood association with health?

A: The air quality (AQ) data needed to support the epidemiologic analysis depends
on the health association being investigated, e.g. if location of residents is
being used spatially resolved AQ metrics are necessary and for daily emergency
department visits daily AQ metrics are required. The purpose of this work is
to provide surrogates of exposure for a spatially resolved health analysis (i.e.,
250 m) therefore improving the AQ model resolution to match the health study
resolution is desired.



Chapter 5
Advances in Linked Air Quality, Farm
Management and Biogeochemistry Models
to Address Bidirectional Ammonia Flux
in CMAQ

Ellen J. Cooter, Jesse O. Bash, Verel Benson, and Limei Ran

Abstract Recent increases in anthropogenic inputs of nitrogen to air, land and
water media pose a growing threat to human health and ecosystems. Modeling
of air-surface N flux is one area in need of improvement. Implementation of a
linked air quality and cropland management system is described, and a tool to
facilitate estimation of fertilizer input information required by the air quality model
is presented. Preliminary evaluation of the coupled system against observations
indicates improved wet deposition estimates.

5.1 Introduction

Recent increases in regional-to-global air, land and water nitrogen (N) inputs pose
a growing threat to human health and ecosystem. Policy actions that address this
threat demand improved characterization of all aspects of the N-cycle, including air
quality. Areas in which improvements are needed include: (1) modeling of N species
that exhibit bi-directional surface exchange (e.g., ammonia (NH3)), (2) integration
of agricultural practices and meteorologically-driven emissions to reduce NH3 and
inorganic fine particulate (PM2.5) concentration and deposition uncertainty, and
(3) modeling systems that support joint air, land and water environmental options
to protect human health and ecosystems. This chapter describes the implementation
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of linked bi-directional air quality and cropland agricultural management models to
improve estimates of NH3 soil flux, total reduced N deposition and ambient PM2.5

concentrations.

5.2 Methodology

The first step towards these improvements is to implement a bi-directional flux
approach into the Community Multi-scale Air Quality (CMAQ) model [2].
Figure 5.1 illustrates this implementation. The primary changes to the standard
CMAQ approach include the separate treatment of agricultural cropland from
other sources of NH3, input of the rate and depth of fertilizer applications as a
driver of cropland emissions, and dynamic tracking of the soil ammonium (NH4

C)
pool. Details of the bidirectional flux model in CMAQ (BIDI) is provided in Bash
et al. [1]. In BIDI, the emissions inventory for cropland NH3 emissions is replaced
by a compensation point approach described in Nemitz et al. [5] to allow for bi-
directional exchange. The compensation point is a function of temperature and
emission potential (�). Sensitivity analyses suggest that soil emission potential (� s)
can be a significant contributor to flux uncertainty [4] and so its credible estimation
is important.

The U.S. Department of Agriculture Environmental Policy Impact Climate
(EPIC) model is used to calculate soil nitrogen biogeochemistry leading to � s

(http://www.epicapex.brc.tamus.edu). The initial implementation for CMAQ is

Fig. 5.1 Implementation in bi-directional CMAQ (After Cooter et al. [3])

http://www.epicapex.brc.tamus.edu
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Fig. 5.2 The FEST-C interface supports generation of model-ready daily fertilizer rate and depth
for multiple gridded U.S. domains and resolutions (Top, GEOschem 2.5ı CONUS; Lower left,
CMAQ 12 km CONUS; Lower right, CMAQ 4 km CalNex)

described in Cooter et al. [3]. The system now also includes year-specific gridded
modeled hourly meteorology and daily deposition. A user interface, the Fertilizer
Emissions Scenario Tool for CMAQ (FEST-C) has been developed to produce
EPIC-based, BIDI-ready input files containing initial soil pH and soil NH4

C in
the upper 1 cm and underlying soil layers. This is followed by daily simulated
fertilizer application rate in each layer. BIDI then uses this information to track
the ammonium-N in each layer and to compute � s, and to determine whether NH3

is emitted or deposited. FEST-C produces this information on any projected or
latitude/longitude grid, for any U.S. domain and grid resolution for which gridded
meteorology is available (Fig. 5.2).

5.3 Results and Discussion

Evaluation of BIDI system results shows improved CMAQ estimates of annual
NHx wet deposition. The bias is reduced from �20 to �4 %. Estimates of ambient
nitrate aerosol and inorganic PM2.5 concentrations improve during the spring and
fall seasons [1].
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Applications that make use of this linked system include: simulating the air
quality response to increased corn production in support of the U.S. Renewable
Fuels Standard (RFS); improving our understanding of the seasonal and regional
signature of nitrous oxide emissions from intensive agricultural areas; linkage of
this system to water quality models to explore the impact of alternative management
practices on nutrient loading to estuaries, especially the hypoxic zone in the U.S.
Gulf of Mexico; and the exploration of the response of various ecosystem services
to future alternative climate and land use futures.

A linked air quality and farm management system has been implemented to
reduce uncertainty in our estimates of NH3 flux from agricultural soils. Support
tools have been developed to facilitate use of this linked system by the air quality
modeling community. Preliminary evaluations indicate that the system does indeed
improve our estimates of regional wet deposition and inorganic PM2.5. This flexible
system is being used to address a number of questions related to joint air, land and
water issues in order to better protect human health and to sustain ecosystems.

Acknowledgments and Disclaimer Although this work has been reviewed and approved for
publication by the U.S. Environmental Protection Agency, it does not reflect the views and policies
of the agency. FEST-C tool developed was performed by the UNC Institute for the Environment
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Questions and Answers

Questioner Name: Clemens Mensink

Q: In the bi-directional ammonia flux model, what are the most sensitive input
parameters?
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A: Dennis et al. [4] address the sensitivity of bi-directional flux estimates in detail.
The authors conclude that at the continental scale, NH3 emissions change by
40 % with a 50 % change in � s and by 30 % with a 50 % change in fertilizer
application rate. Continental deposition changes are much smaller because of
the dominance of livestock emissions.

Questioner Name: Pius Lee

Q: Since bi-directional flux of NH3 is very sensitive to soil moisture (e.g. WRF
soil moisture nudging), one of the studies in CalNex domain attempted 12
and 4 km CMAQ measurements coupled with EPIC. How is the soil moisture
(precipitation) accuracy handled across those two horizontal scales?

A: Each example case employs, WRF results simulated at the desired air quality
model scale, so two different WRF simulations are used. EPIC is run at the
native scale of the WRF data, e.g., either 12 km or 4 km. No additional
downscaling is performed. EPIC has its own dynamic soil temperature and
soil moisture process models that are driven on a daily time scale by the same
WRF information that drives CMAQ. In CMAQ, soil layer 2 (the entire soil
profile less the topmost 1 cm) temperature and soil moisture are nudged. The
soil nitrifiction process (a function of soil moisture and soil temperature) have
been added to CMAQ so that the hourly NH4

C transformation and volatilization
processes within CMAQ are driven by consistent meteorology, soil moisture and
soil temperature. There are potential differences between CMAQ and EPIC soil
moisture and soil temperature estimates that could impact estimates of daily
fertilizer demand. A formal evaluation has yet to be completed, but differences
appear to be small enough that we do not anticipate this to be a significant source
of additional uncertainty.



Chapter 6
A Temporal NOx Emissions Trading System:
Case Study of US Power Plants

S. Morteza Mesbah, Amir Hakami, and Stephan Schott

Abstract Despite the significant NOx reduction in the past decade, ozone
concentrations in the eastern US are in violation of the National Ambient Air
Quality Standard (NAAQS). This is because the location- and time-specific effects
of NOx emissions on ozone formation have not been taken into consideration under
cap-and-trade programs where polluters trade their emission quotas on a one-to-one
basis. To account for such effects, a cap-and-trade program can be reformed by
inclusion of exchange rates set by the regulator on an hourly basis. We examine the
performance of such a reformed cap-and-trade program using a case study of US
power plants. Our results indicate that shifting emissions from high-damage hours
to low-damage hours can significantly improve the performance of the system.

6.1 Introduction

Surface ozone can harm humans’ respiratory system and has been indirectly
controlled through NOx emissions reduction by cap-and-trade programs in the US.
Under these programs, emissions quotas are defined as the right to emit 1 ton of
NOx in the ozone season (May to September) which can be exchanged between
polluters on a one-to-one basis. In a reformed cap-and-trade system with exchange
rates, polluters exchange their quotas based on rates set by the regulator. These
exchange rates represent how many units of emissions a polluter can increase its
emissions by when it buys one quota from another polluter. In this paper, exchange
rates are defined as the ratios of polluters’ marginal contribution to damage on
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human health, known as marginal damage (MD), and are calculated on an hourly
basis. We utilize a backward (adjoint) sensitivity analysis to calculate exchange
rates, and use an optimization framework to predict emissions behavior under
the reformed cap-and-trade system. We examine the performance of a temporal
exchange rate cap-and-trade system via a case study of 218 coal-fired electric-utility
units participating in the US cap-and-trade program in 2007.

6.2 Methodology

Under a cap-and-trade system, the number of quotas sold by emitter i to emitter j
(Tij), and the post-trade emissions (ei) can be estimated by solving an optimization
problem that minimizes the summation of abatement costs of n emitters [2]:

Minimize W
Xn

iD1
ci

�
e0

i � ei

�
(6.1a)

Subject to W ei � e0
i �

X
8i¤j

TijC
X

8i¤j
Tji i&j D 1; 2; :: n (6.1b)

ei 2 �0; emax
i

� I Tij; Tji � 0 (6.1c)

where ci is the abatement cost of emitter i which is a function of its initial allocated
quotas (e0

i ), and emax
i is the maximum emissions can be generated by emitter i. To

estimate the emissions behavior under a cap-and-trade system with exchange rate,
Eqs. (6.1a, 6.1b, and 6.1c) can be used after (6.1b) is revised as follows:

MDi

�
ei �

X
i¤j

TijC
X

i¤j
˛jiTji � e0

i

�
� Di i&j D 1; 2; :: n (6.2)

where MDi is the marginal damage to human health caused by emitter i; Di is a
damage-based quota allocated to emitter i; ˛ij is the exchange rate between emitters
i and j which is defined as the ratios of their marginal damages (i.e., ˛ij D MDi/MDj).
For an hourly-based exchange rate cap-and-trade system, the variable ei, which
represents the ozone season emissions, is replaced with 24 hourly-based emissions
(i.e., ei DP

24
t D 1eit) in Eqs. (6.1a and 6.1c). Furthermore, Eq. (6.2) is revised as

follows:

MDit

�
eit �

X
i¤j

TijtC
X

i¤j
˛jitTjit � e0

it

�
� Dit i&j D 1; ::; n; t D 1; ::; 24

(6.3)

Equation (6.3) is similar to Eq. (6.2), but has an extra index (t) which splits
parameters to hourly sub-parameters. Details on estimation of source-specific
marginal damages and abatement costs can be found elsewhere [3]. Air quality is
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simulated the using Community Multiscale Air Quality Modeling System (CMAQ)
version 4.5.1. The adjoint of the gas-phase CMAQ [1] is used to estimate source-
specific marginal damages in a continental US domain with 34 vertical layers, and
a 36 km grid size. CMAQ and its adjoint are run for the first week of July 2007. For
cost minimization, KNITRO version 8.0 is used.

6.3 Results and Discussion

The performance of two cap-and-trade systems (with temporal (CaT-TMP) or non-
temporal (CaT-EX) exchange rates) are compared to the current cap-and-trade
system (CaT) with no exchange rate. To estimate emitters’ post-trade emissions
under each system, Eqs. (6.1a and 6.1c) are used with the corresponding constraints
for each system (i.e., (6.1b) for the CaT, (6.2) for the CaT-EX, and (6.3) for CaT-
TMP). Exchange rates are defined as the ratio of hourly MDs (Fig. 6.1b–f) under the
CaT-TMP system to the average hourly MDs under the CaT-EX system (Fig. 6.1a).
Hourly MDs indicate the damage to human health caused by 1 ton of emission from
a particular emitter at a specific hour.

Fig. 6.1 Exchange rates for the CaT-EX system (a), and for the CaT-TMP system (b–f) at different
hours. The times are in GMT (the majority of the units are located in �5 GMT time zone). Negative
hourly sensitivities are set to zero. Temporal exchange rates are the ratios of hourly MDs to the
average marginal damage during the 24 h. Maximum exchange rates occur in time 17 GMT (not
shown in Fig. 6.1) which corresponds to local time 12
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Fig. 6.2 The average of daily 8 h ozone for 1 week modeling under the CaT system (small panel
at the bottom-left), and the difference in average daily 8 h ozone between CaT and CaT-EX (left),
or CaT-TMP (right) systems. Negative values indicate a decrease in health damage

Table 6.1 Costs and benefits
of exchange rate systems
compared to the CaT system
($ million)

CaT-EX CaT-TMP

Increase in abatement cost 0:8 0:9

Decrease in seasonal health damage 64 174

Average 8 h ozone under the CaT system indicates a critical air quality condition
in the eastern US (Fig. 6.2). Although switching from the CaT system to exchange
rate systems results in an overall decrease in health damage (Table 6.1), an increase
in local damage is observed in some locations (Fig. 6.2). However, this increase
in local damage is negligible under the CaT-TMP system as compared to the CaT-
EX system. Figure 6.2 also shows that regions where health benefits occur under
the CaT-TMP system are also regions with high ozone concentration in the base
case (CaT system). The summation of decreases in health damage in all locations
under both CaT-TMP and CaT-EX as compared to CaT as well as the increase in
abatement costs are listed in Table 6.1.

The net benefit (benefit minus cost) under the CaT-TMP system is about double
that of under the CaT-EX system (Table 6.1). This is considered a significant benefit
which is only achieved by redistributing the system-wide emissions in different
locations and hours based on the ratio of MDs. Furthermore, the temporal exchange
rates (Fig. 6.1) suggest that emissions reduction at hours with relatively higher
exchange rates (10:00–15:00 local times) are more effective.

Note that under the proposed exchange rate systems, it is assumed that emissions
can be transmitted from 1 h to another with no limitations. However, emission
quantities from power plants depend on the electricity generation and shifting
emissions between hours is affected by the electricity demand. Future research
can investigate the effect of such limitations on hourly emissions transmission and
the potential benefit of exchange rate systems. Furthermore, further research is
required to investigate regulatory requirements for implementation of exchange rate
systems.
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Questions and Answers

Questioner Name: Douw Steyn

Q: If this scheme were implemented, how might industries “game” their emissions
trading to gain economic advantage?

A: Under this scheme, the value of an emission quota for a high-damage industry
is higher than that of a low-damage industry. Therefore, this scheme encourages
the high-damage industries to lower their emissions and benefit by selling their
unused high-value quotas in the market. In such a system, a polluter would
benefit from being designated as a high-damage emitter, as its emissions become
a higher-value commodity in the trading market. On the other hand, if the
damage information presented here were used in a tax-based framework, the
emitter would prefer a low-damage designation. So speculating on how the
industry may react to this scheme would depend on the economic instrument
of choice that would take into account the damage.

Questioner Name: Tianfeng Chai

Q: If the adjoint sensitivity is calculated based on model-ready emissions, isn’t the
spatial resolution of 36 km too coarse for the power plant emissions?

A: This is a valid point, and in some of the grid cells, there were multiple power
plants. The 36 km resolution was chosen to reduce the high computational
costs of adjoint modelling over a large-scale domain. The finer resolution can
definitely help better distinguish between the plants.



Chapter 7
Source Attribution of Attainment
and Exposure-Based Ozone Metrics
in North America

Amanda Pappin and Amir Hakami

Abstract We use adjoint sensitivity analysis to examine the responses of a
regulatory ozone attainment metric and adverse ozone health effects to location-
specific reductions in anthropogenic NOx emissions. We find spatially heteroge-
neous responses among both attainment- and exposure-based metrics. Emission
reductions in the western U.S. exert the most influence on attainment probability-
weighted extreme concentrations (PWCs), while emission reductions in proximity
to population centres in the eastern U.S. are most beneficial for reducing short-term
ozone-related mortality.

7.1 Introduction

Ambient ozone standards in the U.S. currently specify that the fourth-highest daily
maximum 8-h average (DM8A) ozone concentration measured in a year (and
averaged over 3 years) must be below 0.075 ppm [3]. In air quality modelling
studies, regulatory metrics have traditionally been modelled deterministically, where
individual days of extreme concentrations define whether or not attainment is
achieved. An alternative, probabilistic approach might consider the importance
of modelled concentration-days to attainment demonstration using the probability
distribution of ozone concentrations and the likelihood of any given day being
among the four highest concentrations.

Human health metrics quantifying the adverse effects associated with ozone
exposure can be used in tandem with regulatory attainment-based metrics in air
quality management strategies. In comparison to attainment-based metrics that treat
all locations equally so long as they are in nonattainment by the same degree,
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human health metrics consider the size of populations in proximity to ozone
concentrations in locations that violate standards. Furthermore, severe effects such
as mortality have been shown to occur at concentrations far below current ozone
standards [3]. Human health metrics thus provide a means of estimating the burden
of ozone pollution on society regardless if locations are above or below ozone
standards.

Prediction of the response of ozone metrics under various emission reduction
programs requires estimating derivatives or sensitivities. Adjoint sensitivity analysis
is a tool that can be used to quantify source-by-source influences on collective air
quality metrics (e.g., ozone averaged over the U.S. or Canada). In this work, we
estimate sensitivities or influences of location-specific reductions in anthropogenic
NOx emissions on a national, probabilistic attainment-based ozone metric and short-
term ozone mortality.

7.2 Methodology

Adjoint simulations require formulation of an adjoint cost function; a concentration-
based metric defined over one or many receptors whose sensitivity is of interest
in modelling. In this work, we define two adjoint cost functions for two sets of
simulations. Our attainment-based metric, J1, is a probability-weighted extreme
concentration (PWC) summed or integrated over all locations in Canada and the
U.S. whose local PWC exceeds 65 ppb, as formulated below,

J1 D
X

.x;y/

0

@ 1
Xn

iD1
pi.x;y/

Xn

iD1
ci.x;y/pi.x;y/

1

A

where ci(x,y) is the DM8A ozone concentration for day i and location (x, y), pi(x,y)

is the probability that ci(x,y) is among the four highest simulated concentration-
days of the ozone season (May–September) for location i and is generated using
binomial sampling of the ozone distribution with a successful event occurring when
a randomly sampled concentration exceeds ci(x,y) for that concentration-day, and n
is the number of days in the ozone season. Ozone distributions used in estimation
of pi(x,y) are location-specific probability distributions (assumed to be normal) for
DM8A concentrations from a forward simulation using the Community Multiscale
Air Quality model (CMAQ). Because attainment demonstration requires annual sets
of measurements, we assume our sample ozone distributions for the ozone season
of 2007 are representative of the full-year set of simulated concentrations.

For our exposure-based metric, J2, we estimate premature mortality related to
short-term ozone exposure in Canada and the U.S., as formulated below,

J2 D
X

.x;y/
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where ci(x,y) is as defined above, M0i.x;y/
is the non-accidental mortality rate and

P(x,y) is the population (all ages) for location (x, y), and ˇ is the concentration-
response factor of 4.27 � 10�4 ppb�1 for DM8A ozone [1]. For Canada, mortality
rates and populations are based on 2007 from the Air Quality Benefits Assessment
Tool (AQBAT), and data for the U.S. is from the Centers for Disease Control and
Prevention (CDC).

We use the adjoint of CMAQ (version 4.5.1) to link attainment- and exposure-
based ozone metrics to sources of anthropogenic NOx emissions within Canada
and the U.S. Our simulations are conducted using a North American domain
with a horizontal grid resolution of 36 km and 34 vertical layers. Our simulation
episode is from July 1–15, 2007 using CMAQ-adjoint for gas-phase processes only.
Meteorological inputs are produced from the Weather Research and Forecasting
model (WRF), while emission inputs are projected to 2007 from the 2006 National
Pollutant Release Inventory (NPRI) and the 2005 National Emissions Inventory
(NEI) in Canada and the U.S., respectively.

7.3 Results and Discussion

Our adjoint sensitivities show the influence of NOx emissions reductions on (1) the
national average PWC exceeding 65 ppb (Fig. 7.1a), and (2) nation-wide mortality
from short-term ozone exposure (Fig. 7.1b). We scale our adjoint sensitivities to
amount to the influence of a 10 % reduction in anthropogenic NOx emissions from
any grid cell in the domain. A sensitivity of 0.1 in Fig. 7.1a or b indicates that a
10 % reduction in anthropogenic NOx from that grid cell reduces PWCs or short-
term mortality within Canada and the U.S. by a cumulative 0.1 ppb or 0.1 deaths
over the 15-day simulation episode. Our sensitivity maps thus show influences
on a collective, national metric on a source-by-source basis but do not provide
information as to where PWC or mortality effects occur within the boundaries of
our adjoint cost functions.

Responses of ozone attainment- and exposure-based metrics vary substantially
in magnitude from one source location to another (Fig. 7.1). Under the simulation
period used in this study, mortality is most influenced by emission reductions in the
eastern U.S., while PWCs are generally small or show negative sensitivities (with
10 % NOx emission reductions effectively increasing PWCs). The single largest
influence on the attainment-based metric originates from emission reductions in the
north-west of New Mexico state, where a 10 % reduction from a single grid cell
reduces PWCs nationally by a cumulative 15.9 ppb. Within the Ohio River Valley,
influences reach up to 6.8 ppb from a single grid cell, while in coastal California
influences are as large as 6.1 ppb (2.9 ppb for Los Angeles). Although negative
sensitivities are visible around the Great Lakes region and the southern U.S., they
are generally small in magnitude, contributing up to a 0.9 ppb increase in PWCs
within Canada and the U.S.

For nation-wide ozone mortality, source locations exerting the most influence
are Memphis and Atlanta, where 10 % reductions in NOx emissions from each
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Fig. 7.1 Influences of a 10 % anthropogenic NOx emission reduction in any grid cell on
(a) national PWCs > 65 ppb, and (b) nation-wide short-term ozone mortality. Influences are
integrated over July 1–15, 2007 and thus represent the reduction in either metric over the 15-day
simulation period

grid cell reduce premature mortality nationwide by 0.43 and 0.3 deaths over the
15-day period simulated. When extrapolated to the full ozone season of 2007, these
influences amount to 4.6 and 3.2 deaths, respectively. Negative sensitivities coincide
with major urban areas and are sizable (such as Los Angeles, whose sensitivity is
�0.59, or a seasonal influence of �6.3 deaths).
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Interpretation of negative sensitivities for the attainment-based ozone metric
modeled in this study requires consideration of the duration of the simulation
episode. Over longer simulation periods, responses are likely to become more
widespread and positive because days of extreme ozone concentrations captured
in the adjoint cost function will fall within the timespan modelled. On the other
hand, negative sensitivities for ozone mortality have been found in previous work
and require consideration of long-term air quality management strategies that will
change sensitivities to become more positive with increasingly stringent regional
and local emission reductions [2].
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Questions and Answers

Questioner Name: Rohit Mathur

Q: You showed locations where there was an attainment benefit but not an exposure
benefit – is that driven by population density?

A: Rather than distinguish between locations by the size of populations,
attainment-based metrics treat all locations with the same degree of nonattain-
ment as equal. By contrast, exposure-based metrics are more heavily influenced
by ozone concentrations in the vicinity of large population centres. Source
locations that show significant attainment-based sensitivities – but not exposure-
based sensitivities – have widespread influence on ozone concentrations that do
not generally coincide with locations of large populations.

Questioner Name: Paul Makar

Q: The model results are for gaseous metrics only while multi-pollutant metrics
may give different policy advice. What are your plans for looking at multi-
pollutant health metrics?

A: Once the adjoint of CMAQ for particle-phase species becomes available, we
will quantify exposure-based sensitivities that consider both gaseous species and
aerosols. In particular, multi-pollutant exposure-based sensitivities in regions
such as Los Angeles would shed light on the true benefits of NOx reduction that
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may be masked by our exclusion of aerosol health effects. Our exposure results
look exclusively at mortality form short-term ozone exposure; however, a more
inclusive approach would be to consider the morbidity or long-term effects of
exposure to air pollution.



Chapter 8
CASTNET Methodology for Modeling Dry
and Total Deposition

Christopher M. Rogers, Thomas F. Lavery, Marcus O. Stewart,
William R. Barnard, and H. Kemp Howell

Abstract Gaseous and particulate pollutants are deposited to the environment
through dry, wet, and occult atmospheric processes. The US Environmental
Protection Agency (USEPA), in conjunction with the National Park Service (NPS),
the Bureau of Land Management (BLM), and other partners, has established the
Clean Air Status and Trends Network (CASTNET) to provide estimates of the dry
deposition component of total deposition of sulfur and inorganic nitrogen across
the United States. CASTNET began operation in 1991 and currently features 90
active sites with many partners including multiple federal agencies, tribal, state, and
local entities, and educational institutions. Most CASTNET locations are rural and
intended as long term monitoring sites. Previously, CASTNET used an inferential
method to estimate dry deposition by combining measured pollutant concentrations
and modeled deposition velocities. Until recently, deposition velocities were
modeled using the NOAA/USEPA Multi-layer Model (MLM), which incorporated
meteorological measurements and information on the vegetative cover within 1 km
of each site. These values were combined with wet deposition values provided
by the National Atmospheric Deposition Program’s National Trends Network
(NADP/NTN) to obtain total deposition. Recent changes to the methodology have
improved data completeness.
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8.1 Introduction

In 2011, CASTNET adopted a data substitution method developed by Bowker
et al. [1] to allow for the estimation of deposition velocities in the absence of
meteorological inputs whether due to invalid data or lack of monitoring. This results
in nearly 100 % data completeness for dry deposition estimates at CASTNET sites.
Also, the Parameter-elevation Regressions on Independent Slopes Model (PRISM)
precipitation data set was utilized to improve the resolution of wet deposition
estimates, particularly in high elevation areas. Using this method, CASTNET and
NADP data show that total deposition of sulfur and nitrogen have decreased by
approximately 47 % and 26 %, respectively, over the past 15 years.

The current methodology is part of a transition from the inferential method
to a hybrid model that will incorporate deposition velocities produced using
the Community Multiscale Air Quality (CMAQ) model with concentrations col-
lected by CASTNET. The resulting dry deposition data set will have dramatically
improved spatial resolution and will permit increased use of CASTNET data for
applications such as analyzing critical loads throughout the United States.

8.2 Estimating Dry Deposition

Dry deposition processes are modeled as resistances to deposition. CASTNET’s
original network design was based on the assumption that dry deposition or flux
could be estimated as the linear product of measured pollutant concentration (C) and
modeled deposition velocity (Vd). Vd is influenced by meteorological conditions,
vegetation, and atmospheric and plant chemistry. The deposition velocity values
for each site are calculated for each hour of each year using the MLM [3, 4]. The
data used as inputs include meteorological measurements with an estimation of the
vegetative species and associated characteristics including leaf-out timing and leaf
area index (LAI).

In 2010, EPA discontinued meteorological measurements at all but four of
the EPA-sponsored CASTNET sites. NPS- and BLM-sponsored sites continue to
measure these parameters. The loss of this source of inputs for the MLM plus the
need to improve Vd data completeness resulted in the development of a method
by EPA [1] to substitute historical average hourly Vd values for missing MLM
simulations. The substitution method was applied to the historical CASTNET
database and used for dry deposition estimates beginning in 2012.

Historically, modeled Vd values have been about 70 % complete for a given year.
Bowker evaluated the new approach, which captures the site-specific diurnal and
seasonal patterns in modeled Vd values, by calculating the differences created by
replacing missing Vd values with the substituted data and calculating the percent
error (%E) and percent difference (%D) between the original data and substituted
data for 5,000 pairs of annual Vd values.
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Both measures of bias were found to be site dependent. The %E increased
generally with the percentage of missing data for the 11 sites selected for evaluation.
The %D showed both positive and negative average percent differences across the
range of percent missing data. For a particular year at any given site, the annual
mean Vd resulting from substitution was either higher or lower than the true mean
and, consequently, showed little bias. The results indicated that the average percent
difference was relatively small (less than ˙5 %).

8.3 Using PRISM to Estimate Wet Deposition
for CASTNET Sites

NADP/NTN operates wet deposition samplers to measure concentrations of pollu-
tants in precipitation and to calculate the deposition rate of air pollutants removed
by precipitation. NADP/NTN operates more than 250 monitoring sites across the
United States. Historically, wet deposition values were obtained from a grid of
concentration and precipitation estimates derived from available NADP/NTN sites
by using an inverse distance weighting (IDW) algorithm. Despite the equivalent
precipitation and wet deposition values at NADP/NTN sites, this IDW approach
produces interpolation errors, especially in regions with variable terrain and low
geographic site density.

In 2011, the Parameter-elevation Relationships on Independent Slopes Model
(PRISM) model [2] was selected by CASTNET and NADP as a source of precipita-
tion data because it provides more accurate estimates of annual precipitation values
in areas with complex terrain. The model was developed by the PRISM Climate
Group at Oregon State University (OSU). PRISM uses point precipitation mea-
surements, a digital elevation model (DEM), and other geographic data to estimate
annual, monthly, and event-based precipitation data on a 4 km grid resolution.

Unlike statistical models such as IDW or kriging, PRISM is not a system
of equations but a coordinated set of rules, decisions, and calculations designed
to emulate the decision-making process a climatologist uses when creating a
map of climatic data. The PRISM gridded data are adjusted to the precipitation
measurements collected by NADP. Concentration in precipitation maps are then
produced for the PRISM grid. The concentration values are multiplied by the
precipitation rates to obtain gridded wet deposition fluxes. Gridded wet deposition
fluxes are then interpolated to CASTNET monitoring locations [6].

The PRISM results indicate a significant improvement over the IDW estimates.
Figure 8.1 presents scatter plots that show NADP/NTN measured precipitation rates
compared to estimated IDW values and measured NADP/NTN rates compared to
estimated PRISM values in the right diagram. In Fig. 8.1, the MARPD calculated
using a bootstrapping method for PRISM and NADP/NTN precipitation data is
2.5 % versus an MARPD of 39 % between IDW-derived grid and NADP/NTN
precipitation values.



52 C.M. Rogers et al.

Fig. 8.1 Comparison of NADP precipitation measurements with IDW estimates and PRISM
estimates for 1999–2009 (Source: EPA Clean Air Markets Division)

Fig. 8.2 Total inorganic nitrogen deposition (kg/ha/year) for 2011

8.4 Estimates of Total Deposition

The MLM/Bowker approach was used to estimate dry deposition fluxes for
2011 for all CASTNET sites. These were combined with PRISM-adjusted wet
deposition rates from NADP. Figure 8.2 presents a map of N deposition using
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this method. The estimates updated using the Bowker approach and incorporating
PRISM-adjusted NADP data indicate that total deposition of sulfur and nitrogen
has declined by approximately 47 % and 26 %, respectively, over the past 15 years.

8.5 Summary

CASTNET and NADP/NTN data are used to produce estimates of total sulfur and
inorganic nitrogen deposition. In 2011, both CASTNET and NADP began using
revised procedures that produced improved total deposition estimates. As a next step
for estimating dry deposition, CASTNET will transition from the inferential method
to a hybrid model that will incorporate deposition velocities and concentration
surfaces produced using the Community Multiscale Air Quality (CMAQ) model
with concentrations measured by CASTNET [5]. The new method will include
modeled species that are not measured at CASTNET sites. The resulting deposition
data set will realize improved spatial resolution and will permit increased use of
CASTNET data for applications such as analyzing critical loads.
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Chapter 9
ACCEPTED: An Assessment of Changing
Conditions, Environmental Policies,
Time-Activities, Exposure and Disease

Andy Delcloo, Camilla Andersson, Bertil Forsberg, Tim Nawrot,
and Myrto Valari

Abstract Changes in urban design and traffic policy, demography, climate and
associated adaptation, mitigation measures and environmental policies are likely to
modify both outdoor and indoor air quality and therefore public health. The project
aims to improve our understanding of future exposure situations and their impact on
health, from an interdisciplinary approach. This will be achieved by using various
state-of-the-art atmospheric models, measurements, epidemiological studies and
reviews. To assess population full exposure, an integrated view accounting both for
indoor and outdoor air pollution as well as for population time activity data will be
developed. New dose-response functions will be estimated between health outcome,
air pollution and temperature in order to better estimate the effects on the foetus and
young children. Ultimately, scenarios of future urban climate and air quality will be
simulated, combining future exposure scenarios, population scenarios and exposure-
response functions to describe the effects of different trends and relevant policies on

A. Delcloo (�)
Royal Meteorological Institute of Belgium, Brussels, Belgium
e-mail: Andy.Delcloo@meteo.be

C. Andersson
Swedish Meteorological and Hydrological Institute, Norrköping, Sweden
e-mail: Camilla.Andersson@smhi.se

B. Forsberg
Division of Occupational and Environmental Health, Department of Public Health
and Clinical Studies, Umeå University, SE-90187 Umeå, Sweden
e-mail: Bertil.Forsberg@envmed.umu.se

T. Nawrot
Centre for Environmental Research, Hasselt University, Hasselt, Belgium
e-mail: Tim.Nawrot@uhasselt.be

M. Valari
Laboratoire de Meteorologie Dynamique, IPSL Ecole Polytechnique,
91128 Palaiseau Cedex, France
e-mail: Myrto.Valari@lmd.polytechnique.fr

D. Steyn and R. Mathur (eds.), Air Pollution Modeling and its Application XXIII,
Springer Proceedings in Complexity, DOI 10.1007/978-3-319-04379-1__9,
© Springer International Publishing Switzerland 2014

55

mailto:Andy.Delcloo@meteo.be
mailto:Camilla.Andersson@smhi.se
mailto:Bertil.Forsberg@envmed.umu.se
mailto:Tim.Nawrot@uhasselt.be
mailto:Myrto.Valari@lmd.polytechnique.fr


56 A. Delcloo et al.

relative risk and burden of illness attributed to urban pollutants and their interactions
with extreme temperatures. Also the mitigation strategies that can be used to reduce
urbanization and climate change effects on the local urban meteorology and air
quality will be assessed. With applications in several large European cities, the
project will study the impact of several alternative adaptation scenarios on urban
air quality and human health to a mid-century horizon (2030–2060) accounting for
the effects of a changing urban climate. Scenario-based health impact assessments
will combine exposure information from climate models, emission scenarios,
policy evaluation studies and concentration calculations with exposure-response
functions from epidemiological studies of vulnerable groups within the project and
previously published functions for mortality and hospital admissions. The effects
of socioeconomic and demographic trends will be discussed, the predicted health
impacts and benefits associated with different interventions and policies and other
urban changes will be described.

9.1 Introduction

Changes in urban design, traffic policy, demography, climate, associated adaptation,
mitigation measures, the energy choices made in front of resource shortage and
environmental policies are likely to modify both outdoor and indoor air quality and
therefore public health. The proposed project aims to improve our under-standing
of future exposure situations and their impact on health, from an interdisciplinary
approach. This will be achieved by using various state-of-the-art models and
measurements, in particular as concerns indoor air quality. To assess population
full exposure we will develop for the first time an integrated view accounting both
for indoor and outdoor air pollution and their relations. Ultimately we will simulate
scenarios of future urban climate and air quality, combine future exposure scenarios,
population scenarios and exposure-response relationships to describe the effects of
different trends and policies on relative risk and burden of illness attributed to urban
pollutants and temperature. This will use a modeling suite from global climate,
atmospheric composition, to urban scale climate weather and air quality. This will
benefit from the recent climate simulations carried out in CMIP5 and CORDEX
international projects and from simulations from the on-going project IMPACT2C.
We will also perform epidemiological studies in three countries in order to better
estimate the effects on the foetus and young children, and will use the results
together with air quality scenario simulations to predict health impacts in scenarios.
Besides coordination and knowledge transfer we plan four WPs.

9.2 WP1 Urban Scale Air-Quality and Climate

A major outcome of this WP will be to develop a modeling capacity for predictions
of urban air quality resulting from a variety of planning and mitigation strategies,
changes in residential density and taking into account climate change. This project
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will in particular address the issue of the mitigation strategies that can be used to
reduce urbanization and climate change effects on the local urban meteorology and
air quality. The accurate determination of the impact of such scenarios is hindered,
at the large scale end by the change in global climate and at the small scale end by
the difficulty in modeling details of surface and emissions. The main objective of
the project is to bridge processes across these scales using a suite of state-of-the-
art atmospheric models. As an application we will focus on several European cities
including Paris, Stockholm, Brussels and Augsburg to study the impact of several
alternative adaptation scenarios on urban air-quality and human health for the period
1990–1999 and 2046–2055, accounting for the effects of changing urban climate.
Some of the climate models (WRF, ALADIN) will use urban parameterizations
involved in the urban heat island (TEB) to account for the impact of urbanization on
large-scale air quality and meteorology. These include the turbulent fluxes into the
boundary layer from areas covered by roads, buildings (including urban vegetation
green roofs) and other artificial material.

State-of-the-art chemistry transport models (MATCH and CHIMERE) will be
used to assess concentrations at urban scale and their change in the above strategies.
Future emission projections for cities including Stockholm, Augsburg and Paris
will be developed in collaboration with local agencies based on available scenarios
on local policies, urban planning, traffic management, vehicle fleet, economic
growth etc. Novel sub-grid scale approaches will be developed to describe air
pollutant concentrations within the intra-urban canopy due to the heterogeneity of
emission sources and local meteorology. Special attention will be given to street
concentrations. Finally, we will evaluate the impact of the implementation of Low
Emission Zones (LEZ) in several European cities in Germany, France and Sweden
on traffic-related air pollutants levels. This assessment will be based both on analysis
of the measured air pollutants levels by sophisticated statistical approach as well as
on dispersion modeling.

The comparison of the different LEZ in terms of strategy, targeted vehicle
fleet, area, etc. and impact (including health impact, see WP4) will result in
recommendations for decision makers regarding the most effective design of
LEZ.

9.3 WP2 Outdoor, Indoor and Personal Exposure

A study of outdoor and indoor concentration of ozone in Swedish homes and
workplaces will describe how the indoor/outdoor ratio depends on the type of
building, ventilation, environment and weather conditions in areas where very old
and modern buildings coexist. In a second study we will investigate the associations
between personal and ambient measurements of PM2.5, black carbon (soot) and
particle number concentrations in different exposure situations (commuting by car
or public transport, being at home or outdoors in different microenvironments). The
subjects will keep a detailed diary and will record their whereabouts with geographic
positioning systems (GPS) and motion detectors.
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Finally, an exposure model will integrate outdoor levels of pollutant concentra-
tion with indoor air quality and time activity data to provide more realistic exposure
metrics. Exposure inside characteristic types of buildings (e.g. residence, school,
office) will be assessed as a function of outdoors air pollution, infiltration and
ventilation. Alternative scenarios including variable levels of energy consumption
by buildings and local policies for indoor air quality will be studied. We will study
the variability in exposure levels depending on the proximity to roads, differences
in indoor air quality between urban and rural locations. Time spent at different
locations by several population groups (e.g. working adults, children, seniors)
will be taken into account to estimate the total exposure. We plan to investigate
how updated air quality modeling and/or measurement metrics may improve the
effectiveness of the air quality alert system in reducing the exposure of vulnerable
groups to air pollution. Several scenarios will be investigated to account for different
adaptation practices including changes in the time spent indoors versus outdoors in
response to air quality and issued warnings and alerts.

9.4 WP3 New Studies of Vulnerable Groups

Endpoints covered will include birth outcomes, biomarkers of effect (placental
mitochondria) and respiratory health in childhood. A large birth register study
will be performed for parts of Sweden and all Belgium investigating the effects
of air pollution, especially PM from different sources and ozone, and temperature
extremes on endpoints like preterm delivery. In addition to measured concentrations
we will improve exposure data using modeled concentrations from WP1-2 with
good temporal and spatial resolution.

Birth cohort studies with exposure at home modeled in detail will be used to study
effects on placental mitochondria within three areas in Belgium. Measurements for
WP2 will partly be done within these cohorts.

A large Stockholm cohort will be constructed by linkage of Swedish Medical
Birth Registry, Patient Registry and Medication Registry. Recorded variation in
concentrations at a few sites will be supplemented with high resolution modeled
concentrations to study prenatal and early air pollution and pollen exposure and the
risk of developing childhood asthma.

9.5 WP4 Scenario-Based Health Impact Assessments

In the final phase, scenario-based health impact assessments will combine exposure
information from climate models, emission scenarios, policy evaluation studies and
concentration calculations with exposure-response functions from epidemiological
studies of vulnerable groups within the project and previously published functions
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for mortality and hospital admissions. We will discuss effects of socioeconomic
and demographic trends, describe the predicted health impacts and the benefits
associated with different interventions and policies such as LEZ and other urban
changes.

9.6 Consortium and Outcomes

The study will benefit from a large consortium with an interdisciplinary mix of
experts involved in many projects (meteorology, air quality modeling, exposure
measurements, epidemiology, environmental management, health impact assess-
ment) and with large experience of interaction with policy-makers and stakeholders.
There will be many partners in each WP and staff visiting and working in other
partner organizations. We plan to produce novel scientific papers, policy-relevant
end-user reports and arrange two final seminars for policy makers.
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Chapter 10
Studying Aerosol-Cloud-Climate Interactions
over East Asia Using WRF/Chem

Yang Zhang, Xin Zhang, Changjie Cai, Kai Wang, and Litao Wang

Abstract East Asia provides an ideal testbed to study aerosol feedbacks into
climate via direct and indirect effects because of high anthropogenic emissions and
unique climatology. In this work, an online coupled meteorology-chemistry model,
WRF/Chem, is applied to simulate air quality and climate interactions for multiple
months in 2001, 2005, and 2008 to characterize long-term seasonal variations of
pollutant concentrations and quantify the contributions of anthropogenic aerosols to
aerosol direct and indirect effects. The results show a reasonably good performance
for most meteorological variables and chemical species concentrations. Large biases
in some variables may be caused by large uncertainties in emissions. Anthropogenic
aerosols in East Asia can reduce the surface net solar radiation by up to 6 % and
enhance cloud condensation nuclei and cloud droplet number concentrations by a
factor of up to 3 on domain-average, with much greater impacts over urban areas.
These results suggest that aerosol feedbacks are potentially important over polluted
areas and should be taken into account in the development of emission control and
climate mitigation policies for areas where the aerosol feedback signals are strong.

10.1 Introduction

Two major aerosol-radiation feedbacks (i.e., the aerosol direct effect by scattering
and absorbing solar radiation and indirect effect by acting as cloud condensation
nuclei (CCN)) are gaining extensive research attentions due to their importance in
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climate change. Several recent studies (e.g. [1, 2, 4, 6, 18–23]) have shown the
importance of these aerosol direct and indirect effects on a regional scale over
continental U.S. and Europe. East Asia provides an ideal testbed to study aerosol
feedbacks into climate via direct and indirect effects because of high anthropogenic
emissions and special climatology that favor natural emissions of biogenic organic
compounds and mineral dust as well as long range transport of pollutants. In
this work, an online coupled meteorology-chemistry model, the Weather Research
and Forecasting Model with Chemistry (WRF/Chem) is applied to simulate air
quality and climate interactions for multiple months in 2001, 2005, and 2008. The
objectives of this work are to enhance the model’s capability through evaluating
the model performance using observations from surface and satellite networks
and improving model inputs and representations, characterize long-term seasonal
variations of pollutant concentrations and their climate and chemical fingerprints,
and quantify the contributions of anthropogenic aerosols to aerosol direct and
indirect effects.

10.2 Model Setup

WRF/Chem simulations are conducted at a horizontal resolution of 36-km and
a vertical resolution of 23 layers from 1,000 to 100 MB over East Asia for
January, April, July, and October in 2001, 2005, and 2008. Meteorological initial
conditions (ICON) and boundary conditions (BCON) are based on the National
Centers for Environmental Predictions Final Analysis (NCEP-FNL) reanalysis data.
Chemical ICON and BCON are based on previous simulations using the Community
Multiscale Air Quality (CMAQ) modeling system [12, 13]. Anthropogenic/biogenic
emissions are modified from Wang et al. [13], which is based on Streets et al.
[10, 11] and Zhang et al. [15–17]. Our initial applications of WRF/Chem with
default configurations indicated that inaccuracies in vertical distributions of anthro-
pogenic emissions contribute significantly to poor model performance at surface and
that the default dust emission module of Shaw [9] fails to capture dust emissions. In
this work, those problems have been addressed by using a more realistic vertical
distribution of emissions and incorporating a new online dust emission module
of Zender et al. [14] into the model. Sea-salt emissions are simulated using the
online scheme of Gong et al. [3] and O’Dowd et al. [8]. Biogenic volatile organic
compound (VOC) emissions are based on the online module of MEGAN [5].

The meteorological predictions are evaluated using hourly global surface obser-
vational data from the National Climatic Data Center. The surface chemical
predictions are evaluated using observational data from various sources including
SO2 and PM10 derived from Air Pollution Index for major cities in China; CO, SO2,
NO, NO2, O3, and PM10 measurements at more than 2000 sites from the National
Institute for Environmental Studies in Japan and at 14 sites from Environmental
Protection Department of Hong Kong; CO, SO2, NO, NO2, O3, PM2.5, and PM10
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measurement at �80 sites from the Environmental Protection Administration of
Taiwan; and PM2.5 measurement from a site at Tsinghua University, Beijing,
China. The predictions of column abundance of species mass concentrations and
radiative properties are evaluated using satellite data, including the Measurements of
Pollution in the Troposphere (MOPITT) for CO, the SCanning Imaging Absorption
spectroMeter for Atmospheric CHartographY (SCIAMACHY) for SO2 and NO2,
the Total Ozone Mapping Spectrometer (TOMS)/the Solar Backscatter UltraViolet
(SBUV) and the Ozone Monitoring Instrument (OMI) for Tropospheric Ozone
Residual (TOR), and the Moderate Resolution Imaging Spectoradiometer (MODIS)
for aerosol optical depths (AOD).

In addition to the baseline simulations, additional simulations without anthro-
pogenic aerosol emissions and secondary aerosol formation are performed. Feed-
backs of anthropogenic aerosol are obtaining by taking the difference between the
two sets of simulations.

10.3 Results and Conclusions

The WRF/Chem applications over East Asia for simulated months and evaluations
with limited observations show good performance for PM10 in mainland China
(NMBs of �25 to �4.3 %), Hong Kong (NMBs of �30.4 to �1.1 %), and Japan
in April, July, and Oct. (NMBs of �35.5 to �2.2 %), but larger underpredictions in
Japan in January (NMBs of �60.4 to �44.1 %) and in Taiwan in all months (NMBs
of �64 to �47.4 %). PM2.5 performance in Taiwan is better (NMBs of �56.8 to
�13.5 %) than that of PM10. The model shows moderate to large underpredictions
for SO2, NO, NO2, and CO but overpredictions for surface O3 in Hong Kong,
Taiwan, and Japan in most of months. It shows reasonable performance for column
CO (NMBs of �23.6 to 24.6 %), column NO2 (NMBs of 5.2–48.6 %), tropospheric
ozone residual (NMBs of �10.5 to 50.6 %), and AOD (NMBs of �58.3 to
56.1 %), especially considering large uncertainties in Asian emissions. Site-specific
evaluation over China/Japan shows reasonably good agreement for O3, PM2.5, and
PM10. Uncertainties in emissions may be the main reason for large biases in simu-
lating concentrations and resultant variables such as AOD. In addition, limitations
associated with model treatments of some atmospheric processes such as dust emis-
sion module, cloud microphysics, cumulus parameterizations, and aerosol-cloud
interactions may also contribute to large biases in model predictions. For example,
comparing model simulations using the default dust emission modules, the Zender
et al. [14] dust emission module largely improves predictions of PM10 and AOD.

Our results with adjusted anthropogenic emissions and improved dust emission
module show that anthropogenic aerosol has a sizeable impact on radiation, cloud
properties, and other boundary layer meteorological variables. For example, on
domain-average, they act to decrease shortwave radiation by up to �12 W m�2

(or �6 %), near surface temperature by as low as �0.07 ıC, planetary boundary
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layer height by up to �13 m (or �3 %), and increase AOD by up to 0.3 (or a factor
of 4), column CCN at a supersaturation of 0.5 % by up to 3 � 108 cm�2 (or �70 %),
and column cloud droplet number concentrations by 2.4 � 106 cm�2 (by a factor
of 3). They can decrease precipitation in January but can either decrease or increase
precipitation in July. The feedback signals and their impacts are much stronger
over urban areas where the concentrations of PM10 are higher. These feedbacks and
resulting impacts show a strong seasonality (e.g., January vs. July) and some inter-
annual variability (e.g., 2001 vs. 2005), due to variations of meteorology, climate,
and emissions. These results are overall consistent with those of Jacobson et al. [7]
and Zhang et al. [19] over CONUS, Zhang et al. [22, 23] over Europe, and Zhang
et al. [20, 21] over globe.

These results suggest that aerosol feedbacks are important over polluted areas
and should be considered in regulatory applications and development of emission
control and climate mitigation policies for areas where the aerosol feedback signals
are strong. They also indicate a need for accurate model inputs and treatments to
reduce uncertainties in model predictions of air pollution and climate changes as
well as a need to verify simulated feedbacks with observations from special field
campaigns and long-term monitoring networks.
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Questions and Answers

Questioner Name: Ted Russell

Q: How have you shown that you modeled precipitation response is not numerical
noise and is significant ?

A: This is a very good question. We’ve seen similar responses from our multi-
year simulations. As part of the QA steps, we first evaluated the simulated
precipitation with the NCDC data to make sure the model performance is
acceptable and consistent with other model applications. We then artificially
increased the anthropogenic aerosol concentrations by a factor of 10 and found
more robust responses of precipitation than the baseline, which indicated that
modeled precipitation response is significant and is not numerical noise.

Questioner Name: K. Heinke Schlünzen

Q: How did you calculate the mean normalized bias?
A: What we calculated was normalized mean bias, instead of mean normalized

bias. We took the sum of the differences between model predictions and
observations at all monitoring stations (numerator), and divide it with the sum
of all observations at all sites (denominator).



Chapter 11
Investigation of Trends in Aerosol Direct
Radiative Effects over North America Using
a Coupled Meteorology-Chemistry Model

Rohit Mathur, Jonathan Pleim, David Wong, Christian Hogrefe, Jia Xing,
Chao Wei, Chuen-Meei Gan, and Francis Binkowski

Abstract A comprehensive investigation of the processes regulating tropospheric
aerosol distributions, their optical properties, and their radiative effects in con-
junction with verification of their simulated radiative effects for past conditions
relative to measurements is needed in order to build confidence in their estimates
of the projected impacts on future climate. This study aims at addressing this issue
through a systematic investigation of changes in anthropogenic emissions of SO2

and NOx over the past two decades in the United States, the consequent changes in
anthropogenic aerosol loading in the North American troposphere, and subsequent
impact on regional radiation budgets.

11.1 Introduction

A key uncertainty in quantification of aerosol radiative effects and their impact
on climate change is the verification of the spatial and temporal variability in
its magnitude and directionality and, consequently, its cumulative effect on the
radiation balance of the earth-atmosphere system. While global numerical atmo-
spheric models have recently been used to estimate the anthropogenic aerosol
radiative effects for future changing emission scenarios, little effort has been
devoted to verifying the fidelity of the simulated radiative effects relative to available
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observations. A key outstanding question in addressing these uncertainties is how
well do current models represent the regional and temporal variability of aerosol
radiative forcing for current and past conditions?

There is increasing evidence that the amount of solar radiation incident at the
Earth’s surface is not stable and has undergone significant decadal variations.
The variability in this surface solar radiation (also referred to as surface short-
wave radiation) plays a prominent role in the earth’s climate system as it is the
source for energy exchanges between the atmosphere, and the land/biosphere/ocean
components, and consequently can contribute to the modulation of the surface
temperature, intensity of the hydrological cycle, and potentially the net ecosystem
productivity [4]. Analyses of long-term records of surface radiation measurements
have suggested a decreasing trend during the 1960–1980s time period, followed
by period of leveling-out and to reversal (brightening) in the 1990s and thereafter.
The documented long-term trends in surface solar radiation and their association
with trends in emissions of aerosols and precursor species provide cases to test
the representation of aerosol-radiation effects in current and evolving regional and
global coupled chemistry/climate models.

11.2 Datasets and Model Overview

Title IV of the Clean Air Act Amendments (also known as the Acid Rain Program)
has achieved substantial reductions in U.S. electric power industry emissions of
SO2 and NOx since the 1990s. Analysis of ambient measurements of gaseous and
particulate phase sulfur concentrations at CASTNET and IMPROVE sites show
significant decreasing trends during the 1995–2010 period. Observations of both
all-sky and clear-sky surface short wave radiation at many sites in the eastern U.S.
show an increasing trend during this period.

The coupled WRF-CMAQ modeling system [2, 5] is exercised for selected
summer time slices (June–July–August for the years 1990, 1996, 2000, 2006) to
simulate the changes in tropospheric aerosol loading and associated radiative effects
resulting from the changes in anthropogenic emissions over the past two decades.
Model simulations were performed over two domains: an outer hemispheric scale
domain covering the Northern hemisphere, set on a polar stereographic projection
and discretized with a horizontal resolution of 108 km (cf. [3]) and a nested
12 km resolution grid covering the Continental U.S. and portions of Canada and
Mexico. Year specific emissions for the norther hemispheric domain were derived
from the EDGARv4.2 global emission inventory. The regional 12 km resolu-
tion calculation employed emission estimates from recently developed inventory
for 1990–2010 in which state-level anthropogenic emissions of SO2, NOx, CO,
NMVOC, NH3, PM10 and PM2.5 for a total of 49 sectors were estimated based
on several long-term databases containing information about activity and emission
controls [6].
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11.3 Discussion

Simulated changes in tropospheric aerosol levels for different regions of the northern
hemisphere are illustrated in Fig. 11.1 which shows summertime regional mean
SO4

2� concentrations across the eastern U.S., western Europe, and eastern China.
Systematic reductions in ambient SO4

2� levels in the east U.S. and western Europe
are noted for the 1990–2006 period and are attributed to SO2 emission reductions
in these regions. In contrast a significant increase in SO4

2� levels across east China
are noted post-2000 resulting from increase in industrial activity and energy demand
and associated SO2 emissions. These heterogeneities in changing tropospheric
aerosol burden are likely to result in differences in regional radiation perturbation
across these regions.

The simulated reductions in ambient SO4
2� over the eastern U.S. are consistent

with trends in measured surface SO4
2� concentrations at several sites in the

region [1]. Figure 11.2a presents spatial distributions of the modeled trends in
surface-level SO4

2� inferred from a linear regression of simulated summer (June–
July–August) average values for the four simulation years, 1990, 1995, 2000, 2006.
Largest reductions in SO4

2� (>0.3 �g/m3/year) are estimated downwind of the Ohio
River valley where many electric generation units are based. The model estimated
values in Fig. 11.2a are in the range of those inferred from observations in the
eastern U.S. (�0.093 to �0.14 �g/m3/year) as detailed in Gan et al. [1]. Regional
reductions in ambient PM2.5 are also simulated across the east U.S. for the period
1990–2006 (Fig. 11.2b). The corresponding changes in aerosol optical depth is
illustrated in Fig. 11.2c which shows a systematic decreasing trend in tropospheric
aerosol burden across the eastern U.S. Associated with the reductions in aerosol

Fig. 11.1 Simulated regional summertime mean SO4
2� concentrations
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Fig. 11.2 Spatial distribution of modeled trends during 1990–2006 in: (a) surface-level SO4
2�

(�g/m3/year), (b) surface-level PM2.5 (�g/m3/year), (c) aerosol optical depth, and (d) surface clear-
sky shortwave radiation (W/m2/year). All trends based on summer (June–July–August) values

burden in the region is a corresponding increase in simulated clear-sky surface short-
wave radiation. Based on analysis of measurements at three eastern U.S. SURFRAD
sites and the SGP site, we estimate an average increasing trend of 0.37 W/m2/year
in clear-sky shortwave radiation during 1995–2010 [1]. The corresponding model
estimated trend is comparable in magnitude to the observed values and thus provide
an estimate of the changes associated with direct aerosol radiative forcing in the
east U.S.

Disclaimer This work was supported in part through an inter-Agency agreement between the
U.S. Environmental Protection Agency and Department of Energy. Although this work has been
reviewed and approved for publication by the U.S. EPA, it does not reflect the views and policies
of the agency.
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Questions and Answers

Questioner Name: Nicolas Moussiopoulos

Q: How do your model results regarding the direct effects compare against model
uncertainty?

A: Unfortunately very few concurrent measurements of atmospheric aerosol size
and composition profiles, their optical properties, and radiation are available
to conduct a comprehensive closure experiment. We have used measurements
from recent field campaigns to verify the model aerosol optics calculations and
establish its credibility. We have also compared simulated surface solar radiation
with measured values, under both moderate and high pollution episodes (e.g.,
wildfires) and found that including direct effects of aerosols helps improve the
predictions of surface solar radiation. The long-term simulations discussed here
are in fact another approach to build confidence in model predictions through
comparison of trends for past conditions.

Questioner Name: Gabriele Curci

Q: In the comparison of �AOD and corresponding �ADRE it looks like positive
�AOD have larger impact on �ADRE than negative changes: any hints why
this is?

A: The aerosol optical properties (and consequently AOD) and their radiative
effects are non-linearly dependent on a number of factor including aerosol
size, composition, water content, albedo. The change in aerosol direct radiative
effects (�ADRE) thus should not be expected to strictly vary linearly with
�AOD.
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http://dx.doi.org/10.5194/gmd-5-299-2012
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Questioner Name: Yang Zhang

Q: In analyzing the trend in observed PM between 1990 and 2006, have the PM
observations been adjusted for meteorological differences between a specific
year and climatology?

A: In deriving the trends in observed PM, we did not perform any adjustment to
account for year-to-year differences in meteorology. The model simulations for
only the summer months for just four selected years in the 1990–2006 period
presented here are preliminary, and are clearly not sufficient to infer a robust
trend. We are currently completing model calculations for several 3-year long
time slices during 1990–2010. We will then average both the model and the
measurements for the appropriate periods to infer trends that can be cross-
compared in a consistent manner.



Chapter 12
Future Year Air Quality Change Due to Growth
in Aircraft Emissions and Changes in Climate

Saravanan Arunachalam, Matthew Woody, Jared H. Bowden,
and Mohammad Omary

Abstract Increased growth in aviation activity in the future is projected to
show increased emissions from this sector, and hence approximately proportional
increases in concentrations if other factors were unchanging. However, emissions
from other anthropogenic sources are generally expected to decrease due to several
projected emissions control measures, and changes in climate will also occur. In
this study, we evaluated air quality changes due to growth in aviation activities from
2005 to 2025, focusing on 99 major U.S. airports with aircraft activity data during
landing and takeoff (LTO) activity developed for a growth scenario in 2025. We also
assessed changes in climate based upon IPCC RCP 4.5 projections scenario, and
used dynamically downscaled meteorology from the Climate Earth System Model
(CESM) to WRF over the continental U.S. We performed six annual simulations
at 36-km resolution using the WRF-SMOKE-CMAQ modeling system for 2005
and 2025, with and without aircraft emissions, and with and without changes in
future year climate from CESM/WRF. We focused on assessing the incremental
changes in O3, NO2 and PM2.5 due to changes in emissions (due to aircraft and non-
aviation sources) and meteorology. We see a net increase in annual average PM2.5

due to aviation increase from a factor of 5.5 (2025 vs. 2005) without incorporating
change in climate to 5.9 with change in climate. Similarly, the changes in summer
season average of daily maximum 8-h O3 due to aviation changes from a factor
of 3.1–3.3 with change in climate. Both these changes translate to about a �7 %
additional increase in the future year that we attribute as the “climate penalty”
factor. Detailed analyses of the O3 changes show that the effect of change in climate
is more pronounced at higher end of concentrations, where the grid-cells with values
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exceeding the U.S. NAAQS of 75 ppb see a 60 % increase due to change in climate.
The changes in 1-h NO2 due to aircraft increase by a factor of �2 in 2025 vs. 2005,
with increases around major airports being as high as a factor of 6.

12.1 Introduction

Aviation is a vital component of the U.S. infrastructure and activity is projected
to grow steadily over the next 20 years. The Federal Aviation Administration
(FAA) projects U.S. passenger enplanements to grow at an average annual rate
of 2.5 % between 2011 and 2030. While an important mode of transportation,
aircraft activities affect air quality due to emissions of CO, NOx, Volatile Organic
Compounds (VOCs), SOx, PM2.5, and numerous hazardous air pollutants. In light of
the projected growth of aircraft usage and emissions, coupled with the expectation
that emissions from non-aviation anthropogenic sources will decrease due to several
emissions control measures that are likely to be in place as well as population size
and age distribution changes over time, it is critical to understand the effects of
aircraft on air quality from both an environmental and public health perspective.
Here we extend an investigation of the simulated impacts of aviation emissions on
current (2005) and future year (2025) air quality, using the CMAQ model. While
we previously reported an assessment that looked only at emissions changes in the
future, and their impacts on future air quality, the changes in climate was ignored
[3]. In this study, we extend this analysis by incorporating changes in climate
and looking at the nonlinearities in processes that impact future year air quality.
To support this extension, we rely on Global Climate Models (GCMs) that model
changes in climate and perform dynamic downscaling for regional scales.

Dynamical downscaling of climate change projections from GCMs requires
large computational resources (high cost) because dynamical downscaling requires
simulating multiple years to decades to provide statistics of the weather. In this
study, we develop a cost-effective dynamical downscaling approach, by simulating
a year each in the contemporary and future periods (low cost) to project the climate
change signal. Our strategy is to understand and acknowledge potential limitations
(effectiveness) of using a select few years while selecting years of interest using a
quantitative measure. Such a strategy is important for applications wanting to use
dynamical downscaling information for select years, like the AQ application here
when emissions are available only one base year and one future year, as is typical
for most air quality analyses.

12.2 Methodology

We performed WRF-SMOKE-CMAQ modeling to estimate the effects of current
and future aircraft emissions on air quality within the continental U.S. GCM
realizations for the contemporary and future climate scenarios were available from
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Fig. 12.1 Selecting anomalous years from climate records

1850 to 2005 and from 2005 to 2100. We developed subjective criteria based
on the availability of emissions and defining the extreme meteorological range.
We then analyzed climatology from the contemporary and future year periods
to identify a single year each to represent contemporary (2002) and future year
(2024) meteorology for our modeling. We selected these 2 years that represent
an extreme range in the meteorology to help provide an upper bound on climate
change, while at the same time being within ˙5 years from the years for which
emissions are available, i.e. 2005 and 2025. There are other methods, such as
the delta method; however, these methods tend to neglect potential changes in
climate teleconnections (i.e. ENSO) as the climate changes. We then used the CESM
simulation for these 2 years from the IPCC RCP4.5 scenario with a radiative forcing
increase of 4.5 W/m2 in the year 2100 to downscale to regional scale using the WRF
model. We performed extensive comparisons between the dynamical downscaling
projection to the GCM projection for both a 30-year mean climate and for the two
select years, i.e., 2002 and 2024 (see Fig. 12.1).

Current year non-aviation emissions were estimated using the EPA’s 2005 NEI
and by excluding the NEI reported emissions from commercial aircraft. Future
year non-aviation emissions for 2025 were interpolated from EPA’s 2020 and 2030
projections of the 2005 NEI, which include existing or planned emission control
programs for various sectors on the national and state level. Aircraft emissions
data, based on Landing and Takeoff (LTO) cycles of commercial aircraft below
10,000 ft, were generated from a research version of EDMS, processed through
the EDMS2Inv tool [1], and input into SMOKE. Aircraft emission estimates
included CO, total organic gases (TOG), NOx, SOx, primary elemental carbon, and
hazardous air pollutants (HAPS). Current year emissions estimates were based on
hourly National Aerospace Standards (NAS) activity data from 99 major airports
for February 19, 2004 and scaled up to compute an annual inventory. Specific
annual scaling factors were applied to each airport based on flight schedules. Future
year aviation estimates were scaled up using a growth scenario developed for the
Interagency Portfolio and Systems Analysis Division of NextGen’s Joint Planning
and Development Office (JPDO) based on the methodologies of Gawdiak et al. [2].
Additional details about the aircraft emissions used and the modeling platform are
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Table 12.1 List of CMAQ simulations and input scenarios

Scenario Meteorology Background emissions Aircraft emissions

Base05 2005 2005 None
Airp05 2005 2005 2005
Base25M05 2005 2025 None
Airp25M05 2005 2025 2025
Base25M25 2025 2025 None
Airp25M25 2025 2025 2025

described in Woody et al. [3]. Table 12.1 lists the six CMAQ simulations modeled,
and we analyzed the results by computing differences between the “airp” and “base”
cases for each pair of simulation to assess incremental contributions due to aircraft
emissions.

12.3 Results

12.3.1 Changes in Climate

Comparison of the upper threshold of the projected changes (Fig. 12.1) to the
mean change in climate between 1976–2005 and 2016–2045 indicates that (a) for
temperature, projected changes across parts of the U.S. are twice as large as the
mean change, whereas (b) for precipitation, projected changes are much larger, up
to 70 % change, relative to the mean change which is typically less than 10 %.
This can have a significant impact on emissions estimates that are dependent on
meteorology, as well as on air pollutants that respond to those. For e.g., climate
change impacts on ozone, and volatile PM species that participate in heterogeneous
chemistry in the future year will be exacerbated.

Downscaling CESM with WRF reveals large regional differences: (a) For
temperature, the climate change signal is smaller in WRF by several degrees for
many locations, but both CESM and WRF reveal largest increases for the central
CONUS. (b) For precipitation, the magnitude of precipitation increases can change
quickly over short geographical distances, which may be a problem for some
applications.

12.3.2 Changes in Air Quality

We focused our analyses on three criteria pollutants (that affect human health) –
O3, NO2 and PM2.5. Figure 12.2 shows ratios aviation-contributed impacts in 2025–
2005 as domain-averaged bar plots. The bar plots (of domain averages) are presented
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Fig. 12.2 Ratios of aircraft-related impacts in 2025–2005 for O3 (top left), PM2.5 (top right), and
NO2 (bottom) using domain-averages

for both with and without climate change scenarios to show the impacts of climate
change on these incremental aviation-related contributions. For all three pollutants,
the impacts due to incorporating changes in climate are modest when compared
to using constant meteorology. However, for O3, we see that incorporating 2025
climate has an increase of up to 60 % in grid-cells exceeding the U.S. NAAQS
levels (8 h O3 > 75 ppb). For NO2, the growth in aircraft emissions leads to a 2�
increase in domain-average NO2 in the future, the changes in 98th percentile 1-h
NO2 concentrations (new form of NAAQS in U.S.) can be as high as 6� in 2025
compared to 2005.

12.4 Conclusions

We have successfully developed a cost-effective downscaling technique from global
to regional scale models, focused on emissions and AQ analyses, and applied this to
extend a previous study focused on assessing future year AQ impacts due to growth
in aircraft emissions, while incorporating changes in climate. The effect of this
climate on assessing future year AQ due to growth in aircraft emissions is modest
(�7 %) on domain averages, but localized impacts are much higher especially when
looking at NAAQS-relevant concentrations.
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Question and Answer

Questioner Name: Chris Nolte

Q: In choosing which years from the GCM to downscale, where the determinations
based on conditions averaged over the globe, or over the regional modeling
domain?

A: For this exercise, we focused only on the regional modeling domain, i.e., the
continental U.S. and portions of Canada and Mexico.



Chapter 13
The Use of a Non Negative Matrix Factorization
Method Combined to PM2.5 Chemical Data
for a Source Apportionment Study in Different
Environments

Adib Kfoury, Frédéric Ledoux, Abdelhakim Limem, Gilles Delmaire,
Gilles Roussel, and Dominique Courcot

Abstract This study revolves around the use of a Non Negative Matrix Factoriza-
tion method under constraints for the identification sources profiles as well as their
respective contributions in three sites in northern France. Using PM2.5 chemical
analysis data, the model identified eight background and four local industrial sources
profiles. In addition, the contributions of these profiles showed that secondary
aerosols and combustion sources are the major constituents of the analyzed PM2.5,
whereas industrial contributions were found majorly responsible for the elemental
enrichments.

13.1 Introduction

The use of receptor modeling for atmospheric PM source apportionment studies has
been largely applied around the world as a complementary method in addition to
the analysis of chemical data. Matrix factorization based methods are well-known
factor analysis models, from which the most famous applications are the Positive
Matrix Factorization [4] and Non negative Matrix Factorization [3]. However,
the extensive application of these models has shown the need to improve the
manipulation conditions including calculations methods. Many gaps in the use of
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mathematical modeling were revealed and addressed in reviews like Viana et al. [5]
in 2008 and Bellis et al. [1] in 2013 for example. The first review proposed
a list of research directions, from which we cite the use of hybrid models and
the integration of a priori knowledge in the calculation procedures in order to
distinguish some sources characterized by similar chemical species from each other.
These propositions were taken in consideration in this work, in which we used a
Constrained and Weighted Non-negative Matrix Factorization (CW-NMF) hybrid
model [2] for source apportionment study of fine PM2.5.

13.2 Constrained and Weighted NMF

The CW-NMF used in this study [2] takes in consideration measurements uncer-
tainties related to the chemical data acquisition of the observations matrix, which
lowers the effect of large errors on the criterion (13.1):

fG ; F g D arg
G;F

min
nX

i D1

mX

j D1

�
xij � .GF/ij

�ij

	2

(13.1)

In this equation “xij” represents the current element drawn from the observations
matrix, “G” is the contributions matrix, “F” is the source profiles matrix, and “� ij”
is the general element of the uncertainties matrix †.

In addition, this model has the possibility of including the a priori knowledge in
the form of constraints within iterations. These constraints can be inserted in two
forms: equality and inequality constraints. Equations (13.2, 13.3, and 13.4) explain
how the algorithm searches iteratively for a profile vector while keeping equality
(13.3) and inequality (13.4) constraints valid:

ffi g D arg min
fi

nX

i D1

.xi � Gfi /T Wi .xi � Gfi / (13.2)

Mi fi � ıi D 0 (13.3)

Ni fi � �i < 0 (13.4)

In Eq. (13.2), W represents the weight matrix. Each row of Mi includes only
one element different from zero (13.3), whereas each row of Ni can include “1”
or “�1” for constraints, and “0” everywhere else (13.4). ıi contains the set values
of the profile vector while � i stands for the null vector. The first constraint allows
the user to define specific values for chemical species in the sources profiles, while
the second imposes an order of abundance for a given species between the different
profiles (for example fi1 � fi2 < 0). The data used in these constraints were acquired
from the chemical composition of emission sources samples and the literature.
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13.3 Methodology

The acquisition of the observation data was achieved after two sampling campaigns
and a series of chemical analysis. Sampling was conducted in three cities on the
coast of Nord-Pas-de-Calais region (NPdC) in northern France, namely: Dunkerque
(DK: industrial-urban), Boulogne-sur-Mer (BL: urban) and Saint-Omer (St-O:
industrial-urban). Simultaneous sampling in DK and BL was achieved during winter
(November–December, 2010) in addition to a spring campaign (April–May, 2010)
between DK and St-O simultaneously. A Digitel® DA-80 high volume sampler
was used to collect atmospheric PM2.5 following a diurnal sampling method.
Water soluble ions (NH4

C, Cl�, NO3
� and SO4

2�) were analyzed using ion
chromatography, total carbon (TC) using a CHNS-O analyzer, and major and trace
elements (Al, Ca, Fe, K, Mg, Na, Ag, As, Ba, Cd, Co, Cr, Cu, Mn, Ni, Pb, Rb,
Sb, Sn, Sr, Ti, V and Zn) using ICP-AES and ICP-MS respectively. A three step
manipulation method was applied by CW-NMF using 357 samples to estimate
the sources profiles and their respective contributions. The first manipulation was
launched using the observed data of BL (86 samples), followed by a second
calculation using St-O data (98 samples) and a final run using the observation data
of DK (173 samples). The evaluation of the results quality was based on two main
criteria: the shape of the identified profiles (convenience to the literature and/or
a priori knowledge) as well as the correlation between CW-NMF estimated and
observed concentrations.

13.4 Results

13.4.1 Sources Profiles (Matrix F)

The use of the CW-NMF allowed us to identify 12 source profiles: 8 of which
were common between the three study sites and are casually identified in coastal
cities: sea-salts, aged sea-salts, crustal, secondary sulfates, secondary nitrates,
combustion 1 (similar to traffic exhaust), traffic non-exhaust and combustion 2
(similar to biomass combustion). In addition, four industrial profiles were identified
in Dunkerque and Saint-Omer, which are influenced by heavy and light industrial
activities respectively: Integrated Steel Work (ISW)-fugitive, ISW-sintering stack,
electric steel plant and glassmaking. The identification of these profiles was made
possible through the integration of constraints which allowed taking in consideration
the a priori knowledge on the sources in the calculations. The CW-NMF can also
calculate the contributions of the industrial source profiles even if the chemical data
set contains few samples impacted by these industrial sources.
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Table 13.1 Average
contributions (in %)
estimated by the CW-NMF

Average contributions (%)

Winter Spring

Sources profiles DK BL DK St-O

Sea-salts 2:9 2:4 2:3 2:6

Aged sea-salts 1:9 5:7 1:8 0:6

Crustal 0:2 0:3 0:3 0:3

Secondary sulfates 14:4 15:9 12:3 17:6

Secondary nitrates 34:3 39:8 61:8 57:4

Traffic non-exhaust 0:03 0:1 0:02 0:2

Combustion 1 C 2 44:4 35:9 20:3 21:2

ISW-fugitive emissions 0:5 – 0:5 0:2a

ISW-sintering stack 1:1 – 0:5

Electric steel plant 0:3 – 0:2 –
Glassmaking factory – – – 0:03

aThis average contribution represents the ISW mixed
emissions profile

13.4.2 Sources Contributions (Matrix G)

13.4.2.1 Average Sources Contributions

For each identified source profile, the CW-NMF associates a specific contribution
to the atmospheric PM2.5 load in each sample. Hence we averaged the contribution
of each source (Table 13.1) in all the samples collected at every sampling site.

Seasonal variations can be identified by studying these contributions. The sec-
ondary inorganic aerosols profiles (SIA: secondary sulfates and nitrates) contribute
the most (49–75 %) in the global load of the analyzed PM2.5 at the study sites
(Table 13.1). Their contributions are higher during spring time, mostly during sunny
days and dry and low speed winds anticyclone weather conditions, which favor
the accumulation of PM2.5. The combustion sources contributions ranged between
44 % in winter and 20 % in spring. This seasonal difference could be linked to the
increased demand on heating during winter, and is around 24 % on average between
winter and spring. This difference can be assumed to represent the contribution
of heating activities. Finally, we can notice that these four previously mentioned
sources constitute on average between 92 and 96 % of the total atmospheric PM2.5.

13.4.2.2 Diurnal Sources Contributions

The analysis of the diurnal contributions showed that the evolution of SIA and
marine salts contributions are synchronized between the sites of each sampling
campaign: between Boulogne-sur-Mer and Dunkerque on one hand and Saint-Omer
and Dunkerque on the other. This proves that the impact of these two sources is not
linked to a local influence. Instead, it is found to be associated to a background PM2.5

level that is fluctuating regionally. This regional scale variation is found to majorly
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explain the levels fluctuations of these fine particles. The industrial sources are
found to contribute in fewer amounts of PM2.5 measured mass: 1–2 % in Dunkerque
and about 0.2 % in Saint-Omer. However, these sources can significantly change
the sampled particles composition, enriching this latter with elements such as: Fe,
Zn, Pb, Cd, Sn, Cr, As, Ag, Cu and Rb in Dunkerque and Saint-Omer. In fact, we
have observed that industrial contributions are found high in the total load of these
elements in the samples. In addition, we should not neglect the indirect contributions
from these industrial sources in the total PM2.5 regional load, specifically through
NOx and SO2 emissions, which are precursors of inorganic aerosols formation.

13.5 Conclusion

The calculations made by CW-NMF using PM2.5 chemical data lead to the
identification of eight background sources profiles as well as four local industrial
ones in three sites in northern France. The separation of very close sources profiles
was achieved by the use of constraints representing the a priori knowledge. The
contributions calculations showed that the weights of SIA and combustion sources
are the highest in the total analyzed PM2.5, whereas industrial contributions were
found responsible of elemental enrichments.
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Questions and Answers

Questioner Name: Roger Timmis

Q: How long was the sampling period, and how representative were the wind
directions during the period; are you confident that source apportionments are
representative of the long-term pollution climate?
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A: The sampling period covered 46 days (1st campaign) and 52 days (2nd cam-
paign) from early November 2010 to April 2011. The recorded meteorological
data showed that wind directions fluctuated to include all major sectors: urban,
marine, continental and industrial depending on the considered site. In addition,
ambient temperatures also fluctuated between low (winter) and high (spring)
values. Finally, we were able to divide the collected samples by wind sector to
find that the major sectors are represented in an acceptable number of samples
during each campaign. As for the seasonal behavior, the results are found to
well represent the winter and spring period, but not the whole year.

Questioner Name: Tianfeng Chai

Q: How is the a priori uncertainty information used in the source apportionment?
A: The a priori knowledge was majorly used in the form of inequality constraints,

meaning that this knowledge was introduced to give an order of abundance
instead of a specific value that the model should consider. Therefore, the
integration of uncertainties on the a priori knowledge is ineffective at this point.



Chapter 14
On the Interplay Between Upper and Ground
Levels Dynamics and Chemistry in Determining
the Surface Aerosol Budget

G. Curci, L. Ferrero, P. Tuccella, F. Angelini, F. Barnaba, E. Bolzacchini,
M.C. Facchini, G.P. Gobbi, T.C. Landi, M.G. Perrone, S. Sangiorgi,
and P. Stocchi

Abstract We use the WRF/Chem model to interpret observations of the aerosol
concentration and its chemical composition both at surface level and along vertical
profiles performed during an intensive campaign in July 2007 in Milan urban area.
The model is added with a new diagnostic for aerosol budget analysis, building
on that available for gas species, in order to study the contribution of upper levels
processes on the aerosol formation at ground level. The analysis illustrates a quite
variegated evolution of budget terms, which we found to depend strongly on the
hour of the day, the vertical level, the aerosol compound, and the aerosol size.
Primary components are generally emitted near the ground and rapidly transported
by turbulent motions to the upper levels, where they gradually disperse and age. For
some secondary components, such as nitrate, we calculate a net chemical destruction
in the bottom layers, as opposed to a net chemical production higher in the boundary
layer, which supply new material to ground level aerosol through turbulent mixing.
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Table 14.1 WRF/Chem
main options

Physical process WRF/Chem option

Microphysics Morrison
Long-wave radiation RRTMG
Short-wave radiation RRTMG
Surface layer Monin-Obukhov
Land-surface model Noah LSM
Boundary layer scheme Mellor-Yamada Nakanishi and Niino
Cumulus New Grell scheme (G3)
Photolysis Madronich
Chemistry model New RACM-ESRL [2]
Aerosol model MADE and VBS scheme for SOA [2]
Aerosol feedbacks No

14.1 Model Setup

WRF/Chem is a fully coupled “online” meteorology-radiation-chemistry model [1].
We use three nested domains at 30, 10, and 2 km horizontal resolution covering
Europe, Northern Italy, and Po Valley, respectively, and 32 vertical levels extending
up to 50 hPa. The initial and boundary meteorological conditions are provided by
NCEP analyses every 6 h. The chemical initial and boundary conditions consist of
time-invariant climatological profiles. We use an updated parameterization for the
generation of secondary organic aerosols (SOA) based on the volatility basis set
approach, as described in Ahmadov et al. [2]. More details on model configuration
are reported in Table 14.1.

The anthropogenic emissions (NOx, NMVOCs, CO, SOx, NH3 and unspeciated
aerosol, elemental carbon and organic carbon) are taken from the TNO inventory at
7 � 10 km over Europe. The emissions are adapted to the chemical mechanism used
in this study as described by Tuccella et al. [3]. Biogenic emissions are based on
the MEGAN model. The chemidiag diagnostic option for gases [4] is added with
aerosol species and processes, and used to build the budget analysis.

14.2 Results

In Table 14.2 we show statistical indices [5] of comparison of simulation on the
inner domain at 2 km resolution with meteorological and chemical variables at
the measurements site, located near downtown Milan, in the University campus of
Milano Bicocca (45ı3101900 N, 9ı1204600 E). The meteorological bias is in the range
of expected values for an urban environment. Temperature is underestimated by
2.4 ıC, most probably because of misrepresentation of urban landuse and related
energy fluxes with the default USGS database. Indeed, improvements were shown
in a preliminary test employing CORINE database [6]. Relative humidity high bias
is a consequence of that of temperature. Wind speed is overestimated by 0.55 m/s
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Table 14.2 Comparison of
WRF/Chem with ground
based hourly measurements
for simulation period 5–18
July 2007 at University
campus Milano Bicocca site
(45ı3101900 N, 9ı1204600 E)

Variable Bias NMB (%) RMSE r

T (ıC) �2:4 �10 2:7 0.98
RH (%) 14 35 17 0.76
WS (m/s) 0:55 39 1:3 0.02
WD (ı) 33 19 130 0.25
NO (ppb) �3:0 �42 6:9 0.59
NO2 (ppb) �9:7 �39 14 0.43
O3 (ppb) 3:2 9.8 12 0.64
PM10 (�g/m3) �8:8 �36 13 0.60
PM2.5 (�g/m3) 1:9 17 5:7 0.57

Fig. 14.1 Sample budget profile of particulate sulfate (left) and nitrate (right) over Milan on June
11th 2007 at 12 local solar time. CHEM is the net production due to all aerosol processes, while
VMIX is the vertical mixing plus dry deposition

(39 %). The bias is not systematic as for T and RH, but it concentrates nighttime
(not shown), most probably because of difficulties in representing the transition
from mixed to stable boundary layer in evening hours. Wind also shows larger
fluctuations than observed, as denoted by an enhanced RMSE at 1.3 m/s and the null
correlation.

Nitrogen oxides are underestimated by 40 % during the day, but the NO morning
peak is well captured, indicating a potential important role of dynamics against
emissions. Ozone is overestimated by about 10 %, especially nighttime and during
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the afternoon (not shown). The significant difference between bias and RMSE
denotes the presence of both systematic and unsystematic errors. PM10 and PM2.5
display a bias of �36 % and C17 % respectively, and are quite well correlated with
measurements (r � 0.6). The low bias of PM10 may indicate a missing source from
road dust resuspension.

In Fig. 14.1 we show a sample of the information derived from the budget
analysis over Milan. Only the net chemical and vertical mixing terms for aerosol
sulfate and nitrate are shown at noon. Sulfate is almost homogeneously produced
throughout the PBL, it is deposited at the ground and mixed upward. On the other
hand, nitrate is mostly produce above 800 m and destroyed below, so the nitrate
concentrations we observe at the ground are actually those transported by turbulence
from the upper levels.
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Questions and Answers

Questioner name: Sebnem Aksoyoglu

Q: Which precursors do you have for BSOA? Which one dominates BSOA
formation?

A: BSOA precursors emissions are calculated with the MEGAN model and are
isoprene and other lumped monoterpenes and sesquiterpenes as described
in Ahmadov et al. (JGR 2012). Although isoprene emissions are generally
predicted to be higher than monoterpenes in the Milan area, higher SOA yields
of monoterpenes rank those compounds first in BSOA production.

http://dx.doi.org/10.1029/2011JD016831
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Questioner name: Douw Steyn

Q: You note important chemical processes in the upper PBL, but this is where the
vertical resolution becomes coarser. What was vertical resolution in the upper
PBL, and do you think it was sufficiently fine?

A: The vertical resolution is of the order of 20–30 m near the surface and100 m
up in the PBL. It would be certainly interesting to see how results changes with
evenly spaced vertical levels, so that the volumes of the grid cells will be the
same near the ground and up in the PBL. However, we already found that results
don’t change much with a finer resolution.

Questioner name: Roger Timmis

Q: How does the model resolve the effective emission heights of SO2 and NOx?
Does the model resolve plume heights, which may be different for SO2 (mainly
from tall stacks) and NOx (more from low-level vehicle sources)?

A: Yes, but without on-line variation. The emissions are distributed in different
vertical layers following the recommendations of EMEP modelling group,
which vertically distributes emissions from different sources (i.e. SNAP sectors)
with different profiles, that roughly also account for plume rise. However, these
distributions are the same for all years and places, and do not vary with the
meteorological situation.



Chapter 15
Modeling of Aerosol Indirect Effects
with WRF/Chem over Europe

Paolo Tuccella, Gabriele Curci, Suzanne Crumeyrolle, and Guido Visconti

Abstract WRF/Chem has been updated in order to simulate the aerosol indirect
effects using a new parameterization for production of secondary organic aerosol.
The model has been evaluated over North Sea among the ATR-42 aircraft mea-
surements of aerosol and cloud issued in frame European Integrated project on
Aerosol Cloud Climate and Air Quality Interactions (EUCAARI). WRF/Chem
tends to overpredict the number of condensation nuclei. Simulated liquid water
content shows a bias of C15 %. Predicted cloud droplet number concentration is
overestimated and radius effective droplet is underestimated.

15.1 Introduction

Aerosol particles play a key role in climate system by altering the global budget
of radiation. They scatter and absorb directly (direct effect) the solar and thermal
radiation [1] and affect indirectly (indirect effect) the patterns of clouds and
precipitation [2]. The latter is usually referred to as “indirect effect” and arises
from that the ability of aerosol particles to act as cloud condensation nuclei (CCN).
An increase of aerosol particle concentration, for clouds with liquid water content
(LWC) held constant, enhances the concentration of cloud droplets and reduces their
size. This results in the increase of cloud albedo and is called “first indirect effect”
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or “Twomey’s effect” [3]. Effects of first indirect effect on climate are still highly
uncertain, and the representation of albedo effect is one of the most uncertainties in
climatic projections [4].

In this work we present a preliminary evaluation of WRF/Chem model at medium
resolution in order to assess the skill of the model to reproduce the main quantities
in the aerosol-clouds interaction. The aim of the research is to understand how well
a model reproduces the activation of aerosol particles in cloud droplets.

15.2 Methods

In this paper we use the version 3.4 of WRF/Chem model [5] with some news. The
model has been updated in order to include the aerosol-cloud-interaction simulation
using a new chemical mechanism for a better simulation of secondary organic
aerosol [6], following the works of Fast et al. [7] and Chapman et al. [8].

A simulation is carried out on 15 May 2008 using two nested domains centered
on Europe. First domain extent from 35ıN to 57ıN in latitude and from 15ıW to
27ıE in longitude. The horizontal resolution is 30 km with 41 vertical levels. Second
domain is centered over the Netherlands, with horizontal resolution of 10 km. The
model configuration is shown in Table 15.1. The anthropogenic emissions (gas
and aerosol species) are taken from Nederlands Instituut Voor Toegepaste (TNO)
inventory [9] and are adapted to WRF/Chem following Tuccella et al. [10].

WRF/Chem simulation results are then compared to measurements performed
on-board the ATR-42 during the European Integrated project on Aerosol Cloud
Climate and Air Quality Interactions (EUCAARI) [11]. The payload of the ATR-42
included a comprehensive suite of aerosol instrumentation including two Con-
densation Particle Counters (CPC3010, CPC3025), a Cloud Condensation Nuclei

Table 15.1 WRF/Chem
configuration

Physical process WRF/Chem option

Microphysics Morrison
Long-wave radiation RRTM
Short-wave radiation RRTMg
Surface layer Monin-Obukhov
Land-surface model Noah LSM
Boundary layer scheme Mellor-Yamada Nakanishi

and Niino
Cumulus G3
Photolysis Fast-J
Chemistry model New RACM-ESRL [6]
Aerosol model MADE and VBS scheme

for SOA [6]
Biogenic emission MEGAN
Direct aerosol feedback Included [7]
Indirect aerosol feedback Included [8]
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Chamber (CCNC), a custom scanning mobility particle sizer (SMPS), a compre-
hensive suite of cloud droplet instrumentation, and a Gerber PVM-100 Probe for
cloud water mixing ratio. The Research Flight #52 flight is used in this study and
was performed in clear sky, in the cloud vicinity as well as within the cloud layer.
The flight was conducted on 15 May 2008 from 11:30 to 15:07 UTC above the
North Sea.

15.3 Results

The number concentration of ultrafine particles (Dp < 15 nm) is obtained from dif-
ference between the two condensation particles counters (CPC3025 and CPC3010).
Figure 15.1 shows the comparison of WRF/Chem results to the observed ultrafine
particle number concentration and total aerosol concentration (Dp > 5 nm) as a
function of altitude. The dots represent the 50th percentiles of the distribution, the
error bars the 25th and 75th percentiles, respectively. Although the model tends
to capture the dynamical range of the observations, it exhibits a larger variability
than the one observed. Generally, WRF/Chem overestimates the particle number
concentration by a factor of 2–2.5. This may be due to an excessive nucleation rate
or to an overestimation of the ultrafine apportionment of anthropogenic emissions.

Fig. 15.1 Vertical profile of ultrafine particle number condensation nuclei concentrations. Black
and gray lines are the observed and modeled values, respectively. The dots represent the median of
the distribution. The error bar denote the 25th and 75th, respectively
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Fig. 15.2 Box plot of observed and simulated LWC, CDNC and Re within the cloud layer.
Whisker plots represent median, 25th and 75th percentiles, 1.5� (inter-quartile range), and outliers

During RF52 flight, the cloud layer is simulated by the model 100–200 m lower
than observed (not shown). In Fig. 15.2, we compare through boxplots the simulated
and observed boxplots of cloud liquid water content (LWC), cloud droplet number
concentration (CDNC) and effective radius (Re) of cloud droplets. WRF/Chem
reproduces the observed dynamical range of LWC with a positive bias of 15–20 %.
Predicted CDNC is overestimated about by a factor of 5. This bias could be due
to a nonlinear response to the overestimation of CN, such as an alteration of the
supersaturation profile evolution. The negative bias of modeled Re (about �30 %)
is directly consequence of CDNC overestimation.

Next step is to evaluate the model above the land and increase the horizontal
resolution at cloud scale (2 km).
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Chapter 16
The Influence of Cloud Chemical Processes
on the Formation of Secondary Particulate
Matter

Roland Schroedner, Ralf Wolke, Andreas Tilgner, and Hartmut Herrmann

Abstract As a pre-study for the 3-D-simulation of the hill cap cloud experiment
HCCT 2010 the chemistry transport model COSMO-MUSCAT was tested in
a 2-D-domain with a bell-shaped hill. The sensitivity of several target species
(oxidants, pH, sulphate, organic mass, dicarboxylic acids, O/C-ratio) on the detail
of the aqueous phase mechanism was investigated in a polluted urban and a clean
continental rural air mass. For the treatment of aqueous phase chemistry the complex
mechanism CAPRAM 3.0i in reduced version and the simple inorganic mechanism
INORG was used. Differences between both mechanisms occurred for the oxidants
which are not treated in INORG (HO2, OH, NO3) and the pH especially in the
urban environment where much more organic reaction partners are also present in
the aqueous phase. For O3, H2O2 and the overall sulphate mass both mechanisms
agree mostly within 5 %. Additionally, the composition of the organic mass has
been analysed.

16.1 Introduction

The interaction of gases and aerosol particles with clouds entails a number of key
environmental processes. On the one hand, they directly influence the life cycles
of trace constituents and facilitate conversions of these trace constituents. On the
other hand, multiphase transformations strongly influence cloud formation. Overall,
both aerosol processing by clouds and cloud formation are subject to atmospheric
dynamics. In the hill cap cloud experiment HCCT 2010 a relative enrichment of
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sulphate and organics on particles was observed after the cloud passage indicating
production of these substances inside the cloud. In contrast, the total particulate
mass dropped after the cloud passage. The interpretation of these results is difficult,
because the influence of entrainment and deposition is not known. This gap can be
bridged by 3-D chemistry transport models (CTMs). For this purpose the coupled
CTM COSMO-MUSCAT was enhanced to consider cloud-chemical conversions.
The model system was then tested in an artificial 2-D-domain simulating the flow
over a hill including the evolution of a hill cap cloud.

16.2 The Model System COSMO-MUSCAT

The multiscale model system COSMO-MUSCAT ([7, 8]) is qualified for process
studies as well as the operational forecast of pollutants in local and regional areas
(e.g. [2]). It consists of two online-coupled codes: the CTM MUSCAT and the
weather forecast model of the German Weather Service (DWD) COSMO [3].
The meteorological fields are provided by COSMO and are used by MUSCAT
for transport and chemical processes for several gas phase species and particle
populations.

For this study, the rather simple inorganic INORG [4] and the detailed organic
aqueous phase mechanism CAPRAM 3.0i-RED (C3.0RED, [1, 6]) were compared
to each other in a polluted urban and a rural continental air mass. Besides organics
up to C4, C3.0RED treats also a complex HOx- and transition metal ion chemistry
(TMI), and reactions leading to sulphate and nitrate. In INORG the sulphate and
nitrate production is implemented, as well as uptake and dissociation of HNO3,
H2SO4, HCl, NH3 and CO2.

16.3 Model Setup

Simulations were done for a vertical cross-section (2-D-domain, horizontal grid
resolution: 1 km, vertical grid resolution: 25-100 m) lasting 48 h. The air streams
over a bell-shaped hill (500 m high, 20 km half width) where a cap cloud
forms shortly after the simulation starts. The initial chemical composition of
the air and particles also enters the domain at the inlet boundary (left) during
runtime. To ensure stable cloud conditions, radiative processes are only treated
for photolysis. Aqueous phase processes are switched on for liquid water contents
(LWC) above 0.01 g/m3. Fast dissociations and all uptakes are balanced at this
threshold value throughout the whole domain. The droplet number is held constant
at 150 cm�3 leading to droplets between 2 and 6.2 �m radius (depending
on LWC).
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16.4 Results and Discussion

For comparison, the behaviour of major chemical targets was examined. These are
the oxidants OH, HO2, H2O2, NO3, O3, the sulphate and organic mass, the pH, some
dicarboxylic acids, and the O/C–ratio.

All oxidants, except O3 which is almost not affected by the aqueous phase,
are strongly depleted in the gas phase during the cloud passage due to uptake
and reaction in the aqueous phase. The depletion is between 20 and 99 % with
higher losses in the urban case. Besides O3, H2O2 is the only oxidant present in
both INORG and C3.0RED. Additionally, in both mechanisms its main fate in the
aqueous phase is the production of sulphate. Therefore, only for these oxidants both
mechanism show similar concentration patterns. However, there is a small depletion
of OH, HO2, and NO3 present in INORG due to shading by the cloud and the loss
of H2O2. After the cloud passage, reproduction of OH, HO2, and NO3 is quite fast,
whereas H2O2 needs much more time to fill the loss.

The cloud water pH is slightly different between both mechanisms with more
acidic cloud droplets for INORG. The differences are up to �0.2 for the rural and up
to �1 for the urban case. Highest deviations occur during the day. In the urban case a
diurnal cycle with higher pH during the night is observed in the model. The majority
of the difference for the rural case can be explained by production of organic acids
and to some extent by TMI-chemistry. For the urban air mass, this is more complex
and also additional nitrate pathways come into consideration. The TMI-chemistry
seems to have nearly no influence on the pH in the urban case.

Due to cloud chemistry, the sulphate mass is increased by a factor of 2–3 and
�1.3 for the rural and the urban case, respectively. Downwind of the cloud the
sulphate mass is up to 5 % lower for INORG compared to C3.0RED for the rural
air mass. In contrast, the difference is opposite for urban daytime clouds. Only for
the urban case during night-time, high deviations can be seen with up to 15 % lower
sulphate using INORG. The production of sulphate is very sensitive to the pH. In
the urban case, the oxidation via H2O2 is the most important during the daytime,
whereas during the less acidic night-time also the O3-pathway becomes essential
(see Fig. 16.1). Consequently, in the more alkaline rural air mass the production via
O3 is responsible for the majority of sulphate present. Additionally, the reaction
of HNO4 with S(IV) can contribute up to 40 % to the urban daytime sulphate
production.

The modelled organic mass using C3.0RED reaches in both cases values of up
to 3.1 �g/m3 inside of the cloud. The organic mass on cloud residuals is �1 and
�0.8 �g/m3 for the urban and rural case, respectively. The organic mass increases
due to in-cloud production by a factor of 3–5. The modelled mass of glyoxalic
acid is in the range of available measurements (e.g. [5]), whereas pyruvic acid
is underestimated in the urban case and oxalic acid is underestimated in both air
masses. Note that C3.0RED treats only some water-soluble organics with up to 4C-
atoms and that no oligomerization reactions are present. Therefore, the modelled
O/C-ratios of 1.6–1.8 are higher than observed in the atmosphere.
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Fig. 16.1 Relative contribution of the modelled reaction fluxes converting S(IV) to S(VI) for the
urban (left) and rural case (right)

16.5 Conclusion

The regional chemistry transport model COSMO-MUSCAT has been used in a
2-D-domain. On top of a bell-shaped hill a cloud forms. The influence of the
aqueous phase chemistry inside of this cloud on the overall chemical system was
investigated. The detail of the aqueous phase chemistry mechanism was varied
(simple inorganic INORG, and complex CAPRAM 3.0i reduced). The model was
used in a polluted urban and a clean continental rural air mass. Both mechanisms
agreed well for H2O2, O3, and mostly the sulphate mass (all within 5 %). Differences
showed up for the other examined oxidants (OH, HO2, NO3) which are not treated
in INORG. In terms of pH, the differences reached sometimes extreme values up to
1. CAPRAM showed always a higher acidity which can be explained mainly by the
production of organic acids, additional nitrate production, and transition metal ion
chemistry. Glyoxalic acid is in the range of measurements, whereas pyruvic acid and
oxalic acid are underestimated. The water soluble organic mass on cloud residuals
reached values up to 0.8 and 1 �g/m3 for the rural and urban case, respectively. The
O/C-ratio lay within 1.6–1.8.
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Chapter 17
An Improved Volatility Basis Set for Modeling
Organic Aerosol in Both CAMx and CMAQ

Bonyoung Koo, Eladio Knipping, and Greg Yarwood

Abstract Atmospheric organic aerosol (OA) is highly complex and detailed mech-
anistic descriptions include hundreds or thousands of compounds and are imprac-
tical for use in photochemical grid models (PGMs). Therefore, PGMs adopt
simplified OA modules where organic compounds with similar properties and/or
origin are lumped together. The first generation volatility basis set (VBS) module
grouped OA compounds by volatility and provided a unified framework for gas-
aerosol partitioning of both primary and secondary OA and their chemical aging.
However, a VBS approach with one dimension of variation (volatility) is unable
to describe observed variations in OA oxidation state (i.e., O:C ratio) at a fixed
volatility level. A two-dimensional VBS approach was introduced that tracks degree
of oxidation in addition to volatility but further study is needed to fully parameterize
2-D VBS modules.

We developed a new OA module based on the VBS approach and implemented
it in two widely-used PGMs. Our scheme uses four basis sets to describe oxidation
state: two basis sets for oxygenated OA (anthropogenic and biogenic) and two for
freshly emitted OA (from anthropogenic sources and biomass burning). Each basis
set has five volatility bins including a zero-volatility bin for essentially non-volatile
compounds. The scheme adjusts both carbon number and oxidation state in response
to chemical aging by simplifying the 2-D VBS scheme. The new OA module is
implemented in both the CAMx and CMAQ PGMs and evaluated for summer and
winter 2005 episodes over the eastern US.
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17.1 Introduction

The volatility basis set (VBS) approach provides a unified framework for
gas-aerosol partitioning of both primary and secondary OA (POA and SOA)
and their chemical aging [1, 6]. It uses a set of semi-volatile OA species whose
volatility is equally spaced in a logarithmic scale (the basis set), and the member
species of the basis set are allowed to react further in the atmosphere (chemical
aging) to describe volatility changes (i.e., shifting between volatility bins). The
first generation VBS used one-dimensional basis sets where organic compounds
are grouped only by their volatility and thus was unable to describe varying
degree of oxidation observed in atmospheric OA of similar volatility. To address
this shortcoming, a two dimensional VBS approach was proposed where organic
compounds are grouped by oxidation state as well as volatility [2, 3]. However, full
development of a 2-D VBS model will require further study.

17.2 Modeling Approach

Ambient aerosol mass spectrometer (AMS) measurement data have identified
four characteristic groups of OA based on oxidation state, defined through O:C
ratio: Hydrocarbon-like OA (HOA), biomass-burning OA (BBOA), and semi- and
low-volatile oxygenated OA (SV-OOA and LV-OOA) [3]. The VBS framework
developed here uses four basis sets to represent these ambient OA groups: Two
for SOA or oxygenated POA (anthropogenic and biogenic), one for fresh POA from
anthropogenic sources, and one for fresh POA from biomass-burning emissions.
Each basis set includes 5 volatility bins ranging from 0 to 103 �g/m3 in saturation
concentration (C*). The molecular structures of OA compounds assigned to these
volatility bins are determined by placing them on the 2-D VBS space (Fig. 17.1).

Aerosol yields from hydrocarbon precursors (aromatics, isoprene, monoterpenes
and sesquiterpenes with C* > 107) and intermediate-volatility organic compounds
(IVOCs; 104 < C* < 106) were determined based on smog chamber data [4, 5].
Chemical aging shifts anthropogenic SOA into lower-volatility bins while aging of
biogenic SOA was disabled as recommended by Murphy and Pandis [5]. Aging of
POA is represented by partial conversion to OOA considering carbon and oxygen
balances.

Emissions of IVOCs make important contributions to OA in the atmosphere but
generally are missing from modeling emission inventories. If not provided, IVOC
emissions are estimated by the VBS module by setting them equal to 1.5 � POA
emissions by default. We have also considered a higher SVOC (10�2 < C* < 103)
and IVOC emission case using estimates based on ambient measurements in Mexico
City [7].
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Fig. 17.1 2-D VBS space defined by C* and average oxidation state of carbon (OSC); contours
of carbon numbers (in square boxes) are calculated using the 2-D VBS model by Donahue et al.
[2]; IVOCs from biomass burning and anthropogenic sources are placed to have 9 and 12 carbons,
respectively; chemical aging (indicated by arrows) accounts both for oxygenation (increase in
oxidation state) and fragmentation (decrease in carbon number)

17.3 Model Evaluation

Two month-long (February and August) episodes based on the EPA’s Cross-State
Air Pollution Rule (CSAPR) base year (2005) modeling database were selected
for evaluating the VBS module implemented in CAMx v5.41 and CMAQ v5. The
modeling domain is shown in Fig. 17.2.

The model performance was evaluated using organic carbon (OC) measure-
ment data collected at the Interagency Monitoring of Protected Visual Environ-
ments (IMPROVE) and EPA’s Speciation Trends Network (STN) monitoring sites.
Figure 17.3 shows fractional bias (FB) and fractional error (FE) of the modeled 24-
h average OC concentrations for each of the winter and summer months over the
12 km modeling grid. FB and FE are defined as follows:
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where Pi and Oi represent model predicted and observed concentrations,
respectively.
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Fig. 17.2 The 36 km modeling domain for the continental US with the 12 km grid covering the
eastern US

Fig. 17.3 Fractional bias (FB) and error (FE) of the 24-h average OC concentrations modeled by
CAMx and CMAQ with the standard and VBS OA formation schemes

The standard OA scheme in CAMx (CAMx_SOAP) overestimated observed OC
except at rural sites (IMPROVE) in August. The base case VBS (CAMx_VBS)
produced less OC than CAMx_SOAP due to POA evaporation, resulting in better
performance in most cases. Higher SVOC/IVOC emissions (CAMx_VBS_high)
produced too much OC. The standard CMAQ model (CMAQ_AE6) produced
less OC than CAMx_SOAP, especially in summer. The VBS scheme with higher
SVOC/IVOC emissions (CMAQ_VBS_high) improved summer time OC perfor-
mance in rural sites, but showed overestimation biases in other cases.
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17.4 Conclusion

A new VBS scheme was developed that describes atmospheric OA with varying
volatility and degree of oxidation and implemented in both CAMx and CMAQ.
Winter- and summer-time OC performance was evaluated using the EPA’s CSAPR
modeling database. SVOC and IVOC emissions were added to the modeling
inventories in lower and higher amounts. OC performance of CAMx VBS was
better than that of the standard CAMx in most cases but higher SVOC/IVOC
emissions led to significant overestimation of OC, especially in winter. In CMAQ,
VBS with higher SVOC/IVOC emissions made less difference from the standard
OA module than in CAMx in winter. In August, the CMAQ VBS scheme improved
OC performance at IMPROVE sites where the standard CMAQ showed significant
underestimation bias. Additional research is needed to understand seasonal varia-
tions in SVOC/IVOC emission factors.
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Question and Answer

Questioner Name: Sebnem Aksoyoglu

Q: It may be a challenge to modify emissions for use with CAMx VBS. Do you
have any suggestions or procedures to modify emissions?
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A: VBS can directly use CAMx emission input files that were prepared for the
traditional SOAP organic aerosol scheme. However, if you can modify the
emission inventory to provide additional details then you can make better use
of capabilities in VBS. For example, if you can segregate the anthropogenic
primary organic aerosol (POA) emissions to gasoline vs. diesel vehicles then
you can use different volatility distributions. Also, if you provide emissions of
intermediate VOCs (IVOCs) then you will supersede the default estimation of
IVOC emissions using IVOC/POA ratios.



Chapter 18
Issues Related to On/Offline Meteorological
and Atmospheric Chemistry Model Coupling

Jonilda Kushta, Marina Astitha, Stavros Solomos, and George Kallos

Abstract The online approach consists of the coupled treatment of chemical
parameters, simultaneously with the meteorological parameters, in a single inte-
grated modeling system that is referred to as chemical weather modeling. This
approach offers the possibility to simulate the links and feedbacks between atmo-
spheric processes that are traditionally neglected in air quality models. Both meteo-
rological and chemical components are expected to benefit from this approach. Both
approaches have advantages and disadvantages that make their use appropriate for
different applications. This study discusses and evaluates the performance of the
online Integrated Community Limited Area Modeling System (RAMS/ICLAMS)
and the offline model, Comprehensive Air Quality Model with Extensions (CAMx),
for a month long retrospective summertime text period, over Europe and the
Greater Mediterranean Area (GMR). The implementation of the same chemical
mechanisms, meteorological fields, emissions, initial and boundary conditions
makes it easier to compare the results from the two models. However, there are
some differences in the physical parameterizations utilized in the two models that
are expected to result in differences between them. The feedback mechanisms are
not activated in order to evaluate the performance of the two models regarding the
advantages that the online approach offers (same projection, no interpolation in time
and space, explicit calculation of the meteorological components, availability of
the meteorological fields at each time step etc.). Results showed that the online
approach gave better results regarding ground 1 h ozone and 24 h sulfate aerosol
concentrations improving the main statistical parameters by roughly 20 % and
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increased correlation from 0.51 to 0.70. The differences may be mainly the outcome
of the utilization of different methods for the calculation of the photolysis rates and
the interpolation of the meteorological data for use in the offline model.

18.1 Introduction

The online approach consists of the coupled treatment of chemical parameters,
simultaneously with the meteorological parameters, in a single integrated mod-
elling system [1]. Online systems with their integrated approach have the advan-
tage of using the same spatiotemporal resolution, projection and parameterization
schemes minimizing inconsistencies, and can be used to assess links and feedbacks
between chemical and meteorological components. Their increased computational
requirements, however, remain an issue in several applications, making the offline
approach, with its long developmental history, necessary. This study discusses and
evaluates the performance of the online model RAMS/ICLAMS and the RAMS
driven offline model CAMx, for a month long retrospective summertime text period,
over Europe and GMR by making the two models as comparable as possible. The
objective is to assess the differences between the two models and the points where
their contribution can be more skillful.

18.2 Models Description

RAMS/ICLAMS is developed by the Atmospheric Modeling and Weather Fore-
casting Group at the University of Athens (AMWFG), in order to be used as a
research and forecasting tool for air pollution and climate applications. The structure
of the unified model and the new capabilities are described in detail in [2]. CAMx
is an offline chemical transport model widely used and evaluated for several air
quality applications [3]. The model domain for this study is Europe and GMR
with a resolution of 0.22 � 0.27ı for CAMx and 24 km for RAMS/ICLAMS.
The temporal resolution is 900 s for CAMx and 30 s for RAMS/ICLAMS. Both
models use the same emissions (CIRCE 2005 0.1 � 0.1ı), the same gas phase
scheme (SAPRC99 with EBI solver), the same initial and boundary conditions
(from predefined look up tables) and ISORROPIA for the aerosol thermodynamic
properties. However, the two models have different projections (CAMx latitude lon-
gitude geographical projection, RAMS/ICLAMS polar stereographic) and different
advection schemes (BOTT for CAMx and Leapfrog/Forward upstream combination
for RAMS/ICLAMS). The aerosol mechanism that comes with the SAPRC99 gas
phase mechanism in CAMx is the CF mode (coarse-fine with only two size bin
modes) while RAMS/ICLAMS utilizes the RPM scheme with three size modes.
CAMx is driven from the meteorological datasets derived from RAMS/ICLAMS at
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a frequency of 1 h. RAMS/ICLAMS utilizes an online module for the calculation
of the photolysis frequencies that takes direct updated information regarding actinic
fluxes from the RRTMG radiation Scheme.

18.3 Results and Discussion

The air pollution field is simulated with the two models and the comparison of
model results with observations from the European Monitoring Evaluation Program
network (EMEP http://www.emep.int) are shown in Fig. 18.1. The utilization of the
online approach gives better results regarding 1 h O3 compared to the offline model.
The main characteristic is the decrease of the span of the modeled values. The
overall correlation coefficient R is increased from 0.51 in the offline model to 0.70
in the online model. The normalized mean bias and error decrease from the offline
to the online model (�8.51 �g m�3 to 5.16 �g m�3 for NMB and 31.20 �g m�3 to
23.5 �g m�3 for NME). RMSE and MB also improve from 30.98 �g m�3 to 23.91
�g m�3 and �6.68 �g m�3 to 5.16 �g m�3. CAMx exhibits an underestimation of
the 1 h O3 field while RAMS/ICLAMS overestimates it, but to a lower extent. This
can be possibly attributed to differences in the simulation of the photolysis rates.

The improvement is evident for a number of stations over Europe, with different
pollution and geographical characteristics. The online approach gives better results
regarding ozone by simulating more accurately the peak values of 1 h O3 during
build-up hours as shown from the time series of modeled and observed concentra-
tions over two selected stations in Fig. 18.2. The online approach exhibits a narrower
span of the modeling values. Additionally, nighttime ozone concentrations from the
online approach are in better agreement with the observations, probably due to the
more accurate boundary layer and updraft simulation.

Modeled vs Observed 1h O3 Concentrations 3-
20 July 2005 Over all domain
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Fig. 18.1 Scatter plot of modeled and observed ozone concentrations from EMEP stations over
Europe for 3–20 July 2005 (grey – RAMS/ICLAMS, black – CAMx) and a table with the main
statistical parameters
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Fig. 18.3 Time series of modeled and observed 24 h mean sulfate concentrations over Penausende
(41ı 170 N 5ı 520 E), Barcarrola (38ı 280 N 6ı 550 E), Kosetice (49ı 350 N 15ı 50 E) and Cabo de
Creus (42ı 190 N 3ı 190 E) (blue – CAMx, green – RAMS/ICLAMS)

Regarding sulfate aerosols both models exhibit a general underestimation that
underlines the need for investigation of the role and accuracy of the primary SO2

anthropogenic emissions. However, the online approach gives better results that
are demonstrated by the increasing of the slope of the trend line and respective
correlation as shown in Fig. 18.3.

18.4 Conclusions

Online models can have a more satisfactory performance than offline systems in air
pollution studies due to their unified structure using the same projection, resolution
and parameterization schemes (no spatiotemporal interpolation and parameteriza-
tion inconsistencies). Additionally, the online approach gives the opportunity to
assess feedback mechanisms that the offline approach neglects.

For a summer test period the online approach simulated in a more accurate
way the ozone concentrations over Europe and GMR. The main improvements
stand in the simulation of the concentrations during build-up hours (and daily
maxima) and night-time lows. A slight improvement is also seen for 24 h mean
sulfate concentrations. Taking into consideration the computational requirements
of the online modelling systems and the type of the application, the offline
approach may cover the needs of the user in several cases (i.e. simulating different
emission scenarios with the same meteorological dataset). The online approach
however, is necessary for applications where the feedback mechanisms are required
(i.e. feedback of aerosols on radiation and clouds).
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Questions and Answers

Questioner Name: Yang Zhang

Q: Did you consider activation of insoluble aerosols such as dust and black carbon?
A: Yes we did.
Q: Is the insoluble fraction explicitly calculated or prescribed?
A: The insoluble fraction is prescribed.
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Chapter 19
Increases in Wintertime Oxidation Capacity
Counteract the Success of Emission Reduction
Measures in Europe with Respect to Secondary
Inorganic Aerosols

Dominik Brunner, Christoph Knote, Lea Giordano, and Christoph Hueglin

Abstract Air pollution reduction measures in Europe have led to marked decreases
in the levels of primary pollutants such as SO2 and NOx since the 1980s while
for secondary pollutants like ozone and secondary inorganic aerosols (SIA) the
effects of these measures are much less obvious. A recent extensive comparison of
the composition of particulate matter smaller than 10 �m (PM10) in Switzerland
between the years 1998/1999 and 2008/2009, for example, revealed no changes
in the levels of nitrates despite large NOx emission reductions over this period.
Similarly, aerosol sulphates decreased much less strongly than the precursor gas
SO2.

In this study we used the online coupled regional chemistry-transport model
COSMO-ART to investigate these non-linear responses of SIA components to
changes in their precursor gases NOx, SO2 and NH3 focussing on wintertime condi-
tions when PM concentrations are highest. We found that the reduced concentrations
of NOx and NMVOC led to strong increases in the oxidation capacity of the
European wintertime boundary layer as evidenced by pronounced enhancements in
ozone, OH and N2O5 levels by sometimes more than 100 %. These changes resulted
in accelerated formation of nitrates and sulphates and correspondingly smaller
relative reductions in their concentrations as compared to the precursor gases,
particularly within the densely populated and industrialized regions in Europe.
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19.1 Introduction

Despite significant reductions in NOx emissions in Switzerland and across most
of Europe, nitrate concentration and deposition levels remained nearly constant in
Switzerland during the past 20 years as indicated by measurements from the Swiss
Air Pollution Monitoring Network NABEL [1]. Several hypotheses have been put
forward to explain such a non-linear response of nitrate to its precursor gases NOx:

Due to Europe-wide reductions in SO2 emissions [2] the amount of ammonia
required to neutralize sulfate has decreased with time potentially leaving more
ammonia for the formation of ammonium nitrates [3, 4]. This hypothesis requires
ammonia levels to be sufficiently low to be a limiting or at least partially/temporally
limiting factor within the ammonium-sulfate/ammonium-nitrate system.

A second hypothesis is that the reduction in NOx emissions as well as the increase
in the fraction of NOx emitted from vehicles in the form of NO2 has led to reduced
titration of ozone and a corresponding increase in ozone levels particularly in winter.
The observed strong increase of the NO2:NO ratio in vehicle emissions in Europe
is due to the rising share of diesel cars and the introduction of diesel particulate
filters which tend to oxidize NO to NO2 already in the exhaust path [5]. Increased
wintertime ozone levels may have accelerated photochemical processing and hence
the formation of nitrates, e.g. through accelerated nighttime N2O5 chemistry.

To study these hypotheses and other potential explanations, we performed a
range of sensitivity simulations using the online coupled chemistry transport model
COSMO-ART [6] in a configuration including an advanced wet-phase chemistry
and scavenging scheme [7]. This study describes the setup of the model simulations
and presents a selection of results focusing on the simulations performed for
winter.

19.2 COSMO-ART Model Simulations

COSMO-ART was setup to cover the domain of Europe at a horizontal resolution of
0.17ı�0.17ı and with 40 vertical levels. Chemical initial and boundary conditions
(IC/BC) were obtained from NCAR-MOZART simulations available for the months
of interest. Meteorological IC/BC were taken from ECMWF IFS model analyses.
The following simulations were performed for the months of January 2009 and June
2009, representing typical winter- and summertime conditions, respectively:

– January 2009 with emissions from 1995 (experiment W95)
– January 2009 with emissions from 2009 (W09)
– June 2009 with emissions from 1995 (S95)
– June 2009 with emissions from 2009 (S09)

Emissions of NOx, SO2, NH3, VOCs and PM were deduced from the
TNO/MACC emission inventory [8] for the year 2003 and scaled to 1995 and
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2009 based on country- and species-specific trends between 1995 and 2003 and
between 2003 and 2009, respectively, as reported to EMEP. Hour-of-day, day-of-
week and seasonal emission variations were considered separately for each country,
emission category and species. The same meteorology (of the year 2009) was used
for both the 1995 and 2009 simulations to exclude the influence of interannual
meteorological variability on the results.

19.3 Results

In terms of emission changes from 1995 to 2009, the most relevant features are
strong reductions in SO2, NOx, and NMVOC emissions by often more than 50 % in
Western Europe. The reductions were typically smaller and more variable in Eastern
Europe with some countries even showing increases for some species. Reductions
in PM2.5 emissions were smaller, mostly between 10 and 40 % in Western Europe.
Emissions of NH3, which is dominated by agricultural activities, remained almost
constant in most countries except for the Benelux countries and Denmark, where
changes in agricultural practices led to notable reductions. NOx emissions are
dominated by NO. When considering only the fraction emitted as NO2, the trends
are much less negative than those of NOx and in some countries including France
and Austria even positive.

Figure 19.1 shows the mean surface (0–20 m) concentrations of NOx and of
aerosol nitrate (NO3

�) for the winter simulation W95 and the relative differences
(W09-W95)/W95 due to the emission changes from 1995 to 2009. While NOx

reductions were mostly in the range of 30–50 %, the reductions in nitrates were
considerably smaller, typically by a factor of two. These differences are particularly
large over Spain, the Po Valley in northern Italy and some regions in the UK. A sim-
ilar non-linear relation between precursor emissions and photochemical products is
also seen for SO2 and its product sulfate, though with a somewhat different spatial
distribution (not shown). The pattern of relative changes of ammonium shows no
correspondence with the changes of ammonia but rather follows the patterns of
nitrate changes, indicating that ammonia levels have never been a limiting factor
in Europe.

The most striking differences between the two wintertime simulations are the
strongly enhanced levels of photo-oxidants like ozone and N2O5 and of the OH
radical in simulation W09 as compared to W95. Reduced titration by NO led to
strong increases in ozone by typically 10–30 % and in some polluted regions like the
Po Valley by more than 100 %. Similar findings apply to OH and N2O5 suggesting
an acceleration in both daytime and nighttime radical chemistry. OH levels increased
by 20–80 % across most of Europe, again most strongly in polluted areas where OH
levels have been very low in 1995 due to rapid reaction with NO2, VOCs and CO.
N2O5, which is formed at night by reaction of O3 with NO3, shows a more variable
pattern reflecting the interplay between NOx reductions and O3 enhancements,
with reductions in remote locations and increases in polluted areas with maximum
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Fig. 19.1 (a) Mean surface NOx concentration [ppb] for simulation W95. (b) Relative changes
from 1995 to 2009 [%] (scale ranges from �60 to C60 %). (c) Mean surface aerosol nitrate
concentration [�g/m3] for simulation W95. (d) Relative changes from 1995 to 2009 [%] (scale
ranges from �60 to C60 %)

values as large as C300 % in the Po Valley. The enhanced oxidation capacity of
the wintertime atmosphere thus leads to a more rapid formation of nitrates and
sulfate, which likely explains their highly non-linear response to precursor emission
reductions.

19.4 Conclusions

Despite significant reductions of SO2 and NOx emissions in Europe, nitrate levels
in Switzerland remained approximately constant and sulfates were reduced much
less than SO2 during the past 15–20 years. The reasons for this non-linear
response between aerosol components and precursor gases were investigated with
the regional chemistry and transport model COSMO-ART by simulating winter
and summer conditions using emissions representative of 1995 and of 2009,
respectively. For wintertime we found a strong increase in O3, OH and N2O5

levels from 1995 to 2009 due to reduced titration of O3 by NO and reductions in
NMVOC emissions. The strongly enhanced oxidation capacity of the wintertime
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atmosphere in Europe leads to a more rapid formation of nitrates and sulfates and
correspondingly higher concentrations at the surface and closer to the emission
sources. Although the measured trends in Switzerland cannot be fully reproduced
by the model, the simulations confirm the much smaller reduction of nitrates and
sulfates as compared to their precursor gases and provide additional insight into the
causes.
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Question and Answer

Questioner Name: Heinke Schlünzen

Q: Did you also consider the reduction in VOC emissions in your simulations?
Could this have added to the increased OH levels that you find for wintertime?

A: Yes, we did consider the changes in VOC emissions, and these were substantial
in many countries over the period 1995–2009. Indeed, the increases in OH levels
in polluted regions seen in winter is likely a combination of reductions in both
NOx and VOC emissions.
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Chapter 20
Investigating the Contribution of Biogenic
Emissions to the Formation of Secondary
Pollutants in Portugal

Oxana Tchepel, Joana Ferreira, Helena Martins, Carlos Silveira,
Ana Isabel Miranda, and Carlos Borrego

Abstract This work aims to quantify the contribution of biogenic emissions to
air quality levels of secondary pollutants in distinct areas of a study region taking
into account the relevance of different processes, such as transport, deposition, and
chemistry. In this sense the air quality model CAMx, with its source apportionment
and process analysis tools, has been applied to Portugal, aiming to assess ozone
(O3) and secondary organic aerosol (SOA) levels during a summer month for three
biogenic emission scenarios, which were defined considering the variability of
emission factors. Results for secondary gases and particulate pollutants have been
explored in terms of source and process contributions. The quantitative analysis
showed that biogenic emissions contribute up to 90 % of SOA predictions. The
uncertainty in isoprene emission factors may affect the concentration of SOA by
˙30 % in average; however, because the O3 production is NOx limited at the studied
areas biogenic emissions scenarios did not affect O3 concentration levels, which
varied only ˙1 % in average.

20.1 Introduction

Biogenic emissions, including isoprene and monoterpenes, play an important role
in the formation of secondary gaseous and particulate pollutants in the atmosphere.
Therefore, evaluation of the impact of biogenic emissions on the secondary

O. Tchepel (�)
Faculty of Sciences and Technology, University of Coimbra, Rua Luis Reis Santos, Polo II,
3070-788 Coimbra, Portugal
e-mail: oxana@uc.pt

J. Ferreira • H. Martins • C. Silveira • A.I. Miranda • C. Borrego
CESAM & Department of Environment and Planning, University of Aveiro,
3810-193 Aveiro, Portugal
e-mail: jferreira@ua.pt; hmartins@ua.pt; carlos.silveira@ua.pt; miranda@ua.pt; cborrego@ua.pt

D. Steyn and R. Mathur (eds.), Air Pollution Modeling and its Application XXIII,
Springer Proceedings in Complexity, DOI 10.1007/978-3-319-04379-1__20,
© Springer International Publishing Switzerland 2014

121

mailto:oxana@uc.pt
mailto:jferreira@ua.pt
mailto:hmartins@ua.pt
mailto:carlos.silveira@ua.pt
mailto:miranda@ua.pt
mailto:cborrego@ua.pt


122 O. Tchepel et al.

pollutants formation and distribution should be implemented in a comprehensive
way [1]. To determine the contribution of different emission sources, in particular
biogenic ones, to the observed pollution levels, source apportionment technology
and process analysis implemented as part of a 3D photochemical grid model
can be used. The CAMx Process Analysis (PA) tool allows a detailed model
performance evaluation by tracking the contribution from individual physical and
chemical processes governing the fate of the atmospheric pollutants. Additionally,
the Ozone and Particulate Matter Source Apportioning Technologies (OSAT and
PSAT) provide geographic region and source category “culpability”. The SAT track
O3 and PMx (including secondary aerosols) formation based on how the groups of
precursors contribute to pollutants formation and also investigate the contribution
of boundary and initial conditions to the pollutants levels within the study
domain.

This work aims to quantify the contribution of biogenic emissions and other
processes (i.e. transport, deposition, emissions, and chemistry) to air quality levels
of secondary pollutants in distinct areas of a study region, and to perform a
sensitivity analysis of model predictions to isoprene and monoterpenes biogenic
emissions.

20.2 Methodology

The air quality modelling system, composed by the WRF-ARW meteorological
model and the CAMx chemical transport model (CTM) [2], was applied to
Portugal, for 1 month period – June 2011. The modelling setup included 2 nesting
domains covering Europe (D1) and Portugal (D2) with 27 and 9 km horizontal
resolution, respectively. Initial and boundary conditions for D1 were taken from
MOZART global CTM. EMEP emissions were used as inputs for D1, and the
national anthropogenic emissions inventory for Portugal. Biogenic emissions were
estimated based on country specific land use and vegetation data characterization
and distribution.

Three scenarios of biogenic emissions for the study period were computed,
considering a compilation of emission factors (EF) and biomass density for the
vegetation species existing in Portugal. The reference scenario assumes EF and
biomass values adjusted to the country environmental conditions. The other two
scenarios represent extreme situations – minimum and maximum EF and biomass
density encountered in literature per vegetation species [3].

Aiming to identify differences between distinct location types in terms of bio-
genic emission impact on secondary pollutants formation, for the three considered
scenarios, the CAMx Source Apportionment (SAT) and Process Analysis (PA) tools
were applied over Portugal focusing on four subdomains (see Fig. 20.3) that covered
the main urban areas of Porto and Lisbon, one rural area north of a coastal industrial
site, and a rural background area.
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20.3 Results

The CAMx process analysis tool allowed quantifying the contribution of chemistry,
deposition, top and lateral boundaries to the final concentration of each pollutant
in each subdomain. Plots in Fig. 20.1 illustrates (Concentration C Process Contri-
bution) versus Concentration for O3 and biogenic SOA (SOAb) hourly modelled
results for the reference scenario in an urban (SD1) and a rural (SD4) subdomain.
For O3 at the urban sub-domain, the chemistry contribution is mainly negative due
to the consumption of ozone by precursors. At the rural site deposition assumes
the main negative role. O3 is transported into SD1 and SD4 through top and lateral
boundaries. SOAb production (positive chemistry) occurs in both sub-domains.

The time series of hourly O3 and SOAb modelled concentrations obtained for
the three scenarios at each subdomain during June 2011 indicated that differences
between scenarios are restricted to 2 periods when air temperatures were high. Thus,
a deeper analysis was focused on the period 25–27th June. Figure 20.2 displays
the hourly concentrations and the processes contribution, obtained for the reference
scenario and this 3 days period. Positive contributions to O3 are mainly coming
from lateral boundaries, whereas SOAb are mostly influenced by local chemistry,
especially in SD1, where maximum concentrations are higher. South wind may
be affecting pollutant levels on the 25th and 26th (south boundary >0 and north
boundary <0); and the opposite occurs on the 27th.

A statistical analysis of the hourly concentrations at the four subdomains showed
that Smax emissions scenario may increase O3 levels by 10 % in average in urban
areas (with a maximum of 60 % increase at night). Moreover, Smin led to an
average reduction of 8 %, achieving a maximum reduction of 44 %. Nevertheless,
in rural areas, O3 concentration is not sensitive to the biogenic emission scenarios.
Regarding SOAb at all subdomains, Smax emissions contribute to 120 % increase
of SOAb concentrations, in average, reaching maxima around 200 and 300 % in
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Fig. 20.3 Differences between maximum (Smax) and minimum (Smin) scenarios regarding iso-
prene and monoterpene emissions (g.cell�1.day�1) (a) and O3 concentration (difference in %) (b)

Smin - SD1 Smax - SD1 Smin - SD4 Smax - SD4

Biogenics snap2 snap34 snap56 snap78 snap9 snap10 IC BC

Fig. 20.4 O3 source contribution, by SNAP (Selected Nomenclature for sources of Air Pollution),
obtained for the Smin and Smax scenarios at SD1 and SD4 sub-domains (8 h averaged maximum
on June 27th)

urban and rural areas respectively. Smin decreases SOAb levels up to 86 % (average
decrease around 70 %), in comparison with the reference scenario.

The analysis of spatial differences between scenarios revealed that the increase
of emissions (from min to max scenario) (Fig. 20.3a for June, 25) may lead to
O3 concentration variations from �5 to C60 % at 14UTC of June 25th and 27th
(Fig. 20.3b for June, 25 and 27). Maximum differences occur out of the most
emitting regions, due to the secondary origin of this pollutant and the effect of
meteorological conditions.

Figure 20.4 shows the contribution from different emission sectors, in particular
from biogenic emissions, and from initial and boundary conditions (IC and BC,
respectively) to the O3 concentration values estimated by the OSAT tool for the
Smin and Smax scenarios. The pie charts concerns the maximum 8-h average
on 27th June for SD1 and SD4. The source sectors contribution is very different
between scenarios for both subdomains: biogenic emissions increase its importance
in O3 formation from 3 to 16 % in the urban area (SD4) and from 1 to 7 % in the
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rural area (SD4). However this does not affect the absolute 8-h averaged simulated
concentration since the production of O3 in both sub-domains is NOx-limited, an
information also provided by OSAT.

20.4 Conclusion

Process Analysis and Source Apportionment tools within CAMx model were used
to evaluate the impact of biogenic emissions on O3 and biogenic SOA concentration
values over Portugal. Three scenarios were considered based on maximum and
minimum limits in emission factors. The results showed that chemistry positively
affects SOAb, and has a negative contribution to O3 in rural areas, while transport
is the main factor that contributes positively to O3 levels. The maximum and
minimum emission scenarios contribute to vary SOAb concentrations by up to �88
to C300 %. O3 levels may vary from �40 to C60 % and ˙15 % in urban and rural
areas, respectively. Despite the different role of biogenic emissions among scenarios
and sub-domain types, O3 concentration is not affected (varies in average ˙1 %)
since the production is NOx-limited.
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Questions and Answers

Questioner Name: Roger Jimmis

Q: What were the main reasons for the difference in estimated biogenic emissions
between the maximum and minimum cases? Were differences because of alter-
native estimates of land use, biomass, emission factors per unit of vegetation, or
temperature differences?

http://www.camx.com
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A: Maximum and minimum scenarios of biogenic emissions were built based on
the ranges of emission factors and biomass densities found in the literature
for each vegetation species. The minimum and maximum values of those
ranges were considered to calculate the minimum and maximum isoprene and
monoterpene emissions respectively.

Questioner Name: Dominik Brunner

Q: Why is contribution from chemistry negative in urban areas? Simple titration.
A: Yes, in fact, urban areas are characterized by the presence of ozone precursors

emitted by local emission sources which affect the photochemical processes by
consuming (negative chemistry) the ozone produced.

Questioner Name: Pins Lee

Q: The site south of Lisbon, on the coat was mentioned as a rural site, but you
particularly underscored that this rural site has industry downwind from it. Why
is that significant to your design of the measurement mix?

A: That is a rural EMEP station. It is classified as rural because it is located
upwind an industrial site, since predominant winds are from north. However,
this was chosen as an interesting area, requiring a more comprehensive analysis
because historical measurements at the air quality station reveal that high levels
of ozone can be observed in days with south wind. This indicates the influence
of the industrial emissions in the air quality north of the industrial area as a
result of the transport of air masses from south. This fact was already verified
in previous modeling studies and is corroborated in the present study by the
positive contribution of south boundaries in specific days with higher ozone
concentrations.

Questioner Name: Oriol Jorba

Q: Do you have identified the reasons of your model underestimation of ozone?
A: The most probable explanation is related to anthropogenic emission inventory,

specifically of NOx emissions. However, this was a particular month and a
deeper analysis of results has to be performed to understand the reason of ozone
underestimations by the model.



Chapter 21
Modelling Aerosol-Cloud-Meteorology
Interaction: A Case Study with a Fully Coupled
Air Quality Model (GEM-MACH)

W. Gong, P.A. Makar, J. Zhang, J. Milbrandt, and S. Gravel

Abstract A fully coupled on-line air quality forecast model, GEM-MACH, was
used to study a case of cloud processing in an urban-industrial plume and aerosol-
cloud-meteorology interaction. Preliminary results have shown a significant impact
on modelled clouds and particulate sulfate concentrations due to the inclusion
of the feedback from on-line aerosols to microphysics. Further tests and detailed
comparison with in-situ measurements of this case are underway.

21.1 Introduction

Clouds play an important role in processing and cycling of atmospheric gaseous
and aerosol tracers. A large portion of the atmospheric particulate sulphate is
produced in cloud via aqueous-phase oxidation. Furthermore, cloud processed
aerosols, often physically (size spectrum) and chemically (composition) modified,
can behave differently in activating to form cloud droplets and/or ice crystals in
subsequent cloud cycles, which will in turn impact precipitation generation, cloud
life time, and cloud optical properties. Over the past decade a number of air
quality forecasting systems have been developed with an on-line approach allowing
varying levels of interaction amongst different atmospheric processes. Studies have
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shown a significant impact from aerosols and gases to weather predictions due to
feedback through radiation and cloud microphysics, which in turn impact air quality
predictions.

A major challenge in evaluating the model simulations of aerosol-cloud-
meteorology feedbacks is often the lack of suitable observations. This work
is a case study, based on airborne measurements from two flights during the
ICARTT field campaign in summer 2004 [3], when the National Research
Council of Canada Convair 580 sampled in and below stratocumulus downwind of
Chicago along each of the 84 and 86ıW meridians between 40.5 and 42.6ıN. The
Chicago urban plume was encountered along both meridians, and the observations
indicated cloud processing. In this study, we use a fully coupled version of the
Environment Canada’s air quality forecast model (GEM-MACH) to assess the
impact of feedbacks between chemistry and dynamics through aerosol-cloud-
radiation interactions on modeled meteorology and air quality. Model results, with
and without the feedbacks, are compared with the in-situ aircraft microphysics and
chemistry measurements. The feedback mechanisms and their representations in
the fully coupled GEM-MACH are examined.

21.2 The Model and Study Setup

GEM-MACH (Global Environmental Multiscale model – Modelling Air quality
and CHemistry) is an on-line chemistry transport model embedded within GEM.
A limited area version of GEM-MACH has been in use as Environment Canada’s
operational air quality prediction model since 2009 [5, 7].

Although on-line, the coupling between meteorology and chemistry in GEM-
MACH has been one-way until recently, i.e., the chemistry portions of the model are
influenced by meteorology, while feedbacks from chemistry to meteorology are not
represented. As a participant in the 2nd phase of the Air-Quality Model Evaluation
International Initiative (AQMEII), feedbacks between chemistry and meteorology
have been introduced in GEM-MACH through the modifications made in two areas
of the code: (1) changes to the droplet nucleation in the current microphysics scheme
(in the physics module) to make use of the on-line, size and chemically resolved
aerosols from the chemistry module, and (2) the replacement of the existing aerosol
extinction (based on fixed, standard continental and marine aerosols) in the model
radiation code with the extinction calculations based on the on-line aerosols [4].

The present study focuses on a particular day, August 10, 2004, when two
research flights were conducted between 17 and 23 UTC. Model simulations with
GEM-MACH were conducted at two horizontal resolutions, 15- and 2.5-km, in
a nested cascading configuration over three model grids, shown in Fig. 21.1.
The grids include: a continental domain at 15-km resolution covering most of
the North American continent, an intermediate/regional 15-km domain, and a
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Fig. 21.1 Nested model domains (continental 15-km, regional 15-km, and hi-res 2.5-km) used for
the study

Table 21.1 Key configurations for the various model runs in this study

Runs Grid-scale cond. Sub-grid-scale convec. Feedbacka

Continental 15-km Sundqvistb Kain-Fritsch No
Intermediate 15-km M-Y double moment Kain-Fritsch No
2.5-km M-Y double moment No No/yes
aFeedback through microphysics only
bThe same as the physics configuration used in the operational GEM-MACH version

2.5-km resolution domain focusing on the flight area. Table 21.1 gives the key
configurations for the various model runs. The continental 15-km simulations were
conducted in 30-h segments starting daily at 00 Z from August 5–10, 2004; the first
6 h of each of the model runs are for meteorology-only spin-up while the chemistry
(including tracer advection) starts at hour 6 from the concentration fields at the end
of the previous 30-h run. The nested intermediate 15-km run was conducted for 24 h
from 00 Z on August 10, 2004, and the 2.5-km runs were conducted for 18 h from
06 Z on August 10, 2004. A 12-bin representation of particle size spectrum is used
in these simulations (in contrast to the 2-bin representation used in the operational
version of the GEM-MACH). Anthropogenic emissions are based on the 2005 U.S.
and 2006 Canadian national emission inventories.
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21.3 Results and Discussion

The results discussed here are focused on the hi-resolution runs at 2.5-km, com-
paring the simulations with and without the on-line aerosol feedback through
microphysics.

Model predicted cloud liquid water content (LWC) and cloud droplet number
concentration (Nc) at 19 UTC 2004-08-10 are compared in Fig. 21.2. The GOES
visible image (at 18:15 UTC) provides a view of the clouds at the time of the
flight (FLT 16). The modelled LWC is significantly higher with relatively broader
spatial coverage from the run with the on-line aerosol feedback than the one without
the feedback. This corresponds to much higher Nc predicted by the Abdul-Razzak
and Ghan activation scheme [1] using the on-line aerosols (with feedback) than
predicted by the original droplet nucleation scheme in MY-DM [6] with fixed
generic “continental” aerosol (no feedback). The modelled precipitation (not shown
here) is reduced with the feedback compared to the no-feedback run, consistent with
less efficient coalescence process with smaller droplets. Also shown in Fig. 21.2 are
comparisons with the in-situ measurements of LWC and Nc from FLT 16 (along the
in-cloud portion of the flight path). The modelled values were obtained by sampling
through the modelled fields along the flight path (but with a vertical displacement
of 225 m, up, as the modelled cloud base was higher than the observation by about
200 m). It appears that the model under-predicted LWC and Nc without the on-line
aerosol feedback but over-predicted with the feedback. The over-prediction of Nc

from the feedback run may be at least partly related to the particular updraft velocity
parameterization used in the aerosol activation ([2]). Further test runs with different
updraft velocities were conducted and preliminary examination of the results shows
that the modelled Nc and LWC are highly sensitive to the updraft velocity.

The impact of the feedback to modelled particulate sulfate is illustrated in
Fig. 21.3. For this particular case, there is a predominant plume originating from the
main SO2 source region in eastern U.S. (along the Ohio River Valley) in the south-
westerly flow of a frontal system. The comparison shows a considerable increase
in modelled fine sulfate at cloud level (over the flight region and over upper Lake
Michigan and Lake Superior) from the model run with the feedback corresponding
to the greater predicted cloud LWC and hence increased aqueous phase production
of sulfate.

21.4 Conclusion

Preliminary model simulations of a case from ICARTT field campaign using a
fully coupled version of GEM-MACH have shown a significant impact on modelled
clouds and chemical tracer concentrations due to the feedback of the on-line aerosols
to microphysics. The model predicted much higher Nc with feedback from the on-
line aerosols, and consequently less rain and more cloud, in comparison with the



21 Modelling Aerosol-Cloud-Meteorology Interaction: A Case Study. . . 133

F
ig

.2
1.

2
Fo

ur
pa

ne
ls

on
th

e
le

ft
:

m
od

el
le

d
LW

C
(i

n
g/

kg
,t

op
pa

ne
ls

:
a

an
d

b)
an

d
N

cl
d

(s
ho

w
n

in
#/

cm
3
,b

ot
to

m
pa

ne
ls

:
c

an
d

d)
at

m
od

el
hy

br
id

le
ve

l
of

0.
87

95
;l

ef
t(

a,
c)

–
w

it
ho

ut
th

e
fe

ed
ba

ck
,r

ig
ht

(b
,d

)–
w

it
h

th
e

fe
ed

ba
ck

.O
n

th
e

fa
r

ri
gh

t:
G

O
E

S
vi

si
bl

e
im

ag
e

at
18

15
U

T
C

20
04

-0
8-

10
(t

op
),

an
d

co
m

pa
ri

so
n

w
it

h
in

-s
it

u
ai

rc
ra

ft
ob

se
rv

at
io

ns
of

LW
C

(g
/m

3
)

an
d

dr
op

le
tc

on
ce

nt
ra

ti
on

s
(#

/c
m

3
)

al
on

g
th

e
FL

T
16

in
-c

lo
ud

fli
gh

tp
at

h
(b

ot
to

m
)



134 W. Gong et al.

Fig. 21.3 Left panel: modelled fine sulphate (SU2.5) at model hybrid level of 0.8795 from the
base-case simulation at 2.5-km resolution (no feedback); right panel: difference in modelled SU2.5

at the same model level, [feedback on] – [feedback off]; all for 19 Z August 10, 2004

model run without the on-line aerosol feedback. As a consequence, model predicted
sulfate concentration is increased due to the enhanced aqueous-phase production.
Initial comparison with in-situ cloud microphysics measurements indicates that the
current model simulation under-predicts cloud (both LWC and Nc) without the
feedback from the on-line aerosols but over-predicts with the feedback for this case.
A key variable, and a source of uncertainty, is updraft velocity in aerosol activation.
The modelled Nc and LWC are highly sensitive to the updraft velocity. Further
investigation is needed.

Acknowledgments The authors would like to acknowledge Mr. Radenko Pavlovic (AQMAS/
NPOD/MSC) for conducting a series of 12-h cycling runs using the standard operational GEM-
MACH to generate chemical initial conditions for this study.
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Questions and Answers

Questioner Name: Dominik Brunner

Q: There is a large variability amongst the existing studies on aerosol indirect
effect; some show a large effect while others show otherwise. What could be
the reason for such large differences? Would a coordinated modelling effort
make sense, (i.e., several models running the same cases)?

A: There could be a number of reasons for the differences, e.g., particular cases,
differences in model representation of the feedback processes, etc. From the
work carried out here, details of the cloud formation parameterizations within
individual models, such as the assumptions used for cloud updraft velocity, can
have a significant impact on model results. A coordinated multi-model inter-
comparison study on selected cases would definitely be worthwhile.

Questioner Name: Pius Lee

Q: Our own experience with WRF-NMM is that, when cascading from a coarse
grid to a finer grid, often stronger updraft and energetic convection result in
triggering heavier precipitation. Is this the experience with GEM also? The AQ
model (GEM-MACH), when cascading to finer (2.5-km) grid, has an effect of
suppressing precipitation. These two effects seem to counter-act with each other.
Have you quantified these effects individually? Are they physically based? If
so, do you need “sponge-layers” in the grid-resolution transition to buffer the
forcing?

A: The results that we have presented here show comparisons between the model
runs with and without the feedback from the on-line aerosols, not between
high and low model resolution. We have shown that, for the case studied, with
the feedback from the on-line aerosols the modeled precipitation is reduced,
as a result of enhanced cloud droplet number concentrations and less efficient
coalescence process with smaller cloud droplets. All the model runs in question
were conducted at high (2.5-km) resolution.



Chapter 22
Evaluation of Cloud Chemistry Mechanism
Towards Laboratory Experiments

Yoann Long, Laurent Deguillaume, and Nadine Chaumerliac

Abstract Cloud chemistry models include more and more explicit multiphase
mechanisms based on laboratory experiments that provide kinetic constants, stabil-
ity constants of complexes, hydration constant, etc. However, they are still subject
to many uncertainties, related to the aqueous chemical mechanism they used which
most of the time has never been confronted against laboratory experimental data.
To fill this gap, we propose to adapt the M2C2 model to simulate irradiation exper-
iments on synthetic aqueous solutions under controlled conditions (pH, pressure,
temperature, light intensity, : : : ) considering various chemical compounds that are
supposed to contribute to the oxidative budget in cloud water (iron, oxidants such as
H2O2). As target species, organic compounds (oxalic, formic, acetic acids) are taken
into account since they are oxidized and are also good indicators of the oxidative
capacity and potential iron complexant. Range of concentrations for all the studied
chemical compounds are representative of in situ measurements. Numerical outputs
are confronted to experimental data that consist in time evolution of the concentra-
tion of target species (Long Y, Charbouillot T, Brigante M, Mailhot G, Delort A-M,
Chaumerliac N, Deguillaume L, Evaluation of modeled cloud chemistry mechanism
against laboratory irradiation experiments: the HxOy/iron/carboxylic acid chemical
system. Atmos Environ 77:686–695; 2013).

22.1 Introduction

Currently, cloud chemistry models consider both inorganic and organic mechanisms
and chemical transformation are mainly driven by radical pathways that define the
cloud oxidant capacity. Simulated oxidants concentrations such as HO• strongly
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depend on the chemical initialization (particularly iron under polluted conditions
and organic matter amounts) and on the chemical mechanisms. The efficiency of
chemical pathways that drive the oxidative capacity in these models has not been
fully evaluated.

22.2 Modeling of Irradiation Experiments

The M2C2 model was adapted to simulate irradiation experiments using synthetic
solutions under controlled conditions (pH, pressure, temperature, etc.) and consid-
ering chemical compounds that contribute to the oxidative budget in cloud water
(iron and H2O2). Organic compounds (oxalic, formic, acetic acids) were taken into
account as target species because they are oxidized by HO• and are potential iron
complexant especially oxalic acid which represents the most abundant diacid and
an important component of the organic particulate matter. The concentration range
for all chemical compounds is representative of in situ measurements [2] and values
used to initialize the model are given in Table 22.1.

Figure 22.1 presents the simulated and experimental concentration time profiles
of Fe(II), Fe(III), HO• and H2O2 for experiment 1 which represents the HxOy/iron
system. The degradation of H2O2 and Fe(II) under dark conditions (i.e. Fenton
reaction) leads to the formation of Fe(III). Moreover, generated hydroxyl radicals
react with Fe(II) explaining the quantitative (up to 95 %) Fe(III) formation. When
irradiation starts Fe(III) concentration slightly decreases due to its photolysis
partially counter-balanced by its formation via HO• and Fe(II) reaction. Iron is
stabilized at the end of simulation and experiment: Fe(III) photolysis could be then
considered as the main source of HO• (99 %) with a negligible contribution of H2O2

photolysis.
Then, in a second experiment carboxylic acids are added to the HxOy/iron

system as observed in real clouds. The carboxylic acids play a double role of
scavenger for generated hydroxyl radical and complexants of iron modifying the
HxOy/iron reactivity. Comparisons between model outputs and measurements show
that the chemical reactivity is correctly reproduced by the model (Fig. 22.2). As
expected, time-evolution of iron and H2O2 concentrations are driven by photo-
Fenton reactions. The Fe(II) concentration becomes constant (up to 90 %) at the end

Table 22.1 Chemical concentrations (�M) of the synthetic solutions (1 and 2) and of the cloud
sample (3)

Exp. H2O2 Fe(II) Fe(III)
Formic
acid

Oxalic
acid

Acetic
acid

Succinic
acid

Malonic
acid NO3

� pH

1 20 20 6 3.5
2 20 20 6 14.5 3 20 3.8
3 5.85 2.38 0.7 35.34 11.22 42.53 2.82 2.4 414 5.0
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Fig. 22.1 Comparison of concentration time evolutions of H2O2, Fe(II) and Fe(III) (C/C0 with
C0 D initial concentration) between model (in dark grey with 10 % uncertainties on initial
concentrations and ˙0.3 on the pH value) and measurements (in light grey) for experiment 1
(Table 22.1). HO• concentration time evolution simulated by the model is also presented

Fig. 22.2 Same legend as Fig. 22.1 for the HxOy iron/carboxylic acids chemical synthetic solution
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Fig. 22.3 Same legend as Fig. 22.1 for the chemical natural cloud system

of the simulation. Acetic acid degradation by HO• is slow compared to formic acid
as observed by Charbouillot et al. [1] (20 % of degradation at the end of simulation).

Formic acid decreases quickly under irradiation and then stabilized (10 % of
initial concentration) through its complexation with iron. Formic and acetic acid
fates are mainly controlled by hydroxyl radical oxidation produced by photo-Fenton
cycle. Oxalic acid degradation is driven by the formation and the direct photolysis
of Fe(III) oxalic acid complexes whereas its formation by acetic acid oxidation is
not enough sufficient to counterbalance its fate (an average of 3.44 � 10�11 M s�1

on the whole simulation). These final experiments showed that M2C2 model
is able to explain time-concentration evolution of key chemicals involved in
atmospheric cloud chemistry under controlled conditions i.e. initial concentrations,
pH and T.

Finally, in the last experiment, a natural cloud sample was irradiated during
45 min. Model was constrained by the concentrations of major inorganic and organic
ions measured in the cloud samples by ionic chromatography and pH (Table 22.1).
The total iron concentration is 10 times lower than in experiment 1 whereas the
organic amount is much higher with around 100 �M of measured organic acids.
Comparisons between simulations and measurements of Fe(II), Fe(III), HO• and
H2O2 and VOCs concentration-time profiles are presented in Fig. 22.3.

For this particular cloud sample, the model properly reproduces the laboratory
concentrations for the target species. The time evolution of iron speciation is
driven by photo-Fenton reactivity and follows the same behavior than observed
during irradiation of synthetic solutions. The concentration of hydroxyl radical
at photostationary state is around 2 � 10�14 M that is 100 times lower than in
experiment 1. Consequently, the organic acids are slowly degraded in this case.
Formic acid degradation is relatively slow and the contribution of acetic acid
oxidation as a source of formic acid is negligible. Acetic acid stays constant
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on the whole simulation time. The indirect source from acetic acid to formic
acid is negligible. Conversely, oxalic acid concentration is underestimated by the
model outputs up to 10 % at the end of the experiment. Higher molecular organic
compounds such as malonic and succinic acids detected in our cloud sample might
be precursors of oxalic acid through further oxidation pathways [3].

22.3 Conclusion

This study shows that the chemical mechanism describing the “oxidative engine”
represented by the HxOy/iron chemical system is consistent with laboratory exper-
iments under controlled conditions. Thus, the degradation of carboxylic acids
commonly found in natural cloud waters is well reproduced by the M2C2 model.
Confrontation of cloud chemistry model results with experimental data is a nice way
to validate cloud chemistry models and their explicit chemical mechanisms [4].
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Chapter 23
Effects of Surf Zone Sea-Spray Particles
on Aerosol Concentration in Coastal Area

Gilles Tedeschi and Jacques Piazzola

Abstract An experimental campaign has been conducted in Nov. 2007 in Duck,
NC. Several sets of probes were used in various conditions, in order to measure
either the marine aerosol vertical gradient and the flux emitted by the surf zone or
the horizontal transport offshore. It was possible to find a new equation for the surf
zone aerosol flux depending on the Wave Energy Dissipation (WED). The aerosol
transport was simulated for offshore wind condition and compared to experimental
data measured aboard a boat travelling along the offshore wind vector.

23.1 Introduction

The marine aerosol flux emitted in the surf zone (SZ) is several orders of magnitude
higher than the open ocean (OO) flux. Even if the SZ size is only a few tens meters
length, its effect may extend up to several tens of kilometres from the shoreline.
One of the objectives of the study is to determine this distance, using a numerical
transport model (MACMod [4]) dedicated to the simulation of marine aerosols
transport, and to validate the modelling with the help of experimental data. Another
objective is to validate the surf zone aerosol source function which is still not well
determined.
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23.2 Experimental Campaign

Data analyzed were collected in Duck, NC, in Nov. 2007, and were part of a larger
experimental campaign, the Surf Zone Aerosol Experiment (SZAE), described by
Van Eijk et al. [5].

The measurements were made at the 560 m long pier of the Field Research
Facility (FRF) of the U. S. Army Corps of Engineers, equipped with the Sensor
Insertion System (SIS), a crane-like device with two arms that can reach 15–25 m
out from the side of the pier. The SIS can then be still positioned downwind of
the SZ: close to the beach for onshore flows, and near the end of pier during
offshore flows. Aerosol size distributions were measured at 6 and 16 m above
the water level by 6 optical particle counters operated by TNO laboratory (The
Hague, NL). Two probes were placed side by side in order to create 3 pairs and
measure distributions over a wide radius range (0.21–45.5 �m). It was possible to
obtain the aerosol vertical gradient and the flux emitted by the SZ. At the same
time, wavefield data were obtained from the FRF array of pressure-gauges at 1 km
offshore. The knowledge of the bathymetry profile allowed to calculate the wave
energy dissipation (WED) in the surf zone.

The transport experiment took place during a 2 days offshore flow event on the
5th and the 6th November 2007. A commercial tuna fishing boat was chartered and
a pair of probes was relocated from the SIS to the top of the boat’s main cabin.
During steady offshore flow conditions, the boat travelled from the end of the pier
along the offshore wind vector to a distance of 13 km. Horizontal profiles of aerosol
concentration could be measured.

23.3 Modelling of Sea-Spray Aerosol Particles
Generated in the Surf Zone

Many studies have been devoted to the establishment of marine aerosol source
functions at Open Ocean (OO), whereas the ones for the Surf Zone (SZ) are quite
sparse. The wind speed is generally used to parameterize the aerosol production in
terms of environmental conditions, which suggests that there is a strong correlation
between aerosol production, wave breaking and wind speed. While this may be true
in deep waters for wind-generated wavefields, wave breaking is a more complex
process in the SZ, where the bathymetry should play an important role. In that case,
the WED can be related to the bathymetry profile and the incident wavefield and
can be thought as the governing parameter for the SZ aerosol generation. de Leeuw
et al. [2] expressed the SZ source function with the help of wind speed U at 10 m:

dF=dD D 1:1 107e0:23U D�1:65
�
�m�1:m�2:s�1

�
(23.1)
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Fig. 23.1 SZ sea-spray sources functions (dL and vE) for various conditions

called dL expression in the present paper. With the experimental data sets obtained
during the SZAE, Van Eijk et al. [5] proposed the following expression:

dF=dD D 10Œ10.1�WED�0:35/�D�1:5
h
�m�1:m�2:s�1

�i
(23.2)

called vE expression.
Figure 23.1 shows a comparison between the SZ source function calculated with

dL et vE expressions. The wind speeds (5, 10 and 15 m/s) for dL and the wave
heights (0.5, 2 and 5 m) for vE have been chosen to match roughly the oceanic
conditions with the atmospheric ones. For low wind speed/wave height conditions,
the fluxes differ by almost two orders of magnitude.

23.4 Modelling of the Aerosol Horizontal Transport

The MACMod model has been described extensively in a previous paper [4].
It is a 2D unsteady model resolving the budget equation for the sea-salt aerosol
concentration using the finite volume method. Aerosol emission (production) and
removal (deposition) at the sea surface are taken into account as additional terms
for the vertical flux, in the first layer.

The MACMod model was used to perform numerical simulations of aerosol con-
centration up to tens km downwind of the surf zone. The horizontal (x coordinate)
calculation domain was 50 km, divided in 1,000 cells of 50 m length. In the vertical
(z) direction, the domain extended 600 m, divided in 25 cells with an irregular
height step, stretched close to the sea surface. The height of the lowest grid cell
was chosen to be 0.5 m. The lower layer (i.e. first 50 m) was represented by 10 grid
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cells, and the remaining 15 grid cells were used to describe the upper layer (i.e. 50
up to 600 m). The simulations have been made for an offshore wind, with a main
flow blowing from land to sea. At the upwind boundary, a vertical concentration
profile was defined (set to zero in case of a clean atmosphere, i.e. no background
component). In this paper, only the environmental conditions observed during the
transport experiment (U10 D 5 m.s�1 and ASTD D �6 K) are presented. The surf
zone length was 30 m.

23.5 Results and Discussion

Figures 23.2, 23.3 and 23.4 show the horizontal profiles of SZ generated aerosol
concentrations (as a function of the distance X to the shore) both measured
and computed, respectively for 1 �m, 0.5 �m and 0.1 �m radii. The modelled
concentrations are presented for a 3 m height, corresponding to the probe height
on the boat.

The dL law leads to very high aerosol concentrations compared to vE. For 1 and
0.5 �m radii, concentrations predicted by the model using vE are found close to
measured ones. The WED is a more relevant parameter than the wind speed.

The decreasing of SZ generated sea-salt aerosols is very low (moreover here in
unstable conditions with ASTD D �6 K) and influence of the SZ is found to be at
least a few tens of km.

For the 0.1 �m radius, modelled aerosol concentrations are found to be 2 or 3
orders of magnitude lower than measured ones, as the modelling has been made
with only marine aerosols and no continental ones. A new simulation was then
made for the 0.1 �m radius, setting at the entrance boundary layer the concentration
value measured on the shore, upwind the SZ, accounting for background continental
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Fig. 23.4 Aerosol concentration as a function of distance to the shore, r D 0.1 �m

particles only. The results are presented on Fig. 23.4, where it can be seen that
the modelled concentration downwind the SZ fits exactly the measured ones,
as expected. For very fine particles, the influence of the SZ is found negligible
compared to background ones.
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Question and Answer

Questioner Name: Pavel Kishcha

Q: You found that the source function based on wave energy dissipation is better
than the one based on 10 m wind. The wave energy dissipation is quite
a complex parameter, which is not easy to obtain neither in theory nor in
experiment. Could you elaborate how this parameter was defined in your study?

A: A semi-empirical model was used, based on the integration from an offshore
position to the shoreline of the wave energy balance equation. It was assumed
that reflection and bottom friction are negligible compared to depth-induced
wave breaking. The dissipation function is modeled with Battjes and Janssen
[1] model and the mean surface variation with Longuet-Higgins and Stewart [3]
model. The bathymetry profile of the surf zone was surveyed 1 month prior to
the experiment and incoming wavefield data were obtained from the FRF array
of 15 pressure-gauges located at 8 m depth at 1 km offshore from the pier. It
was then possible to compute mean wave energy dissipation.

http://dx.doi.org/10.1029/2011JD015602


Chapter 24
Novel Pathways to Form Secondary Organic
Aerosols: Glyoxal SOA in WRF/Chem

Christoph Knote, Alma Hodzic, Jose L. Jimenez, Rainer Volkamer,
John J. Orlando, Sunil Baidar, Jerome Brioude, Jerome Fast,
Drew R. Gentner, Allen H. Goldstein, Patrick L. Hayes, W. Berk Knighton,
Hilke Oetjen, Ari Setyan, Harald Stark, Ryan M. Thalman, Geoffrey Tyndall,
Rebecca Washenfelder, Eleanor Waxman, and Qi Zhang

Abstract Current approaches to simulate secondary organic aerosols (SOA) in
regional and global numerical models are based on parameterizations of the oxida-
tion of precursor gases in the gas-phase and subsequent partitioning into particles.
Recent findings suggest however that formation in the aqueous-phase of aerosols
might contribute substantially to ambient SOA load. In this work we investigate
the contribution of glyoxal to SOA through chemical processes associated with
aerosols. Both a very simple and a more explicit mechanism of SOA formation
from glyoxal was included in the regional chemistry transport model WRF/Chem.
We simulated the first 2 weeks of June 2010 over the domain of California to make
use of the extensive dataset collected during the CARES/CalNex field campaigns
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to evaluate our simulations. Contributions to total SOA mass were found to range
from 1 to 15 % in the LA basin, and <1 to 9 % in the isoprene-rich eastern slopes
of the Central Valley. We find that the simple approach previously used in box as
well as global modeling studies gives the highest contributions. A combination of
reversible partitioning and volume pathways can provide comparable amounts only
if partitioning of glyoxal into the aerosol liquid-phase is instantaneous.

24.1 Introduction

A substantial fraction of ambient aerosols is organic matter. Most of this organic
matter is not emitted as particles, but formed from precursor gases within the atmo-
sphere. Besides pure gas phase oxidation pathways recent research also suggested
considerable contributions of in-cloud and in-aerosol processing to organic aerosol
load [2].

Glyoxal (CHOCHO), the smallest di-carbonyl, is one of the suggested precursors
[3, 10]. It has both anthropogenic and biogenic precursors, a lifetime in the
atmosphere between a few hours and a day, and was observed at sub ppbv levels
in various environments. Its high solubility allows it to partition into cloud droplets
and deliquesced aerosols. Recent results show an additional strong increase in
partitioning into the liquid-phase in salt solutions [7]. Both reversible (hydration,
oligomerization) and irreversible SOA formation has been observed in the lab-
oratory. Box model studies were conducted to derive simple uptake coefficients
that describe the formation of SOA from glyoxal as a surface process, and also
to investigate its contribution employing more sophisticated chemistry. The results
suggest that the contribution of glyoxal to SOA can be up to 15 % in Mexico City,
but ranges from 0 to 4 % in Pasadena (CA) [10–12].
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Here we show results of the implementation of the current state of knowledge
on SOA formation from glyoxal into the regional chemistry transport model
WRF/Chem and investigate its contribution to SOA on the regional scale. We made
simulations over the Californian domain during the period of May 28th to June
15th 2010 to make use of the wealth of measurement data taken during the
CARES/CalNex field campaigns to evaluate our model. A comparison of a simple
surface uptake parameterization with a parameterization based on (volume) path-
ways based on laboratory evidence highlights the uncertainties currently associated
with SOA formation from glyoxal. A comprehensive description of the work
outlined here can be found in Knote et al. [8].

24.2 Methods

The chemistry transport model WRF/Chem [5] is used in version 3.4.1 with a grid
resolution of 4 km and 40 vertical levels. We employ the Morrison double-moment
scheme for cloud microphysics, RRTMG for short- and longwave radiation, the
Noah land surface model, Mellor-Yamada Nakanishi and Niino 2.5 as planetary
boundary layer scheme, and the Grell 3D ensemble for cumulus convection.
NCEP Global Forecasting system (GFS) analyses are used as initial and boundary
conditions for meteorology, and global MOZART-4 results for trace gases and
aerosols. A combination of the US EPA National Emissions Inventory (NEI) 2005,
the emission inventory of the California Air Resource Board (CARB) 2008, and
inverse modeling results serves as the emissions input.

The MOZART mechanism to describe gas-phase chemistry [1] is used and
has been extended for this work with a more explicit description of aromatics
and isoprene oxidation, as well as the inclusion of C2H2 and HONO chemistry
[8]. Aerosols are represented through the size-resolved Model for Simulating
Interactions and Chemistry (MOSAIC, [13]) employing four size bins. The method
described in Hodzic et al. [6], is used to describe traditional formation of SOA.

Different reversible and irreversible SOA formation pathways from glyoxal
have been implemented. For reversible partitioning we first consider Henry’s
law partitioning between the gas-phase and the deliquesced aerosol including
recent findings by Kampf et al. [7], who showed that the Henry’s law constant
of glyoxal can increase by up to three orders of magnitude in salt solutions. This is
implemented as a time-dependent increase according to the current phase-state and
salt concentration in aerosol water. We further include oligomer formation as a time-
dependent equilibrium process involving glyoxal in aerosol water. Irreversible SOA
formation from glyoxal can occur via three pathways. Two volume pathways use the
amount of glyoxal that is partitioning into the deliquesced aerosol (see above): (1) an
ammonium catalyzed pathway as described in Noziere et al. [9] as a function of the
NH4

C ion concentration and particle pH, and (2) a reaction with OH as presented in
Ervens and Volkamer [3]. Finally, we included a surface process with a fixed uptake
coefficient (” D 1.0 � 10�3). In the simulations with reversible partitioning and
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volume pathways (“complex” mechanism), SOA formation only occurs if MOSAIC
considers the aerosol to be deliquesced. This complex mechanism is contrasted with
a simple parameterization that has been used in a previous global modeling study
[4] that is based solely on the surface uptake. In this simple simulation the uptake
does not depend on the aerosol phase-state and is always active.

24.3 Results

We found [8] the model is able to reasonably simulate meteorological conditions,
the concentration levels of the main glyoxal precursor gases, aerosol amount and
composition, and the major sinks for glyoxal (reaction with OH and photolysis).
Two focus regions have been selected to investigate aggregated statistics on SOA
formation from glyoxal: the Los Angeles Basin (LA) as a major urban area
in California with high anthropogenic pollution, and the Eastern Slopes of the
Central Valley (ESCV) as a clean region with high levels of isoprene. A budget
analysis showed that in the LA basin formation from C2H2, aromatics and isoprene
contribute with equal shares to glyoxal production, and that reaction with OH is a
stronger sink (60 %) than photolysis (40 %). In the ESCV region isoprene oxidation
is the main source of glyoxal (74 %), and destruction by photolysis is slightly more
effective (54 %) than reaction with OH (46 %).

In all simulations we found that the LA basin is the hotspot for glyoxal SOA. The
simple simulation, set up to resemble previous global and box model simulations,
suggests that glyoxal contributes on average 15 % of SOA in the LA basin and
9.4 % in ESCV. In a simulation considering only reversible processing and the
volume pathways we find 1.0 % in LA and 0.2 % in ESCV. If we add the (in this
case aerosol phase-state dependent) surface uptake to the latter we get 5.5 % in LA
and 1.7 % in ESCV. Hence, depending on the parameterization chosen, glyoxal can
contribute substantially (15 % in LA using an always-active simple surface uptake)
or be negligible (1 % in LA with only reversible partitioning and volume pathways).

We further found that the reason the volume/reversible pathways do not lead to
larger contributions of glyoxal to SOA is not that the (NH4

C-catalyzed/OH) reaction
rates themselves are too slow, but rather that the supply of glyoxal to the aerosol
liquid-phase is limiting. Kampf et al. [7], suggested a time-dependent increase in
the glyoxal Henry’s law constant, which we implemented into WRF/Chem. If we
however assume that this increase is actually instantaneous, we find a contribution
of glyoxal to SOA of 5.8 % in LA and 1.9 % in the ESCV region.

24.4 Conclusion

The formation of secondary organic aerosol from glyoxal has been investigated
for the Californian domain during June 2010. The regional chemistry-transport
model WRF/Chem has been extended for this purpose by a number of pathways to
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describe this contribution, ranging from a simple surface uptake to explicit aerosol
liquid-phase chemistry. This allows us to contrast between approaches taken in
previous (global) modeling studies and those driven by evidence from laboratory
experiments. The LA basin is always the hotspot for SOA formation from glyoxal.
We find average contributions ranging from 1 to 15 % of SOA mass in the LA basin
and 0.2 to 9.4 % in the Eastern slopes of the Central Valley. A parameterization
based purely on laboratory evidence (reversible partitioning C volume pathways) is
at the lower end of contributions, while the simple surface uptake method gives the
largest values.
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Questions from the Audience and Answers

Q: In the detailed approach, did you consider dimer formation and oligomeri-
zation?

A: Yes, di- and oligomer formation is considered as being in time-dependent
equilibrium with the amount of glyoxal that partitions into aerosol liquid water
(see [7, 8] for details).

Q: How is your definition of “kinetic limitation” different from the traditional
definition which may be important to be considered for coarse particles (sea salt
in coastal regions) & winter conditions? (Note that the rate of gas to particle
mass transport is proportional to temperature but anti-proportional to particle
diameter)

A: There has been a misunderstanding. The important parameter is the time-
dependence of the partitioning. [7], suggest that there is a time delay in which
the Henry’s law increases to high values in the case of a salt solution. This
is the reason for the low contributions of glyoxal to SOA through reversible
partitioning/volume pathways. If we assume instantaneous Henry’s law par-
titioning according to the Henry’s law constant appropriate for the current
salt concentrations, contributions to SOA from reversible partitioning/volume
pathways are higher.

Q: You consider the formation of oligomers in your model. These oligomers can be
formed by photo-chemical reactions or by “dark” reactions. Do you consider
these kinds of reactions in your chemical scheme?

A: Oligomers are “formed” as being in time-dependent equilibrium (see question 1
and main text). What we consider a “dark” pathway are the findings of [9]. This
is modeled as an irreversible SOA formation pathway (and is based on a study
of non-irradiated bulk liquid samples), so it possibly includes oligomers formed
by a dark reaction.



Chapter 25
Modeling Seasonal Changes in Organic Aerosol
Composition at the puy de Dôme (France)

Christelle Barbet, Laurent Deguillaume, and Nadine Chaumerliac

Abstract In the atmosphere, a significant fraction of organic aerosol (OA) makes
up the particulate matter. Since OA consists of thousands of complex molecules,
uncertainties remain concerning their sources and atmospheric processes leading to
their transformation (Hallquist M et al. Atmos Chem Phys 9:5155–5236, 2009). OA
are, in principle, divided into two categories: primary organic aerosol (POA), which
is emitted directly into the atmosphere, and secondary organic aerosol (SOA), which
is formed by the photo-chemical oxidation of volatile organic compounds (VOC).
VOC emissions and consequently OA formation are strongly linked to the season of
the year. To that purpose, simulations were performed in autumn (September 2008)
and summer (June 2010) with the WRF-CHEM model including more precisely
RACM (Stockwell WR et al. J Geophys Res 102:25847–25879, 1997) chemical
mechanism for gas phase associated with MADE for aerosols (Ackermann IJ et al.
Atmos Environ 32(17):2981–2999, 1998) and VBS (Ahmadov et al. J Geophys Res
117:D06301, 2012) for SOA. Moreover, model outputs are compared with measure-
ments performed during each season (Freney EJ et al. Atmos Chem Phys 11:13047–
13059, 2011) at the puy de Dôme monitoring site which is located in central France
(45ı46 N 2ı57 E) and is a part of the ACTRIS (Aerosols, Clouds, and Trace gases
Research InfraStructure) and GAW (Global Atmospheric Watch) network.

25.1 Introduction

Atmospheric particles have negative effects on climate, air quality and human
health. Organic aerosols represent a large fraction of the particulate mass at both
urban and remote locations [15], but there are still large gaps in understanding their
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formation pathways and there is considerable uncertainty in their representation
in 3-D models [5, 14]. Despite the importance of organic aerosols (OA) in the
environment, data sets to constrain models are limited. Nevertheless, based on
available data sets it appears that models tend to underestimate SOA concentrations
in the boundary layer (e.g., [7, 8, 12, 14]) as well as in the free troposphere [6]. The
reasons for the differences between measured vs. modeled SOA in different regions
remain unclear due to the numerous and complex chemical and physical phenomena
involved in SOA formation [5, 11]. One major uncertainty relates to the formation
of gaseous secondary organics. The aim of this study is to model organic aerosols
using data available from the puy de Dôme station in France, where both aerosol
and VOCs are monitored for two seasons and two air masses.

25.2 Model Description

WRF-chem model results from the coupling of the WRF model (Weather Research
and Forecast) with a chemistry module. This coupling between dynamics, radiation
and chemistry allows for simulating gases and aerosols. The chemical mechanism,
RACM, includes 17 inorganic and 32 organic stable species, 28 reactive interme-
diates (4 inorganic and 24 organic species) for 237 reactions. In order to limit
number of model groups, similar organic compounds are grouped together based on
the principle of reactivity weighting. Aggregation factors, computed by Middleton
et al. [10], are used for VOC. RACM chemical mechanism [13] is coupled with
MADE-VBS [1, 2]. The dynamical processes include condensation, coagulation,
size-dependent dry deposition and sedimentation, advection and diffusion. Particle
formation is treated by two processes: direct particle emission and secondary
formation by gas to particle conversion.

Anthropogenic emissions come from MACCity [9]. Biogenic emissions are
provided by MEGAN [4]. Biomass burning emissions are derived from the Fire
Inventory from NCAR version 1.0 (FINNv1).

25.3 Model Comparisons with Observations
at the puy de Dôme

Detailed investigations of the chemical and microphysical properties of atmospheric
aerosol particles were performed at the puy de Dôme research station (1,465 m) in
autumn (September 2008) and in summer (June 2010) using a compact Time-of-
Flight Aerosol Mass Spectrometer [3]. This data set is used together with VOCs
measurements available solely on the June 2010 case.

The simulations last 5 days and two nested domains are defined over Europe and
France respectively with a resolution of 30 and 10 km for the inner domain.
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Fig. 25.1 Comparisons between model outputs and observations at the puy de Dôme site
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Fig. 25.2 Results of a sensitivity test on anthropogenic VOCs emissions

Figure 25.1 provides a sample of comparisons between AMS data and model
outputs for aerosol concentrations for the two seasons. The model captures the
variability of the concentrations induced by the diurnal cycle and topographic
forcing but underestimates organic aerosol especially for the second case.

For the 2010 polluted summer event, VOCs concentrations observed at the puy
de Dôme are well reproduced by the model when they originate from biogenic
emissions but are not correctly simulated in case of anthropogenic VOCs such as
alkanes with high OH reactivity, toluene and xylene.

In Fig. 25.2, concentrations of alkanes are reported together with the observations
(in black) in the base run (in grey full line) and in a run where their emissions have
been increased by a factor 50 (in grey with dotted line). Also, toluene and xylene
are multiplied by a factor 10 to fit to the observations.

A new simulation is performed in these conditions and increasing the VOCs con-
centrations provide much higher SOA which seems more realistic when comparing
to the data (Fig. 25.3).
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Fig. 25.3 SOA concentrations simulated assuming higher anthropogenic VOCs emissions

25.4 Conclusion

Data from the puy de Dôme station in France have been used to validate SOA
formation mechanism used in WRFCHEM, based on VBS scheme from Ahmadov
et al. [2]. Results show that SOA are underestimated by the model in case of polluted
air mass in summer partly due to too low anthropogenic VOCs emissions.
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Chapter 26
Using WRF-CMAQ Air Quality Modelling
System to Estimate BaP Concentrations over
Zaragoza (Spain)

Roberto San José, Juan Luis Pérez, Marisol Callen, José Manuel López,
and Ana Mastral

Abstract The main aim is to estimate the BaP concentrations in the atmosphere
and know the main influences on BaP ground level concentrations. We have
utilized CMAQ 4.7 version as core for our system. BaP degradation and adsorption
mechanism have been integrated into the chemical-transport model. Emissions
have been processed the EMIMO-UPM emission model with a top-down approach
including detailed GIS data. The air quality model has been driven by the WRF
meteorological model. Urban particulate material generally contains a significant
amount of amorphous organic carbon. Absorptive mechanism plays the dominant
role in the urban air and also in air affected by urban sources. Equilibrium
partitioning calculations are based on absorptive partitioning model. Gas/particle
partitioning of BaP is simulated as an absorption process into the organic mass on
the aerosol particle assuming the formation of a quasi-ideal solution. BaP reaction
with ozone is an important degradation pathway of the particulate BaP in the
atmosphere. The degradation rate constant depends on the ozone gas to surface
equilibrium constant and the maximum rate coefficient that would be observed at
high ozone concentrations. A validation process of the BaP and other pollutant
results has been conducted in the urban area of Zaragoza (Spain) during 10 weeks in
2010. The agreement is generally satisfactory. The simulated concentrations depend
on the meteorological and emission inputs.
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26.1 Introduction

Benzo(a)pyrene (BaP) is polycyclic aromatic hydrocarbon whose adverse effects
on human health have been demonstrated [1]. Because of this reason, the Directive
2004/107/CE of the European Union establishes a target value of 1 ng/m3 of BaP in
the atmosphere.

Accurate calculation of gas/particle partitioning on a regional/local scale
re-quires information about the spatially and temporally resolved physical
characteristics and chemical compositions of atmospheric aerosols. To simulate
adequately the processes that determine the transport, degradation and deposition
of BaP and other PAHs, it is essential to have a chemical transport model that
represents the state of the art in atmospheric modelling as well as in aerosol
chemistry and dynamics. In this paper, the BaP concentrations in the atmosphere
have also been estimated by using last generation of air quality dispersion models,
a 3D Eulerian regional model, with the inclusion of the transport, scavenging and
deposition processes for the BaP. The modifications of the model with the inclusion
of the new specie and related mechanisms are fully described including some
parameters used.

26.2 BaP Extension

We used the Community Multiscale Air Quality (CMAQ) model of the US-
EPA [2, 3]. It can be conveniently linked to the mesoscale meteorological model
Weather & Research Forecasting system (WRF) developed by NCAR and others [5],
which is used here to calculate the meteorological input fields so CMAQ model is
driven by WRF meteorological model with 1 h temporal resolution. WRF model can
be directly linked to CMAQ via a Meteorological Chemistry Interface Preprocessors
(MCIP). The purpose of this study is to add modules to simulate BaP with the
CMAQ model version 4.7.1 (June 2010).

In this contribution, an extension to CMAQ (CMAQ-BaP) is presented. We use
the new extended version of CMAQ (CMAQ-BaP) developed by us to investigate
BaP spatial and temporal distribution over Iberian Peninsula and Zaragoza area. The
basic version of CMAQ is modified to read emissions and to simulate the transport,
scavenging, and deposition of BaP. CMAQ wet deposition includes rainout and
washout from convective precipitation and scavenging. Two new BaP species have
been added, aerosol (BAP) and gas (SV_BAP). BaP in the gas-phase primarily react
with OH although, the representative lifetime with respect to reaction with OH
is higher than BaP in the particulate-phase, so the BaP in gas phase is treated as
inert gas (no chemical reactions). BaP is emitted in particle phase. Deposition and
scavenging of the aerosol BaP is the same parameterizations as for CMAQ organic
aerosols. Deposition velocity of BaP gas is the same as the semi-volatile alkanes
that is calculated by CMAQ. We added new developments to simulate gas phase and
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organic carbon (OC)-bound particulate transport and chemistry. The BaP extension
to CMAQ calculates the partition of the compound between the gas and the particle
phase. An OC absorption model is implemented to model gas-particle partitioning
of BaP based on the absorptive partitioning model of Pankow [7] and Odum et al.
[6]). We incorporate also BaP loss due to oxidation by Ozone (O3) with a first order
reaction. Reaction with ozone can be an important degradation pathway for the
particulate BaP in the atmosphere. Degradation of the aerosol BaP by the Ozone
has been implemented into CMAQ based on Kwamena et al. [4].

26.3 Results and Conclusion

The simulation is developed with a nesting approach, the mother domain cover the
Iberian Peninsula with 27 km. resolution and the three nesting domains have been
setup centred over Zaragoza city. First nesting level is 9 km. resolution, second
3 km and finally 1 km. resolution. We use 15 vertical terrain following levels up to
100 hPa.

Model runs for 12 weeks (11 weeks from 2010 and 1 from 2011) corresponding
to the field campaign. The measurement data are used to examine the model results
under very different meteorological conditions. These 12 weeks are representative
for a year simulation. To evaluate the atmospheric concentrations calculated with
the new CMAQ-BaP extension, modelled values are compared to observation. BaP
modelled concentrations for the monitoring location was then compared to the
actual daily mean measurements (Fig. 26.1). The CMAQ-BaP model shows mean
concentration of 0.10 (ng/m3) and measurement is 0.09 (ng/m3), so good results are
obtained because model and measurement values are quite close.

The agreement is generally satisfactory, the best results are observed in winter
period, which is the most important for the BaP concentrations. The model

Fig. 26.1 Comparison BaP model 1 km. resolution (solid line) and BaP monitoring station
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Fig. 26.2 BaP surface results, temporal average. over Iberian Peninsula with wind vectors

validation shows the BaP extension performance is correct over the modelled area.
The BaP concentrations agree well with the observations, particularly very high BaP
peaks are resolved by the extended model. The modelling system reproduces the
degree of seasonality of the BaP, with higher concentrations in the winter months.

Now we can see in (Fig. 26.2) the BaP spatial surface results over Iberian
Peninsula (27 km. resolution). The data are average of the 12 weeks simulated. The
simulation shows the BaP hot spots over Iberian Peninsula.

We have added the ability to simulate the atmospheric behaviour of BaP to
CMAQ model. This includes the addition of two processes: gas/particle partitioning
and degradation by ozone. Other aspects such as transport and diffusion are
developed using de CMAQ framework. Also the CMAQ aerosol module provides
the necessary aerosol parameters to the gas/particle partitioning model. WRF-
CMAQ modelling system, which has been extended to simulate BaP concentrations,
can be used to get the spatial and temporal distribution of BaP concentrations across
large areas domain and to also assess the impact of different emissions reduction
strategies. The evaluation results in this paper suggest that the new CMAQ-BaP
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is able to simulate fairly well the ambient air concentrations of BaP. For further
verification of the model performance, long-term runs will be carried out and more
measurement points will be used.
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Chapter 27
The POAEMM Project: Prediction of Spatial
and Temporal Variation of Marine Aerosols
in Coastal Area

Gilles Tedeschi, J. Piazzola, L. Gardenal, V. Pourret, and M. Martet

Abstract The POAEMM project consists of developing a tool for predicting the
spatial and temporal variation of aerosols particles in a marine coastal environment.
This is achieved by coupling the MEDEX parametric model (MIO) and the fine
mesh meteorological model AROME developed by Meteo France. The first step has
been to do the semi-automation of the MIO experimental station. Based on semi-
empirical formulations, MEDEX is then revised in order to take better account of
oceanographic and meteorological conditions.

27.1 Introduction

In coastal areas, the presence of the shoreline modifies the wave and wind fields. As
the marine aerosol concentration depends both on the local production (correlated
to wave breaking) and on the atmospheric transport (correlated to wind), strong
heterogeneities may appear in the horizontal aerosol concentration. The POAEMM
project aims to improve the prediction of such concentrations. This will be done
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by coupling the parametric model MEDEX to a meteorological model and by
improving MEDEX with the help of hundreds hours of measurements according
to the semi-automation of the MIO experimental station of Porquerolles island.

27.2 Porquerolles Island Experimental Station

The MIO experimental station is located at the Westside of Porquerolles Island, near
Toulon on the French Mediterranean coast (see Fig. 27.1). It allows measurements
for specific meteorological conditions: winds blowing from Westerly to Northerly
directions. In such conditions, the fetch is considered either 25 km long (NW winds)
or infinite as defined by the criterion applied for fully developed sea conditions (W
to SW winds), i.e., more than 100 km for our simulations. Such a location allows
working with a full set of probes in a marine environment protected from direct
anthropogenic pollution (national park), but without chartering a (expensive) ship.
On the other hand, until a few months ago, a daily human presence was required to
operate the probes, collect data and fill the power generator tank (no energy supply
from the network is available). The operator had to stay at the station the whole day,
as the time needed to travel from the laboratory to the station (car C boat C car on
a ground path) is about 2 h. Due to this inconvenience, the use of the station was
limited to a few days per year.

Fig. 27.1 Porquerolles Island station on the French Mediterranean coast
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Fig. 27.2 (a) PMS probes. (b) The station with solar panels and wind mill

The station is equipped with aerosol optical counters (PMS) to measure size
distributions: the CSASP-200 (TNO laboratory, The Hague, NL) for particles
diameters from 0.21 to 18.5 �m and the CSASP-100HV-ER (MIO laboratory)
from 1.5 to 92 �m. The probes are mounted on a mast at 20 m above sea level
(Fig. 27.2a). Meteorological data are collected at the same time: wind speed and
direction, pressure, relative humidity, temperature. The optical depth is measured
with a CIMEL CE 318, connected to the Aeronet network.

For a few months, the station has been equipped with solar panels (500 W),
a wind mill (600 W), batteries and an inverter to reach a full energy autonomy
(Fig. 27.2b). Moreover, a GSM link allows the probes to be remotely switched on
(during meteorological situations of interest) or off (if not) in order to manage and
save energy. The GSM link also allows recovering measured data.

27.3 Modelling of the Horizontal Aerosol Concentration
Distribution

The marine aerosol concentration at a given location is calculated with the paramet-
ric model MEDEX [2]. The particle size distribution dN/dr is calculated as the sum
of modified lognormal functions:

dN
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(27.1)

where the coefficients Am and Cm of the various modes r0 are parameterized as a
function of wind speed and fetch, and f is the growth factor accounting for relative
humidity. The wind speed and the fetch are supposed to be correlated to the wave
breaking and the aerosol production, as well as the particles transport over the sea.
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Fig. 27.3 (a) Calculated fetch (km). (b) Aerosol concentration at 10 m ASL, r D 10 �m

The parametric model is coupled with a meteorological model: RAMS with a
1 km grid mesh (for a research application) or AROME (Meteo France) with a
2.5 km grid mesh (for an operational aim). For each grid cell, the fetch is calculated
going upwind along the stream line. When the shoreline is reached or when the wind
vector is significantly different from the original cell one (and thus thought to be no
more representative of its sea state), the distance calculated over the sea is taken
as the fetch. An example of the fetch map and the horizontal aerosol concentration
distribution is shown on Fig. 27.3a, b, for a 1 km mesh.
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27.4 One Year Experimental Campaign

The experimental campaign using the new station configuration began on Nov.
2012 and will end on Nov. 2013. Meteo France provides a prediction of the
meteorological field with AROME and an estimate of aerosol concentration and
origin (marine or anthropogenic) at the station with the MOCAGE model [1]. If
the environmental conditions are of interest (quite steady NW to SW wind, mainly
marine aerosols), concentration measurements are recorded during several hours.
At present time (June 2013), data have been recorded during 300 h and will be
used to improve MEDEX model. An example of comparison between modelled
and measured aerosol concentrations is shown on Fig. 27.4a (U10 D 10 m/s) and
Fig. 27.4b (U10 D 6 m/s).
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Chapter 28
An Integrated Weather and Sea State
Forecasting System for the Arabian Peninsula
(WASSF)

Jumaan Al Qahtani, Elyas Alaa, George Kallos, George Galanis,
Sarantis Sofianos, Christina Mitsakou, Chris Spyrou, Christina Kalogeri,
Nikolaos Bartsotas, John Athanaselis, Vassilios Vervatis, Stavros Solomos,
Panagiotis Axaopoulos, Daniel W. Beard, and Ioannis Alexiou

Abstract Saudi Aramco is the oil industry of the Kingdom of Saudi Arabia with
several activities related to the environment. In order to optimize daily operations
and minimize environmental risks a forecasting system has been employed and
setup in operations. The objectives of the system include prevention and mitigation
of environmental problems, as well as early warning of local conditions associated
with extreme weather events. The management and operations part is related to
early warning of weather and dust storms that affect operations of various facilities,
whereas the environmental part is mainly focused on air quality and desert dust
levels in the atmosphere.

28.1 System Overview

The operational components of the integrated system include: (i) a weather and
desert dust prediction system with a forecasting horizon of 5 days, (ii) a wave
analysis and prediction component for Red Sea and Arabian Gulf, (iii) an ocean
circulation, tidal analysis and prediction of both Red Sea and Arabian Gulf
and (iv) an aviation part specializing in the vertical structure of the atmosphere
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Fig. 28.1 WASSF overview

and extreme events that affect air transport and other operations. A graphical
representation of the system’s current structure is summarized in Fig. 28.1.

The parts under development are related to aerosol characterization and study
of fog formation mechanisms. In situ dust sampling and laboratory spectral and
chemical characterization will be done to determine the pollution level associated
with dust particles and specific dust events (such as Al-Shamal winds). The
synergetic use of modeling and sampling allows for a complete assessment of
the dust quality and origin in the area of interest, which is among the most
important (globally) hot spots of photochemical smog and particulate matter levels,
as indicated by satellite measurements. The correlation between dust events and
dust composition will contribute to developing a source apportionment of particular
pollution signatures.

28.2 Atmospheric Model

The core of the WASSF suite is SKIRON, the modeling system developed at the
University of Athens from the AM&WFG [1]. SKIRON is appropriately modified
to capture the key processes that dominate the region (desert meteorology) and was
recently updated with a brand new desert classification scheme that consists of seven
discrete categories, which further assist in the accurate estimation of dust uptake
areas.

The model runs twice daily at a horizontal resolution of 0.033ı � 0.033ı with a
forecast horizon that stretches to 5 days and outputs include a full list of meteorolog-
ical as well as dust related parameters (Fig. 28.2). Visibility maps and meteograms



28 An Integrated Weather and Sea State Forecasting System for the Arabian. . . 175

Fig. 28.2 Atmospheric model outputs: (a) temperature at 2 m (ıC) (b) East coast – wind at 10 m
(m/s) (c) dust concentration near ground (�gr/m3) (d) Aviation maps – wind and temperature at
FL300 (m/s) (e) cloud coverage (%) (f) Red Sea – wind at 10 m (m/s) (g) visibility due to dust
(km) (h) airport skew-T diagram (i) dustgrams – dust concentration (�gr/m3) and visibility (miles)

are produced through a new parametrization that takes into consideration the role
of dust levels, relative humidity and precipitation. Specialized data sets required for
on/offshore operations are also provided on a regular basis.

The SKIRON forecasts serve as the driving force for both wave and ocean
circulation models.

28.3 Marine Components

The wave forecasts are based on the latest version of the WAM model – ECMWF
parallel version, cycle 33R1, which is used by a number of operational and research
centers worldwide (ECMWF, UK Met Office, US Navy) [2]. The version adopted
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includes a new advection scheme that provides a more uniform propagation in
all directions as well as a novel shallow water scheme providing new potential
for near-shore behavior, something essential for the area under study. MICOM
(Miami Isopycnic Coordinate Ocean Model) is a primitive equation ocean model
that has its vertical discretization in layers of constant potential density. The vertical
grid consists of seven isopycnal layers. The ocean circulation model is combined
with a barotropic tidal prediction based on a global model of ocean tides. The
model combines inverse methods and hydrodynamics to compute and predict tidal
elevation and tidal currents.

28.4 Additional Products

Special focus has been given to provide a user friendly platform, that will assist
company employees in their everyday planning. The homepage presents current
weather conditions, an hour-by-hour forecast, a 5-day overview with weather icons
and automated text reports. METAR/TAF reports from airports across KSA and
neighboring countries alongside station data from Saudi Aramco’s AMMNET
network are imported in a MySQL database. Web display on Google Maps features
weather icons for a quick overview and info bubbles that activate on mouseover. An
interactive forecast section allows the user to select the place of interest by entering
either a location name, a set of coordinates, or by dragging a map marker. Satellite
images are offered through EUMETSAT and INSAT (Fig. 28.3).

Fig. 28.3 (a) Web display of hourly collected METAR reports and (b) satellite imagery from
INSAT
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28.5 Concluding Remarks

WASSF is an integrated weather suite for the Arabian Peninsula. It provides
specialized environmental products for industrial operations along with sufficient
warnings for various extreme environmental conditions. Aerosol characterization
and fog formation are the two most recent parts of its ongoing evolving process.
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Chapter 29
Modelling Past and Future Changes
in Secondary Inorganic Aerosol
Concentrations in the UK

Riinu Ots, Anthony Dore, Y. Sim Tang, Christine F. Braban, Massimo Vieno,
and Mark Sutton

Abstract The FRAME (Fine Resolution Atmospheric Multi-pollutant Exchange)
model is a Lagrangian atmospheric transport model with a horizontal grid resolution
of 5 � 5 km2. This work uses FRAME to calculate annual average concentrations of
three secondary inorganic aerosol species (NH4

C, NO3
�, SO4

2�) and gas phase
SO2 over the United Kingdom for the years 2000–2010. Modelled concentrations
are compared to measurements from 12 monitoring sites which are operated
with the UK Eutrophying and Acidifying Air Pollutants (UKEAP) Acid Gases
and Aerosols Network (AGANet). The results showed good spatial correlation
between measurements of gas and aerosol concentrations and modelled values
(R2 > 0.8). However FRAME underestimated decreases in sulphate and ammonium
aerosol concentrations over the 11-year period and overestimated changes in SO2

concentrations relative to measurements. Ongoing work to investigate temporal
changes in atmospheric oxidation rates should clarify this difference. FRAME
showed a more modest reduction in nitrate concentrations (compared to ammonium
and sulphate), which is in agreement with measurements.

FRAME was used to estimate air concentrations for two future scenarios based
on emissions predictions for the years 2020 and 2030 in which significant reductions
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in UK emissions in the UK are forecast (40 % for SO2 and 47 % for NOx between
2010 and 2030). The relationships between long term changes in precursor gas
emissions and the formation of secondary inorganic aerosol are discussed in terms
of the modelling results.

29.1 Introduction and Model Description

In this study a simple Lagrangian model using annually averaged meteorology has
been used to simulate the concentrations of secondary inorganic aerosol species in
the UK. The FRAME model has been previously applied to calculate the deposition
of sulphur and nitrogen and exceedance of critical loads (i.e. [1, 2]) and was found
to perform well when compared to more complex Eulerian models. FRAME is a
Lagrangian model using straight line trajectories with a 1ı angular resolution which
runs at a 5 km resolution over the British Isles and 50 km resolution over Europe
with a fine vertical grid spacing (1 m at the surface). Area emissions are injected
into sector dependent levels and point source emissions are treated with a plume
rise routine. Vertical diffusion in the air column is calculated using K-theory eddy
diffusivity. Wet deposition is calculated using a ‘constant drizzle’ approximation
driven by an annual rainfall map. Five land classes are considered and a vegetation
specific canopy resistance parameterization is employed to calculate dry deposition
of particulates.

Modelled concentrations are compared to measurements from 12 monitoring
sites which are operated with the UK Eutrophying and Acidifying Air Pollu-
tants (UKEAP) Acid Gases and Aerosols Network (AGANet). Monitoring work
commenced in September 1999, providing continuous monthly data on nitric
acid, particulate nitrate and other inorganic species. For our model validation, we
averaged these monthly measurements to annual means.

Future emissions that were used for our future scenario runs have been estimated
by the UK Department of Energy and Climate Change Updated Energy Projections
(UEP43). They forecast a 40 % reduction in SO2 and 47 % in NOx emissions
between the years 2010 and 2030. However NH3 emissions from agricultural
sources in the UK are expected to fall by only 5 % over the next decade.
Similar levels of SO2 and NOx emissions reductions are forecast for Europe by
the International Institute for Applied Systems Analysis (www.iiasa.ac.at). This
emissions data will be used to estimate future reductions in secondary inorganic
concentrations (see results in Table 29.1).

Table 29.1 Modelled
changes in annual average
surface concentrations over
the UK

2000–2010 (%) 2010–2020 (%) 2010–2030 (%)

SO2 �77 �5 �21
SO4 �30 �26 �32
NH4 �26 �25 �33
NO3 �21 �24 �35

www.iiasa.ac.at
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29.2 Results

The results showed good spatial correlation between measurements of gas and
aerosol concentrations and modelled values (R2 > 0.8 – Fig. 29.1). Figure 29.1
also shows the normalized mean bias over the years for all four pollutants and the
percentage of modelled annual concentrations in the 12 measurement stations that
fell in the range of a factor 2 from the measurements. A curious discrepancy between
the modelled and measured concentrations of SO2 and SO4 appears for the later
(2008–2010) years – the model starts to underestimate SO2 and overestimate SO4.

Sensitivity studies will be performed, to uncover the possible reason for this. We also

Fig. 29.1 Statistics (R2 – coefficient of determination, NMB – normalized mean bias) between
the modeled and measured annual average concentrations of NH4

C, NO3
�, SO4

2� and SO2
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noticed that the model tends to underestimate concentrations in more remote regions
(i.e. Scotland), implying an underestimation of long range transport (from the source
regions in England).

29.3 Conclusions

• In general, the FRAME model reproduces annual concentrations of NH4
C,

NO3
�, SO4

2� and SO2 very well.
• The model under-estimates lower concentrations of SO4

2� due to an underesti-
mation of long range transport from source regions (i.e. England) to more remote
regions (i.e. Scotland).

• The strong agreement between the modelled and measured values for the past
years indicates the applicability of FRAME to future air pollution scenarios.
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Chapter 30
Modelling the Impact of Energy Transitions
on Air Quality and Source Receptor Relations

C. Hendriks, J. Kuenen, R. Kranenburg, M. Schaap, and P. Builtjes

Abstract Air pollution is associated with adverse effects on human health through
exposure to PM and ozone. To design effective air pollution mitigation strategies
it is essential to quantify the effect of pollutant emission reductions on their con-
centrations as well as health and ecosystem impacts. Within integrated assessment
modeling source-receptor relationships (SRRs) are used that are based on chemistry
transport modelling. Currently, these SRRs are made using invariant emission time
profiles. The LOTOS-EUROS model equipped with a source attribution module was
used to test this assumptions for renewable energy scenarios. Renewable energy
availability and thereby fossil fuel back up are strongly dependent on meteorological
conditions. We have used the spatially and temporally explicit energy model REMix
to derive time profiles for backup power generation. These time profiles were used
in LOTOS-EUROS to investigate the effect of emission timing on air pollutant
concentrations and SRRs. It is found that the effectiveness of emission reduction
in the power sector is significantly lower when accounting for the shift in the way
emissions are divided over the year and the correlation of emissions with synoptic
situations. The source receptor relationships also changed significantly. This effect
was found for both primary and secondary pollutants. Our results indicate that
emission timing deserves explicit attention when assessing the impacts of system
changes on air quality.

30.1 Introduction

To reduce greenhouse gas emissions from energy consumption, large-scale deploy-
ment of solar and wind power is a promising strategy. However, these systems are
intermittent electricity sources. As storage of electricity is expensive, there is a need
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for back-up electricity generation capacity that will most likely consist of fossil
fuel fired plants. Hence, a solid environmental impact assessment for fossil fuel
combustion remains necessary in the future. The transition to renewable energy will
reduce air pollutant concentrations, as emissions from fossil fuel fired power plants
will be reduced dramatically. However, apart from an absolute reduction in emis-
sions there will also be a significant change to the timing of the emissions because
power plants used as back-up capacity will operate when not enough renewable
electricity is available, not necessarily at times when demand peaks. This means that
the relation between an emission from a certain source and its impact on air pollutant
concentrations in a certain receptor region (source receptor relations, SRRs) might
also change. Source receptor relations are commonly used in integrated assessment
models to assess the impact of emission reduction measures and are assumed to
be linear for emission changes <15 %. For system changes that involve shifts
in the temporal and geographical profile of emissions, SRRs may be non-linear
for much smaller changes in the total emissions than currently assumed. In this
study, we assess the impact of changing time profiles of emissions from the power
sector on source receptor relations. Two simple renewable energy scenarios with
corresponding emission time profiles were developed. The air quality impacts of
these scenarios and the impacts on SRRs are assessed using the Chemistry Transport
Model (CTM) LOTOS-EUROS equipped with a source attribution module.

30.2 Set-Up of Scenarios and Model Runs

Four emission scenarios for Europe were defined to investigate the effect of a high
deployment of renewable electricity on air quality. For the baseline scenario, the
current electricity mix is used, consisting of fossil fuels (54 % of the electricity
generated in Europe), nuclear power (25 %) hydroelectric power (16 %), wind
(4 %) and solar energy (<1 %). In the scenarios with high renewable electricity
production, the share of renewable electricity production (i.e. solar and wind
power) is increased, replacing fossil-fuel based electricity. In the so-called 50/50
scenario, the contribution of PV and wind to the electricity mix is equal, together
totalling 25 % of the electricity demand on average for Europe. In the ‘high wind’
scenario, wind energy produces 25 % of the electricity demand in each country
where possible. Solar power is used to reach the 25 % renewables if wind energy
potential is too low. To keep the scenarios as simple as possible, storage and trade of
electricity are not included in our scenarios. Furthermore, nuclear and hydroelectric
power are assumed to generate the same power output each hour of the year and the
mix of fossil fuel-fired power plants is assumed to remain the same. The electricity
load at each hour should equal the sum of the electricity generation from all sources.
Hourly renewable electricity generation potentials Pren(x,t) were calculated using
the REMix model [4].

The annual total emissions for all sectors are taken from the TNO-MACC
database [1]. In all except the baseline scenario, the emissions of the power sector
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are reduced by the percentage of fossil fuels replaced by renewables. The share of
fossil fuels in the electricity mix is 57 % in the baseline scenario and 34 % for
the 50/50 and high wind scenarios. Therefore, in the scenarios assuming a high
deployment of renewable electricity, the annual emissions from the European power
sector are effectively reduced by 40 %. For all scenarios including the baseline, the
annual total emissions from the power sector for each country were divided over the
year assuming a linear relation to the fossil fuel based electricity generated.

Additional to the baseline, 50/50 and high wind scenarios, a control scenario
was defined to be able to distinguish the impact of the emission reduction and of
the change in timing. This scenario consists of the emission totals of the ‘50/50’
scenario and the time profiles of the baseline scenario.

The distribution of the fossil-based electricity varies considerably between the
scenarios. In the equal solar/wind scenario, the relative difference between summer
and winter becomes larger due to the abundant availability of solar-based power in
the summer months. The high wind scenario shows more fluctuations throughout
the year because high wind speed conditions come in episodes.

The scenarios described above were used as input to the chemistry transport
model LOTOS-EUROS [2] version 1.8 to calculate the effects of a high deployment
of solar and wind energy on air pollutant concentrations.

30.3 Results

Sulfate aerosol is for a large part emitted by coal-fired power plants. The reduction
of power plant emissions in our scenarios causes a reduction in ambient fine sulfate,
especially in Eastern Europe (�35 %) where coal is an important fuel for power
plants. However, when more realistic power plant emission time profiles are used
the annual average concentrations are up to 20 % higher compared to the situation
in which the time profiles are kept as they are now. Using the time profiles calculated
for the scenario with maximum deployment of wind energy, half of the reduction in
concentration because of the lower emissions from the power sector is canceled
when the time profiles are adapted. These trends are also observed for fine nitrate
aerosol, whereas for other substances, changing the time profiles has no or only a
small effect on the average annual concentrations.

Additional to the effect on annual average concentrations, the effect of timing
of power plant emissions on source receptor relations is investigated. Figure 30.1
shows the effect of SO2 emissions from German and Czech power plants on the
concentrations of sulphate aerosol for ten European countries. The figure shows the
average SO4 concentration due to the German/Czech power sector to ten receptor
countries, divided by the total SO2 emissions from Germany/Czech republic in
each scenario. The result is a measure for the ‘effectivity’ of emissions in terms
of resulting air pollution. As Fig. 30.1 illustrates, reducing SO2 emissions without
changing the time profile yields slightly higher concentrations of SO4 per unit
of SO2 emission. Looking at the effect of the change in time profile (compare
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Fig. 30.1 Sulfate concentrations per unit emission from Czech (left) and German (right) power
plants for ten receptor countries

second and third bars for each country) shows that this increases the effectivity of
SO2 emissions from German/Czech power plants for all receptor countries. This
effect is strongest for countries close to the source country and can amount to
40 % of the original pollutant/emission ratio (e.g. for sulphate aerosol from Czech
power plants). For the high wind scenario, the concentration per unit emission also
increases compared to the baseline scenario. The increase in effectivity of power
plant emissions for the high renewable scenarios is found for all substances and also
for other countries.

30.4 Conclusion

We demonstrated that the representation of temporal profiles in air quality models
is important and might have a large impact on the results of such modeling studies.
The impact of the power sector on air pollutant concentrations was assessed given
several simple scenarios in which renewable electricity production is increased. The
source receptor relations for the power sector for several countries in Europe were
investigated, and we found that using a different temporal profile might significantly
impact the source receptor relations. In integrated assessment modeling, usually
linear source receptor relations are used. The assumption that these relations behave
linearly when the change in annual total emissions is limited should be evaluated
carefully given our results.
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Questions and Answers

Questioner Name: Roger Timmis

Q: Will an expansion of renewables mean that fossil fuel power stations are used
more for short-term responsive (back-up) energy generation? If so, do you
expect more use of gas-fuelled power stations that emit NOx, rather than more
use of coal-fired stations that emit SO2? How appropriate is it to focus the
scenarios on SO2 – which is not particularly associated with rapid ‘back-up’
power stations?

A: We indeed expect that an increase in renewable electricity production from
intermittent sources such as sun and wind will cause fossil fueled power stations
to be used more as a back-up electricity source. With the current technology,
gas-fueled power stations are more fit to take this role than coal-fired plants,
because switching on and off is easier for gas-fired stations. However, as the
price difference between gas and coal increases and energy companies keep
investing in new coal-fired power plants, coal-fired stations may also be used
as back-up capacity in the future, although they are less flexible than gas-fired
plants. In this paper, we show examples of sulfate because the effects we discuss
were most prominent for this substance. This is mainly because the energy
industry is an important source of SO2, whereas e.g. NOx is also emitted in large
amounts by traffic and industry. A correct representation of emission timing is
also important for NOx and PM (see e.g. Mues et al. [3]).



Chapter 31
Impact of Mercury Chemistry on Regional
Concentration and Deposition Patterns

Johannes Bieser, Volker Matthias, Armin Aulinger, Beate Geyer,
Ian Hedgecock, Francesco DeSimone, Christoph Gencarelli,
and Oleg Travnikov

Abstract In the atmosphere mercury exists in three forms: Gaseous Elemental
Mercury (GEM), Gaseous Oxidized Mercury (GOM), and Particle Bound Mercury
(PBM). GOM and PBM make up only 1 % of the total. But deposition, which
is the only sink for atmospheric mercury, is dominated by these two species.
Therefore, oxidation processes are key to understand the behaviour of mercury in the
atmosphere. However, in the scientific community a consensus on the importance
of oxidizing reactants, namely ozone, hydroxy radicals, and halogens, has not been
reached.

This model study about the influence of chemical reactants on the regional
transport of mercury is part of the European Union FP7 Research Project GMOS
(Global Mercury Observation System). GMOS focuses on the improvement and
validation of mercury models to assist establishing a global monitoring network and
to support political decisions.

In the course of this study the Community Multiscale Air Quality (CMAQ)
model was used to simulate the transport and deposition of mercury. CMAQ was
run on a regional domain over Europe using different chemical mechanisms for
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the oxidation of mercury. The model results were compared to newly available
long term observations of speciated mercury. Based on this unique dataset, the
relevance of different chemical reactions for the oxidation and reduction of mercury
were investigated. The main finding was that the emissions of GOM as well as the
production of GOM by oxidation processes is vastly overestimated. Moreover, there
are indicators that the fraction of PBM, produced by reaction of GEM with ozone
and OH is overestimated.

31.1 Introduction

Mercury is a global pollutant that is known to have adverse effects on human health
[14]. Because of anthropogenic emissions from fossil fuel burning the amount of
mercury available in the environment is steadily increasing. Recent studies have
shown that the atmospheric mercury burden has tripled since pre-industrial times
[1, 13]. Due to its severity, the problem of global mercury pollution is in the focus of
several international conventions such as the UNEP mercury program [15] and the
UN-ECE Long-Range Transport of Atmospheric Pollution Convention-Task Force
on Hemispheric Transport of Air pollution (HTAP) [7]. Major scientific questions
about atmospheric mercury are the oxidization processes of elemental mercury,
global and regional transport patterns, and a better understanding of mercury
emissions.

In the atmosphere mercury exists in three forms: Gaseous Elemental Mercury
(GEM), Gaseous Oxidized Mercury (GOM), and Particle Bound Mercury (PBM).
For the atmospheric long range transport GEM is the most important mercury
species. This is due to the long life time of the species and the fact that it represents
the largest fraction (99 %) of the total atmospheric mercury. However, an extremely
important question in order to understand the global mercury cycle is the deposition
of mercury from the atmosphere. GOM and PBM make up only 1 % of the total,
but deposition, which is the only sink for atmospheric mercury, is dominated by
these two species. Therefore, it is very important that CTMs are able to calculate
the atmospheric concentration as well as the deposition of these species. Previous
studies about mercury deposition found that models generally overestimate the
amount of wet deposition. But due to a lack of PBM and GOM measurements it was
not possible to further investigate the underlying mechanisms [5]. Due to the very
low concentrations of GOM and PBM (1–100 pg/m3) until recently no continuous
measurements for these species were available. This lack of observation data is now
being addressed by the Global Mercury Observation System (GMOS). As part of
the GMOS project, Weigelt et al. [16] recently published the first full-speciation
long-term measurement series for atmospheric mercury in Europe. For the first time,
this study utilizes these speciated observations to evaluate an atmospheric mercury
model.
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31.2 Methods

The chemistry transport model (CTM) CMAQ [6] was set up on a 72 � 72 km2

domain over Europe with a 24 � 24 km2 nested domain over the North- and Baltic
Sea region. To account for the uncertainty in input datasets the model was run
with meteorological fields from COSMO-CLM [10] and WRF [11]. The outer
domain was forced with 6 hourly boundary conditions from the global Hg CTMs
ECHMERIT [8] and GLEMOS [12]. Hourly anthropogenic and biogenic emissions
were created with the SMOKE-EU emissions model [2, 3]. Annual total mercury
emissions were obtained from the 0.5 � 0.5ı global emission inventory for 2005
from Pacyna et al. [9].

Modelled concentrations of PBM and GOM, as well as wet deposition of mercury
were compared with observations at the German measurement station Waldhof.
At Waldhof for the years 2009–2012 hourly observations of GEM and 3-hourly
observations of PBM and GOM are available. The detection limit of the applied
method is 0.4 pg/m3. Additionally, daily precipitation and weekly wet deposition
measurements are available. Based on this dataset the capability of CMAQ to
reproduce atmospheric concentrations of oxidized mercury and the removal of
mercury out of the atmosphere is investigated. For this purpose several scenarios
were calculated with CMAQ, where the different sources of PBM and GOM were
removed from the input fields.

GEM C O3 ! 0:5 PBM C 0:5 GOM (31.1)

GEM C OH ! 0:5 PBM C 0:5 GOM (31.2)

GEM C H2O2 ! GOM (31.3)

GEM C Cl2 ! GOM (31.4)

GEM C Cl C M ! 0:5 HG C 0:5 GOM C M (31.5)

Finally, the chemical reactions for mercury oxidation were evaluated. In the
heavy metal version of CMAQ, GEM can be oxidized by ozone (Eq. 31.1), OH
(Eqs. 31.2 and 31.3), and chlorine (Eqs. 31.4 and 31.5). Bromine reactions are not
implemented into the model. To evaluate the influence of the different reactions
additional CMAQ runs were performed for each reactant and each product.

31.3 Results

It was found that CMAQ generally overestimates the amount of oxidized mercury
in the atmosphere. On average PBM is overestimated by a factor of 2 and GOM by a
factor of 5. A source attribution by means of different CTM scenarios revealed that
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Fig. 31.1 Comparison of modelled concentrations of (a) PBM and (b) GOM with observations at
Walfhof. Additionally, results from source attribution scenarios with only a single source for PBM
and GOM are depicted. All values are based on 3-hourly data for 2009

primary emissions are the largest contributor to PBM and GOM concentrations.
For PBM the primary emissions alone can explain the observed concentrations
(Fig. 31.1a ‘primary emissions’). For GOM the strong overestimation by the model
could be explained by the primary emissions. CMAQ runs without direct emissions
of GOM lead to good agreement with observations (Fig. 31.1b ‘oxidation’). The
assumption form these findings is that PBM is mainly created by emissions and
GOM mainly by oxidation reactions.

These assumptions are confirmed by the observed annual and diurnal variabil-
ities. PBM exhibits a strong diurnal variability which is in accordance with the
primary mercury emissions. The production of PBM by oxidation, however, is anti-
correlated to the observations with slightly higher reaction rates in summer. This
can be explained by the increased availability of ozone and OH. GOM, on the other
hand, correlates significantly with the diurnal ozone and OH cycles.

Moreover, an evaluation of modelled GOM concentrations for different reactants
(ozone, OH, H2O2, chlorine) was performed (Fig. 31.2). It was found, that the best
agreement with observations were obtained by the oxidation of GEM by ozone.
The overestimation of GOM in weeks 40–45 could be explained by an strong
overestimation of modelled ozone concentrations during that period. The combined
OH and H2O2 reaction lead to good agreement during summer but produced too low
GOM concentrations during winter. The chlorine reaction produced only negligible
amounts of GOM at Waldhof.
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Fig. 31.2 Comparison of observations to modelled GOM concentrations for different chemical
reactants

Finally, we investigated the deposition of mercury. Only little is known about
the dry deposition of mercury. The model indicates that the annual average wet and
dry deposition over Europe are in the same order of magnitude. However, there
are no direct measurements of mercury dry deposition available for evaluation of
the model. For wet deposition daily precipitation and weekly deposition from wet
only samplers are available at Waldhof. It was found, that the model generally
overestimates the concentration of mercury in rain water. A model comparison with
observed monthly wet deposition at 18 EMEP stations gave similar results [4].
The bias of modelled wet depositions was much lower when the modelled values
were corrected with measured concentrations of PBM and GOM. A correction with
the observed precipitation improved the correlation but did not improve the model
bias. Using a modified version of CMAQ that was set up according to the findings
described above lead to better agreement with observed mercury wet deposition.

31.4 Conclusion

A comparison of high resolution speciated mercury and wet deposition mea-
surements revealed that the reaction rates currently used in atmospheric CTMs
overestimate the production of PBM and GOM. For PBM, the primary emissions
lead to an annual cycle and PBM concentrations that were in accordance with
observations, while the oxidation reactions led to an unrealistic increase of PBM
during summer. For GOM the model overestimated concentrations by a factor of 5.
The modelled concentrations were inside a factor of 2 of observations if primary
GOM emissions were completely neglected. In this case the model was also able to
reproduce the strong annual and diurnal cycle of GOM.

This leads to the assumption that the reaction rates for mercury oxidation need to
be revised and that the current split of products overestimates the production of PBM
(Eqs. 31.1 and 31.2). Moreover, the speciation of emissions in current inventories is
deemed to overestimate the amount of GOM emitted by combustion processes.
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The results of this study are based on a single measurement station. With
additional high resolution long-term speciated mercury measurements becoming
available through the GMOS project, during the next years the presented findings
will be evaluated for further observations in Europe and other regions.
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Chapter 32
A Multiscale Modeling Study to Assess Impacts
of Full-Flight Aircraft Emissions on Upper
Troposphere and Surface Air Quality
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Abstract Aviation is a unique anthropogenic source with 4-dimensional varying
emissions, emitting 90 % of their emissions in upper troposphere at cruise altitudes
(9–12 km). Aircraft emissions budgets in upper troposphere lower stratosphere
(UTLS) region and their potential impacts on upper troposphere and surface air
quality are not well understood. The key objective of this study is to characterize the
aircraft emissions during full-flight activity in regional and hemispheric modeling
scales, and assess their impacts on upper tropospheric chemistry and surface air
quality. Using detailed spatio-temporal characterization of aircraft emissions along
with other background emissions in the modeling domains, we studied incremental
impacts of aircraft emissions focusing mainly on O3, NOx and PM2.5 species.
Comparison of modeling results with aircraft measurements showed improvement
of model performance due to enhanced modeling platform and consideration of
cruise altitude aviation emissions in the upper troposphere.

32.1 Introduction

Pollutants that occur in upper atmosphere possess longer lifetimes, which can
also be subjected to intercontinental transport due to strong winds and complex
chemistry in UTLS. Aviation is one anthropogenic source that emits emissions
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Fig. 32.1 Ratio of fullflight to LTO-only PM2.5 impacts for ConUS (left) and Northern Hemi-
spheric (right) modeling domains

directly in the upper and lower atmospheres. Globally, 92.5 % of aviation fuel
burn occurs in the northern hemisphere with 69 % occurring in mid-latitudes and
74.6 % of them occurring in cruise altitudes [5, 6]. Majority of aviation emissions
occur at cruise altitudes, limited studies to date have concentrated on impact of
those emissions on UTLS and surface layer, especially for regional-scale studies.
However most of these studies are based on global models that have a coarser spatial
resolution (2.5ı D �250 km) than typical regional (36 km, 34 layers, �65 hPa (top
layer)) and hemispheric (108 km, 35 layers, �61 hPa (top layer), polar stereographic
projection) air quality model applications considered in this study (Fig. 32.1).

Lamarque et al. [3] have shown that a relatively smaller source of NOx, such
as from aviation in the upper troposphere could play an unexpectedly huge role
in enhancing the ozone production near tropopause level. Given the nonlinear
chemistry, consideration of background NOx budgets (including another NOx source
aloft, such as from lightning) are important to clearly emphasize the role of aviation
NOx near cruise altitude. Allen et al. [1] showed that including lightning NO
emissions in a regional-scale model enhances upper troposphere budgets of NO2,
but still underpredict aircraft measurements (INTEX-A) aloft which could be due to
missing aircraft emissions as a source in the model. A new global aircraft inventory
from the Aviation Environmental Design Tool (AEDT, [6]) with commercial aircraft
activity between all airports during all modes represented as chorded segments
is now available. This dataset provides motivation for this study to address and
distinguish between the effects of aircraft emissions during cruise activity and
landing and takeoff (LTO) cycles on surface as well as upper troposphere air quality.

32.2 Methodology

In this study we considered the US EPA’s Community Multi-scale Air Quality
(CMAQv5) model to perform simulations over the continental U.S. (ConUS). We
used 2005 NEI emissions for background sources, the Weather Research Forecast
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Table 32.1 List of CMAQ model simulations and their configurations

Model scenario Description

Standard Base All background emissions sources; Profile-based BCs
Sensairp_full Background C full-flight aircraft emissions; Profile-based BCs
Sensairp_LTO Background C only LTO aircraft emissions; Profile-based BCs

Enhanced Base_s01 All background emissions sources C LNOx emissions;
CAMChem BCs and online photolysis

Sensairp_s01_full Background C full-flight emissions C LNOx emissions;
CAMChem BCs and online photolysis

Sensairp_s01_LTO Background C only LTO aviation emissions C LNOx
emissions; CAMChem BCs and online photolysis

(WRF) model to develop input meteorology, and climatological averages for CMAQ
IC/BCs. Aircraft emissions were based on AEDT [2, 6] that included emissions
from 31 million commercial flights (13.6 million in the U.S.). We processed these
for CMAQ using AEDTProc, a new tool to create gridded aircraft emissions
in CMAQ’s 3D grid structure. While we refer to this as the “standard” model
application, we also created an “enhanced” model application with three specific
improvements: lightning NOx based upon methodology by Allen et al. [1], IC/BCs
from CAMChem – a global model which also included AEDT global inventories,
and use of the new online photolysis module in CMAQv5 (instead of the lookup
table approach) that incorporates modeled aerosol loading and effects of aerosols to
modulate photolysis rates.

We then performed CMAQ simulations for January and July 2005 using the
standard and enhanced configurations for three cases each no aircraft emissions,
include aircraft emissions only within the LTO cycle, and include aircraft emissions
during full flight as shown in Table 32.1. We then assessed incremental aviation
contributions by computing differences of sensairp (with aircraft) and base case
(without aircraft) scenarios.

32.3 Results

32.3.1 Impact of Aviation on Surface Layer Concentration

We assessed aircraft emissions impacts on surface air quality by computing modeled
absolute concentration differences (sensairp – base) of NOx, O3 and PM2.5 in both
winter and summer months as represented in Table 32.2. An increase in surface layer
concentrations of O3 and PM2.5 was observed in full-flight runs when compared
with LTO runs. Further, an increase in O3 (0.2–0.4 %), PM2.5 (0.05–0.15 %), NOx

(0.2 %) during July, and decrease in NOx (during January) domain-average aviation-
attributable concentrations are observed in regional scale. The NOx decrease is
likely due to reaction of increased O3 with available NOx species to produce HNO3,
which is a termination reaction for NOx (also observed by [4]).
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In the case of PM2.5, the full-flight case predicted higher aviation-attributable
concentrations than LTO-only case (Fig. 32.1). Total aviation-related PM2.5 is higher
in January, and ANO3 (nitrate aerosol) dominates among the individual aerosol
contributions to total PM2.5. However in July, ASO4 (sulfate aerosol) dominates
the total PM2.5 contributions due to aircraft. In hemispheric scale, we see an overall
decrease in aviation-attributable concentrations for all three pollutants, except in
July where full-flight case showed 5 % (full flight) increase in domain-average O3.
However, spatial plots (not presented here) showed some NO2 local increases in
CMAQ hemispheric scale providing additional spatially-resolved information on
aviation impacts than prior global-scale model studies. We also compared CONUS
domain US aviation concentrations with HEMI do-main US aviation concentrations
(Table 32.2); high concentrations are observed in the latter case due to full flight
scenario in the month of July due to higher transport in the hemispheric-scale
than regional-scale. But overall we saw a decrease in the hemispheric-scale US
domain average concentrations due to higher background decreases though the
airport regions showed localized increases.

32.3.2 Impact of Aviation and Model Evaluation
in Upper Troposphere

To assess aviation impacts in the upper troposphere, we instrumented CMAQ with
the advanced process analysis tool over the entire ConUS to study UTLS chemistry.
We looked at individual NOx and NOy production, and consumption from major
reactions based on mass throughput near cruise altitude layers. Overall HNO3

and PAN showed increase in concentrations in their net reaction, which could
be generated from reaction of aviation produced NOx with O3 and OH radical.
These species can even deposit on soot particles (elemental carbon) emitted from
aircraft and further increase aerosol concentrations. Finally, we compared different
model scenarios (Table 32.1) with observations from aircraft during INTEX-NA
and found that sensairp-enhanced case showed better match with observations in
upper troposphere (see Fig. 32.2) when compared to prior CMAQ applications with
addition of lightning NOx but not aircraft emissions [1].

32.4 Conclusion

We developed an enhanced modeling framework to incorporate a new anthropogenic
source that is not traditionally used in regional-scale applications. Incorporating
full flight aircraft emissions along with other background sources improved the
model performance mainly near upper troposphere, which can be useful to modeling
community in creating better model predictions in upper atmosphere. We will
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Fig. 32.2 Comparison of modeled NOx and HNO3 vertical profile with INTEX-NA observational
data

continue this investigation by studying inter-continental transport with CMAQ
hemispheric-scale application and will perform detailed model evaluation against
satellite-based observations. Overall, aircraft emissions during full flight activities
contribute <1 % to surface air quality, for all three pollutants studied. However, the
contribution to surface O3 and PM2.5 due to full flight can be �2.5� (particularly
July) higher compared to LTO-only emissions. Though our results are generally
comparable to prior global studies [4], we see localized increases of species such as
NOx and PM2.5 near urban and airport locations both at regional and hemispheric
scale, illustrating the benefit of enhanced resolution to study air quality. We also
note the influence of boundary conditions and background concentrations on the
incremental contributions of aviation in regional scale AQ, specifically by enhancing
O3 levels at the surface due to aircraft.
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Question and Answer

Questioner Name: Amir Hakami

Q: Have you considered emissions of water vapor and its potential impact on
chemistry?

A: We did not consider H2O emissions in our aircraft emissions, but consideration
of the actual aircraft H2O emissions can impact the chemistry at cruise altitude
to very small extent. Given the high amount of OH radical concentrations
present in the upper troposphere, the perturbations from aircraft water vapor
could be relatively small to affect the chemistry. But due to lower temperatures
near UTLS, water vapor from aircraft can undergo condensation followed
by freezing and sedimentation of ice crystals on the contrails impacting the
radiative forcing. Study of atmospheric impacts of contrails and water vapor
is another ongoing research area under climate impacts, and is not considered
part of this study, which is focused on air quality impacts of aviation emissions.



Chapter 33
Relevance of Photolysis Frequencies Calculation
Aspects to the Ozone Concentration Simulation

Malte Uphoff, David Grawe, Ole Ross, and K. Heinke Schlünzen

Abstract For the simulation of photochemically created pollutants like ozone it
is essential to correctly consider reaction rates induced by short-wave radiation.
In atmospheric chemistry transport models this is achieved by the use of either
off- or online calculated photolysis frequencies. In this study the effect of different
input parameters of a radiation model on the calculated photolysis frequencies have
been investigated. In the second step an atmospheric chemistry transport model
was used to assess the impact of changed photolysis frequencies on the simulation
of ozone concentrations. The impact of changed radiation model input parameters
on the calculated photolysis frequencies vary not only with regard to the changed
parameter but also with regard to the to the species to be dissociated. Furthermore
the impact of different sets of photolysis rates employed in a chemical transport
simulation on the modelled concentrations is differed and likely to be less important
than other aspects of the simulation like the resolution of the grid and the emissions
used. Apart from major surface albedo changes (grass to snow) and extreme changes
in total ozone column content for JO3 clouds are the dominating factor in modifying
the photolysis frequencies especially as they feature a highly temporal and special
variation. The results show that simulated maximum ozone concentrations in areas
with clouds are reduced.
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33.1 Introduction

Human health and vegetation growth are negatively affected by high concentrations
of ground level ozone. Although there is a long history in studying ozone pollution
and developing and implementing mitigation measures exceedances of regulatory
standards in 2012 remain at serious levels in the European Union [1]. Ozone as a
secondary pollutant is not directly emitted to the atmosphere but formed in a series
of (photochemical) reactions from other directly emitted pollutants like nitrogen
oxide (NOX), carbon monoxide (CO) and primary hydrocarbons (RH) (e.g. methane
(CH4), formaldehyde (HCHO)). Photolysis frequencies are the rate coefficients in
the respective photolytic reactions and as such have to been known to solve the
set of ordinary differential equations composing the employed chemical reaction
mechanism like RADM2 [5]. The Photolysis frequency JA (or J value for short) of
species A is determined by integrating the product of the absorption cross section of
the molecule A ¢A, its photodissociation quantum yield ®A and the spectral actinic
flux Fœ over the spectral interval of wavelengths which provide enough energy for
photodissociation of the molecule A (33.1).

JA D
�2Z

�1

�A .�; p; T /'A .�; p; T / F� .�/ d� (33.1)

While absorption cross section and quantum yield depend strongly on the
respective molecule under investigation the spectral actinic flux is completely
determined by the shortwave radiation field in theatmosphere.

33.2 Methodology

To assess the importance of the radiation modifying processes on the modelled pho-
tolysis frequencies the radiation model STAR (System for Transfer of Atmospheric
Radiation) [4] was used to calculated photolysis frequencies. The impact of clouds
was assessed by using two different parameterisations. The first parameterisation
[P1] is empirical and based on the cloud liquid water path [3] while the second
parameterisation [P2] is based on the ratio of cloudy-sky to clear-sky actinic fluxes
which were calculated by the radiation scheme of the mesoscale atmospheric model
METRAS (MEsoscale TRAnsport and Stream model) [2]. The next question to be
investigated is how modified sets of photolysis frequencies will influence the surface
concentration of pollutants. Due to their scale of impact as well as their temporal and
spatial variability the changes in J values due to clouds were selected to study the
influence on chemistry simulations. The model M-SYS [6] composed of METRAS,
the chemistry transport model MECTM (MEsoscale Chemistry Transport Model)
which is based on the RADM2 chemistry mechanism [5] and STAR was used to
model a period with high ozone concentrations in June of 2005 for the Rhine-Ruhr
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area in Germany. The simulations were performed with a 12 km and a 4 km spatial
resolution. The simulation with 4 km grid resolution was nested into the 12 km
result.

33.3 Results and Discussion

Results from the different sensitivities are summarized in Fig. 33.1. Albedo changes
cause the largest variation in the J values. A surface cover change from grass to
fresh snow may cause an increase in the J values up to 250 %. An extreme increase

Fig. 33.1 Vertical profiles of the photolysis frequencies at noon for varied conditions. Upper left:
for different surface albedos, upper right: for different ozone column contents, center left: for
different cloud parameterisations, center right: for different latitudes (viz. different solar zenith
angles), lower left: for different aerosol optical depths and lower right: for different relative
humidities
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Fig. 33.2 Ozone concentration in [ppb] at the surface for 5 pm at 21 June 2005. 12 km resolution
(top), 4 km resolution (bottom), without cloud impact (left) with cloud impact (right)

in the total ozone column content causes a strong decrease in the JO3 but does affect
other photolytic reactions to a (much) lesser extent. In accordance with previous
findings J values are increased above clouds and are reduced below by scattering
and absorption. The geographical latitude and the time of the day determine the
solar zenith angle. A low solar altitude corresponds to less extraterrestrial solar
radiation received and hence lower J values but the extent of the decrease depends
on the respective photolytic reactions (�35 % for O3 ! O(1D) and �5 % for
NO2 ! O(3P) C NO). Heavier polluted air features a higher aerosol optical depth
(AOD). Strongly absorbing aerosols reduce the actinic flux at the earth’s surface
whereas strongly scattering aerosols increase it. Photolysis frequencies for NO2

and HCHO are slightly increased while JO3 remains almost unaffected. Photolysis
frequencies showed little sensitivity towards changes in the relative humidity and
air pressure profiles. Changes in the temperature profiles mainly affect the ozone
photolysis frequency.

The spatial resolution of the chemistry simulation clearly has a pronounced
effect on the modeled ozone concentrations. The results in the 4 km resolution
feature higher ozone maximum concentrations and a much larger affected area
(Fig. 33.2) though this is most likely due to finer resolved orography and emissions
which translates into different initial mixing ratios and therefore different chemical
developments. The presence of clouds in the model domain reduces the photolysis
frequencies in the chemistry simulation. This in turn leads to reduced ozone
concentration at the surface.
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33.4 Conclusion

Photolysis frequencies depend individually on typical radiation calculation input
parameters. Surface albedo, ozone column content and clouds are among the
most important aspects to be considered. Clouds cause an increase above and a
decrease below in photolysis frequencies and consequently lower surface ozone
concentrations. However the effect of resolution of the simulation grid as well as
of the emissions feature a more pronounced impact on the concentrations levels and
their spatial extent.
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Questions and Answers

Questioner Name: Rohit Mathur

Q: You showed some relatively large O3 sensitivity to the O3 column used in
photolysis rates. Are the perturbations in O3 column used in the sensitivity runs
representative of the uncertainty in its specification?

A: Maximum natural variation of total O3 column content of about 100 DU can be
observed in a few days for mid-latitude locations like the Hohenpeißenberg in
Southern Germany. Whereas the used differences in the sensitivity study reflects
more the annual cycle of about 200 DU. Depending on the location uncertainties
in measured total O3 column content are way smaller, about 5 %.
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Questioner Name: Roger Timmis

Q: Could you say more about the reflectance processes in the model for (a) clouds
and (b) snow. Does the reflectance for clouds take into account of different cloud
types and possible multiple reflections for some cloud types like cumulus. What
albedo is assumed for snow?

A: Two parameterizations have been used to include the impact of clouds on
modeled photolysis rates in the CTM simulation. The first is an empirical
approach based on the total liquid water path of the respective atmospheric
column and the second parameterization is based on the ratio of cloudy-to-
clear sky actinic fluxes which are calculated in the driving atmospheric model.
Clouds are differential by the location, vertical extent and cloud liquid water
pathway. The radiation module of the atmospheric model METRAS features
a basic approach to account for multiple reflection in the vertical direction
but not in the horizontal direction therefore does not feature increased actinic
fluxes between broken cumulus cloud fields. The albedo of snow is used in a
wavelength depending setting ranging from 0.86 at 0.28 �m to 0.907 at 0.7 �m.

Questioner Name: Christian Hogrefe

Q: How sensitive do you expect your results to be to grid resolution?
A: At least for coarser grid and emission resolutions (�x D 12 and 4 km) this

parameter has proven to have a more pronounced effect on surface ozone levels
than changes to other factors e.g. like photolysis rates. However, I expect that
in finer resolutions (e.g. �x D 1 km) physical processes like varying photolysis
frequencies with become more dominant.



Chapter 34
Air Pollution in China in January 2013

Volker Matthias, Armin Aulinger, Johannes Bieser, Beate Geyer,
and Markus Quante

Abstract In January 2013 exceptionally high levels of particulate matter (PM)
concentrations were reported for the area around Beijing (40 N, 116 E) with
maximum concentrations exceeding 500 �g/m3. Observations of the aerosol optical
depth (AOD) within the Aeronet sun-photometer network showed an AOD of
more than 2 on several days. In order to analyze this high pollution episode
PM concentrations in China were simulated with the Community Multiscale Air
Quality (CMAQ) model for the period from 10 December 2012 to 31 January 2013.
Emissions were taken from the EDGAR data base. The most recent emission rates
from 2008 were further increased considering the growth of China’s gross domestic
product. The results were compared to ground based PM2.5 measurements taken
at the US embassy in Beijing and to Aeronet sun-photometer observations. The
model was generally able to reproduce the high PM levels measured in situ close
to ground, however the largest peak on 12 January was not captured, because of an
exceptionally strong temperature inversion close to ground that was not reproduced
in the meteorological fields. The meteorological model significantly underestimated
the relative humidity in the lowest layer, leading to some underestimations of the
aerosol optical depth. An analysis of the most important source sectors showed
that residential heating was the main emission source sector on those days with
the highest aerosol concentrations.
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34.1 Introduction

Chinas economy has grown rapidly in the last 20 years. This coincides with
a drastically increased energy demand, increased traffic and a raised industrial
production. All these activities cause large emissions of air pollutants. Therefore,
eastern China is known as one of the areas with highest air pollution in the world.

In January 2013 exceptionally high levels of particulate matter (PM) concen-
trations were reported for the area around Beijing (40 N, 116 E) with maximum
concentrations of particles smaller than 2.5 �m (PM2.5) exceeding 500 �g/m3 on
several days in a row. This coincided with low temperatures and calm winds in entire
North East China.

A model study has been set up at Helmholtz-Zentrum Geesthacht which aimed
at answering the following questions related to this exceptional situation:

• Which emission sectors contribute most to the high aerosol concentrations?
• What is the impact of the meteorological situation on the high pollution level?
• How accurately can state of the art air quality models simulate extreme pollution

events?

34.2 Methods

The regional atmospheric chemistry transport model CMAQ (Community Multi-
scale Air Quality) was set up on a 72 � 72 km2 grid for South East Asia with a nested
24 � 24 km2 grid covering mainly North East China, Korea and parts of Russia and
Japan. 30 vertical layers up to 20 hPa were implemented on the coarse grid, the finer
grid contained 40 vertical layers. CMAQ was driven with meteorological fields from
the mesoscale meteorological model COSMO-CLM (CCLM). The model was run
for the period from 10 December 2012 until 31 January 2013.

For the coarse grid simulation of COSMO-CLM the model setup of Feser and
Barcikowska [2] was used. The simulation was once initialized in 1948 and then
done continuously with a resolution of 0.5ı, and 32 vertical levels. The nested
simulation with 0.22ı resolution and 40 vertical levels started in Dec. 2012. Spectral
nudging of NCEP data was applied for large scale wind speed components in the
upper levels to enforce the observed large scale circulation.

No actual, freely available emission inventory for China is existing. The most
recent comprehensive emission data set is the EDGAR emission data from 2008.
It is delivered as annual totals on 0.1 � 0.1 degrees for the entire globe. These
emissions were adapted for the current situation by extrapolating the emission
increase between 2004 and 2008 until the year 2012. This was done on a grid
cell basis in order to apply different growth factors in different areas of the grid.
The emissions were then distributed in time according to seasonal, weekly and
annual factors determined in the SMOKE for Europe emission model [1], which
was adapted to the region.
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Constant concentration profiles were used as boundary conditions outside the
large grid. The influence of the boundary conditions on the air pollution levels in
the Beijing area was investigated through sensitivity runs. It was found that their
influence was negligible during this specific time period characterized by low wind
speeds.

34.3 Results

Figure 34.1 shows a map of the PM2.5 concentrations on the 24 � 24 km2 grid in the
lowest model layer. The average concentration during the second week in January
(7–13 January) was higher than 85 �g/m3 in large areas of North East China.
The time series of the PM2.5 concentration (Fig. 34.2) shows modelled PM2.5
concentrations up to 500 �g/m3. No officially measured PM2.5 concentrations were
available to the authors, however observations made at the US embassy in Beijing
were reported in the internet. The corresponding PM2.5 concentrations were even
higher than the modelled values. In particular on 12 January PM2.5 concentrations
of more than 800 �g/m3 were reported. These values were not reproduced by the
model. During the other periods, the model captured the pollution levels and their
variability quite well.

Fig. 34.1 CMAQ model results: Mean PM2.5 concentration in the lowest model layer between 7
and 13 January 2013 in North East China
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Fig. 34.2 Comparison of modelled PM2.5 concentrations in the second model layer (20–40 m
above ground) (dashed lines) and observations at the US embassy (solid lines)

Fig. 34.3 Aerosol optical depth in Beijing measured with Aeronet sun-photometer (solid lines)
compared to CMAQ model results (dashed lines). Crosses denote model values corresponding to
the observation times

The model results were also compared against aerosol optical depth (AOD)
observations gathered within the Aeronet sun-photometer network [3]. As an
example Fig. 34.3 shows the time series for January 2013 at Beijing. Again the
model underestimates the highest observations, in particular between 10 and 15
January, on 18/19 and on 28 January. There are two important reasons for this which
are closely related to the meteorological situation. One is that extreme temperature
inversions and very shallow boundary layers are not well simulated by the model.
This was likely the case e.g. on 12 January, when the ground level concentrations
were much too low in the model. The second reason is that AOD depends critically
on relative humidity (RH) at values above 80 %. Such high values were frequently
observed in Beijing, as was seen in data from radiosoundings. The model typically
showed much lower RH in the boundary layer.
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Fig. 34.4 Chemical composition of PM2.5 in Beijing from 1 to 30 January 2013

An analysis of the modelled chemical species of the fine aerosol at Beijing
(Fig. 34.4) reveals that the aerosol is to a large extent composed of primary and
secondary organics. These species have a particularly high share of 60–70 %
in the total emissions in sector 2 (residential heating). A further analysis of the
contribution of the different emission sectors to the total PM2.5 showed that only
the contribution of sector 2 to the total PM2.5 was positively correlated (R D 0.54)
to the total concentration. This indicates that the highest PM2.5 concentrations are
significantly influenced by emissions from residential heating. Calm winds and a
significant temperature inversion contribute to the accumulation of aerosols from
nearby ground based sources in a very shallow boundary layer. Traffic emissions
were found to be of minor importance for the aerosol formation.

34.4 Conclusion

The exceptionally high air pollution in China in January 2013 was simulated
with the CMAQ model system using extrapolated EDGAR emission data from
2008 and COSMO-CLM meteorological fields. In general, the level of PM2.5 was
matched well according to the few available observations. However, the highest
PM2.5 concentrations were not adequately reproduced because the very shallow
boundary layer could not be captured by the meteorological model. According to
the CMAQ model, primary and secondary organics are the largest fractions in the
chemical composition of the aerosol in Beijing. Emissions from residential heating
contributed more than on average to the aerosol concentrations on those days with
the highest aerosol load.
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Questions and Answers

Questioner Name: Clemens Mensink

Q: Why is your meteorological model not catching the temperature inversion and
resulting shallow PBL?

A: Several aspects could play an important role. These are radiative effects because
of lacking aerosols in the meteorological model, a too coarse vertical resolution
of the model and larger scale effects that result from errors in the driving
meteorological data from NCEP. Some of the parameterizations that treat the
turbulent kinetic energy under stable conditions in the COSMO model might
also be relevant. We did not investigate this in detail until now.

Questioner Name: Christian Hogrefe

Q: This episode would be a good test for applying a coupled model. Do you have
plans to do so?

A: Yes, we agree that this is an interesting episode for studying the interaction
between solar radiation, high aerosol loads and reduced vertical mixing due to
high atmospheric attenuation of sunlight. In our research group we currently
do not use online coupled CTMs. We have plans to install either WRF-CMAQ
or COSMO-ART in order to test the performance of online coupled models
in complex situations like this one. However, currently we are lacking enough
man-power to get these plans realized, soon.

Questioner Name: Jonathan Pleim

Q: My comment follows up from the previous two questions. Our collaborators at
Tsinghua University in Beijing have done similar modeling for a different case
using the two-way coupled WRF-CMAQ with direct aerosol feedback. They

http://dx.doi.org/10.1088/1748-9326/7/1/014024
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have shown large effects of direct aerosol feedback to greatly reduce PBL height
and greatly increase PM2.5 concentrations for extreme episodes.

A: We think this could be an important effect which is not considered in our current
simulation. It would be worth to see results from an online model for the same
period.

Questioner Name: Yang Zhang

Q: Did you have a chance to compare your emissions with MEIC (multi-resolution
emission inventory for China), www.meicmodel.org?

A: Unfortunately, we were not aware of this emission inventory, but we are highly
interested to do another model run with this alternative data set.



Chapter 35
Impact on Ontario’s Air Quality due to Changes
in North American Emission from 2005 to 2020

Andrei Chtcherbakov, R. Bloxam, S. Wong, and Y. Hall

Abstract This paper shows the effects of emission reductions from 2005 to 2020
levels on ozone and PM2.5 concentrations in Ontario based on modelling results.
To assess the effect of these changes on Ontario’s air quality, the modelling system
WRF – SMOKE – CMAQ was run with 2010 meteorology for the entire year.
Emission estimates were based on US EPA Cross-State Air Pollution Rule Final
CAP – BAFM 2005-Based Platform, version 4.2, Toxic rule 2016 with updates
projected to 2020 for mobile emissions and Environment Canada 2005 and 2020
emission inventories.

Emission changes in Ontario and in the neighbouring US states (Ohio, Michigan,
Indiana, etc.) from 2005 levels to projected values of 2020 are discussed. Modelling
results were summarized to show spatial and temporal variability in ozone and
PM2.5 concentration over Ontario due to emission reduction in the whole domain.
Analysis was performed on annual values and on values obtained on days with high
concentrations only.

35.1 Introduction

Analysis of emissions trends for recent years for both US and Canada shows
reductions in almost all sectors – point, area, off road and on road mobile sources.
These changes are mainly due to the implementation of control strategies, efficiency
gains and global economic downturn. These emission reductions have contributed
to lower ambient pollutant concentrations in the province of Ontario (Canada) and
all over North America.
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In this study modelling results were analyzed to evaluate the effect of emission
reductions from 2005 levels to projected 2020 levels on air concentrations of ozone
(8 h maximum concentration) and fine fraction of particulate matter (PM2.5) in
Ontario, Canada, are shown.

To perform the analysis, a modelling system consisting of WRFv3.11 – Weather
Research and Forecast meso-meteorological model, SMOKEv2.4/3.0 – emission
processing model, and CMAQv4.6 – regional chemical transport model were used.

35.2 Modelling System Set Up

The setup of modelling system was as follows.
To obtain the meteorological input, WRFv3.11 was run for the entire year

of 2010. Initialization of WRF was done every 12 h with the Eta analysis of
3D meteorological fields. The model used default settings for the microphysics
and numerics, a 36 km horizontal resolution, a spatial coverage including all of
North America, and 22 vertical layers with finest resolution up to 20 m in the
surface layer. To transform WRF3.11 output files to the files used in emission
processing (SMOKEv 2.4/3.0), the regional chemical transport model (CMAQ4.6),
postprocessor MCIPv3.4/4.0 was used. The model’s output was enhanced by
incorporating urban heat island effect based on including anthropogenic heat flux in
the surface layer, recalculating parameters related to vertical mixing and applying
changes to selected grid cells representing major Canadian cities (Toronto and
Montréal areas). This resulted in improvements to the CMAQ performance in
these urban areas. Emissions were processed separately for US and Canada with
2010 meteorology using the SMOKE2.4/3.0 emission processor and the SAPRC99
chemical mechanism.

For year 2005, US EPA Cross-State Air Pollution Rule Final CAP – BAFM 2005-
Based Platform, version 4.2 was used for US emissions and emission inventory files
from Environment Canada (EC) with updates and addendums related to Ontario
region were used for Canada.

For year 2020, US emission inventories for the Toxic Rule 2016 along with
updated ancillary files were processed. Mobile emissions were projected from 2016
to 2020 levels based on factors provided by US EPA.

Regional scale chemical transport model CMAQ4.6 with the SAPRC99 chemical
mechanism with default physical and chemical settings, default boundary and initial
conditions, derived from the supplied vertical profiles was run for 2005 and 2020
emission scenarios to calculate ambient air concentrations of major atmospheric
pollutants. The model was run with horizontal resolution of 36 km, in a domain of
71 � 79 grid cells, covering an area stretching from South Carolina to Hudson Bay
and from eastern Manitoba to the Maritime Provinces. A vertical resolution with the
same structure as the meteorological model (WRF) was used to eliminate possible
interpolation errors.
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35.3 Emissions and Ozone and PM2.5 Concentration
Changes from 2005 to 2020

Emission reduction from 2005 levels to the projected 2020 levels occurred in all
major sectors resulting in provincial emission decreases of 30–40 %.

Primary PM2.5 emissions decreased considerably both in US and Canada. The
most noticeable emission reductions can be seen close to the Ohio/Pennsylvania
border, Indiana, and southwestern Ontario. Changes in the Greater Toronto Area
(GTA) are not as noteworthy.

Even more significant reductions can be seen in SO2 emissions with the most
affected areas being in Indiana, Ohio, Pennsylvania and Illinois and Detroit region.
All these regions are located upwind to prevailing air mass flows into southern
Ontario and thus emitted species are likely involved in long-range transboundary
advection to Ontario, thereby contributing to air pollution and affecting air quality
in Ontario.

Annual PM2.5 and 8-h maximum ozone concentrations on high concentrations
days show a noticeable reductions in ozone (8–16 %) and PM2.5 (10–40 %)
concentrations across Ontario due to emission reduction from 2005 to 2020 levels.
The spatial distribution of reductions varies depending on location (urban vs. rural),
chemical and physical processes involved in contaminant formation (local vs. long
range transportable influences) and prevailing wind directions relative to emission
sources (upwind vs. downwind).

On Fig. 35.1, percent changes in ozone and PM2.5 concentrations in selected
counties across Ontario are presented.

The smallest impact on PM2.5 concentrations due to emission reduction was
found in highly urbanized municipalities, including 9–19 %, in Toronto and York
counties, and 17 % in Ottawa county as opposed to more rural communities, for
example Wellington and Middlesex counties, where the reductions in concentrations
were more than 40 % . These differences can be explained by the fact that
PM2.5 concentrations at rural regions are dominated by secondary components.
Precursors which transform during long transport to form secondary components,
such as sulfates (SO4), nitrates (NO3), and secondary organic aerosol (SOA), have
decreased significantly. On the contrary, urban PM2.5 composition is dominated
by local, primarily emitted species, with spatially limited impacts. Additionally,
emission reductions of primary PM2.5 species in the GTA from 2005 to 2020
were not as significant as compared to other contaminants, including SO2, a PM2.5
precursor.

Communities in southwestern Ontario, closest to the Canada/US border (such as
Essex County – Windsor area), are under the influence of long range transboundary
ozone transport. Ozone reduction in these areas ranged from 12 to 13 %. In urban
areas, especially the GTA, less regional ozone production due to reductions of
elevated emitted ozone precursor pollutants upwind is compensated by less ozone
titration by local low level NOx emissions because of the changes from 2005 to
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Fig. 35.1 Changes in annual PM2.5 and 8-h max ozone concentrations, percent, due to emission
reduction from 2005 to 2020 level in selected Ontario counties

2020 levels. That explains why the impact in the GTA on ozone reductions is the
lowest, only 7–8 %. On the contrary, the areas with the greatest ozone reduction,
16 %, are located downwind of the GTA in Peterborough and Frontenac counties
(Kingston).

Question and Answer

Questioner Name: Christian Hogrefe

Q: How do the modelled concentration reductions compare to regulatory air
quality standards. Will additional emission reductions be required to meet these
standards?

A: For ozone concentrations additional reductions in precursor emissions will be
required to meet existing Canada wide standard, controls should be imple-
mented mostly south of Canada – US border.



Chapter 36
Modelling the Concentration and Deposition
of Heavy Metals in the UK

Anthony Dore, Stephen Hallsworth, Małgorzata Werner, Maciej Kryza,
Eiko Nemitz, Heath Malcolm, Stefan Reis, and David Fowler

Abstract A relatively simple Lagrangian atmospheric transport model (FRAME)
was adapted to simulate the concentration and deposition of nine heavy metals (As,
Cd, Cr, Cu, Pb, Ni, Se, V and Zn) in the UK. The modelled data was compared
with annually averaged measured wet deposition of metals and concentrations in air.
The model obtained good correlation with measurements of metal concentrations in
air but with very large underestimates (normalised mean biases in the range �0.64
to �0.93), indicating a major under-estimate in total atmospheric emissions. Wet
deposition was less closely correlated to measurements. Inclusion of estimates of
spatial re-suspension of wind-driven dust for the UK in the model simulation led to
an improvement in agreement with measured concentrations. However the amount
of re-suspended material was considered to be highly uncertain due to the limited
availability of measurement data of the heavy metal content of surface soil and dust.

36.1 Introduction and Model Description

Heavy metals are a concern for both human health and natural ecosystems. As a
multi-organ system toxicant, Pb can have chronic and acute affects on human health.
Cadmium is carcinogenic by inhalation. Cd, Pb, Cu, Ni and Zn are detrimental to
soil microbes when critical loads are exceeded [3]. The 1998 UNECE protocol on
heavy metals committed all participating countries to reduce their emissions of Pd
and Cd to levels below those of 1990 as well as phasing out leaded petrol. As a result
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of this, as well as growing environmental awareness, emissions of Cd and Pb in the
UK fell by 85 and 97 % respectively in the UK between 1990 and 2006.

In this study a simple Lagrangian model using annually averaged meteorology
has been adapted to simulate the concentration and deposition of nine heavy
metals in the UK. The FRAME model has been previously applied to calculate
the deposition of sulphur and nitrogen and exceedance of critical loads (i.e. [2])
and was found to perform well when compared to more complex Eulerian models.
FRAME is a Lagrangian model using straight line trajectories with a 1ı angular
resolution which runs at a 5 km resolution over the British Isles and 50 km
resolution over Europe with a fine vertical grid spacing (1 m at the surface). Area
emissions are injected into sector dependent levels and point source emissions are
treated with a plume rise routine. Vertical diffusion in the air column is calculated
using K-theory eddy diffusivity. Wet deposition is calculated using a ‘constant
drizzle’ approximation driven by an annual rainfall map. Five land classes are
considered and a vegetation specific canopy resistance parameterization is employed
to calculate dry deposition of particulates. For this work the model was modified to
simulate nine non-reactive heavy metals (As, Cd, Cr, Cu, Pb, Ni, Se, V and Zn)
including size-segregated particulate concentrations using four size categories.

36.2 Results

The modelled dry and wet deposition of Pb over the UK for the year 2006 is
illustrated in Fig. 36.1. In general a strong gradient is evident, with the higher
concentrations found in the central and southern part of the country, due to both
long the range transport of pollutants from European sources as well as the greater
intensity of emissions sources in the southern part of the UK. High values for wet
deposition occur in more remote areas with lower air concentrations but high annual
precipitation, such as the Highlands of Scotland and the Welsh hills.

A rural network for monitoring the concentrations of heavy metals in air and
precipitation has been in operation in the UK since the year 2004. For the year 2006
the network consisted of 13 sites at which samples of precipitation were collected
every 4 weeks for analysis of concentrations. Measurements of the concentration of
heavy metals in air using a Partisol PM10 sampler were also made with a weekly
sample collection at ten of these sites. The concentrations of the nine trace metals
included in this study were measured by ICP-MS analysis. Deposition of heavy
metals at the sites was calculated by combining the measured concentrations in
precipitation with annual precipitation measured at the sites with tipping bucket
rain gauges. Figure 36.2 illustrates the correlation with measurements for Pb. Both
air concentration and wet deposition are significantly under-estimated by the model.
There is evidence of a much stronger correlation with measured air concentrations
(R2 of 0.89) than with wet deposition (R2 of 0.67). This may reflect the complexity
of the wet deposition process which is not fully captured by the model or the
influence of dry deposition to the collector surface. The low slope of the Pb



36 Modelling the Concentration and Deposition of Heavy Metals in the UK 225

Fig. 36.1 Dry deposition of Pb (left); wet deposition of Pb (right) g Ha�1

Fig. 36.2 Correlation of the model with: measurements of Pb concentration in air (left); measure-
ments of Pb wet deposition (right)

correlation plots (0.08 for air concentration; 0.17 for wet deposition) illustrates that
overall Pb concentrations in both air and precipitation are greatly under-estimated
by the model. This is a clear indication of missing or under-estimated emissions
sources.

The modelled annual average air concentration and wet deposition for all metals
has been compared with the values obtained by measurement at the monitoring
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Table 36.1 Estimates of
primary and re-suspended
emissions of Cd and Pb for
the UK for 2006 (Mg year�1)

Variable Cd Pb

Primary 3.6 87:9

Re-suspended (a) 0.52 40:8

Resuspended (b) 3.1 469

networks. These results suggest that the official National Atmospheric Emissions
Inventory estimates are insufficient to account for observed concentrations of As,
Cd, Cr, Cu, Ni, Pb and Zn by factors ranging from 2 to 10.

Additional model simulations were undertaken which included spatial estimates
of the wind-driven re-suspension of surface dust [1, 4]. The surface dust layer is
known to contain high concentrations of heavy metals which are still present in
the environment due to the legacy of higher atmospheric metal emissions during
the preceding decade. Estimates of the annual emissions of re-suspended metals
for the UK vary significantly depending on the technique used to estimate metal
concentrations in the surface dust layer. Both the total primary emissions of Cd and
Pb as well as re-suspension estimates using (a) measured metal concentrations in a
15 cm surface soil core and (b) an algorithm based on use of ‘enhancement factors’
in the surface dust layer are illustrated in Table 36.1.

With re-suspension scenario (a) (including surface metal concentrations based
on measurements from soil cores) only a moderate improvement in the model
comparison with measurements was observed. However with scenario (b) the much
larger estimates of the mass of re-suspended metals led to a significant improvement
in the comparison with measurements. The normalised bias for correlation with
measured Pb concentrations in air changed from �0.93 for the primary emissions
scenario to �0.45 for scenario (b).

36.3 Conclusion

An atmospheric transport model was used to calculate the wet deposition and air
concentrations of heavy metals (As, Cd, Cr, Cu, Pb, Ni, Se, V and Zn) in the
UK. Comparison with measurements from a national monitoring network revealed
the large magnitude of missing emissions sources. Inclusion of secondary ‘legacy’
emissions caused by the wind-driven re-suspension of surface dust led to improved
agreement with measurements. However the contribution from this source remains
highly uncertain due to the lack of measurements of metal concentrations in the
surface dust layer. Other possible sources of emissions not included in the study
include those from natural sources and sea water as well as fugitive emissions and
the possibility of under-estimated primary emissions sources.
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Questions and Answers

Questioner Name: Roger Timmis

Q: Have you considered comparing model performance for particularly wet and
particularly dry years (or seasons) when re-suspension could be suppressed or
enhanced respectively? 2012 was especially wet in England when dust (e.g.
from steel works) was suppressed compared to other years – so 2012 may be a
possible “wet” year compared to other years.

A: The re-suspended emissions values calculated by MSC-east covered a 20 year
period and these did indeed show considerable inter-annual variability due to
meteorology (i.e. both soil wetness and wind speed). A regional multi-year
study would therefore certainly be of interest.

Questioner Name: Steve Hanna

Q: There is much uncertainty in published re-suspension factors. Sehmel’s chapter
on observations of re-suspension in a U.S. SOE Workbook suggests, for the
same chemical and oil type, re-suspension can vary over many orders of
magnitude depending on moisture content and packing (e.g. by vehicles). Does
your model account for these uncertainties?

A: Two independent estimates of heavy metal re-suspension were used in the model
and these were calculated externally in separate studies. These re-suspension
estimates did account for soil wetness, soil type and particle size as well as
vehicle packing. However it should be acknowledged that the values of many of
these input parameters and their spatial distribution in the re-suspension calcu-
lation are highly uncertain. The range of uncertainty in re-suspension estimates
due to imprecise knowledge of input parameters has not been assessed.
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Chapter 37
A Process Analysis of the Impact
of Air-Quality/Weather Feedbacks
Using GEM-MACH
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Sylvie Gravel, Balbir Pabla, and Philip Cheung

Abstract Environment Canada’s “Global Environmental Multiscale – Modelling
Air-quality and Chemistry” (GEM-MACH) is the Canadian operational air-quality
model, used to provide forecasts of ozone, PM2.5 and air-quality health metrics to
the Canadian public. The operational GEM-MACH is an on-line model, but is not
fully coupled, in that the chemical variables are not used to modify the weather.
The model was converted to fully coupled status as part of Environment Canada’s
participation in phase 2 of the Air-Quality Model Evaluation International Initiative,
with three classes of modifications: (1) Additions required in order to allow
feedbacks to take place between weather and chemistry; (2) Model improvements
necessary to ensure feedback accuracy; (3) Model improvements to allow the use of
AQMEII-2 prescribed inputs and diagnostic outputs.

The revised model is being used to generate four annual simulations of air-
quality over North America, for “feedback” and “base-case” simulations for the
years 2006 and 2010. Here, the initial test simulation results for 2006 of surface
O3 and PM2.5 are compared using a simple statistical package, as a means of
identifying cases wherein feedbacks have the greatest influence on the model’s
chemical output. These instances will be put forward for further study under the
multi-model framework of AQMEII-2.
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37.1 Introduction

The Global Environmental Multiscale model [4], coupled with chemistry modules
first described in Gong et al. [5] comprise the main building blocks of the operational
GEM-MACH model. Background information on the model, its evaluation, etc.,
appear elsewhere in the proceedings for this and previous ITM conferences (cf. [8]).
The operational model is “on-line” in that the model’s chemistry package runs
within the weather forecast model’s physics (the chemistry includes 42 gas-phase
species, a 9 species/2 bin aerosol microphysics package, modules for inorganic and
organic heterogeneous chemistry, cloud processing of aerosols, and packages for
the input and use of SMOKE-generated emissions data). The operational model
is not, however, fully coupled: the resulting chemistry is not allowed to impact
the meteorological model’s radiative transfer and cloud microphysics. We describe
below the suite of changes to upgrade the operational GEM-MACH model to a fully
coupled status.

37.2 Implementing Feedbacks: Modifications and Upgrades
to the Model Code

37.2.1 Code Modifications for Feedbacks

Aerosol Indirect Effect The operational GEM-MACH code uses the Sundqvist and
Kain-Fritsch schemes for resolved-scale condensation processes and sub-grid scale
deep convective processes, respectively. The Kain-Fritsch convective scheme does
not lend itself to easy incorporation of the aerosol feedback to microphysics: the
feedback of on-line aerosols to the model microphysical processes was incorporated
via upgrading from Sundqvist to the 2-moment explicit microphysics scheme of
Milbrandt and Yau [9] (used here at 15-km resolution to allow at least some of the
aerosol indirect effect to influence model results, and for consistency with higher
resolution studies currently underway). The scheme solves the bulk prognostic
equations for number density and mass mixing ratio of 6 hydrometeors (cloud
droplets, rain, ice, snow, graupel and hail). The default cloud condensation nuclei
(CCN) activation at a given supersaturation follows Cohard et al. [3], with a fixed
CCN spectrum for generic “continental” or “maritime” aerosols, but has been
replaced here with the Abdul-Razzak and Ghan (2002) scheme, to use the on-
line sectional and chemically-speciated aerosols. Aerosol activation is determined
through comparing the upper and lower bounds of critical supersaturation of each
size bin to the maximum supersaturation in an updraft, parameterized through a
number-weighted effective critical supersaturation [6]. The model aerosols thus
influence the meteorology through cloud droplet nucleation, while the cloud droplet
number concentrations are in turn used in cloud processing of gases and aerosols in
the chemistry module.
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Aerosol Direct Effect The operational radiative transfer modules [7] use specified
latitudinally varying incremental aerosol optical depths, and assume uniform aerosol
concentrations from 0 to 1,500 m, and single values of asymmetry factor and single-
scattering albedo (with different numbers for oceanic and continental airmasses).
These simple parameterizations were replaced with large (105 member) lookup
tables for the three aerosol optical properties (layer optical depth, asymmetry factor
and single-scattering albedo). The tables were generated using the Mie code of
Bohren and Huffmann [2], have axes of aerosol water content versus size, and
employ a complex refractive index for aerosols of [(1.5 – 0.17 Wf ) C (0.01*(1.0 –
Wf ))i], where Wf is the volume fraction of aerosol water. The aerosol wet and dry
mass and the particle numbers within each bin are used to create bin-specific values
for the three optical properties, which are summed to determine the net properties
across the distribution. Implementation of a speciation-resolved set of tables will
take place in future work.

37.2.2 Code Modifications to Ensure Feedback Accuracy

Aerosol Size Distribution Cloud droplet nucleation and radiative properties of
aerosols are strong functions of aerosol size and number (poorly resolved in a 2
bin model such as the operational GEM-MACH). Consequently, GEM-MACH was
used in a 12-bin configuration for these simulations, in order to better resolve the
aerosol size distribution.

Sea-Salt Emissions Flux Improvement The operational GEM-MACH included the
mass flux of sea-salt aerosols into the lowest model layer as a separate operator at the
end of the sequence of operators affecting aerosol mass, while more recent versions
of GEM-MACH (cf. [8]) include sea-salt emissions as a flux boundary condition
on the diffusion equation; this improvement has been added to the GEM-MACH
version used here.

Particle Settling and Deposition Velocity Corrections The operational model for-
mulation for settling velocities [1] is strictly valid only for particles < 19 �m
diameter, leading to large overestimates for particles under humid conditions.
Formulae covering larger particles and droplets and the Cunningham slip correction
factor were incorporated [1]. The operational model algorithm using the settling
velocities calculates aerosol mass flux between model layers as an exponential
decay rate to estimate transport out of the bottom of the layer. Tests with high
resolution versions of GEM-MACH showed that this methodology could sometimes
lead to erroneously high particle masses due to conflicts with the model’s semi-
Lagrangian advection algorithm. Particle settling and deposition are estimated
using a one-dimensional semi-Lagrangian advection approach, with a clipped and
column-mass-conserving cubic Lagrange interpolant, eliminating this problem.
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37.2.3 Code Modifications for AQMEII-2 Inputs
and Enhanced Diagnostic Outputs

Regenerated Emissions The gridded and speciated AQMEII-2 emissions for North
America were available under the study protocol from the US EPA for a single
model speciation and grid. The emissions inventory was reprocessed with the
SMOKE emission processing system to create new emissions for GEM-MACH on
its native grid and chemical speciation.

Emissions Input Capabilities The GEM-MACH model and emissions preprocessor
codes were modified to allow the number and location of major point sources to
vary on a daily or hourly basis, to accommodate daily changes in wildfire emissions
in the AQMEII-2 database.

Accumulated Field Output The operational model’s capability to output total
PM2.5 and PM10 as accumulated fields was extended for output of speciated PM1,
PM2.5, PM10, and total PM.

Deposition Field Output No provision was available in the operational model for
the diagnostic output of deposition of gases and particles; output diagnostics were
added for wet deposition of HSO3

�, H2O2, organic peroxide, SO4
2�, NO3

�, NH4
C,

base cations, HCO3
�, HC, sea-salt, secondary organic aerosol, crustal material,

black carbon, primary organic carbon and aerosol-bound water, and dry deposition
of particle sulphate, sea-salt, secondary and primary organic matter, crustal material
elemental carbon, and gases (SO2, H2SO4, NO, NO2, O3, HNO3, PAN, HONO,
organic nitrate, NH3, NOy, H2O2, and HCHO).

Satellite Comparison Diagnostics. Diagnostics for total column densities of NO,
NO2, SO2, CO, NH3, C2H4, toluene, formaldehyde, isoprene, PM2.5 and PM10, and
total column emissions of NO, NO2, SO2, CO, NH3,.biogenic NO, C2H4, toluene,
HCHO, isoprene, monoterpenes, biogenic “other VOC”, biogenic isoprene, PM2.5

and PM10, were added to the model.

Diagnostics for Tracking Feedbacks. Additional outputs for the total column and
individual layer aerosol optical depths at 4 radiative transfer and 5 diagnostic
wavelengths (444.8, 940.1, 1785.7, 3190.5, and 470, 550, 555, 650, 675 nm) were
added, as were the aerosol asymmetry factor and single scattering albedo, fine and
coarse mode aerosol number density, VOC branching ratio (NOx versus VOC paths),
total VOC concentration, total VOC reactivity, and NO2 photolysis rate.

Boundary Conditions MACC MOZART-IFS reanalysis fields were converted to the
model units and interpolated to the model grid, as stipulated under the AQMEII-2
protocol.
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Fig. 37.1 (a) GEM-MACH 15 km grid used in AQMEII-2 simulations; Surface PM2.5 concentra-
tions, San Francisco, 12UT, February 10th, 2006 for (b) base case and (c) feedback; (d); residual
wind field (f.b. – base case)

37.3 Model Setup and Run Procedure

Model simulations are being carried out on a North American grid with a 15 km
grid spacing (Fig. 37.1a). For the GEM-MACH simulations, the model is run in
a “12 h of meteorology only/48 h of chemistry” configuration; the first 12 h of
the simulation are used to spin-up the meteorological fields, and the remaining
48 h include chemistry, with and without feedbacks. For the GEM-MACH sim-
ulations, meteorological initial conditions come from operational analyses, while
meteorological boundary conditions are derived from GEM simulations that start
from operational analyses. Correlation coefficients between hourly “feedback” and
“base case” simulations are being used to identify case studies where feedbacks have
the greatest impact on both meteorology and chemistry, with PM2.5 and residual
wind fields off the coast of San Francisco as an example (Fig. 37.1b, c). These
changes resulted from differences in radiative transfer and cloud cover on previous
days. Summer simulations (Fig. 37.2) have substantial differences in urban PBL
heights (higher with feedbacks), suggesting that feedbacks may help improve model
performance by reducing existing primary emitted species positive biases in cities.
The work is ongoing, with completion in late 2013/2014.

37.4 Current Status and Ongoing Work

Model simulations are underway at the time of writing of this abstract. As part of the
workup of the model output for AQMEII-2, statistical comparisons between model
surface fields between feedback and non-feedback simulations are being carried
out to allow the identification of times with the largest divergence between the
simulations, hence the situations and locations in which feedbacks have the greatest
influence on the forecast.
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Fig. 37.2 Increases in urban PBL height (f.b.- base case), July 19, 2006, San Francisco area
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Questions and Answers

Questioner Name: Roger Timmis

Q: Are periods with strong feedback effects associated with particular steady
(non-changing) synoptic conditions, i.e. with “spells” of weather when similar
conditions persist for a few days? If so, could the feedback effects be made
clearer C more process-related by grouping together results for these similar
synoptic conditions? This could identify conditions when/where it is important
to include feedback processes in order to improve model performance.

A: The analysis done so far is not sufficient to answer the question fully, though
once the runs for both years are completed this could be checked. For the two
episodes studied so far, the conditions over which the two runs differ do seem
to occur on a synoptic time scale (the low correlations are present over 4 days in
each case). So there may well be sets of synoptic conditions that are associated
with a larger impact of the feedbacks, but it’s too early to say yet whether
these conditions are sufficiently frequent or unique to allow identification of
“feedback-important” days by synoptic weather pattern. It’s a good idea, and
one that we should follow up on in AQMEII-2.

Questioner Name: Douw Steyn

Q: It would seem that the short-wave radiation (and associated temperature)
changes would weaken, rather than strengthen, the sea breeze?

A: The increase in downward SW radiation at the surface occurs during the
daytime, whereas the increase in residual sea-breeze strength is occurring on
the subsequent night and early morning, when the short-wave input is zero.
One would indeed expect the daytime land breeze to be strengthened by this
effect – however, the sea-breeze increase occurs later, at night. At night, surface
temperatures over the land have dropped when feedback effects are included;
this implies that subsidence has increased at night over the land, and this
subsidence is driving the nighttime sea-breeze. What is unclear as of yet is
the connection between the day and subsequent night conditions – what has
caused the additional nighttime cooling over the land? For example, the addition
of feedbacks may have reduced cloud cover, allowing for greater radiative
cooling in the subsequent night, in addition to allowing more shortwave to reach
the ground in the afternoon. The additional short-wave radiation reaching the
surface may also have caused daytime convection, followed by rainfall then
clearing skies and more radiative cooling at night. More work will be required
with the full set of model outputs to track down the causes behind the sequence
of events shown here.
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Abstract Two new postprocessing methods based on analogs are proposed to
reduce the systematic and random errors of air quality prediction. The analog of
a forecast for a given location and time is defined as a past prediction that matches
selected features of the current forecast. The first method is the weighted average of
the observations that verified when the best analogs were valid (AN). The second
method consists in applying a postprocessing algorithm inspired by the Kalman
filter (KF) to AN (KFAN). The AN and KFAN are tested for ground level ozone
and PM2.5 0–48 h predictions from the Community Multiscale Air Quality (CMAQ)
model, with observations from 1602 surface stations from the EPA AirNow network
over the continental United States for a 1-year period. Preliminary results of the
new methods include a large reduction of the systematic and random errors of the
direct model output, with an increase of the correlation between observations and
predictions at all forecast lead times.
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38.1 Introduction

Forecast systematic and random errors are a problem common to all chemistry
transport models [5]. In this paper we present preliminary results of a comparison
of different postprocessing methods that aim at estimating these errors in real-time,
to increase the accuracy of air quality predictions. These methods include simple
approaches as persistence (PERS) and a 7-day running-mean bias correction (7DAY,
[6]), a state-of-the-science postprocessing algorithm inspired by the Kalman filter
[1, 2], and two new analog-based approaches. The analog of a forecast for a given
location and time is defined as a past prediction that matches selected features of
the current forecast. The first method is the weighted average of the observations
that verified when the best analogs were valid (AN). The second method consists
in applying a postprocessing algorithm inspired by the Kalman filter (KF) to AN
(KFAN) [3, 4].

The PERS, 7DAY, AN and KFAN were tested for ground level ozone and PM2.5
0–48 h predictions from the Community Multiscale Air Quality (CMAQ) model,
with observations from 1602 surface stations from the EPA AirNow network over
the continental United States for a 1-year period.

38.2 Conclusion

Preliminary results are based on root-mean-square-error (RMSE), RMSE com-
ponents [i.e., centered RMSE (CRMSE) and bias], and correlation, for both
ground-level ozone and PM2.5. Based on these metrics, the methods rank (from the
best to the worst) as follows: KFAN, KF, AN, PERS, 7DAY and the direct model
output (RAW).

The best method, KFAN, improves the raw model prediction by more than
50 % base on RMSE, and about 35 % for correlation. Future work will focus
on a sensitivity analysis of key aspects of the analog-based procedures, including
the number of analogs, the predictor variables use for the analog search, and the
amplitude of the time windows over which the analog matching is performed.
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Questions and Answers

Questioner Name: Heinke Schlunzen

Q: How do you treat measurement errors?
A: We agree that is important to consider observational errors while evaluation

air quality predictions. It is worth noticing that the analog-based methods,
particularly AN, are based on past observations of the quantity to be predicted,
and therefore they include observational errors in their estimates.

Questioner Name: Stefano Galmarini

Q: Your analog-based methods produce an estimate where observations are
available. What about locations where observations are not available?

A: In applications where observations over a gridded domain are necessary, the
analog-based methods could be generated by using as the “ground-truth” not
the observation, but rather an analysis (which merges observations with model
estimates) over the same grid. Such approach will be considered for future
research efforts.
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Comparing Different Modeling Approaches
in Obtaining Regional Scale Concentration
Maps
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Felix Deutsch, Stijn Janssen, and Clemens Mensink

Abstract We studied and compared different operational modeling techniques that
are used to generate regional scale concentration maps for PM10, PM2,5, NO2 and O3

over Belgium. The various techniques and resulting maps were analyzed, validated
and compared aiming at identifying the best possible regional scale concentration
map for each pollutant. A distinction was made between a temporal and a spatial
validation. The temporal analysis revealed that an intelligent interpolation technique
based on land use characteristics in general performs best in capturing the temporal
aspects of air quality in Belgium for the investigated pollutants. For PM10 and
PM2.5 this technique also performs best in generating the spatial pattern of the
observed annually averaged concentrations. A deterministic model combined with
a corrective ‘Optimal Interpolation’ data assimilation technique performs best
in reproducing the spatial pattern of O3. For NO2 the interpolation technique
manages best in explaining the spatial pattern of the observed annually averaged
concentrations in Belgium, but when restricted to the region of Flanders, it competes
with a thoroughly calibrated Lagrangian type of modeling.

39.1 Introduction

Detailed regional scale concentration maps are important in the framework of
environmental assessment studies, preparing action plans and documents supporting
EU infringement procedures, as well as a basis for negotiations with stakeholders
such as federations, (industrial) sectors and local authorities. We studied and
compared different operational modeling techniques that are used to generate such
maps for PM10, PM2,5, NO2 and O3 over Belgium. The different techniques include
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(i) an intelligent interpolation technique based on land use characteristics (RIO
model, [1–3]); (ii) a deterministic Eulerian modeling approach (AURORA model,
[4, 6]) taking into account four different methods of calibration (simple classical
bias correction, simple bias correction according to orthogonal regression, advanced
bias correction based on ‘Kalman Filtering’ and ‘Optimal Interpolation’ data
assimilation); and (iii) a Lagrangian model calibrated for NO2 and PM10 (VLOPS
model, based on van Jaarsveld [7]).

39.2 Methodology

The various techniques and resulting maps were analyzed, validated and compared
aiming at identifying the best possible regional scale concentration map for each
pollutant. The validation was based on the jackknife resampling technique or
‘leaving-one-out’ technique comparing the model results with the measurements
obtained from 58 monitoring stations for PM10, 34 stations for PM2,5, 67 stations
for NO2 and 39 stations for O3. Furthermore, a distinction was made between a
temporal and a spatial validation. The spatial resolution for the models was set at
4 � 4 km2. The year 2009 was used as reference year for both the modeling and the
observations.

The model results were evaluated on various statistical indicators, such as
RMSE, R2, BIAS, but also target plots, QQ plots and a comparative RMSE
for the time series. The JRC DELTA tool [5] was used to perform the various
evaluations. By lack of time to do a thorough Monte Carlo analysis to obtain
weighted score distributions, the assignment of the model scores was based on the
simple assumption that the best performing model gets 10 points, the median of the
contributing models gets 5 points and on this basis the remainder model scores are
rescaled. This is carried out for each statistical indicator after which a summation is
made to obtain the overall scores.

The model versions that took part in the evaluation were the following ones:
“rio” indicates the generally applied RIO model based on land use regression and
Ordinary Kriging of the residuals; “rio09” indicates the same model, but with its
trend functions exclusively based on the observations for 2009; “aur” indicates a
straight forward application of the AURORA model; “auroi” stands for the version
using optimal interpolation as a data assimilation technique; “aurkf” relates to
the AURORA results using Kalman filtering as a data assimilation technique and
“aurbias” indicates the AURORA application using a bias correction.

39.3 Results and Discussion

The temporal analysis revealed that the RIO model in general performs best
in capturing the temporal aspects of air quality in Belgium for the investigated
pollutants, as shown in Table 39.1 for PM10 and in Table 39.2 for the NO2
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Table 39.1 Temporal validation results and overall score for six different model approaches
comparing model results and observations (58 stations) for PM10

Model Zone rio rio09 aur auroi aurkf aurbias

PM10_MEDIAN_STATION_BIAS 0 9.28 8.94 0.00 0.00 1.06 10.00
PM10_MEDIAN_STATION_RMSE 0 9.79 10.00 0.00 5.98 4.02 3.38
PM10_MEDIAN_STATION_TCOR 0 9.84 10.00 0.00 6.11 3.89 0.87
PM10_MEDIAN_STATION_TARGET 0 10.00 9.92 0.00 5.32 3.43 4.68
PM10_MEDIAN_STATION_QQID 0 9.02 10.00 0.11 1.58 2.40 7.60
Score 47.93 48.86 0.11 18.99 14.79 26.54

Table 39.2 Temporal validation results and overall score for six different model approaches
comparing model results and observations (67 stations) for NO2

Model Zone rio rio09 aur auroi aurkf aurorth aurbias

NO2_MEDIAN_STATION_BIAS 0 8.36 9.29 0.02 10.00 2.75 5.00 3.74
NO2_MEDIAN_STATION_RMSE 0 10.00 10.00 0.00 7.25 4.08 3.47 5.00
NO2_MEDIAN_STATION_TCOR 0 10.00 9.90 0.00 6.33 5.00 1.54 3.27
NO2_MEDIAN_STATION_TARGET 0 10.00 9.54 0.00 6.87 4.50 2.71 5.00
NO2_MEDIAN_STATION_QQID 0 7.78 5.00 4.23 10.00 0.00 4.37 5.82
Score 46.13 43.73 4.25 40.44 16.33 17.09 22.83

Table 39.3 Spatial validation results and overall score for six different model approaches
comparing model results and observations (58 stations) for PM10

Model Zone rio rio09 aur auroi aurorth aurbias

PM10_SPATIAL_CORR 0 9.79 10.00 3.81 6.19 3.54 1.31
PM10_SPATIAL_DSLOPE 0 6.50 7.26 1.92 3.50 10.00 1.77
PM10_SPATIAL_MEDERR 0 5.40 4.60 0.00 9.14 3.92 10.00
PM10_SPATIAL_RMSE 0 10.00 8.00 0.00 7.14 0.00 2.86
Score 31.70 29.85 5.73 25.97 17.46 15.95

concentrations. The uncorrected, deterministic AURORA model scores the least.
The AURORA model calibrated with measurements using different techniques
(‘Optimal Interpolation’, ‘Kalman Filtering’ and bias correction) provides signif-
icantly better results than the uncorrected AURORA model, but not better than the
RIO model. With the Lagrangian approach no time series can be generated due to
technical model restrictions.

From the spatial analysis it became clear that distinction between the considered
pollutants should be made. For PM10 and PM2.5 the RIO model performs best in
generating the spatial pattern of the observed annually averaged concentrations,
as for example shown for PM10 in Table 39.3. The deterministic model AURORA
remains behind, even when corrected with different correction and data assimilation
techniques. The AURORA model corrected with ‘Optimal Interpolation’ performs
best in reproducing the spatial pattern of O3. At the Belgian level the RIO model
manages best in explaining the spatial pattern of the observed annually averaged
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Table 39.4 Spatial validation results and overall score for six different model approaches
comparing model results and observations (67 stations) for NO2

Model Zone rio rio09 aur auroi aurorth aurbias

NO2_SPATIAL_CORR 0 10.00 9.72 4.21 5.79 3.39 3.83
NO2_SPATIAL_DSLOPE 0 4.18 10.00 6.10 0.00 0.00 5.82
NO2_SPATIAL_MEDERR 0 7.35 10.00 0.00 9.89 0.00 2.65
NO2_SPATIAL_RMSE 0 10.00 9.34 2.65 6.42 3.58 2.88
Score 31.5 39.1 13 22.1 6.97 15.2

NO2 concentrations (see Table 39.4). At Flemish level, the RIO model and the
VLOPS model for which a bias correction is applied (simple bias correction or
based on orthogonal regression) are competitive.

39.4 Conclusion

To ensure a balanced decision making, different aspects have to be considered
when creating the “best” or “most accurate” concentration map. Both quantita-
tive and qualitative aspects have to be taken into account. The initial question
“Which technology is best suited for modeling large-scale concentration maps over
Belgium?” therefore requires a well balanced answer. First of all the preferred
technique depends on whether one is more focused on the temporal aspect of the
behavior of pollutants or on the spatial aspects. The temporal analysis reveals that
the interpolation technique presented in this paper outperforms the deterministic
modeling approach. For the spatial assessment this depends on the pollutant. Note
however, that these conclusions are restricted to assessments of the actual situation
or situations in the past. When the decision making involves forecasts or scenario
calculations, deterministic models are probably the only way to provide answers.
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Questions and Answers

Questioner Name: Jeremy Silver

Q: Were the data assimilation treatments applied as a post hoc correction, or were
they applied online?

A: All data assimilation techniques were applied in post-processing, thus offline
and after results were obtained by the AURORA model.

Questioner Name: Pius Lee

Q: Your concentration map from your data assimilation scheme seemed to depend
on the availability of a dense monitoring network. The NO2 network contains
67 stations, whereas in contrast, the O3 network has 39 stations. Does this
difference have an impact on the quality of the resulting concentration maps?

A: This certainly has an impact on the quality of the concentration maps, but the
effect will also be related to the concentration gradients obtained by the model.
If gradients are strong, e.g. for NO2 concentrations in cities, a more dense
network would help to improve the results, whereas if gradients are smoother,
e.g. for changes of O3 over larger areas, adding monitoring stations would have
less effect.



Chapter 40
Impact of RACM2, Halogen Chemistry,
and Updated Ozone Deposition Velocity
on Hemispheric Ozone Predictions

Golam Sarwar, Jia Xing, James Godowitch, Donna Schwede,
and Rohit Mathur

Abstract We incorporate the Regional Atmospheric Chemistry Mechanism
(RACM2) into the Community Multiscale Air Quality (CMAQ) hemispheric model
and compare model predictions to those obtained using the existing Carbon Bond
chemical mechanism with the updated toluene chemistry (CB05TU). The RACM2
enhances monthly mean ozone by 2–10 ppbv in polluted areas compared to the
CB05TU while reducing mean ozone by 2–6 ppbv in remote areas. We develop an
effective halogen reaction that can consume ozone over the gulfs and oceans. The
current CMAQ model uses substantially lower ozone deposition velocity over water
compared to observed data. We modify the CMAQ deposition velocity to account
for the enhanced deposition due to chemical interactions between ozone and oceanic
iodide. The effective halogen reaction and enhanced deposition velocity reduce
monthly mean ozone by 2–8 ppbv over water. The majority of the reduction occurs
via the halogen reaction. A comparison of model predictions with available observed
profile reveals that the RACM2 over-predicts surface ozone in polluted areas while
improving the comparison in remote areas. Model predictions with the halogen
chemistry and enhanced deposition velocity compare better with the observed data.

40.1 Introduction

The Carbon Bond chemical mechanism uses a lumped structure approach and
was originally developed for modeling polluted urban conditions though it has
been revised in recent years for applications to cleaner and remote conditions.
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The Regional Atmospheric Chemistry Mechanism (RACM2) uses a lumped molec-
ular approach and was specifically designed for regional applications ranging from
the Earth’s surface to the upper troposphere [3]. In this study, we examine the
impacts of the Carbon Bond 2005 chemical mechanism with the updated toluene
chemistry (CB05TU) [7] and the RACM2 on air quality using the Community
Multiscale Air Quality (CMAQ) model. A comparison of ozone (O3) deposition
velocities in CMAQ with observed data [4] suggests that CMAQ uses substantially
lower values than observed data over water. Results of recent field studies also
suggest that halogens can be emitted over gulfs and oceans and destroy O3 [5].
However, the CMAQ model does not employ such reaction. We develop and employ
an effective halogen reaction for O3 destruction over oceans and gulfs. Additionally,
we revise the treatment of model O3 deposition velocities over water to account for
the chemical enhancement of deposition due to the interaction of O3 and oceanic
iodide. We also examine impacts of these two additional processes on air quality in
the northern hemisphere.

40.2 Method

The study uses the WRF-CMAQ coupled modeling system [8] to simulate air
quality. Evaluations for the CMAQ model have previously been conducted by
comparing model predictions to measured ambient pollutants [2]. The CMAQ
model has displayed considerable skill in simulating O3 and other chemical species
in the atmosphere. The modeling domain for this study covers the entire northern
hemisphere using 108-km grid spacings and 44 vertical layers. Model simulations
are performed for three summer months in 2006. Initial conditions are obtained
from a different CMAQ simulation with 1 month spin-up period. The study uses
Emissions Database for Global Atmospheric Research (http://edgar.jrc.ec.europa.
eu/index.php) for generating model-ready emissions. The first simulation uses the
CB05TU while the second simulation uses the RACM2. Differences in the results
are attributed to the changes in the chemical mechanisms.

Helmig et al. [4] reported measurements of O3 deposition velocities over oceanic
areas. Observed median values ranged from 0.009 to 0.27 cm s�1 while CMAQ
currently uses values less than 0.001 cm s�1. We follow the procedures of Chang
et al. [1] to revise model O3 deposition velocities over water. The revised treatment
produces deposition velocities similar to the observed O3 deposition velocities over
water.

Using long-term measurements in the Cape Verde archipelago in Atlantic Ocean,
Read et al. [5] suggested that halogens, emitted from oceans and gulfs, chemically
destroy O3. However, the details of these emissions and their atmospheric reactions
are complex and emerging, and are not included in any air quality models. Here, we
develop an effective halogen reaction that can destroy O3 over gulfs and oceans only
during the day and within the planetary boundary layer. We derive a first order rate
constant of 2.0 � 10�6 s�1 for the reaction using observed data of Read et al. [5]. It

http://edgar.jrc.ec.europa.eu/index.php
http://edgar.jrc.ec.europa.eu/index.php
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is an effective surrogate reaction of the detailed halogen chemistry that can occur in
the atmosphere and allows examining their impacts without knowing the detailed
halogen emissions and associated chemical reactions. The third simulation was
conducted using the RACM2 with the effective halogen reaction and the enhanced
O3 deposition velocities. Differences in the results are attributed to the halogen
chemistry and enhanced O3 deposition velocities over water.

40.3 Results and Discussion

Predicted monthly-mean (August) surface O3 with the CB05TU and differences in
the model predictions due to the RACM2 are shown in Fig. 40.1. The CB05TU
predicts values of 20–60 ppbv in North America and 20–80 ppbv in Europe and
Asia. The RACM2 enhances O3 by 2–10 ppbv in polluted areas due primarily to
greater recycling of nitrogen oxides and more active organic chemistry. It reduces O3

by 2–6 ppbv in remote clean areas due primarily to differences in organic nitrate rep-
resentation. The CB05TU predicts a maximum value of 103 ppbv in the modeling
domain while the RACM2-predicted maximum value is reduced to 97 ppbv. Sarwar
et al. [6] examined the impacts of the two mechanisms and reported that RACM2
enhances O3 in the continental United States. Results presented here over the
continental United States are consistent with their findings. The effective halogen
reaction and enhanced deposition velocity reduce O3 by 2–8 ppbv over water bodies
(Fig. 40.1c). The majority of the reduction occurs due to the halogen chemistry.
Results obtained for other months are similar and not shown due to space limitation.

Model predictions are compared to observed ozonesonde profiles from four sites
in Fig. 40.2. The RACM2 over-predicts O3 near the surface at Sable Island, Gulf of
Mexico, and Trinidad Head. However, its predictions aloft tend to agree better with
the observations from Sable Island and Trinidad Head. The RACM2 predictions also
agree better with the observed data at Hilo than the CB05TU predictions. Model
predictions with the halogen reaction and enhanced O3 deposition velocity improve
the comparison with observed data at all sites.

Fig. 40.1 (a) Monthly-mean (August) O3 obtained with the CB05TU (b) differences in monthly-
mean O3 obtained with the RACM2 and CB05TU (c) differences in monthly-mean O3 obtained
with the effective halogen reaction and enhanced O3 deposition velocity and without any halogen
reaction and the existing O3 deposition velocity (using RACM2)
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Fig. 40.2 A comparison of model O3 predictions to observed data (August) at (a) Sable Island,
NS (b) Gulf of Mexico (c) Trinidad Head, CA (d) Hilo, HI

40.4 Summary

We compare model predictions with RACM2 to those obtained with the CB05TU.
The RACM2 enhances O3 in polluted areas while reducing O3 in remote clean areas.
The RACM2 over-predicts surface ozone in polluted areas; however, it tends to
improve the predictions aloft in these areas. The RACM2 improves the predictions
in remote clean areas. We develop an effective halogen reaction for simulating O3

loss due to the halogen chemistry and revise O3 deposition treatment. Predictions
obtained with these additional processes reduce O3 over water and improve the
comparison with the observed data, particularly at Hilo, HI.

Disclaimer Although this paper has been reviewed by EPA and approved for publication, it does
not necessarily reflect EPA’s policies or views.
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Questions and Answers

Questioner Name: Douw Steyn

Q: I noticed notable ozone reductions over east Greenland Sea which is frozen for
much of the year. How did you model ozone deposition over frozen area?

A: The current model treats all oceans same way. Thus, it currently does not
differentiate between frozen and liquid water in the oceans.

Questioner Name: Amir Hakami

Q: Did you consider differences between CB05 and RACM2 separately for day and
night?

A: Indeed we evaluated the diurnal pattern of model predictions obtained with the
two mechanisms. Model predictions with RACM2 are consistently higher than
those obtained with the CB05 during the day as well as at night.

http://dx.doi.org/10.1029/2011JD015955


Chapter 41
A Global Wildfire Emission and Atmospheric
Composition: Refinement of the Integrated
System for Wild-Land Fires IS4FIRES

Joana Soares and Mikhail Sofiev

Abstract The current study intends to evaluate the fire emission estimates obtained
from IS4FIRES v1.5. The system provides spatially and temporally resolved
emission fluxes originated from wild-land fires. The emissions were obtained by
utilising remote-sensing products of MODIS and SEVIRI instruments: TA and FRP.
The primary scaling is based on emission factors for PM2.5 determined for seven
land-use types: grass, crop residue, shrub, tropical, temperate and boreal forest, and
peat. The PM2.5 emission fluxes can be converted to total PM and gaseous species
using literature-reported scaling factors.

To evaluate the system, the fire emission fluxes were used as input to the
SILAM model, which evaluated the dispersion and transformation of the released
smoke. The observational datasets included AOD observations from MODIS. To
facilitate the comparison and estimate the contribution from fires to AOD, SILAM
inorganic chemistry calculated formation of secondary inorganic aerosol. Primary
PM emissions from anthropogenic and natural sources were also included.

The model-measurement comparison showed that spatial and temporal distri-
butions of the fire smoke are well reproduced. Nevertheless, the smoke from fires
occurring in central Africa and South America are overestimated, and fires occurring
in areas where peat and crop are dominant are underestimated. The optimization
of the system, in general, results on a reduction of the emission coefficients, with
exception of peat and crop, as expected; it reduces emission substantially especially
for the areas where tropical and grass are dominating and fires tend to be very intense
(Africa). Nevertheless, in some cases reduction seems to be counterproductive,
emissions are heavily reduced.
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41.1 Introduction

The quantification of fire emissions and its impact, in terms of atmospheric
composition, air quality, human health and climate forcing, is a continuous
challenge due to numerous uncertainties and stochastic behaviour of wild-land
fires. This study intends to evaluate the fire emission estimates obtained from
IS4FIRES v1.5.

41.2 Methodology

41.2.1 Fire Input Data: IS4Fires v.1.5

The FAS provides spatially and temporally resolved emission fluxes originated from
wild-land fires. IS4Fires consists of two parallel branches based on partly inde-
pendent Level 2 MODIS Collection 4 and 5 active-fire products: the Temperature
Anomaly (TA) and Fire Radiative Power (FRP). The TA and FRP-based branches
are partly independent and demonstrate somewhat different features: the first is more
sensitive to small-scale fires, but the latter is based on a physically a better grounded
quantity for the determination of the fire emissions, since the release of radiative
energy is approximately proportional to the number of carbon atoms oxidised per
second. Sofiev et al. [7] showed that the combination of both methods improves
the representation of emission of small fires. The algorithms of converting the fire
information to the emission fluxes of atmospheric pollutants are described in Sofiev
et al. [7]. The primary scaling is the emission factor to total PM and other species
are obtained with cross-scaling factors from the review of Andreae and Merlet [2].
However, the simulations discussed in this study are based on optimized emission
factors, which were obtained for seven land-use classes (grass, crop residue, shrub,
tropical, temperate and boreal forest, and peat) using Akagi et al. [1] and merged
with the original coefficients of Sofiev et al. [7], are in use on the IS4Fires v1.5.
In addition, the emission injection is dynamic; with the injection height being
calculated using the formula suggested by Sofiev et al. [9]. The diurnal variation
of emissions is static and taken from SEVIRI re-analysis.

41.2.2 Modelling Tool: SILAM v.5.3

The modelling tool used in this study is the System for Integrated modeLling
of Atmospheric composition, SILAM ([5]; Sofiev et al. [6]). For aerosols, the
mechanisms of dry deposition varies from primarily turbulent diffusion driven
removal of fine aerosols to primarily gravitational settling of coarse particles
[4]. The wet deposition distinguishes between sub- and in-cloud scavenging and
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between rain and snow [5]. The physical-chemical modules of SILAM cover
inorganic chemistry, size-resolved primary particles of various types, radioactive
nuclides and probability distribution. For the current study, the SILAM simulations
included anthropogenic [3], fire-induced (described in Sect. 41.2.1) and sea salt
Sofiev et al. [8] emissions. Meteorological information and necessary geophysical
and land cover maps are taken from ECMWF meteorological models. Wild-land
fires source was obtained from FAS v1.5 system described above. To facilitate the
comparison and estimate the contribution from fires to AOD, SILAM inorganic
chemistry calculated formation of secondary inorganic aerosol. Primary PM emis-
sions from anthropogenic and natural sources were also included. The results shown
in this study are based on global runs for time period between 2001 and 2012 with a
horizontal resolution of 1*1ı and the vertical profile was represented by nine uneven
layers reaching up to the tropopause, the lowest layer is 50 m thick. All simulations
had 15 min internal time-step while the output was averaged over 1 h.

41.2.3 Environmental Monitoring Data

The predicted aerosol optical thickness of aerosols has been compared with remote-
sensing observations. The results of the simulations were compared with MODIS
(Aqua and Terra) AOD, at 550 nm wavelength, using full collocation of the datasets.
Firstly, MODIS observations were projected to the grid of SILAM output and all
grid cells with less than 50 MODIS pixels excluded – for each hour. Secondly,
SILAM results were filtered using mask built of existing MODIS data (also for each
hour): SILAM results with no counterpart in MODIS observations were excluded.
Finally, the AOD in the grid cells that pass all filters was averaged to daily and
monthly levels and compared with the corresponding MODIS data.

41.2.4 Optimization of IS4Fires

The optimization was based on the AOD predicted and the AOD obtained by remote
sensing data, as described in Sect. 41.2.3. The selection of data was based only
on the fire dominating cells – all active fires are accounted for: a temporal and
spatial selection was done based on the grid cells where the daily average for
fire PM AOD was bigger than non-fire PM AOD. Values for MODIS AOD where
collected for the same time and grid cell, resulting two vectors: one of modelled
and one of predicted values. Subsequently, seven vectors with modelled values will
be obtained, one for each individual land-use type fire computation, based on these
spatial and temporal records. Meaning that for the same day and grid-location there
is a value for each land-use category fire-related concentrations: the matrix for
the optimization process. The observation vector was obtained by subtracting the
MODIS AOD and the non-fire PM AOD estimated by SILAM, so that only fire
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AOD is evaluated. The final step of the optimization fit was to run an unconstrained
nonlinear optimization, a function that finds the minimum of a scalar function of
several variables, starting at an initial estimate:

�
A

�!
X � �!y

�T �
A

�!
X � �!y

�
! min

�!
X (41.1)

where A is the matrix of estimated values (no. land-use types*no. predicted values),
�!y is the vector with observed values (1*no. observations), and

�!
X is the vector of the

emissions factors for each land-use type presently in use in IS4Fires system (1*no.
emissions factors per land-use), the initial estimate.

41.3 Results and Discussion

The model-measurement comparison showed that spatial and temporal distributions
of the fire smoke are, in general, well reproduced. Routinely the smoke from fires
occurring in central Africa and Amazonia is overestimated and fires occurring in
areas where peat and crop are abundant are occasionally underestimated. The over-
estimation is possible due to under-representation of local phenomena facilitating
fast dispersal of plumes, such as deep convection and/or misattribution of land-use
types. The latter was responsible for �10 %, in average, for the overestimation of
the plumes (not shown here). The optimization of the system revealed, as expected,
reduction of the emission coefficients, with exception of peat and crop (Fig. 41.1).
The signal for each land-use type is similar, year to year, with exception of crop.
Figure 41.2 shows an example of the spatial distribution of SILAM AOD for
October 2008 before and after the optimization, and the spatial distribution for
MODIS AOD, both at 550 nm. The figure shows that the optimization of the systems
brings closer the model to the remote sensing measurements.

41.4 Conclusion

The IS4FIRESv1.5 clearly shows improvement compared to its previous version.
The model-measurement comparison showed that spatial and temporal distributions
of the fire smoke are well reproduced. Nevertheless, the smoke from fires occurring
in central Africa and South America are overestimated, possibly due under-
representation of local phenomena facilitating fast dispersal of plumes, such as
deep convection. On the other hand, fires occurring in areas where peat and crop
are dominant are underestimated. A better distribution of land-use improves the
model results by reducing the overestimation of the plumes in �10 % and brings the
predictions closer to the measurements. The optimization of the system, in general,
results on a reduction of the emission coefficients, with exception of peat and crop,
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Fig. 41.1 Optimization of the emission coefficient for each land-use type, year 2002–2004
and 2008

Fig. 41.2 AOD spatial distribution for SILAM before (left) and after (centre) optimization, and
MODIS (right). Monthly average for October, 2008

as expected; it reduces emission substantially especially for the areas where tropical
and grass are dominating and fires tend to be very intense (Africa). Nevertheless, in
some cases reduction seems to be counterproductive, emissions are heavily reduced.
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Question and Answer

Questioner Name: George Pouliot

Q: Explain the optimization that was done for the wild Fire emissions.
A: The optimization is described on the Sect. 41.2.3.
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Chapter 42
The Regional LOTOS-EUROS Model on Tour

Renske Timmermans, Carlijn Hendriks, Richard Kranenburg, Arjo Segers,
and Roy Wichink Kruit

Abstract While emissions in Europe tend to show negative trends and are relatively
well known, for some other regions in the world largely positive emission trends
are visible and accurate information on these emissions is lacking. Over these
regions satellite observations can play a large role, especially when there are few
ground based observations available. Satellite observations have been successfully
combined with regional chemistry transport models to provide best possible air
quality analyses and forecasts and to derive important information on emission
sources.

LOTOS-EUROS is a regional chemistry transport model with an active data
assimilation system aimed at modeling the European air quality. To be able to
answer the air quality and emission information needs over regions outside Europe a
new LOTOS-EUROS version has been developed which can in principle be applied
over any region of the world. First calculations have been performed over China.
Resulting NO2 and PM fields have been compared to satellite observations from
the OMI instrument and ground based observations in Beijing and Shanghai. The
results look promising as the model is able to reproduce the spatial and temporal
variability within the NO2 and PM concentrations. Absolute differences between
model and observations can be attributed to missing sources in the model, scaling
issues and observational errors.

In this paper we will present the steps that have been taken to develop the new
LOTOS-EUROS version, show results over China and discuss encountered issues
and further development plans.

R. Timmermans (�) • C. Hendriks • R. Kranenburg • A. Segers • R.W. Kruit
Department of Climate, Air and Sustainability, TNO, Princetonlaan 6,
3584 CB Utrecht, The Netherlands
e-mail: renske.timmermans@tno.nl

D. Steyn and R. Mathur (eds.), Air Pollution Modeling and its Application XXIII,
Springer Proceedings in Complexity, DOI 10.1007/978-3-319-04379-1__42,
© Springer International Publishing Switzerland 2014

259

mailto:renske.timmermans@tno.nl


260 R. Timmermans et al.

42.1 Introduction

The LOTOS-EUROS model is a regional chemistry transport model currently aimed
at modeling the air pollutant concentrations and depositions over Europe. Emissions
of pollutants are one of the driving forces of the model. To improve our knowledge
on air quality and its drivers, the model is often combined with observations from
in-situ as well as satellite instruments. For example, within the EU FP7 project
ENERGEO, it has been shown that with the LOTOS-EUROS model it is possible to
determine NOx emissions and their location as well as their trends over Europe
by making use of satellite observations from the OMI instrument [2]. Such an
application is very useful as it improves our knowledge on the emissions and the
resulting air pollutant concentrations and deposition.

The added value of using satellite observations for emission monitoring will
be larger over areas where emission knowledge is lacking, e.g. over China where
emissions have increased dramatically during the past decades. To be able to extend
our applications to areas outside of Europe, the model needs to be adapted in such a
way that it can run over any part of the globe.

42.2 Model Developments

Meteorology: The LOTOS-EUROS model is driven by meteorological fields from
the ECWMF. These data are also available for other parts of the world.

Land use: The land use (e.g., grass, water, arable land, coniferous trees) is used
for both the deposition and the biogenic emissions. For the European LOTOS-
EUROS version we use the CORINE/PHARE (EEA) database. For the global
version, the global land cover 2000 (GLC2000) with 23 land use classes and a
spatial resolution of 1 � 1 km at the equator, was found to be best suited. It is a
harmonized land cover database over the whole globe for the year 2000.

Deposition: For the deposition in LOTOS-EUROS, 9 DEPAC land use classes
are used. In the new version the land use classes from GLC2000 have been
translated to the DEPAC land use classes for which deposition values are
available.

Emissions: In the European version of the model anthropogenic emissions are
provided by the TNO-MACC emission inventory, which covers Europe only.
As a global alternative, we are using the EDGAR database version 4.2 provided
by JRC. The composition of emitted substances and the height profiles were
taken constant over the globe. For the time profiles, geographical zones were
defined to be able to account for different time zones and climate.

Biogenic emissions: The current biogenic emissions in LOTOS-EUROS are based
on vegetation maps that only cover Europe. It is not clear whether the used
parameterizations could be applied to other regions too. It was therefore decided
to include the MEGAN biogenic emission module, which is applicable on the
global scale.
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Initial and Boundary conditions: in this study are taken from the MACC
re-analysis data which are available globally from 2003 until now, every 3 h.

42.3 Results

First calculations with the new version of the model have been performed over China
for the period of July 2006. The model resolution is �25–20 km. Results have been
compared to OMI NO2 observations and ground based observations where available.

Figure 42.1 shows the average modeled and OMI data for July 2006 and the
difference between both. The comparison shows a very good agreement when we
look at the distribution of high NO2 values, the patterns are very similar in model and
satellite observations. We do see that the model produces lower NO2 columns than
the OMI observations both in background values as over large urban source areas.
Similarly, previous studies have shown that our model produces lower results than
OMI, also over Europe [3]. One of the explanations for this is the overestimation of
NO2 columns by OMI by 0–40 % especially in summer [1]. Other causes could be
soil NOx emission, which are largest in summer, and NOx produced by lightning,
two processes that are not included in the used model version.

Figure 42.2 shows the modeled and measured time series of daily PM10 and
NO2 in Shanghai and Beijing, where observed regional API indices are converted
to concentrations. The modeled values over Shanghai are an average over four
grid cells covering the eight stations used for the measured regional average API.
The modeled values over Beijing are taken from one central grid cell in Beijing.
The stations in Beijing which are used for the regional average API are widely
spread within at least 20 model grid cells. This distribution of stations hampers the
comparison as only a regional average observation is available and the exact location
of the 27 stations was not known to us.

Fig. 42.1 Average LOTOS-EUROS modeled tropospheric NO2 column (left) and OMI tropo-
spheric NO2 column (right) for July 2006 over China
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Fig. 42.2 Time series of NO2 (top row) and PM10 (bottom row) for Shanghai (left) and Beijing
(right). Comparison between regional averaged observations (dotted line) and modeled values
(solid line). The modeled values are taken as average over four grid cells for Shanghai and one
central grid cell for Beijing

The model is able to well reproduce the temporal variability in the observations.
The temporal correlation for NO2 for Shanghai is very high with a value of 0.9,
for Beijing the temporal correlation is lower, 0.21 (0.42 for the grid cell east of
the central grid cell). The temporal correlation for PM10 for Shanghai is 0.67 and
for Beijing 0.37. As mentioned above the comparison over Beijing is hampered
due to the wide spread of the observation locations and the lack of information
on the exact locations of the stations. On average the model underestimates the
PM10 and NO2 concentrations, this could be due to a representativity problem.
The observations stations are all urban stations which are not representative for
the model grid size of �25–30 km. For PM10 discrepancies might also be due to
an underestimation of dust concentrations. Dust from traffic resuspension, urban
sources and agricultural activities have not been taken into account in the current
model simulation. The windblown dust routine could be another source of error
as it is probably parameterized based on dust flux measurements for arid or desert
areas, and might be inaccurate for dust emissions in agriculture areas.

42.4 Conclusion and Outlook

We have created a model version that can run over any part of the world when
the necessary input data has been downloaded. First test results over China look
promising. The model is able to reproduce the temporal variability in PM10, and
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NO2 concentrations. On average the model underestimates observations both from
satellite (OMI for NO2) and in-situ instruments (PM10 and NO2). This can at
least partly be accounted to an overestimation by the OMI instrument for NO2 in
summer and representativity errors of the urban monitoring stations for the used
model resolution. For more dedicated applications over China, one should consider
using a dedicated Chinese emission and land use data.

During this study several assumptions were made or processes were neglected.
In the future one should consider the following suggestions for improvements:

– Include country specific temporal emission profiles. Emissions are now assumed
to follow the default daily and hourly profiles for LOTOS-EUROS, including
rush hour and weekends, which is of course not valid for all countries.

– Improve emission composition per country (e.g. now assumption 3 % of NOx
emissions is NO2, 1 % of PM10 emissions is EC).

– Implement traffic resuspension and dust emissions from agricultural activity
– The use of an extended model top (at 9,500 m) instead of the standard 3,500 m.

This will be needed especially for tropical regions where the tropospheric
boundary layer can be very large and regions which are more than 2,000 m above
sea level.

– Extension of current deposition routines by adding classes and defining the
deposition values for the classes available in GLC2000.

– Inclusion of convection
– Inclusion of lightning emissions
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Question and Answer

Questioner Name: Yang Zhang

Q: Was the ground-based NO2 concentrations used in the comparisons derived
based on API.

A: Yes, the NO2 observations that were available to us were all derived from API
values, we are aware that these observations might have a low quality, however
access to observations in China is often complicated, and we hope to get access
to better validation observations in the near future.

http://dx.doi.org/10.1029/2003JD003962


Chapter 43
The Incorporation of the US National Emission
Inventory into Version 2 of the Hemispheric
Transport of Air Pollutants Inventory

George Pouliot, Terry Keating, Greet Maenhout, Charles Chang,
James Beidler, and Ryan Cleary

Abstract EPA’s 2008 National Emission Inventory has been incorporated into
version 2 of the Hemispheric Transport of Air Pollutants Inventory. This work
involves the creation of a detailed mapping of EPA Source Classification Codes
(SCC) to the International Nomenclature for Reporting System (NFR). The mapping
of SCC codes to the NFR system allows for comparison of USA emission
inventories with other national inventories on a consistent basis. We summarize the
emission estimates for 2008 and 2010 and provide a useful reference for linking
USA inventories to Global inventories for use in regional and global chemical
transport models.

43.1 Introduction

The Task Force on Hemispheric Transport of Air Pollution (TF-HTAP) is an
international scientific cooperative effort to improve the understanding of the
intercontinental transport of air pollution across the North Hemisphere. It was
organized in 2005 under the auspices of the UNENC Convention on Long-range
Transboundary Air Pollution and is open to all interested experts. In 2010, TF-HTAP
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produced the first comprehensive assessment of the intercontinental transport of air
pollution in the Northern Hemisphere. In 2012, TF-HTAP launched a new phase
of cooperative experiments and analysis that is intended to inform the LRTAP
Convention and other multi-lateral cooperative efforts, as well as national actions
to decrease air pollution and its impacts. The first objective in this new phase
is to provide a single global annual dataset that draws from the “best available”
inventories developed on a regional basis and filled in with global inventories.
This new dataset is called HTAP_V2 and consists of 0.1ı � 0.1ı grid maps of
CO, SO2, NOx, NMVOC, NH3, PM10, PM2.5, BC and OC for the years 2008
and 2010. HTAP_V2 uses nationally reported emissions combined with regional
scientific inventories in the format of sector-specific grid maps. The grid maps are
complemented with EDGARv4.3 data for those regions where data are absent.
The global grid maps are a joint effort from US-EPA, the MICS-Asia group,
EMEP/TNO, the REAS and the EDGAR group to serve in the first place the
scientific community for hemispheric transport of air pollution. This work describes
the incorporation of EPA’s National Emission Inventory into HTAP_V2.

43.2 2008 EPA NEI

An Emission modeling platform includes annual emission inventories, emission
processing tools and methods, and a collection of ancillary files detailing tem-
poral allocation, spatial allocation, speciation, and other parameters. The 2008
Emission Modeling platform (http://www.epa.gov/ttn/chief/emch/index.html#2008)
was the starting point for the emissions used in HTAP_V2. The software used to
complete the processing includes the following: Sparse Matrix Operator Kernel
Emissions (SMOKE) model version 3.1 (http://www.smoke-model.org/index.cfm)
processed utilizing the US EPA Emissions Modeling Framework (EMF) version
2.5; Multimedia Integrated Modeling System (MIMS) Spatial Allocator version 3.6
(http://www.ie.unc.edu/cempd/projects/mims/spatial/); Python version 2.6 for gen-
eration of on road inventories by SCC based on EPA’s Office of Transportation and
Air Quality (OTAQ) MOtor Vehicle Emission Simulator (MOVES) MOVES2010b
activity data (http://www.epa.gov/otaq/models/moves/index.htm).

The annual county level emissions from all sources except mobile sources
were speciated into 25 non-methane VOC aggregation groups based on the
Global Emissions Initiative (GEIA). However, for the purpose of summarizing
the emissions in this paper, we will report the sum of the non-methane VOC
emissions rather than each of the 25 groups. Mobile Source emission estimates
were based on MOVES emission factors with 2007 meteorology processed with the
SMOKE/MOVES system. A fleet year of 2007 was assumed for the mobile sources
in the MOVES system. Surrogates were calculated with the spatial allocator version
3.6 and were based on the same inputs as in the 2008 modeling platform but revised
for the 0.1ı resolution of a global domain on latitude-longitude grid which includes
the entire 50 states and Puerto Rico.

http://www.epa.gov/ttn/chief/emch/index.html#2008
http://www.smoke-model.org/index.cfm
http://www.ie.unc.edu/cempd/projects/mims/spatial/
http://www.epa.gov/otaq/models/moves/index.htm


43 The Incorporation of the US National Emission Inventory into Version 2. . . 267

43.3 Summary of Emission Estimates

We summarize the emission estimates provided for version 2 of the HTAP inventory
for the United States in the following tables. Table 43.1 contains a description of
each sector and a numerical number used in subsequent tables. Tables 43.2 and 43.3
contain emission estimates for all criteria pollutants for the CONUS plus Alaska and
Hawaii for 2008 and 2010. We have used a more detailed grouping of emissions by
source category than actually implemented in the version 2 of the HTAP inventory.
In addition, some sources which were not used by the HTAP inventory are included
for completeness.

Table 43.1 Description of
emissions sectors and
numerical code

Sector description Number

Aviation 1

Shipping except international waters 2

Energy point sources 3

Industry except dust 4

Ground transport except dust 5

Building heating, cooling, and equipment 6

Solvents 7

Crop cultivation 8

Agricultural waste 9

Waste disposal 10

Dust from industrial sources 4:5

Dust from ground transport 5:5

International shipping 2:5

Energy area sources 3:5

Table 43.2 US 2008 emission estimates in Tg/year by sector codes

Sector
number CO NOx VOC EC OC PM10 NH3 SO2

Non-carbon
PM 2.5

1 920 116 59 5 1 19 0 13 0

2 2;360 514 826 13 11 29 0 34 3

3 679 3;077 53 14 15 384 25 8;202 263

4 4;431 3;187 4;425 78 71 641 85 1;666 313

5 35;246 7;164 4;189 43 2 279 136 152 95

6 12;174 769 1;152 33 233 435 58 279 155

7 5 5 3;632 0 1 4 0 0 2

8 541 477 189 35 10 75 3;262 30 8

9 346 16 32 5 17 45 0 3 23

10 1;192 86 211 19 67 213 62 19 95

4.5 0 0 0 0 5 1;283 0 0 138

5.5 0 0 0 1 30 3;940 0 0 430

2.5 178 1;927 83 2 2 177 0 1;329 160

3.5 352 568 3;368 3 6 39 3 151 19
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Table 43.3 US 2010 emission estimates in Tg/year by sector codes

Sector
number CO NOx VOC EC OC PM10 NH3 SO2

Non-carbon
PM 2.5

1 920 116 59 5 1 19 0 13 0

2 1;873 532 709 13 9 25 0 32 3

3 679 3;077 53 14 15 384 25 8;202 263

4 3;987 3;006 4;379 73 69 634 85 1;622 312

5 27;229 6;111 3;379 143 73 275 112 41 43

6 11;340 791 1;095 33 236 439 58 273 156

7 5 5 3;632 0 1 4 0 0 2

8 437 416 173 28 9 67 3;262 4 8

9 346 16 32 5 17 45 0 3 23

10 1;192 86 211 19 67 213 62 19 95

4.5 0 0 0 0 5 1;283 0 0 138

5.5 0 0 0 1 30 3;940 0 0 430

2.5 178 1;927 83 2 2 177 0 1;329 160

3.5 352 568 3;368 3 6 39 3 151 19

43.4 Further Information

Documentation and additional details are available at http://edgar.jrc.europa.eu/
htap_v2/index.php?SECURE=123. The final data sets used for the HTAP_V2
inventory will be posted at http://www.geicenter.org and http://eccad.sedoo.fr.

Disclaimer Although this paper has been reviewed by EPA and approved for publication, it does

not necessarily reflect EPA’s policies or views.

Question and Answer

Questioner Name: Paul Makar

Q: “You mentioned that no temporal allocation is being done (at this stage). Will
HTAP impose (a) temporal allocation(s) on the emissions prior to the use of the
merged inventory? Temporal allocation can have a very big impact on model
results.”

A: The HTAP_V2 inventories are being created as annual estimates. However,
we have created monthly temporal allocation factors for each of the emission
sectors which could be used at least for the US. Temporal allocation for other
parts of the world remains a challenge.

http://edgar.jrc.europa.eu/htap_v2/index.php?SECURE=123
http://edgar.jrc.europa.eu/htap_v2/index.php?SECURE=123
http://www.geicenter.org
http://eccad.sedoo.fr


Chapter 44
Impact of Vertical and Horizontal Resolutions
on Chemistry Transport Modelling

Bertrand Bessagnet, Augustin Colette, Etienne Terrenoire, Laurent Menut,
and Philippe Thunis

Abstract This paper presents the main results of two specific studies related to
the sensitivity of spatial resolution on chemistry transport modeling. The horizontal
scale is addressed by simulating the air quality in Europe for the full year 2009
at 50 and 8 km resolutions on a very high performance computing infrastructure.
An additional 2 km resolution was performed on a smaller period to assess the
added value of a very high horizontal resolution during the air pollution outbreak
of January 2009 when particulate and nitrogen dioxide levels reached alert levels.
We reveal small scale air pollution patterns that highlight the contribution of city
plumes to background air pollution levels. The influence of the vertical resolution
on air pollutant concentrations near the surface is studied. The results are discussed
in terms of differences on surface concentrations between the reference case and an
improved resolution. Adding a point close to the surface appears to be important
mainly for high nocturnal concentrations in very stable boundary layers.
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44.1 Introduction

Beside the challenges in understanding and representing physical and chemical
processes, the most common limitation in geophysical modelling studies regards
spatial resolution, often restricted because of computational cost. With the ever
growing computing facilities, such limitations are pushed back and we are now able
to introduce a continental scale atmospheric chemistry simulation at 8 km and up to
2 km resolution. To assess the added value of high vertical resolution continental-
scale atmospheric chemistry simulations we investigate air quality simulations in
2009 over Europe. A specific pollution outbreak in January 2009 was analyzed.
The main driving factor for this event was an intense cold spell during which the
stable meteorological situation enhanced the accumulation of air pollution while
anthropogenic emissions of pollutants from domestic heating were high. The highest
horizontal resolution in the simulation proposed here is about 2 km whereas current
practices are in the range of 10 km, for instance in the Modelling Atmospheric
Composition Change project (MACC) of the Global Monitoring for Environment
and Security programme of the European Commission. The computational demand
of the simulation presented here is thus two orders of magnitude above current
practices. The impact of the vertical resolution is assessed with a simulation over
the Paris basin for a winter and a summer month in 2009 with three different vertical
resolutions.

44.2 Impact of the Horizontal Resolution

The off-line Chemistry Transport Model (CTM) CHIMERE [1] was used to model
the transport and transformation of trace species. The model is being used by several
international teams for research and environmental policy underpinning. It has been
involved in many model intercomparison initiatives and is now part of the European
pre-operational air composition forecasting system MACC. As an offline CTM,
CHIMERE requires prescribed meteorological fields which were provided here by
ECMWF (IFS model at 16 km resolution). The resolution of the meteorological
model does not match that of the CTM, but performing a continental scale high-
resolution meteorological simulation is a challenge in itself that was ruled out of
the present initiative. Pan-European high-resolution air pollutant emission fluxes
are computed using a top-down approach (a downscaling technique to disaggregate
coarse inventories using proxies such as point source location and population
density map) to cope with the lack of input data to propose a bottom-up approach
at the continental scale. Two simulations at 50 km and about 8 km resolutions were
performed over Europe for the full year 2009. A resolution of 0.03125 � 0.015625ı
(i.e. about 2 km at the centre of the domain) of longitude and latitude, respectively,
was chosen for the highest resolution; this high resolution simulation is performed
over a 10 day period in winter 2009. On average there is a clear improvement of the
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Fig. 44.1 Model versus Observations scatter plots at 50 km (triangles) and 8 km (dots) for all
urban stations in Europe for NO2 (left) and PM10 (right) (full year 2009)

Fig. 44.2 Map of NO2 (�g/m3) on January 10, 2009 at 16:00 UTC in the 50 km (left) and 2 km
(right) resolution CHIMERE simulations

modelled NO2 and PM10 between the 50 and 8 km resolution respectively in term
of bias for the whole year 2009 (Fig. 44.1). The shaded area indicates a minimum
level of quality a model should fulfill for a given application; this “model quality
objective” is based on the measurement uncertainty [3].

The maps in Fig. 44.2 provide snapshots of the simulations of nitrogen dioxide
at about 50 and 2 km of resolution. While the coarse run captures well the main
emission hotspots, local maxima are smeared out because of the numerical diffusion
of the Eulerian CTM. The improvement brought about by the increased resolution is
assessed by comparison with observed NO2 and PM10 concentrations across Europe
as reported in the AIRBASE repository (Table 44.1). We find that increasing the
resolution improves significantly the root mean square error (RMSE), especially at
urban sites. The difference between the RMSE at urban, suburban and rural stations
decreases with the resolution showing that we resolve better spatial gradients. This
feature is more sensitive for NO2 than PM10 because of the lower spatial variability
of the later.

Table 44.1 somehow questions the relevance of very high resolution simulations
since the bulk of the improvement is achieved at 8 km resolution for which the
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Table 44.1 Model performances of each configuration over the whole modelling
domain between January 9 and 16, 2009

50 km 8 km 2 km

Pollutant Station type
RMSE
(�g/m3) Corr

RMSE
(�g/m3) Corr

RMSE
(�g/m3) Corr

NO2 Urban 29:95 0.70 21:52 0.65 18.93 0.62
Suburban 17:03 0.60 12:30 0.58 11,77 0.56
Rural 7:80 0.54 6:67 0.64 6.68 0.68

PM10 Urban 34:14 0.57 31:28 0.46 30.42 0.43
Suburban 17:55 0.49 15:42 0.51 14.54 0.53
Rural 6:96 0.51 6:26 0.63 6.01 0.63

RMSE root mean square error, Corr average spatial correlation

RMSE of daily mean NO2 averaged over the whole monitoring network is 26 %
(10 % for PM10) lower than the 50 km simulation. The 2 km resolution adds only
another 5 % (3 % for PM10) to achieve an average RMSE 32 % (13 % for PM10)
lower than the coarse configuration. In addition, the improvement in the spatial
correlation is only seen at rural sites (and suburban sites for PM10). These findings
illustrate the need to develop more sophisticated emission downscaling algorithms
for such high resolution scales.

44.3 Impact of the Vertical Resolution

Three model configurations are used: (i) the CHIMERE mesh in the default set-up
(C8: 8 levels from 995 to 500 hPa), (ii) a mesh refined along the whole vertical
axis (C20: 20 levels from 995 to 500 hPa) and (iii) a mesh with a refinement near
the surface (C9: 9 levels from 999 to 500 hPa). The heights of the first level are
respectively 40 m, 40 m and 8 m respectively for C8, C20 and C9 simulations. The
set-up is presented in Menut et al. [2], the domain covers the Paris basin with a
resolution of 5 km. For ozone, concentrations usually increase with altitude. This
leads to lower values near the surface with C9. The C20 concentrations are lower
between 40 and 1,500 m, but higher up to 1,500 m (Fig. 44.3). The same impact is
observed on the January profile, but with an inversion of differences around 700 m.
This feature reflects the impact of a refined vertical transport, between the boundary
layer and the free troposphere. Over Paris there is a decrease of ozone concentrations
due to the titration effect between 40 and 8 m for the C9 simulation. An increase is
observed for NO2 concentrations because of emissions, helping to get better urban
increments over urban areas (not shown here).

This study was conducted over a highly urbanised area, known to be poorly
represented in terms of sub-grid scale dynamical processes. While the first layer
of C8 and C20 (40 m) is more related to the buildings top heights, C9 (8 m) is
representative of the urban canopy layer and this should be expressed in the vertical
mixing representation.
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Fig. 44.3 Mean modelled ozone vertical profiles at 15:00 UTC in January and August 2009 over
Paris. The profiles are averaged for each month of January (left side) and August (right side)

44.4 Conclusion

Achieving a very high horizontal resolution simulation demonstrates the robustness
of the selected air quality model. We discussed the added value in terms of air
pollution modelling and decision support. The comparison with in-situ observations
shows that model biases are significantly improved despite some spurious added
spatial variability attributed to shortcomings in the emission downscaling process
and coarse resolution of the meteorological fields. Regarding the vertical resolution,
the relevance of adding a point close to the surface has been shown and this
corresponds to modify the ‘urban increment’ roughly defined as the difference
between the city and background concentrations. This expected change is due to
the combined effects of (i) higher deposition rates in remote areas (over vegetative
covers) and (ii) higher concentrations of primary pollutants emitted within the urban
canopy (or lower for ozone) over cities.

Acknowledgments This study was funded by the French Ministry in charge of Environment.
European funding also benefited to this initiative through the EC4MACS project of the Life
Programme of the European Commission (LIFE06 ENV/AT/PREP/06).
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Question and Answer

Questioner Name: Dominik BRUNNER

Q: Did you ensure mass conservation when modifying the wind speed over the
urban areas?

A: Yes, the divergence budget is made after the correction (calculation of the
vertical wind speed).



Chapter 45
A Model Study on the Effects of Emission
Reductions on European Air Quality Between
1990 and 2020

Sebnem Aksoyoglu and André S.H. Prévôt

Abstract We simulated the ozone and particulate matter (PM) concentrations in
Europe with the regional air quality model CAMx for 1990 (reference year for the
Gothenburg Protocol), 2005 (reference year for the revised Gothenburg protocol),
2006 (for model validation) and 2020 (target year for the revised Gothenburg
protocol) to investigate the effects of emission reductions on air quality. The three
emission scenarios used for 2020 were Baseline, Mid and MTFR, prepared by
IIASA using the GAINS model. Comparisons between 1990 and 2005 suggested a
large decrease (up to 50 %) in PM2.5 concentrations as shown also by observations.
PM2.5 levels were predicted to decrease further by about 35 % (Baseline) and 45 %
(MTFR) until 2020. Although ozone damage indicators AOT40 and SOMO35 were
modeled reasonably well for the reference case 2005, the relative change between
1990 and 2005 did not match some of the observations. The significant decrease
in indicators predicted for 2020 should be further investigated, because background
ozone concentrations might have a strong influence on correct prediction of these
indicators with thresholds. Our results suggested that the deposition of nitrogen
compounds decreased by 20–50 % between 1990 and 2005 and the main reduction
was due to the oxidized nitrogen species. On the other hand, the modeled deposition
of the reduced nitrogen species in 2005 was higher than in 1990. The deposition of
the oxidized nitrogen species was predicted to decrease further by about 40 % until
2020 while deposition of reduced nitrogen species would be higher in the future.
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45.1 Introduction

In spite of the current legislation devoted to air pollution control, ozone and
PM10 levels often exceed the ambient air quality standards in Europe (for ozone:
120 �g m�3 maximum daily 8-h mean, for PM10: 50 �g m�3 daily mean).
An earlier study suggested that the decrease in local ozone production due to
emission reductions between 1985 and 2010 might have been partly or completely
compensated by the simultaneous increase in the background ozone [2]. The ozone
precursor emissions in Europe and in North America have decreased significantly
since 1980s while NOx emissions increased dramatically in Asia in the last decade
[8]. Ozone concentrations in Europe can therefore be affected by emissions from
other continents due to its sufficiently long lifetime. The revised Gothenburg
Protocol was signed in 2012 including the fine particulate matter (PM2.5). The
EMEP Centre for Integrated Assessment Modelling (CIAM) at IIASA prepared
various emission control scenarios for cost-effective improvements of air quality
in Europe in 2020 using the GAINS (Greenhouse gas – Air pollution Interactions
and Synergies) model within the framework of revised Gothenburg Protocol. In
this paper, we discussed the annual changes in particulate matter, ozone damage
indicators AOT40 and SOMO35 and nitrogen deposition between 1990 and 2005 as
well as between 2005 and 2020.

45.2 Method

We used the 3-dimensional air quality model CAMx (Comprehensive Air
quality Model with extensions, http://www.camx.com) and meteorological model
WRF (Weather Research and Forecasting Model, http://wrf-model.org/index.
php). The model domain covered whole Europe with a horizontal resolution of
0.250ı � 0.125ı. A nested domain around Switzerland had three times higher
resolution. Details on model parameterization can be found in Aksoyoglu et al.
[3]. The biogenic emissions were calculated using the meteorological data from
WRF output according to the method described in Andreani-Aksoyoglu et al. [1].
European emissions for anthropogenic sources for 2006 are from TNO (http://www.
gmes-atmosphere.eu/).

We calculated the meteorological fields for 2006 with the WRF model and used
them for all the CAMx simulations with different emission scenarios for the entire
year. The modeled scenarios are: 1990 (retrospective), 2006 (model validation),
2005 (reference case), BL 2020 (baseline scenario), MID 2020 (mid scenario),
MTFR 2020 (maximum technically feasible reduction scenario). Emission scenarios
for 2020 were selected from the emission scenarios prepared by IIASA using the
GAINS model in the framework of the revision of the Gothenburg Protocol (http://
gains.iiasa.ac.at/index.php/policyapplications/gothenburg-protocol-revision). The
relative reductions in three emission scenarios for 2020 are shown in Table 45.1

http://www.camx.com
http://wrf-model.org/index.php
http://wrf-model.org/index.php
http://www.gmes-atmosphere.eu/
http://www.gmes-atmosphere.eu/
http://gains.iiasa.ac.at/index.php/policyapplications/gothenburg-protocol-revision
http://gains.iiasa.ac.at/index.php/policyapplications/gothenburg-protocol-revision
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Table 45.1 Emission reductions for 2020 relative to 2005 [4]

Pollutant BL scenario (%) Mid scenario (%)
MTFR
scenario (%)

Revised Gothenburg
Protocol (%)

SO2 66 69 78 59

NOx 50 54 59 43

NMVOC 36 42 56 28

NH3 4 24 35 6

PM2.5 34 42 64 22

together with the reductions according to the revised Gothenburg Protocol,
which was not yet signed when this study was carried out. Initial and boundary
concentrations were obtained from the global model MOZART [5]. We kept the
background ozone concentrations constant for the reference case (RC 2005) and for
2020 scenarios based on the information in the literature [6, 7]. The simulations for
1990 however, were carried out with lower background ozone concentrations.

45.3 Results

Model performance was found to be reasonably good in rural sites for gaseous as
well as particulate species except for some days in winter that occurred mainly
during periods of strong inversions (Fig. 45.1). The model results suggest that
PM2.5 concentrations in central Europe decreased by about 40–50 % between 1990
and 2005, as shown by the observations at various sites. Assuming the baseline (BL)
scenario-which is the closest scenario to the revised Gothenburg Protocol- a further
decrease of about 35 % in PM2.5 was predicted for 2020 in Europe (Fig. 45.2). The
MTFR scenario with the highest ambition on the other hand, would lead to about
45 % reduction in the European PM2.5 concentrations. Although peak ozone levels
decreased between 1990 and 2005, the annual ozone concentrations increased in
Europe.

The modeled ozone damage indicators AOT40 (Accumulated dose of ozone
Over the Threshold of 40 ppb) for vegetation and SOMO35 (Sum of Ozone
Means Over 35 ppb) for health impacts for 2005 were reasonable when compared
to measurements. However, there was a discrepancy between predictions and
observations for the change between 1990 and 2005, showing the sensitivity of
parameters such as AOT40 and SOMO35 to threshold values. Assuming a constant
background ozone concentration in Europe between 2005 and 2020, model predicts
a large decrease in AOT40 and SOMO35 (�50 %). However, changes in the
background ozone concentrations in Europe might affect the modeling of damage
indicators significantly and therefore this issue needs further investigation.

Our results suggested that the deposition of nitrogen compounds decreased by
20–50 % between 1990 and 2005 and the largest reductions were predicted in
eastern part of Europe. The results indicated that the main reduction in nitrogen
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Fig. 45.1 Comparison of modeled and measured PM2.5 concentrations (�g m�3) in 2006 at
Payerne (CH)

Fig. 45.2 Change in annual average of PM2.5 (%), BL 2020 – RC 2005

deposition was due to the decrease in the deposition of oxidized nitrogen species.
On the other hand, the modeled deposition of the reduced nitrogen species (NH3 and
particulate NH4) in 2005 was higher than in 1990. The deposition of the oxidized
nitrogen species was predicted to decrease further by about 40 % until 2020 while
deposition of reduced nitrogen species would continue to increase.

45.4 Conclusion

The results of this study suggested that PM2.5 concentrations in Europe have
decreased by up to 50 % between 1990 and 2005 as shown also by measurements.
PM2.5 levels were predicted to continue decreasing until 2020 by 30 and 50 %
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according to the Baseline and MTFR emission scenarios, respectively. Our results
also showed that reductions in ozone precursor emissions would lead to a decrease
in peak ozone levels while concentrations at urban sites would increase. Although
the modeled ozone damage indicators AOT40 and SOMO35 for 2005 were similar
to observations, there was a discrepancy in the relative change since 1990. Under
the assumptions used in this study, both indicators were predicted to decrease sig-
nificantly until 2020. Such predictions however, should be further investigated care-
fully, because background ozone concentrations might have a strong influence on
modeling of these indicators. The model results suggested that the deposition of oxi-
dized nitrogen compounds decreased since 1990. They were predicted to decrease
further until 2020 while deposition of reduced species would continue to increase.
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Questions and Answers

Questioner Name: Dominik Brunner

Q: How exactly was background at borders of domain simulated?
A: Boundary conditions were obtained from the global model MOZART for the

year of interest. In case of 1990, we used literature values.

Questioner Name: Douw Steyn

Q: In a similar retrospective study in the Vancouver region, we found an increase
in the NOx efficiency for O3 production. Did you find similar chemical process
changes over decadal scales in your study?

A: Not yet. We will investigate the detailed ozone chemistry and trends since 1990
in a follow-up study.



Chapter 46
Analysis and Modelling of Ambient Air Toxics
Pollutants in Canada with Environment Canada
AURAMS Model

Jack Chen, Craig Stroud, Calin Zaganescu, Gilles Morneau, and Daniel Wang

Abstract In Canada, air toxic pollutants are regulated under Schedule 1 of the
Canadian Environmental Protection Act-1999. As part of the Canadian govern-
ment’s Clean Air Regulatory Agenda (CARA), Environment Canada is working
with Health Canada to develop air quality modelling capabilities to support
assessments of health and environmental impacts from mobile source emissions.
In current phase, there are 6 compounds of interest: benzene, 1-3 butadiene,
formaldehyde, acetaldehyde, acrolein and 1-2-4 trimethylbenzene. Environment
Canada’s AURAMS air quality model was modified to explicitly simulate the
chemistry of these compounds with the SAPRC07-toxics mechanism. National
emissions inventories were processed for air toxics species with source-specific
VOC profiles, while on-road mobile sources were explicitly modeled. AURAMS
was applied on a 45-km grid spaced domain covering Canada and the US, and
over a summer and a winter period. Long-term analysis of >5 years of surface
measurements from National Air Pollutant Surveillance (NAPS) Network for 10–54
stations were used to compare with this first model analysis. This paper will focus
on the analysis of long-term ambient concentrations of air toxics in Canada, as well
as initial results from the AURAMS model with air toxics capability for a summer
and a winter period.
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46.1 Introduction

In 2006, the Canadian government introduced the Clean Air Regulatory Agenda
(CARA), which aimed, in part, to reduce emissions of air pollutants and to protect
the health and wellness of Canadians. In order to understand the source, evolution,
and fate of air toxics compounds, Environment Canada is developing regional air
quality modelling capabilities for six toxics associated with mobile exhausts and
industrial sectors, they are: benzene (BENZ), 1-3 butadiene (BD13), formaldehyde
(HCHO), acetaldehyde (CCHO), acrolein (ACRO) and 1-2-4 trimethylbenzene
(B124).

AURAMS is a regional air quality modelling system developed by Environment
Canada. It was developed as a ‘unified’ regional photochemical modelling system,
and has been utilized in many science and policy applications [5, 7, 8, 10]. The
model is comparable in scope to the Community Multiscale Air Quality (CMAQ)
model developed by the U.S. EPA. Both simulate the formation and evolution of
gas-phase species, particulate matter, and their interactions [9].

The default chemical representation in AURAMS is the revised ADOM-II mech-
anism [6] with 42 gas-phase species and 13 VOC species. Except for formaldehyde,
there are no explicit formulations for air toxics. In this experiment, the mechanism
was replaced with the SAPRC-07-tx mechanism, available in the CMAQ model.
The mechanism has 125 gas-phase species and explicit representation of the toxic
species of interest [1].

This modified AURAMS model was applied to simulate air toxics ambient
concentration for the winter (Jan-Feb-Mar) and summer (Jun-Jul-Aug) seasons
for year 2006. The model setup is similar to previous exercises with a domain
covering the contiguous US and Canada at 45-km grid resolution [3]. Emission
inputs were based on the 2005 and 2006 national inventories from the US and
Canada, respectively, and processed using the SMOKE processor [2]. Air toxics
emissions were estimated using source-specific VOC speciation profiles, except for
on-road mobile sources, where specific toxics species were generated using the
MOBILE6C model.

46.2 Air Toxics Measurements

Surface measurements of the six air toxics were obtained from the Canadian
National Air Pollution Network (NAPS) for years 2004–2010. While most mea-
surements were on a frequency of once-every-6-days at 24-h sampling period,
measurement frequencies do vary by station, species and year. To ensure enough
observations for monthly representativeness, a simple completeness criterion was
applied where stations with less than 3 measurements per month were dropped
from the analysis. Overall, between 17 and 47 % of data was eliminated depending
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on species. BENZ, BD13 and B124, were sampled in canisters and measured by
gas chromatography with mass spectrometric detector, while ACRO, HCHO and
CCHO were derivatized on DNPH cartridges, separated by liquid chromatography
and measured by UV-absorption detector.

Most stations in the analysis are from urban, populated cities, while about
�25 % of all stations are of rural category. For BENZ, BD13, and B124, there
were, on average, 12,198 measurements from 52 stations. The variability in annual
sample frequency and number of available stations was small for some toxics; for
example the BENZ station count was highest in 2009 (# station D 39, n D 2,023) and
lowest in 2010 (# station D 34, n D 1,755). However, there were significantly less
measurements for HCHO, CCHO and ACRO (average of 2,099 measurements from
17 stations), leading to greater variability in annual sample frequency; for instance,
the HCHO station count was highest in 2008 (# station D 13, n D 322), and lowest
in 2005 (# station D 6, n D 177). It is important to note that, due to variability in
sample time, frequency and location, the analysis presented may not be sufficient
to represent ambient concentration trends across all of Canada. It is, however, a
good representation for locations near urban areas where measurement stations were
located.

All six toxics species exhibit high concentration variability over 2004–2010.
Figure 46.1 shows the month and annual concentration ranges by percentile values
as well as overall means and trends. Except for ACRO, all species showed
clear decreasing trends over the years. The reduction rate (slope) is largest for
HCHO (�0.11) followed by BENZ (�0.09) and CCHO (�0.07). Concentration
variability also decreased over the years especially for BENZ, BD13 and B124
where there were more measurement data. There was apparent concentration
seasonality for most species. HCHO and CCHO have similar trends with a summer
maximum (2.53 �g/m3 and 1.48 �g/m3, respectively) and a winter minimum
(1.37 �g/m3 and 0.87 �g/m3/m3, respectively), while BENZ showed a winter
maximum (1.18 �g/m3) and a summer minimum (0.81 �g/m3). The variations were
less obvious for BD13, B124 and ACRO due to their low overall concentrations.

46.3 AURAMS Model Assessment

Hourly model outputs were averaged by sampling periods and paired spatiotem-
porally for comparison. Figure 46.2 shows the analysis for the six toxics over
the two modelled seasons in 2006. In general, the model showed ability in
capturing seasonal concentration ranges. There were obvious seasonal biases that
vary by species. For both seasons, AURAMS under-predicted the mean, median and
variability for both ACRO and B124. A more rigorous comparison by scatter plot
showed model performed better for CCHO and HCHO, likely due to their detailed
representations in SAPRC07-toxics; while BENZ and BD13 showed slight over
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Fig. 46.1 Box-n-whisker plots of observed air toxic species by month (left) and year (right). The
error-bars and boxes represent 95th/75th/50th/25th/5th percentile. Overall monthly mean is noted
by dots

predictions during winter, mostly from urban stations in Vancouver and Toronto
areas. The performance was slightly worse for ACRO with model under-prediction
in the summer time concentrations with a normalized mean bias of �86 %. This
may be partly due to possible uncertainties in measurement techniques as well as
few sample stations available [4]. Overall, by species, the fraction of modelled data
that is within a factor of two of measured data ranges from HCHO at 73 % and
CCHO at 67 %, to B124 at 28 % and ACRO at 19 %.
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Fig. 46.2 (Left) Box-n-whisker plot of 2006 seasonal observed and modelled air toxics. The
error-bars and boxes represent 98th/75th/50th/25th/2nd percentiles, overall means are marked by
black dots. (Right) Scattered plot of observed and modelled air toxics paired by both time and
space. The solid line denotes 1:1 while dotted-lines mark areas of 2:1

46.4 Summary

Environment Canada is developing predictive capabilities with the AURAMS
air quality model for selected air toxics: benzene (BENZ), 1-3 butadiene
(BD13), formaldehyde (HCHO), acetaldehyde (CCHO), acrolein (ACRO) and
1-2-4 trimethylbenzene (B124). Analysis of long-term ambient concentrations
(2004–2010) showed decreasing trends and variability for all species except ACRO.
Many species also exhibited seasonality in ambient concentrations. Preliminary
AURAMS results for the 2006 summer and winter seasons showed skills in
capturing seasonal ranges as well as site-specific concentrations. There were
seasonal biases for ACRO and B124, and the performance metrics were generally
better for CCHO and HCHO but poor for ACRO.
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Questions and Answers

Questioner Name: Pradeepa Vennan

Q: In the case of acrolein, CMAQ showed similar under-prediction and some
papers pointed out that it could be due to uncertainty in the measurements, have
you looked into it?

A: Yes, we have looked into it, and you are correct that the measurement uncer-
tainties do partly explain the model under-predictions. In this case, the mea-
surements from NAPS network were conducted via the DNPH cartridges
(TO11A method). It is known that the method can cause negative biases due
to decomposition of acrolein on DNPH substrate. However, how much this
uncertainty contributed to the model performance is unknown. Given that the
model comparison is worse in the summer, with large under-predictions, we
do suspect that an incomplete acrolein emission in the model input (i.e. no
wild fire sources) is likely to contribute more to model error than measurement
uncertainty.

http://www.smoke-model.org
http://www.smoke-model.org
http://www.cmascenter.org/conference/2010/abstracts/chen_2006_annual_2010.pdf
http://www.cmascenter.org/conference/2010/abstracts/chen_2006_annual_2010.pdf
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Questioner Name: Armin Aulinger

Q: Did you perform any statistical tests for trends in the time series of the
measurements of air pollutants?

A: The presentation showed seasonal box plots with trend lines calculated from
the overall averages. The box plot whiskers represents 98th and 2nd percentile
values, thus extreme outliers were removed, in addition, a simple sample
completeness criteria was applied such that only stations with more than 3
measurements per month was used in the analysis. Considering that the sample
dataset is relatively large, we did not apply additional statistical tests on
significance.

Questioner Name: Roger Timmis

Q: With reference to the unusual trends of increasing acrolein at Port Moody, BC,
were seasonal variations at Port Moody similar to those in other cities? Also,
would you see signals from wildfire acrolein at Port Moody similar to wildfire
signal from elsewhere?

A: Given the steady increasing of annual acrolein ambient concentrations from
2004 to 2010, we have indeed looked into the seasonal variations of acrolein
in Port Moody. However, the trend does not support source contributions
from wildfires. Average seasonal concentrations over the period (7 years) for
this site showed summer-fall concentrations at 0.05 �g/m3 and winter-spring
concentrations at 0.07 �g/m3.

Another possible attribution to the ambient acrolein may due to anthro-
pogenic sources from urban growth. According to the most recent census from
Statistics Canada (http://www12.statcan.gc.ca/census-recensement/index-eng.
cfm; accessed 2013-Sept), Port Moody is the fastest growing city by population
in Metro Vancouver, and 24th overall across Canada. Between 2006 and 2011
the city had �20 % growth in population. The steady increase in population and
its related activities may partly explain the increases in acrolein ambient levels
in the area.

http://www12.statcan.gc.ca/census-recensement/index-eng.cfm
http://www12.statcan.gc.ca/census-recensement/index-eng.cfm
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Investigating the Coherence Between a Global
and a Limited Area Model for Dust Particle
Production and Distribution in N-Africa

Marina Astitha, Chris Spyrou, Serafim Kontos, George Kallos,
and Jos Lelieveld

Abstract The choice of the parameterization scheme, the input parameters and
the spatial resolution are options that can provide significantly different modelling
results for the processes of desert dust production and transport. This work will dis-
cuss the level of coherence between a regional and a global modelling system with
regards to the simulation of desert dust production and transport in N-Africa. The
limited-area model SKIRON/Dust and the atmospheric chemistry general circula-
tion model EMAC (ECHAM5/MESSy2 Atmospheric Chemistry) have been applied
using a common physically-based dust emission scheme. The differences between
the two modelling systems and the comparison with the observations will be
analysed and discussed, as well as the plans for future work in their offline coupling.

47.1 Introduction

Desert dust particles are significant atmospheric constituents, which affect air
quality and climate in various ways. The dust transport in regional and global scales
might be of episodic nature but the overall effect in the atmospheric circulation is
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considered non-negligible. Thus, the need to improve the modelling of the emission,
transport and deposition of dust particles is of scientific interest, especially when the
combination of different scales is possible.

The motivation for this work originated from the need to adopt the offline
coupling between two modelling systems, a global and a regional, and manage to
exploit each model’s advantages towards a hybrid dust modelling scheme. In the
first phase that is discussed in this paper, the limited-area model SKIRON/Dust
and the atmospheric chemistry-climate model EMAC were applied with conformity
in the parameterization of desert dust emissions. The SKIRON/Dust dust module
was re-coded to include the updated dust emission scheme as implemented in the
EMAC model [1]. The performed case studies are compared with satellite and
remote sensing retrievals to explore the level of coherence in the horizontal and
vertical distribution of Saharan dust particles, as well as the dust size distribution
during transport. This presentation will elaborate on the differences and similarities
between the two models and discuss the results from the dust simulations for
June 2006.

47.2 Methodology for Modelling the Dust Production
in Regional and Global Scale

The SKIRON/Dust modeling system is based on the atmospheric model SKIRON,
which has been developed at the University of Athens from the Atmospheric
Modeling and Weather Forecasting Group [5, 6]. During the SKIRON/Dust simula-
tions, the prognostic atmospheric and hydrological conditions are used to calculate
the effective rates of the injected dust concentration based on viscous/turbulent
mixing, soil composition, soil moisture, shear-free convection and diffusion. The
model has been configured with a 0.15ı � 0.15ı spatial resolution and the simulation
period was February-June 2006.

The ECHAM5/MESSy2.41 Atmospheric Chemistry (EMAC) model is a com-
bination of the ECHAM5 general circulation model and the Modular Earth Sub-
model System [2]. The EMAC model runs with a spectral resolution of T106
(�1.1ı � 1.1ı) and 31 vertical levels up to 10 hPa for the year 2006. The difference
with the implementation in Astitha et al. [1] is the explicit treatment of the soil
characteristics in the N-African and NE-Asian deserts that influence the horizontal
movement of desert dust particles [4]. The vertical flux of emitted particles is also
changed, based on the particle populations that can be released from soil, following
Laurent et al. [3]. Detailed region-specific input data have been used by both models
that include up-to-date surface soil data sets (aerodynamic and smooth roughness
length, dry soil size distribution and texture) in 0.25ı � 0.25ı spatial resolution.
Both models use the 8-size bin distribution (lognormally distributed in each bin)
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Fig. 47.1 Left: Erodibility of the soil in N-Africa. Middle: Particle populations as adopted in
Laurent et al. [3]. Left: Size distribution during transport

during transport (Fig. 47.1), though, in EMAC, these bins are grouped into the
accumulation and coarse insoluble modes used for all aerosol physical and chemical
processes.

47.3 Results and Discussion

The first phase of the coupling between the global atmospheric chemistry-climate
model EMAC and the limited-area model SKIRON/Dust has been completed with
the implementation of a common desert dust parameterization scheme. The same
input files of soil texture and size distribution for N-Africa have been used in
both models. The differences between the two modeling systems are concentrated
in the atmospheric part as well as the aerosol deposition processes and the
horizontal resolution. Also, the SKIRON/Dust model includes a high resolution
(30s) land-use/land-cover database, the radiative effect of dust within the Rapid
Radiative Transfer Model (RRMTG) and the viscous sublayer/turbulent mixing that
is important for such small scale perturbations.

The simulations for June 2006 have shown that the new implementation of the
dust emission scheme has improved the qualitative correlation of SKIRON/Dust
with the MODIS-Aqua satellite AOD at 550 nm (Fig. 47.2) and the quantitative cor-
relation with the AERONET AOD (Fig. 47.3), compared to the original version of
the model. The global model overestimates the AOD which becomes more apparent
in the quantitative comparison with the AERONET AOD at 550 nm (Fig. 47.3). The
selection of the 8 AERONET stations was based on the characterization of a ‘dusty’
station if the AOD >0.2 and Angstrom <0.75 for at least 30 % of the data.

Both models simulate very well the dust outbreak towards the CE-Atlantic
Ocean (Dakar and Capo Verde), as well as the stations located inland (Agoufou,
Banizoumbou and Tamanrasset) and in Algeria (Blida). The biggest discrepancy
is found on the NW part of the African continent, where the global model
overestimates the AOD by a factor of 2–3. This might be an effect of the
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Fig. 47.2 Daily aerosol optical depth at 550 nm for June 18, 2006. Upper plots: MODIS-Aqua
(v5.1). Middle plots: EMAC model (left), SKIRON/Dust new (right). Lower plots: SKIRON/Dust
original scheme (left), AERONET stations (right)

horizontal resolution, as the global model cannot adequately resolve the complex
terrain features in this area (Atlas mountain range). Differences are also found
in the vertical distribution of the dust particles, which is better described by the
SKIRON/Dust model. The second stage of the offline coupling between the two
modeling systems will give an overview of the advantages and disadvantages of this
methodology to the simulation of the regional desert dust outbreaks.
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Fig. 47.3 AOD@550nm from AERONET in comparison with the EMAC model (left), SKIRON/
Dust with the new dust scheme (middle) and SKIRON/Dust with the original scheme (right). The
color of the points denotes the location of the AERONET station
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Chapter 48
Effects of Future Ship Emissions
in the North Sea on Air Quality

Armin Aulinger, Volker Matthias, Johannes Bieser, and Markus Quante

Abstract By means of model simulations with the chemistry transport model
CMAQ the influence of ship emissions in the North Sea on concentrations and
depositions of sulfur and nitrogen oxides over Europe was investigated. Ship
emissions for the North Sea of the base year 2008 were provided by the Dutch
research institute MARIN. Based on this, emission scenarios were developed that
comply to ECA regulations at different levels. Finally, the emissions were fed
into the CMAQ model that simulates the fate of pollutants in the atmosphere in
order to estimate concentrations and depositions of the pollutants of interest for
each scenario. A comparison of the simulation results yielded a quantification of
the changes of air pollution levels over the North Sea riparian states and, hence,
provided information for estimating the benefit of installing ECAs in the North Sea.
Concentration differences can reach up to 50 % close to shipping lines and still
25 % ashore. The ECA regulations to lower nitrogen and sulfur exhaust take effect
at different time scales and are counteracted by the expected increase of fuel use due
to increased ship traffic.

48.1 Introduction

Land based sources of SOx and NOx have decreased substantially in Europe during
the last 20 years, partly because of technical progress in the sectors of traffic, heating
and industrial production, and partly because of the political and economic changes
in Eastern Europe since 1990. In contrast, measures to control ship emissions have
been disregarded for a long time. Since recently, however, the awareness of air pollu-
tion by shipping in particular concerning the emission of precursors for particulates
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is rising (Lauer et al. [4]; Corbett et al. [2]) and political options to decrease ship
emissions are discussed. Ship traffic in the North Sea is now recognized by the
riparian states as a relevant source for air pollutants, especially because it is likely to
grow further during the coming decades. For this reason, the North Sea is accounted
for Emission Control Area (ECA) with the objective to reduce the emissions of
NOx and SOx. In the second IMO GHG study [1] both the increase of ship traffic
for the next 40 years and implications of introducing ECAs on emission factors
for NOx and SOx are described. Reducing emissions, however, does not necessarily
allow to draw conclusions about the actual concentration levels distant from the
sources, i.e. ashore. This is even more true for secondary pollutants like particulate
ammonium sulphate or ammonium nitrate that undergo chemical transformations
while being transported in the atmosphere. In this study, the authors develop several
emission scenarios for NOx and SOx derived from base case emissions of 2008 and
depending on ECA regulations and use these scenarios to simulate concentrations
and depositions of particulate nitrate and sulfate over Europe.

48.2 Methods

The Dutch research institutes MARIN and TNO provided ship emissions for the
North Sea as yearly totals projected on a spherical grid of 5 km grid cell width
[3] which were then used for simulations with the Community Multiscale Air
Quality (CMAQ) modeling system. The ship emissions data have been interpolated
to a lambert conformal grid of 24 km cell width spanning the CMAQ model
domain. The yearly totals in kg were transformed to g/s as required by the model
without a temporal profile. The model runs covered the months December to
February representing winter and June to August for summer. Meteorological fields
were produced with the climate version of the weather forecast model of the
German weather service (CLM), land based emissions and boundary conditions
were calculated from results of the MOZART global model of 2008. To estimate
the influence of ship emissions on pollutant concentrations one model run performed
with ship emissions was compared to one without ship emissions.

The authors of the second IMO GHG study propose specific emission factors
for NOx and SOx in g/kg fuel consumed. Concerning SOx emissions, the emission
factors decrease with the sulfur content in ship fuel that is in ECA zones 1.5 %
for the base year 2008, 1.0 % since 2010, 0.1 % from 2015 on. Outside of ECAs
the content was assumed to be 2.7 % in 2008 and will be reduced to 0.5 % in
2020. Emissions of NOx depend on the engines rather than on the fuel used, and
the MARPOL directives prescribe that new built ships have to fulfill Tier I – III
regulations depending on the keel laying year. Taking this into account and assuming
3 % growth of the fleet as well as an average vessel life time of 30 years IMO
provides steadily decreasing emission factors for NOx between 2007 and 2050.

Using the emission factors that reflect the non-ECA emissions of 2008 as
reference the authors of this study developed fractional scaling factors to calculate
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Table 48.1 Fractional
emission increases coming
from the base year 2008

Pollutant Scenario (year) No ECA ECA

NOx 2020 1.2 0.94
2030 1.44 0.61

SOx 2020 0.45 0.1
2030 0.58 0.13

emissions for 2020 and 2030 both for ECA and non-ECA cases based on the
MARIN emissions of 2008 (Table 48.1). Because the IMO emission factors are in
g/kg fuel the scaling factors additionally consider an annual increase of fuel use of
2.7 % which is the assumed increase of CO2 emissions from ships in the A1 IPCC
base scenario. In this way, we developed emission scenarios for 2020 and 2030 both
for ECA and non-ECA cases which we used for CMAQ simulations. The results
were compared to the base case run.

48.3 Results and Discussion

The difference of pollutant concentrations between simulations with and without
ship emissions was, of course, the largest along the major shipping lines, above all
the English Channel. NO2 which is almost equivalent to NOx emissions increased
in the winter months from about 12 �g/m3 by 25 % in the Channel. In areas ashore
where no large industries or high population densities are found like in Denmark the
increase is still 15 %. In industrialized areas, however, even if close to the shore like
Belgium where concentrations of 20 �g/m3 and more were found the increase of
0.4 % is nearly negligible. The same trends hold for SO2 which is the largest part of
SOx emissions. However, the increase is a little lower with 20 % at the most. Even
if the absolute concentration increases are almost equal in winter and summer the
relative increases are higher in Summer because emissions from heating which is
an important land based source is much lower in summer. Thus, SO2 concentrations
rise in summer in the Channel by about 40 % and by more than 20 % in Denmark.
The emission of these compounds influences of course also the concentrations of
nitrate and sulfate the formation of which requires heat and sunlight. Therefore, it
is straightforward that the concentration differences of sulfate in summer are the
largest reaching 50 % over the Channel and about 25 % in Denmark (Fig. 48.1).

Until 2020 the sulfate content in fuels will decrease both inside and outside ECAs
compared to 2008. Within the ECA zone it will drop to 0.1 % starting 2015. Thus,
the effects on sulfur emissions and concentrations will be seen immediately. The
decrease of sulfate concentrations over the North Sea will be 20 % according to the
simulation results considering the ECA requirements and 15 % without considering
them. Until 2030 the sulfate concentrations will rise by 4 % compared to 2020 even
in ECA zones. The reason is that there is no emission reduction scheduled beyond
2015 while the ship traffic and, thus, the amount of fuel consumed is expected to
increase.
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Fig. 48.1 Map showing the sulfate concentrations in summer (left) and the increase by ship
emissions (right)

Nitrogen emissions and thus nitrate concentrations and depositions depend on
the rate by which old vessels are replaced by new builts. Therefore, the influence
of ECA regulations on ship emissions and air quality will need more time to take
effect on the one hand. On the other hand there will be steady reduction of nitrogen
emissions also after 2020. For this reason, in spite of the increasing ship traffic, the
nitrate depositions for example will decrease by only 2 % until 2020 and by at about
5 % until 2030.

48.4 Conclusion

Considering different ship emission scenarios, concentrations and deposition of
gaseous and particulate inorganic nitrogen and sulfur compounds over the North Sea
and its riparian states were studied using the CMAQ modeling system. Scenarios for
2020 and 2030 were inspired by the ECA regulations of MARPOL Annex VI. The
influence of ships is notable directly at the ship tracks and in coastal regions where
no major land based sources are present like in Denmark. The relative concentration
increases are larger in summer than in winter due to the different source strengths of
land based sources, whereby the formation of particulates in summer is additionally
enhanced because of higher air temperature and UV radiation.

A positive effect of the reduction of nitrogen exhaust on air quality will only
be visible in 2030 when most of the older ships are replaced by newer ones that
comply to the Tier III regulations of MARPOL Annex VI. In contrast to that, the
reduction of sulfur emissions is the largest in the scenario for 2020. After that, sulfur
emissions will increase again because ship traffic and thus fuel use will increase and
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a further reduction of the sulfur fuel content is hardly achievable due to the high
costs. A sustainable reduction of sulfur from ships would probably only be possible
if alternative fuels like LNG or exhaust gas cleaning techniques like scrubbers were
introduced.
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Chapter 49
Temporally and Spatially Resolved Air Pollution
in Georgia Using Fused Ambient Monitor Data
and Chemical Transport Model Results

Sheila A. Sororian, Heather A. Holmes, Mariel Friberg, Cesunica Ivey,
Yongtao Hu, James A. Mulholland, Armistead G. Russell,
and Matthew J. Strickland

Abstract Health data geo-coded with residential coordinates are being used to
investigate the relationship between ambient air quality and pediatric emergency
department visits in the State of Georgia over the time period 2000–2010. Two
types of ambient air quality data – observed concentrations from ambient monitors
and predicted concentrations from a chemical transport model (CMAQ) – are being
fused to provide spatially resolved daily metrics of five air pollutant gases (CO,
NO2, NOx, SO2 and O3) and seven airborne particulate matter measures (PM10,
PM2.5, and PM2.5 constituents SO4

2�, NO3
�, NH4

C, EC, OC). The observational
data provide reliable temporal trends at and near monitors, but limited spatial
information due to the sparse monitoring network; CMAQ data, on the other hand,
provide rich spatial information but less reliable temporal information. Four data
fusion techniques were applied to provide daily spatial fields of ambient air pollutant
concentrations, with data withholding used to evaluate model performance. Two of
the data fusion methods were combined to provide results that minimized bias and
maximized correlation over time and space with withheld data. Results vary widely
across pollutants. These results provide health researchers with complete temporal
and spatial air pollutant fields, as well as with temporal and spatial error estimate
fields that can be incorporated into health risk models. Future work will apply these
methods to five cities for use in ongoing air pollution health studies and to examine
strategies for incorporating land use regression variables for spatial downscaling of
data fusion results.
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49.1 Introduction

Large population studies of human health effects associated with air pollution
can take advantage of both temporal and spatial variation in ambient air quality
levels when such estimates are available. As a part of the Southeastern Center
for Air Pollution and Epidemiology (SCAPE), we are examining relationships of
health outcomes with ambient air pollution resolved temporally to a daily level and
resolved spatially to a 4 km and smaller scale. Presented here is an approach for
estimating daily spatial fields of air pollution in the State of Georgia for use in an
investigation of the relationship with pediatric emergency department visits, geo-
coded with residential coordinates, that builds on previous work [2].

49.2 Methods

Observed concentrations of five air pollutant gases (CO, NO2, NOx, SO2 and
O3) and seven airborne particulate matter measures (PM10, PM2.5, and PM2.5

constituents SO4
2�, NO3

�, NH4
C, EC, OC) were obtained from EPA’s Air Quality

System (AQS), the Southeastern Aerosol Research Characterization (SEARCH) [3],
and the Assessment of the Spatial Aerosol Composition in Atlanta (ASACA) [1]
networks for Georgia for the 2000–2010 time period. The number of monitors and
daily metrics calculated are listed in Table 49.1. Locations of monitors are shown
in Fig. 49.1. The observational data provide reliable temporal trends at and near
monitors [6], but limited spatial information due to the sparse monitoring network.
Predicted hourly concentrations from CMAQ were obtained for the Georgia domain
at the 12 km scale for 2002–2008 [5] and at the 4 km scale for 2009–2010
[4]; daily metrics were computed from these datasets. The CMAQ data provide
rich spatial information but less reliable temporal information. Four data fusion
techniques are applied and evaluated for 2010. Two methods use regression models
of observational and CMAQ annual mean data for scaling (Eq. 49.1). One of these
methods involves daily kriging of the ratio of the observation (OBS) to its annual
mean and then rescaling by the predicted annual mean (C*

1, Eq. 49.2). The second

Table 49.1 Ambient air pollutant metrics and monitors

8-h max O3

1-h max
NO2/NOx

1-h
max CO

1-h
max SO2

24-h avg
PM10

24-h avg
PM2.5

24-h speciated
PM2.5

North GA mt 3 0 0 2 3 2 2

Metro Atlanta 14 7 5 5 8 16 6

Piedmont 4 0 0 2 1 5 2

Upper coastal 4 0 0 1 4 7 2

Lower coastal 2 0 0 3 3 4 2

Total 27 7 5 13 19 34 14
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Fig. 49.1 Map of Georgia showing regions and major cities, major roadways, and locations of
speciated PM2.5 and ozone monitors

of these methods involves rescaling the CMAQ data (C*
2, Eq. 49.3). The other two

methods involve kriging error on a multiplicative (C*
3, Eq. 49.4) and additive (C*

4,
Eq. 49.5) basis. Data withholding was used to evaluate model performance. Two of
the methods were then selected and combined to provide results that minimized bias
and maximized correlation over time and space with withheld data.

hC �i D ˛yr hCMAQiˇ (49.1)

C �
1 D .OBS= hOBSi/krig � hC �i (49.2)

C �
2 D CMAQ � hC �i = hCMAQi (49.3)

C �
3 D CMAQ � .CMAQ=OBS/krig (49.4)

C �
4 D CMAQ � .CMAQ � OBS/krig (49.5)
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49.3 Results

The four data fusion methods yield similar spatial fields (e.g. Fig. 49.2). However,
the methods that involved daily kriging of error (Eqs. 49.4 and 49.5) were less
stable, performing less well in terms of both bias and correlation for most pollutants.
Therefore, the methods that involved using the annual mean model (Eq. 49.1)
were selected. The first approach involving kriging daily observation ratios (OBS
method) yields results with a spatial structure of CMAQ and perfectly correlated
temporally with observations at monitor locations. As the distance from monitors
increases, the Pearson correlation coefficient decreases (exponential correlogram
model: R1 D e”D where D is a weighted distance to monitors). The second approach
that involves rescaling CMAQ predictions (CMAQ method) yields results that have
similar correlations with observations across monitors (average Pearson correlation
coefficient of R2). Thus, the OBS method performs best near monitors and the
CMAQ method performs best far from monitors.

The OBS and CMAQ methods were combined to provide the best overall
prediction. A correction was added to the CMAQ method prediction to correct for
seasonal bias. The daily spatial fields generated by the OBS and CMAQ methods
were averaged by weighting based on their temporal correlation coefficients (R1 and
R2). Thus, at monitor locations the OBS data fusion method prediction was used
and far from monitors the CMAQ data fusion method was used. Combined data
fusion method results minimize bias and maximize temporal correlation over space.
Results shown in Fig. 49.3 show the percent biases and temporal correlations in

Fig. 49.2 Predicted 1-h max NO2 fields by four data fusion methods, 9/21/10
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Fig. 49.3 Percent bias (left) and Pearson correlation coefficient (right) for CMAQ method
predictions, 2002–2008. Bars represent averages and error bars represent standard deviations
across all monitors. The number of monitors for each pollutant is given in parentheses

the CMAQ method predictions for the 2002–2008 time period using 12 km CMAQ
data. When combined with OBS method predictions, temporal correlations increase
near monitors.

Results vary widely across pollutants. Estimates of primary pollutants largely
from mobile sources (i.e. CO, NO2, NOx, and EC) rely largely on CMAQ data
because they are spatially heterogeneous and have low spatial autocorrelation,
whereas estimates of largely secondary pollutants (i.e. O3, SO4

2�, NO3
�, NH4

C)
and pollutants of mixed origin (PM10, PM2.5 and OC) rely to a greater extent on
observations because they are spatially more homogeneous and have high spatial
autocorrelation. SO2, largely from coal combustion, is the most difficult pollutant to
estimate due to the inability of monitors to capture and CMAQ to predict accurately
point source plume dispersion.

These results provide health researchers with complete temporal and spatial air
pollutant fields, as well as with temporal and spatial error estimate fields that can be
incorporated into health risk models. Future work will apply these methods to five
cities for use in ongoing air pollution health studies and to examine strategies for
incorporating land use regression variables for spatial downscaling of data fusion
results.
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Chapter 50
Maritime Sector Emissions Contribution
to the Particulate Matter Pollution
in a Mediterranean City-Port: A Modeling
Approach

A. Poupkou, N. Liora, A. Karagiannidis, T. Giannaros, C. Giannaros,
D. Melas, and A. Argiriou

Abstract The main aim of this work is the investigation of the contribution of
different emission sources to the concentrations of the fine Particulate Matter
(PM2.5) in the city-port of Patras in Greece using a meteorological and a photo-
chemical model. Emphasis is given on the contribution of the maritime transport
and the activities within the Patras harbor area for which the existing environmental
information is very limited.

50.1 Introduction

During the last decades, there has been an increasing urbanization pressure on the
Mediterranean port-cities with impacts on their economic growth but also on their
environment. PM is a key pollutant in the urban atmosphere of Patras. Although the
frequency of the days, when the observed daily PM10 concentrations in the Patras
city center exceed the corresponding EU air quality standard, is declining in the
period 2001–2010, it is still well above the EU limits (i.e. 24-h PM10 values higher
than 50 �g/m3 permitted for 35 days per year).
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50.2 Data and Methodology

The modeling system used in the framework of the present study consisted of the
Weather Research and Forecasting (WRF) model and the photochemical model
Comprehensive Air Quality Model with Extensions (CAMx). Source apportionment
was performed for PM10 and PM2.5 using the Particulate Source Apportionment
Technology (PSAT) tool of CAMx. The modeling system was applied over a 10 km
resolution grid that covered the Balkan Peninsula and a 124 � 74 km2 grid over
Patras in 2 km spatial resolution (Fig. 50.1). The chemical boundary conditions for
the Balkan modeling domain were taken from the IFS-MOZART global modeling
system while those for the domain of Patras were taken from the Balkan coarse
domain. The modeling system was applied for a summer period extending from 1
July to 31 August 2010.

The MOdel for the Spatial and tEmporal diStribution of emissionS (MOSESS)
[2] was applied in order to compile a spatially (2 km resolution) and temporally
resolved inventory for the CO, NOx, SO2, NH3, NMVOCs, PM10 and PM2.5
emissions of the anthropogenic sources in Patras on the basis of the European
scale emission inventory for the year 2007 of The Netherlands Organisation [1].
Emphasis was given on the emissions from the various activities inside the area
of the harbor (stockpiles, unloading processes, harbor machineries etc.) as well
as on those from the maritime transport (cargo, passenger ships etc.), for which
a detailed inventory was compiled on the basis of activity data provided by the
Patras Port Authority for the reference year 2010. Figure 50.2 shows the contribution
of different activities to the maritime/harbor sector annual pollutant emissions in
the Patras domain. Passenger ships are the major source with contributions of
more than 60 % to all pollutant emissions. Fishing boats have an about 20 %
contribution to NOx emissions. Inland waterways vessels (e.g. pleasure boats)
contribute with about 10 % to PM10 and PM2.5 emissions. Sea salt, windblown dust
and biogenic NMVOCs emissions were calculated employing the Natural Emission
Model (NEMO) [3] driven by WRF.

Fig. 50.1 The Balkan and Patras CAMx domains
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Fig. 50.2 % Contribution of activities to the maritime/harbor sector annual pollutant emissions

The emission sources apportioned for Patras were the following: (1) Road
transport, (2) Maritime and harbor activities, (3) Non industrial combustion plants,
(4) Industries, (5) Soil (windblown dust), (6) Vegetation (biogenic NMVOCs) and
(7) Left over sources (e.g. non-road vehicles, waste treatment, agriculture, solvent
use, distribution of fuels).

50.3 Results and Conclusions

Figure 50.3 presents the results of the contribution of selected emission sources
inside the modeling domain to the PM2.5 atmospheric levels in the greater Patras
area (the influence of pollution sources outside the Patras domain is not considered).
CAMx results show that the contribution of maritime and harbor activities is higher
over the maritime than over the coastal and continental areas of the study domain.
Over the former areas, the contribution can be very significant in the summer (more
than 80 %) and is higher over the maritime areas to the west of Patras where the
ship routes are found. The contribution of road transport in Patras is important and
may be up to 30 %. Finally, NMVOCs emitted from vegetation produce secondary
organic aerosols that have a small contribution to the PM2.5 levels in Patra (up to
5 %), which is more significant though (contribution up to about 50 %) over the
forested areas of the study domain.

The work presented is a first effort to provide some insight on the issue of PM
pollution in Patras, in relation also with the presence of the port in the city, and
allow the policy makers to develop effective control strategies for the reduction of
atmospheric pollution.
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Fig. 50.3 Spatial distribution of the % contribution of emission sources to the mean PM2.5
concentrations in the Patras domain for the summer period July to August 2010
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Chapter 51
Application and Evaluation
of the High-Resolution Regional Scale
FRAME Model for Calculation of Ammonia
and Ammonium Air Concentrations for Poland
for the Years 2002–2008

Maciej Kryza, Anthony J. Dore, Małgorzata Werner, and Kinga Wałaszek

Abstract Over 98 % of ammonia (NH3) emission in Poland comes from agricul-
tural activity. Compared to oxidised sulphur and nitrogen, which show significant
downward trends after the year 1990, national total NH3 emission is fairly stable
at around 320 Gg. In this work, the Fine Resolution Atmospheric Multi-pollutant
Exchange (FRAME) model is used to assess the long-term information on annual
NH3 and NH4

C air concentrations.
The main findings of our work show that the FRAME model is capable of

reproducing air concentrations of NH3 and NH4
C well for all selected years. There

is no tendency for under or overestimation of the observed air concentrations. The
FRAME model results are also in general agreement with the EMEP-Unified model
results, though the differences in spatial resolutions of both models are important
(FRAME 5 km grid and EMEP-Unified 50 km grid). There no significant trend in
NH3 annual air concentration in Poland if country average values are compared.

51.1 Introduction

Over 98 % of ammonia (NH3) emission in Poland comes from agricultural activity.
Compared to oxidised sulphur and nitrogen, which show significant downward
trends after the year 1990, national total NH3 emission abatements are less
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pronounced, especially over the last decade. Poland is still in a group of European
countries with the highest emissions of NH3, together with France, Italy, Spain
and the United Kingdom. High emission of NH3 in Poland leads to serious
environmental problems related to acidification and eutrophication, with further
consequences in e.g. biodiversity loss [6].

In this work, the Fine Resolution Atmospheric Multi-pollutant Exchange
(FRAME) model is used to assess the long-term information on annual NH3

and NH4
C air concentrations. The country average is calculated to describe the

changes in NH3 and NH4
C air concentrations during a period of 2002–2008. The

evaluation of the model is presented by comparison of the FRAME results with the
air concentrations of NH3 and NH4

C measurements from the EMEP network.

51.2 Data and Methods

51.2.1 FRAME Model Description and Emission Data

FRAME is a statistical trajectory model that describes the main atmospheric
processes in a column of air that travels along straight-line trajectories over the
model domain. A detailed description of the model and its application for the
United Kingdom is provided by Dore et al. [3] and Fournier et al. [4]. Here
the model was applied for the area of Poland, with a domain of 160 � 160 grid
cells of size 5 km � 5 km [7]. In the vertical, FRAME consists of 33 layers with
thickness changing from 1 m at the surface to 100 m at the top of the domain.
Boundary conditions for the model run are calculated with the FRAME-Europe
model, that runs for the entire Europe with spatial resolution of 50 km � 50 km.
The FRAME model was run here separately for years 2002–2008, with year specific
meteorological and emission data.

The Polish national emission inventory for years 2002–2008 was used in this
study [2], and re-gridded onto the model grid [7]. For each year considered in
this work, year specific meteorological data were used for modeling. Total NH3

emission read in by the model is summarized in Table 51.1. There is a decreasing
trend in NH3 emission within the study period, but not stable, with a large drop in
emission in year 2005 and relatively small changes during the years 2002–2004 and
2006–2008.

Table 51.1 National total NH3 emission (Gg of NH3) for years
2002–2008

2002 2003 2004 2005 2006 2007 2008

NH3 325.0 322.6 316.5 269.6 287.2 283.9 279.5



51 Application and Evaluation of the High-Resolution Regional Scale. . . 313

51.2.2 Model Evaluation

NH3 gas concentration measurements were not available for the model evaluation.
We used the annual average NH3 C NH4

C (gas C aerosol) concentrations measured
by the EMEP monitoring sites in the FRAME model domain. Two sites were located
in the Czech Republic and Germany and four sites representing Poland. For each
year, the model performance was summarized with the Mean Bias (MB), Mean
Absolute Error (MAE) and Fraction of Two (FAC2) statistics.

51.3 Results

The spatial pattern of annual average air concentration of NH3 is presented in
Fig. 51.1 for year 2002 (the highest NH3 annual emission) and 2005 (the lowest
emission in the period considered). The spatial distribution of NH3 air concentration
is similar for both years compared. The highest air concentrations are calculated
over the central area of Poland, which is the source region for ammonia emission
from agriculture. There are large areas with annual average NH3 air concentrations
above 3 �g m–3, which is the critical level threshold for higher plants [1] (Fig. 51.1).

For all years considered, the FRAME model performance is stable, with the error
statistics at a similar level (Table 51.2). The NH3 C NH4

C air concentrations are
overestimated except for the year 2006. All measuring sites are within the factor of
two range for the years 2002–2005. For the 2006–2008 period, one site is outside of
this threshold.

Fig. 51.1 Annual average air concentrations of NH3 for year 2002 (left plot) and 2005 (right plot)
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Table 51.2 Model evaluation statistics for year 2002–2008

2002 2003 2004 2005 2006 2007 2008

MB 0.33 0.26 0.26 0.05 –0.25 0.02 0.07
MAE 0.53 0.51 0.47 0.49 0.55 0.49 0.50
FAC2 1.0 1.0 1.0 1.0 0.88 0.88 0.88

Fig. 51.2 Country average NH3 air concentration and national total emission of ammonia

Country average NH3 air concentration was compared with the annual national
total emission of ammonia, to check what is the relation between the atmospheric
level of ammonia and local emission (Fig. 51.2). The relation is strong, but there
are also some non-linearities. These should be attributed to the variability in
meteorological conditions and transboundary transport of ammonia [8, 9]. The other
reason for non-linearities may be related with changes in SO2 and NOx emissions.

51.4 Summary and Conclusions

In this paper the preliminary results of FRAME modeled changes in NH3 air
concentrations over the period of 2002–2008 were presented. The main findings
are:

• The FRAME model is capable in reproducing the annual average concentrations
of ammonia and ammonium. The results may be applied in further studies related
with critical level thresholds exceedances [5].

• The areas of high NH3 annual average concentrations do not change significantly
from year to year, despite the large changes in national total emission.
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• There is a strong correlation between the national total emission and country
average NH3 air concentration, which has previously been suggested by Kryza
et al. [7, 8]. There are also some nonlinearities in the emission-concentration
relation due to variability in annual meteorological conditions and emissions of
acidifying gases [9].
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Chapter 52
Regional Transports of Atmospheric NOx
and HNO3 over Cape Town

Babatunde J. Abiodun, Adefolake M. Ojumu, Samantha Jenner,
and Tunde V. Ojumu

Abstract This study examines the contribution of pollutants (NOx and HNO3)
from Highveld on pollution in Cape Town. For the study, we analyzed observation
data (2001–2008) from the City of Cape Town air quality network and regional
climate model (RegCM4) simulations (2001–2004) over southern Africa. The
model accounts for the influence of complex topography, atmospheric condition,
and chemical reactions among the atmospheric gases in simulating the emission and
transport of the pollutants over southern Africa. The model results show that north-
easterly flows can transport pollutants (especially HNO3) at low level (surface –
850 hPa) from Highveld to Cape Town. And in April, a tongue of high concentration
of NOx and HNO3 extends from Highveld to Cape Town along southern coast.
The study shows two dominant paths through which pollutants from Mpumalanga
Highveld are transported to Cape Town. The first path follows the borders of South
Africa, Botswana and Namibia, and along Western Cape to Cape Town while the
second path is moves southward over South Africa to the south coast and then
eastward along south coast to Cape Town.
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52.1 Introduction

Cape Town, the most popular tourist city in Africa, experiences air pollution with
unpleasant odour in winter. A combination of geographical and meteorological fac-
tors makes Cape Town favourable for accumulation of air pollutants. For instance,
the city is bordered by the Table Mountain complex to the south-west, False Bay to
the south and Table Bay to the west. The location of Cape Town (33.9ıS, 18.4ıE)
at the south-west tip of Africa (Fig. 52.1) influences the wind patterns. At this
subtropical latitude, calm conditions are sometimes produced over the city under
stagnant anticyclonic flows; the associated subsidence temperature inversion can
suppresses vertical exchange of air and pollutants during most periods of the year.
Furthermore, the South Atlantic anticyclone and the cold Benguela current induce
surface inversion, which strengths over the Cape Town [5]. Consequently, extreme
high pollution events occur from April to September; and whenever the brown
haze occurs during this period, it extends over most of the Cape Town and shifts
according to the prevailing wind direction [7].

Previous studies have associated the pollution with local emission of pollutants
within the city. But, since secondary pollutants like HNO3 can be transported by
wind to cause health impact far from their original sources, it is important to
investigate how pollutants transported from remote sources in South Africa can
contribute to the air quality problem in Cape Town. The present study examines
how the transport of atmospheric pollutants (NOx and HNO3) from the Mpumalanga
Highveld may contribute to the pollution in Cape Town.

Fig. 52.1 The RegCM simulation domain indicating Southern Africa topography (meters), Cape
Town at the south western tip of South Africa, and Mpumalanga Highveld at the north eastern part
of South Africa
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52.2 Models Description and Set-Ups

The study applied the International Centre for Theoretical Physics (ICTP) Regional
Climate model (version 4) with chemistry (hereafter, RegCM) to simulate the
climate and pollution transport over Southern Africa (Fig. 52.2). RegCM is a hydro-
static, sigma-coordinate model [2, 4] that allows online coupling of atmospheric
and chemistry parameters. The model has been successfully tested over Southern
Africa [1, 3, 6]. For the present study, RegCM simulation was set up with a 35 km
horizontal resolution. The simulation domain centres on 33ıS and 24ıE and extends,
with the Lambert conformal projection, from 16.62ıW to 54.41ıE and from 10.5ıS
to 40.45ıS (Fig. 52.2). In the vertical, the domain spans 18 sigma levels, with highest
resolution near the surface and lowest resolution near the model top. Initial and lat-
eral boundary meteorological conditions were provided by ERA-Interim 1.5ı � 1.5ı
gridded reanalysis data from ECMWF (European Centre for Medium-Range
Weather Forecasts). Emissions data with a 1ı � 1ı resolution was provided by the
RCP (Representative Concentration Pathways) global dataset that accompanies the
standard RegCM package. The simulation covers a period of 4 years 3 months (i.e.
October 2000–December 2004). The first 3 months simulations were discarded as
model spin-up, while the remaining 4 years simulations were analysed for the study.

Fig. 52.2 The time series of the simulated pollutants concentration over Cape Town in 2001–2004.
The extreme values (99 percentiles) are indicated with dashed
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52.3 Results and Discussion

Details on the performance of the simulation can be found Abiodun et al. [1].
Overall, the comparison showed that RegCM3 captures well the seasonal variation
of the pollutants concentration of Cape Town, except that the simulated peak occurs
in April instead of July, and the correlation between the observed and simulated
daily concentration is weak (r D 0.43) [1].

The time series of the simulated pollutants concentration over Cape Town
(Fig. 52.2) shows that the extreme concentration events (defined as 99 percentiles;
�3.3 � 10�6 g kg�1 for NOx; �2.8 � 10�6 g kg�1 for HNO3) mostly occur in
April. However, the extreme event for NOx and HNO3 rarely occur on the same
day, suggesting that, in Cape Town, the atmospheric conditions that induce NOx

extreme events may be different from those that induces of HNO3 extreme events.
The composite of wind flow during extreme pollution events in Cape Town
shows a transport of pollutant from the Mpumalanga Highveld to Cape Town
at surface (Fig. 52.3). For NOx extreme events, the low-level wind pattern is
characterized with northerly and north-easterly flows, transporting the pollutant
from the Mpumalanga Highveld towards Cape Town and south coast. Along the
south coast, there is a confluence of the northerly flow and easterly flow. The easterly
flow also transports pollutants from eastern part of South Africa towards Cape Town.
The wind pattern also features a calm or light variable wind which causes stagnation
of air flow. This will provides a favourable atmospheric condition for accumulation

Fig. 52.3 The composite of low-level (surface – 850 hPa) wind flow (arrow) during the extreme
pollution events in Cape Town. The corresponding pollutant concentration (NO, NO2, NOx and
HNO3; � 10�6 g kg�1) are shaded
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Fig. 52.4 The simulated paths for low-level transports of pollutants from Mpumalanga Highveld
to Cape Town

of the pollutants over the city during the extreme events. At 700 hPa (not shown),
there is a strong anticyclonic flow over southern Africa. This anticyclone will
produce a strong subsidence over South Africa, and the subsidence will prevent
a vertical mixing of the pollutants, capping the high concentrations of pollutants
close to the surface as they are transported toward from the Mpumalanga Highveld
toward Cape Town.

The synoptic wind patterns that induce the extreme HNO3 events differ from
those that induce the extreme NOx events (Fig. 52.3d). With HNO3 extreme event,
the low-level wind pattern features a strong north-westerly flow transporting HNO3

from the Mpumalanga Highveld to the south coast. In addition, it shows a strong
easterly flow transporting fresh air from Indian Ocean, but turns poleward as it
approaches the escarpment, thereby deflecting the fresh air from the continent, at
same time, forming a confluence flow with the north-westerly flow along the coast.
The wind patterns also feature a weak wind along the south coast and a col over
Cape Town. Hence, there is a band of high HNO3 concentration along the coast,
linking the peak HNO3 concentration at Cape Town with that over the Mpumalanga
Highveld. As with NOx extreme event, the 700 hPa wind pattern features a strong
anticyclone (centering over the border between South Africa and Botswana) but
with a stronger north-westerly flow over the western flank of South Africa.

To indentify the paths for the low-level transport of pollutants from Mpumalanga
Highveld to Cape Town, we used the RegCM simulated surface wind in a
Lagrangian particle model. In the particle model, particles were released daily over
Mpumalanga Highveld and the positions of the pollutants were monitored for 10
days as they were transported by the winds away from the source. Figure 52.4 shows
examples of two dominant paths through which the pollutants are transported from
the Highveld Cape Town. In first case, the pollutants are transported along borders
of South Africa, Botswana and Namibia, then along Western Cape into Cape Town.
In the second case, the pollutants are transported southward over South Africa to
the south coast, then westerly along south coast into Cape Town. These two paths
occur in March–September and are consistent with the wind patterns in Fig. 52.3.
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52.4 Conclusion

This study has applied a regional climate model (RegCM) to study the transport
of NOx and HNO3 over South Africa, with emphasis on pollutants transport from
Mpumalanga Highveld to Cape Town. The study shows that during the extreme
events, the north-easterly flow transports NOx directly from The Mpumalanga
Highveld to Cape Town, a band high concentration of HNO3 links the peak
HNO3 concentration at Cape Town with that of the Mpumalanga Highveld. The
study indentifies two dominant paths through which pollutants from Mpumalanga
Highveld are transported to Cape Town. The first path follows the borders of South
Africa, Botswana and Namibia, and along Western Cape to Cape Town while the
second path is moves southward over South Africa to the south coast and then
eastward along south coast to Cape Town.

Since the results of this study are based on only 4 years simulation from a
single model, there is need for longer simulations with multi-models to establish the
robustness of the findings. A longer simulation will account for the influence inter-
annual variability on the results while using multi-model simulations will provide
opportunity for models comparisons and for assessing the degree of inter-model
variability. However, the present study suggests that the transport of NOx and HNO3
from Mpumalanga Highveld may contribute to the pollutants concentration in Cape
Town.
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Chapter 53
The Impact of Transboundary Transport of Air
Pollutants on Air Quality in the United Kingdom
and Poland

Małgorzata Werner, Maciej Kryza, Anthony J. Dore, and Kinga Wałaszek

Abstract Precursors of particulate matter, as well as particulate matter (PM) itself
can be transported in the atmosphere over long distances, thus the problem of
air pollution should be considered in the cross-border context. We used the Fine
Resolution Atmospheric Multi-pollutant Exchange model to calculate the import
and export of sulphur and nitrogen compounds and primary particulate matter
(PPM2.5 and PPM10) for the year 2007, separately for a central European country
(Poland) and an island nation (the UK). For PPM the analysis was done for two
cases – including and excluding sea salt aerosol (SSA). The absolute mass of import
is higher for Poland than the UK in the case of pollutants for which SSA is not the
main contributor (e. g. NO3

�, NH4
C). Excluding SSA the import of PPM2.5 and

PPM10 is higher for Poland than the UK. Including SSA, for both countries the
mass of imported PPM10 and PPM2.5 is higher than the national total emission. For
most of the considered pollutants the highest contribution of import was calculated
for the north-west and west part of the UK and the west and south-west part of
Poland.

53.1 Introduction

Due to a large amount of anthropogenic and natural emission sources of pollutants
and their existence time in the atmosphere, which allows for transport over long
distances, the concentration of pollutants and chemical composition are highly
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variable in space and time [6]. The role of transboundary transport is assessed by
the Clean Air for Europe Directive (CAFE, 2008/50/EC) which emphasises the need
for coordination amongst neighbouring countries in preparing and implementing air
quality improvement plans.

In this study we used a Lagrangian atmospheric transport model to calculate the
contribution of import and national emissions of sulphur and nitrogen compounds
and primary particulate matter. The calculation was made for two European
countries (the UK and Poland), which differ in respect of geographical location
(maritime and inland), meteorological conditions and emission structure, for one
selected year – 2007.

53.2 The Atmospheric Transport Model FRAME

FRAME is a Lagrangian statistical trajectory model that is used for the United
Kingdom and Poland to support environmental management and protection. The
fundamentals of the model are described by Fournier et al. [3], Dore et al. [1], Vieno
et al. [9] and, for the FRAME model for Poland, by Kryza et al. [5]. FRAME is used
here with a grid resolution of 5 km � 5 km and grid dimensions of 172 � 244 cells
for the UK and 160 � 160 cells for Poland. The import of particles from outside
of both domains is calculated with FRAME-Europe – a similar model to FRAME,
which runs for the entire Europe on the EMEP grid at 50 km � 50 km resolution and
grid dimension of 123 � 119 cells. For this study FRAME was run for secondary
inorganic aerosols (SIA), primary particulate matter (PPM, without the contribution
of sea salts) and sea salt aerosol (SSA). Import was understood here as the influx of
pollutants into the administrative boundaries of the UK and Poland (not within the
model domain). Similarly, export was calculated for pollutants emitted within the
administrative borders of the analysed countries.

Evaluations of the FRAME model results for SIA (SO4
2�, NO3

�, NH4
C), SSA

and particulate matter (PM) concentrations were undertaken in earlier studies for
both countries and were found to be in good agreement with measurements. The
details are provided by Dore et al. [1, 2], Kryza et al. [4, 5], Werner et al. [8, 9].

53.3 Results and Discussion

Absolute import is higher for Poland than for the UK in the case of pollutants, for
which sea surface is not the main contributor of emission (e.g. N-NOy � nitrogen
from oxidised nitrogen, N-NHx � nitrogen from reduced nitrogen). In the case of
sulphur and nitrogen compounds, the highest import is for N-NOy, both for the UK
and Poland. For PPM the role of import and export was calculated twice: including
and excluding SSA. When we do not take into account SSA, import of PPM2.5 and
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Table 53.1 National emission (National, Gg) of pollutants, import from outside of the considered
countries (Import, Gg), which includes sea salt aerosol emission and the relation of export to import
for the UK and Poland in 2007

UK Poland

Pollutants S-SOx N-NOy N-NHx PPM10 S-SOx N-NOy N-NHx PPM10

National 298:9 428:3 243:6 144:4 393:0 269:0 237:7 328:0

Import 114:2 128:9 47:5 2643:6 126:5 236:9 101:0 793:1

Export/Import 1:6 2:4 2:3 0:0 1:5 0:5 0:7 0:1

PPM10 is higher for Poland than for the UK. In this case, import is slightly higher
than national emission of PPM2.5 and PPM10 in Poland by about 10 %, whereas in
the UK the import is lower than national emission, in both cases (PM2.5 and PM10)
by about 30 %. When we take SSA into consideration (Table 53.1), the highest value
of import is for PM10 in the UK. For both counties the import of PPM10 and PPM2.5

is higher than national emission.
The spatial distribution of imported pollutants in total concentrations of SO4

2�,
and NO3

� is presented in Fig. 53.1. The highest contribution of imported SO4
2�

in the UK is related with the coastal areas, especially in the western part of the
country (contribution >80 %). Inland, the contribution of pollutants coming from
other countries is less than 20 % (locally below 10 %). The highest role of import
for NO3

� concentrations in the UK is in the north-western part of the country
(contribution about 30 %), as well as in the south-east. A similar spatial pattern
to that for NO3

� is observed for PPM2.5 and PPM10. The increased contribution of
import reaches further inland in the case of PPM2.5 than PPM10 due to the slower
removal rate from the atmosphere of fine particles.

For Poland the highest contribution of import (for SIA and PPM) is in the west
and partially also in the south-west (for SO4

2� import locally reaches 80 %). The
variability of the NO3

� contribution is small – for most of Poland this amounts
to 60–70 %, and only in western parts locally exceeds 70 %. The decreased role
of import is observed in urban areas in the case of NO3

� because of the large
contribution of local emission.

53.4 Summary and Conclusions

• The absolute mass of imported pollutants is higher for the UK than Poland only
for species for which the main source is the sea surface. For the remaining
chemical components considered (e.g. SO4

2�, NO3
�) import for Poland is higher

• Lower absolute mass of import for the UK in comparison to Poland in the
case of nitrogen compounds or PPM (without SSA) results from larger distance
to the UK from emission sources (e.g. continental Europe). Simultaneously
in prevailing westerly circulation, more often a relatively clean mass of air
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Fig. 53.1 Contribution of imported particles in total SO4
2� and NO3

� concentrations in 2007
(Unit: %, the same legend for all maps)

come from oceanic areas than from the continent. Poland, surrounded by many
neighbouring emission sources receives a large contribution from pollutants
emitted outside the border.

• The relatively high contribution of import in total concentrations of SIA or PPM
in the north-west part of the UK is related to a lack of local emission sources in
this region (Grampian Mts), whereas increased import on the south-east is related
to the transport of pollutants from the continental part of Europe.
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Chapter 54
A 40-Year History of a Simple Urban
Dispersion Model and Its Evaluation

Steven Hanna

Abstract This paper traces the evolution of my “simple urban dispersion model”,
beginning with the 1971 Atmospheric Turbulence and Diffusion Laboratory (ATDL)
urban dispersion model, which was developed for application to urban area sources
of radon. The Gaussian plume model is the basis, with use of Gifford’s novel
derivation involving integration over upwind sources. The development continued
with the addition of an urban meteorological preprocessor in the Hybrid Plume
Dispersion Model (HPDM), accounting for the effects of strong mechanical mixing
and increases in turbulence intensity in urban areas. Since 2000, the simple urban
model was modified for US Department of Defense applications regarding toxic
gas releases in built-up city centers, and tested with extensive field data. One
model option is the Gaussian formula and another is an even simpler dimensionless
relation.

54.1 Introduction

In the early 1970s, Dr. Frank Gifford and I developed a simple urban disper-
sion model and named it the ATDL (Atmospheric Turbulence and Dispersion
Laboratory) urban dispersion model. Gifford [3] developed the mathematical theory
that justified the integration over the upwind area and allowed the resulting
simplifications. The ATDL model was originally used for calculating the dispersion
of radon emissions from cooking stoves across an urban area, where the emissions
could be expressed as area sources. The model was subsequently further developed
and evaluated with urban field experiment data from St.Louis and elsewhere.
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The basic formulation was adopted by the US EPA and others in their operational
dispersion models for urban areas (e.g., see [12]).

Hanna and Chang [10] analyzed urban boundary layer field data and suggested
several modifications to the meteorological preprocessor of their Hybrid Plume Dis-
persion Model (HPDM). These accounted for the facts that, at night, there may be
an upward heat flux in urban areas, and that there is enhanced mechanical turbulence
over rough urban surfaces and therefore a tendency towards neutral conditions.

The simple urban dispersion model concept was revived and modified in the past
15 years because of a resurgence of interest in urban dispersion, especially related to
security issues, such as the threat of deliberate releases of hazardous gases in highly-
populated areas of cities. Collaborating with Prof. Rex Britter, we modified the
ATDL urban dispersion model so that it better applied to near-surface point sources
in the midst of building obstacles [2, 6, 8]. The scaling “constants” and power
laws in the model were fit to the many urban field and wind tunnel observations
that became available in the past 15 years (such as DAPPLE, Urban 2000, MUST,
JU2003, MSG05, and MID05), leading to a simple but robust formulation that
provides good agreement with observations. It has been shown that, probably due to
the large natural variability of the urban boundary layer, the simple model produces
as good statistical agreement with the field observations as much more complex
models, such as CFD models.

54.2 The ATDL Urban Dispersion Model

At NOAA’s Atmospheric Turbulence and Diffusion Lab (ATDL) in Oak Ridge,
TN, Frank Gifford and I developed and tested the simple ATDL urban dispersion
model (e.g., [4, 5, 7]) over the course of several years beginning in about 1969. At
the time, the U.S. Atomic Energy Commission (AEC) was concerned about the
health effects of radon released by fossil-fuel-fired combustion sources in large
urban areas. The radon source emissions were known approximately as averages
across square grid systems (with size about 0.5–1 km) covering the urban area.
The Gifford paper [3] on computation of pollution from several sources described
an elegant and fast solution where the Gaussian plume is turned “upwind” from a
given receptor location and an integration is made over the upwind area sources.
This method avoided the need to apply the Gaussian plume model to thousands of
individual point sources. The Gaussian plume formula was used with ¢y and ¢z,
estimated using a simple power law function of downwind distance, and Pasquill
stability class. For a uniform square grid system of area source emissions, the
solution for the concentration in any grid square could be written analytically on
a single line.

The ATDL urban dispersion model was most frequently applied to calculations
of annual averages, which depend on the distribution of area source strengths
and the wind direction rose. Gifford and Hanna [4] found that, for fairly evenly
distributed source emissions across an urban grid network, the ATDL model could
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be even further simplified to C D AQao/u, where A is a dimensionless “constant”,
Qao(g m�2 s�1) is the average area source strength and u (m s� 1) is the average wind
speed in the urban surface layer. Comparisons with PM, CO, and SO2 observations
from several cities led to a determination that A D 200 best fit the observations for
neutral conditions and for average annual conditions.

54.3 The HPDM Urban Meteorological Preprocessor

The Hybrid Plume Dispersion Model (HPDM) was developed under EPRI sponsor-
ship during the period from about 1985 to 1995. HPDM was intended for plumes
from industrial stacks. Many of the scientific modules in HPDM became incorpo-
rated into AERMOD, the US EPA’s current recommended model for industrial point
sources. In the early 1990’s, after data became available from the tracer study at the
Indianapolis Power and Light power plant stack, which was located on the edge of
the Indianapolis urban area, we modified the HPDM meteorological preprocessor
to account for urban effects such as increased roughness and anthropogenic heat
fluxes [10]. Like AERMOD, HPDM does not use the Pasquill ¢y and ¢z curves
and stability classification scheme. Instead, HPDM and AERMOD estimate u*
and L using Monin-Obukhov similarity theory, from which turbulence intensities,
Lagrangian time scales, and dispersion parameters ¢y and ¢z can be calculated. For
a given sun’s intensity and geostrophic wind speed, over the urban area the wind
speed near the surface is less, the friction velocity u* is greater, the sensible heat
flux Hs at night is of smaller magnitude or even slightly positive, and the magnitude
of L is much greater than in the surrounding rural area.

Although the meteorological preprocessor can make use of observations of u, ¢v

and ¢w from several levels on a tower, most of the time only a wind observation is
available at a single height. Also, a measure of cloudiness is usually available. Land-
use information is used to estimate surface roughness, zo, Bowen Ratio, and albedo.
Just from the larger zo over an urban area, the calculated u* (and ¢v and ¢w) will be
larger, as well as the calculated mixing depth. Being proportional to u*3, L will also
be larger (i.e., closer to neutrality) over the urban area. Urban HPDM also prescribed
a “minimum L magnitude D 3hb” over the urban surface with average building
height, hb. This was based on the rationale that the magnitude of L is proportional
to the depth dominated by mechanical mixing. Hanna and Chang [10] demonstrated
that the urban version of HPDM provided good agreement in predicted u*, ¢v and
¢w, and concentrations in Indianapolis and in other cities such as St. Louis.

54.4 Revised Simple Urban Dispersion Model

A resurgence of interest in urban dispersion occurred in the late 1990s and continues
to the present time. This is fueled by air quality concerns (e.g., impacts of PM and
NOx from traffic sources on urban populations) as well as national security concerns
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(e.g., impacts of releases of chem.-bio agents in busy downtown venues). Although
many scientists are using CFD models for these applications (see [9]), we felt that
simple models are likely to perform just as well when compared with the highly
variable urban field observations. We attempted to slightly revise the ATDL urban
dispersion model (Gaussian based), and also to investigate the performance of even
simpler formulas from dimensional analysis such as Cu/Q D A/x2.

54.4.1 Revisions to ATDL Gaussian-Based Urban
Dispersion Formula

Hanna et al. [8] and Hanna and Baja [6] describe a revised version of the decades-
old ATDL urban dispersion model. The model focuses on point sources and uses
dispersion coefficients, ¢y and ¢z, consistent with the so-called Briggs urban
formulas [1, 7], which were primarily based on observations from the St. Louis field
experiment involving tracer gas releases [13]. Venkatram [15] reanalyzed those data
from a modern vantage point and compared them with his recent observations and
updated theories. McElroy and Pooler [13] suggested that there may be an initial
¢yo and ¢zo of about 40 m, due to mixing around building obstacles and in street
canyons near the source. However, McElroy and Pooler [13] and Briggs [1] did not
use this initial value, perhaps because they felt that there were insufficient data close
to the source (the nearest samplers were 800 m away in St. Louis).

The latest version of the simple model used by Hanna and Baja [6] reincarnates
the initial ¢yo and ¢zo of 40 m assumption and tests it with data near the source.
The model is evaluated with the extensive tracer data from the Joint Urban 2003
(JU2003) and the Madison Square Garden 2005 (MSG05) field experiments, where
source releases and samplers were in built-up downtown areas with deep street
canyons and nearby tall buildings with heights exceeding 100 m.

Assume that the source is emitted at ground level, which is a valid assumption
even if the release height is as high as 10 m in an urban environment, because of the
large initial plume spread. Also assume that the receptor is located at z D 0, for the
same reason. The Gaussian formula can be written:

C=Q D �
1=
�
 u¢y¢z

��
exp

��y2=2¢y
2
�

x > 0 (54.1)

where C/Q has units s/m3, y is the lateral distance from the plume centerline
(assuming that the x axis has been lined up along the plume axis), and the wind
speed, u, is the averaged wind speed for the plume as it is transported in the urban
canopy.

The standard deviations are assumed to be made up of two parts, an initial ¢o

due to the mixing in the street canyons at the source location, and a turbulent ¢ t due
to the usual ambient turbulence, which exists over all types of terrain. The initial
¢yo D ¢zo D 40 m is based on McElroy and Pooler [13] and also appear to be valid



54 A 40-Year History of a Simple Urban Dispersion Model and Its Evaluation 333

at JU2003 and MSG05. It is assumed that in downtown urban areas, ¢y D ¢z. We
then have the following formula:

¢y D ¢z D ¢yo C ¢yt D 40 m C Bx (54.2)

The parameter (or “constant”) B equals 0.25 in Briggs’ urban sigma formulas
for neutral conditions. The stability is assumed nearly neutral during the daytime in
built-up downtown areas. Large mechanical mixing is expected in the urban canopy,
as confirmed by observations of JU2003 and MSG05 heat fluxes and Monin length,
L, reported by Hanna et al. [11]. At night, the stabilities are on the stable side of
neutral, thus suggesting that the Briggs’ [1] slightly stable value of B D 0.08 be
used. The linear relation in Eq. (54.2) is valid only at short distances, x, less than
about 1 or 2 km from the source.

It is implied that the cloud of material initially spreads out into a hemispherical
shape around the source area. Thus there is material dispersing even in the upwind
direction (at x < 0.0), as confirmed by JU2003, MSG05, and MID05 observations.
This can be handled by the following correction for x < 0 where the along wind ¢xo

is assumed to also equal 40 m.

C=Q D �
1=
�
 u¢yo¢zo

��
exp

��y2=2¢yo
2
�

exp
��x2=2¢xo

2
�

x < 0 (54.3)

The simple urban model described above assumes that there is large initial
mixing due to the influence of recirculating wakes and street canyon vortices caused
by several buildings. Thus the model is most valid after the plume has passed around
and/or over several buildings. It can be hypothesized that a downwind distance
equal roughly to the average building height is necessary for this initial mixing to
take place. Thus in comparisons with JU2003 and MSG05 data, the above model
is assumed valid for downwind distances greater than about 50 or100 m. This
parameter can also be varied in sensitivity studies.

For samplers at distances from the source less than about 50 or 100 m, or when
the line-of-sight is unobstructed between the release point and the sampler, it is
assumed that the plume remains in the initial street canyon or courtyard and travels
more or less unimpeded without being extensively mixed laterally by the multiple
large buildings. In this case, we assume that the initial dispersion (¢yo D ¢zo D ¢xo)
is smaller. A value of 10 m is assumed, but this is also subject to sensitivity analyses.
The turbulent dispersion (i.e., 0.08� or 0.25�) remains the same.

An estimate of the urban wind speed is needed. Hanna et al. [11] show that the
average magnitude of the street-level wind speed is about 2 m/s during JU2003 and
MSG05.

Because of the initial plume size ¢o assumed at x D 0.0, the Cu/Q solution in Eq.
(54.1) becomes independent of x near the source, approaching about 0.0002 m�2

(for ¢o D 40 m) or about 0.003 m�2 (for ¢o D 10 m) as x approaches 0.0 during both
day and night. These limits were verified using observations at receptors within
about 100 m of the source during JU2003, MSG05 and MID05.
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Fig. 54.1 Simple urban model predicted versus observed C/Q (�s/m3) for arc maximum 30-min
average concentrations per trial for daytime JU2003 IOPs (3, 4, and 6)

Figures 54.1 and 54.2 contain scatter plots of the above simple urban model
and of the DTRA HPAC UDM/MM5 model predictions, respectively, versus
observations for the daytime tracer trials at JU2003. HPAC UDM/MM5 is DTRA’s
operational model and is based on the SCIPUFF Lagrangian puff dispersion model,
with meteorological inputs from the MM5 mesoscale meteorological model. It is
evident to the eye that there is little difference in performance between the simple
model and the more complex model.

54.4.2 Simple Scaling Relation

In Sect. 54.1, it was stated that a simplified version of the ATDL urban model
was found to provide a reasonable estimate of annual average concentrations in
urban areas when emissions from area sources are dominant and are widespread.
That is C D AQa/u, where Qa is area source strength and A is a dimensionless



54 A 40-Year History of a Simple Urban Dispersion Model and Its Evaluation 335

Fig. 54.2 HPAC UDM/MM5 predicted versus observed C/Q (�s/m3) for arc maximum 30-min
average concentrations per trial for daytime JU2003 IOPs (3, 4, and 6)

constant that depends somewhat on city size. 30 years later, Britter and Hanna [2]
suggested a slightly different dimensionless relation for point sources in urban areas
based on analyses of the London DAPPLE field and wind tunnel data (e.g., [14]):
C D DQ/(ux2), valid for x < 50 hb, where hb is average building height, and u is
the average urban canopy wind speed. The concentration, C, is assumed to be the
maximum on the plume centerline at the distance, x. Neutral conditions are assumed
in the downtown area and the “constant”, D, is said to be of order 10. Hanna et al.
[11] use the observations at JU2003 and MSG05 and MID05 to “tune” this scaling
relation (e.g., see Fig. 54.3) so that the following formulas are valid, at downwind
distances less than about 1 or 2 km:

C D 4Q=
�
ux2

�
daytime (54.4)

C D 10Q=
�
ux2

�
nighttime (54.5)
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Fig. 54.3 Summary plot of observed Cu/Q versus x for daytime trials during JU2003 at Oklahoma
City (OKC), and averaged over all PFT tracers and release trials for MSG05. C is the maximum
30-min averaged concentration observed along a cross-wind arc of monitors at a given downwind
distance, x. The line given by Cu/Q D 4/x2 is drawn

These solutions can be compared with the asymptotic limits for Eq. (54.1). On
the plume centerline (y D z D 0.0) at large downwind distances, x, during the day,
the Gaussian solution in Eq. (54.1) approaches the limit C/Q D 5.1/(ux2), which is
close to (about 25 % larger than) the relation observed at JU2003 and MSG05 and
listed in Eq. (54.4).

54.5 Further Comments

Why does a simple urban dispersion model perform just as well as much more
complex and detailed models such as CFD models or the DTRA HPAC/UDM model
system? The answer can be seen when the observed concentration distributions in
space are plotted for the JU2003, MSG05, and MID05 tracer experiments. In all
experiment trials, the observed distribution is broad (i.e., it is not a narrow plume),
with the plume initially spreading overran angle of 100ı or so and continuing to
cover a wide area at larger distances. Similarly, the samplers at building rooftops
indicate that there has been rapid vertical dispersion. The large turbulence intensities
in the very rough urban area contribute to this large spread. Thus it is “easy” for a
simple dispersion model to capture this broad plume.
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Additionally, there are many causes of large natural variability or randomness in
urban areas. Turbulence intensities are on the order of unity for wind speeds of 1 or
2 m/s. Slow meanders of the incoming flow can cause the local plume to first follow
a certain street orientation, but then shift to a street orientation perpendicular to the
first. Thus there are large natural fluctuations in concentration, too, that can not be
directly accounted for by any modeling system, including CFD models.

Because of the fundamental natural uncertainty in urban boundary layer turbu-
lence and dispersion, the models are up against a “minimum RMSE” that “can’t be
beat”. For example, once a pair of dispersion models are able to produce a relative
mean bias less than about 50 % and a relative RMSE less than about unity, there is no
more significant improvement possible. Thus the performance measures for the two
models cannot be shown to be significantly different at the 95 % confidence level.
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Questions and Answers

Questioner Name: Luca Delle Monache

Q: In your talk you mentioned that there may be an “error threshold”, below which
it may be difficult to go with any modeling approach, because of the intrinsic
limited predictability of the phenomena we are trying to model. My question is:
Can we come up with an estimate of such an error threshold, either theoretical
or empirical? You suggested some values for wind speed (about 1 m/s) and
other variables, based on your experience over the years. A discussion on how
we could estimate this threshold from a theoretical point of view perhaps could
enrich your paper.

A: Our models cannot satisfactorily account for the full spectrum of atmospheric
motions. There is inherent or natural uncertainty (random variability) at all time
and distance scales. Consequently, observed time series of, say, wind speed
or pollutant concentration exhibit more fluctuations than model-predicted time
series. I do not know how this inherent uncertainty can be estimated from
a theoretical point of view. The basic uncertainty (error threshold) numbers
that I quote are based more on empirical evidence than theory. However, it is
important to base these empirical numbers on as large a set of modeling studies
and evaluations with field data as possible.

Questioner Name: Clemens Mensink

Q: If you would be able to spend another one million dollars by means of a two
page proposal (as you managed to do 40 years ago : : : ), what would be in that
proposal? In other words: according to your expertise and experience, where
should we focus on in the (near) future?

A: As I mentioned in my presentation, our proposals to the US Department of
Energy (DOE) in the 1970s were quite general, so my answer will also be
general. Keeping to the topic area of dispersion within urban metropolitan
areas, I would focus on study of vertical profiles of turbulence and Lagrangian
time scales in the layer from the ground surface to several times the mean
building height. Also, it is important to determine the horizontal variation of
boundary layer variables and hence dispersion as a plume is transported across
the variable urban surface, from the suburbs to the commercial area to the dense
residential area to the built-up downtown, and out of the city on the other side. A
challenge is to decide the optimum averaging distance for defining urban surface
characteristics (e.g., street, bock, or neighborhood).

Questioner Name: Stefano Galmarini

Q: Can I interpret your conclusions in the sense that, in complex urban condition,
there are few regulating features and any effort to pursue the details is futile,
and in principle not as cost/effective as a simple solution?
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A: Yes, that is one interpretation. The bottom line is that there is so much
natural variability in urban areas that it is difficult to demonstrate statistically-
significant differences in performance measures for two dispersion models, once
the models have managed to remove any large mean bias and have avoided
obvious outliers.

Questioner Name: Sylvia Trini-Castelli

Q: About random variability and uncertainty: They are not uniquely related to
urban canopy conditions, but they characterize the atmospheric processes
themselves. In your opinion, should the modeling community spend more effort
investigating and addressing uncertainties? Are you aware of specific studies in
this direction?

A: Yes, estimates of the expected uncertainties are needed. These can be obtained
from a combination of field experiments and theoretical analysis. SCIPUFF is
an example of a dispersion model that can make use of inputs of mesoscale
variabilities. It originally included a parameterization of this component (a
function of the length scale of mesoscale motions and an estimate of the variance
of the mesoscale speed variations in time and space), but recently has added
a new methodology based on parameterizations of ensembles of mesoscale
meteorological model runs.



Chapter 55
Assessment of the Effect of Multiscale
Interactions on the Atmospheric Flow
and the Dispersion of Air Pollution
in the City of Paris

Ph. Barmpas, G. Tsegas, I. Douros, N. Moussiopoulos, and V. Akylas

Abstract Interactions between different spatial and temporal scales play a major
role in determining the flow structure over the urban canopy in densely built
agglomerations. The intense surface in-homogeneities result in the generation of
additional terms in the turbulent transport within the urban atmospheric boundary
layer (ABL), which in effect generate equally intense temporal in-homogeneities.
Aiming to address the limitations which arise as a result of physical disparities
between the scales involved, a novel two-way scheme has been developed within
the frame of the EU MEGAPOLI project to couple the mesoscale model MEMO
and the microscale model MIMO, utilising a collection of interpolating metamodels.
The methodology developed was employed for assessing the effects of multiscale
interactions on turbulent transport in the city of Paris using the MARS-aero model,
and was validated based on comparisons with monitoring measurements. Simulation
results reveal an improvement of the prediction skill over non-coupled models in
accurately resolving scale interactions on the atmospheric flow within the urban
ABL.

55.1 Introduction

Interactions between different spatial and temporal scales play a major role in
determining the flow structure over the urban canopy in densely built agglom-
erations. Recent efforts to resolve obstacle-induced influences on the mesoscale
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structure of the urban atmospheric boundary layer (UABL) have been reviewed
by Schlünzen et al. [4]. Aiming to address the limitations which arise as a result
of the physical disparities between the different scales involved, a novel two-
way scheme has been proposed within the frame of the EU MEGAPOLI [2]
project for coupling the mesoscale model MEMO [3] and the microscale model
MIMO [1], utilising a collection of multi-dimensional interpolating metamodels.
The coupled MEMO-MIMO system was used to simulate meteorological fields
over the Greater Paris Area during a 12-day wintertime case from 12 to 23 January
2010. The performance of the coupled system was further evaluated by introducing
the calculated meteorological fields as driving meteorological input for dispersion
calculations using the Eulerian chemical dispersion model MARS-aero.

55.2 Methodology

The metamodel can be viewed as an interpolation scheme: for any state of the
“input” condition vector x D (uin1,2, ˛in1,2, Ein1,2) the corresponding “output” state
vector y D (uout1,2, ˛out1,2, Eout1,2) is calculated, with the two vectors consisting of
the wind speed (u), wind direction (a) and turbulent kinetic energy (E) vertical
profiles, averaged over the two inflow and outflow lateral boundaries of a given
microscale computational domain. For each metamodel, a calibration set of input
and output states (xk, yk), k D 1. Ncal has to be determined by explicitly simulating
Ncal microscale cases during a initialisation-calibration stage. In the coupling stage,
forcing terms provided by each calibrated metamodel are numerically introduced
in the discretised mesoscale fields by means of Newtonian relaxation, while a
dimensionless coupling coefficient g adjusts the relative strength of the Newtonian
forcing. Details of the methodology can be found in Tsegas et al. [6].

55.3 Application: The MEGAPOLI Paris Case

55.3.1 Case Setup and Input Data

In the frame of the MEGAPOLI project, Paris was assigned as the target mega-
city. An urban structure database was created using optical images, digital maps and
Synthetic Aperture Radar (SAR) interferometry for an area of Paris of 6 � 3 km2

with the centre of the area being the Place d’ Italie, Southeast of the city hub.
Sievinen et al. [5] have prepared a set of digital elevation maps (DEMs) covering an
extended central area in Paris (shown in white in Fig. 55.1c).
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Fig. 55.1 The coarse (a) and fine (b) Paris mesoscale domains, and the three areas of microscale
application (c)

55.3.2 Microscale Calculations

Based on previous urban studies, in order to account for the microscale effects on
the UABL, depending on the size and the degree of the surface in-homogeneities
of the city under investigation, it is normally enough to consider a finite number of
characteristic city sectors. For the needs of the present study, three such sectors in
the centre of Paris were considered, each one with an approximate size of 3 � 3 km2,
whose borders are shown by the filled polygons in Fig. 55.1c. A total of48 Unsteady
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Reynolds Averaged Navier Stokes (URANS) simulations were performed, 16 for
each one of the three sectors covering a period of 4 days, with each individual
simulation corresponding to a period of 6 h.

Microscale calculation results predict a substantial increase of Turbulent Kinetic
Energy (TKE) downstream of the sector, with a corresponding decrease within the
street, in accordance with Tsegas et al. [6].

55.3.3 Coupled Mesoscale-Microscale Calculations

For the mesoscale calculations two concentric computational grids were defined in
a nested configuration: a coarse grid with an extent of 300 � 300 km2 and resolution
of 5 km (Fig. 55.1a) and a fine grid extending to 50 � 50 km2 with a resolution of
500 m (Fig. 55.1b), covering the central areas of Paris. Initial and lateral boundary
conditions for the outer mesoscale grid were obtained from meteorological sounding
data. Model calculations were performed under three different configurations: (a)
standard MEMO runs; (b) MEMO coupled with MIMO using a coupling coefficient
of g D 10�2; and (c) the coupled configuration with g D 10�3.

The performance of the mesoscale model was evaluated by comparing calculated
quantities to measurements of meteorological parameters at 18 locations in and
around the Paris area during the simulation period. In Fig. 55.2, the Index of
Agreement (IA) of the surface temperature and wind calculated using the standard
mesoscale and coupled configurations is shown for the station locations. In most
cases the g D 10�2 coupled configuration is achieving the highest scores.

55.3.4 Pollutant Dispersion Calculations

The performance of the coupled system was further evaluated by using the
calculated meteorological fields for driving pollutant dispersion calculations with
the Eulerian chemical dispersion model MARS-aero. Two sets of dispersion
calculations were evaluated on the basis of monitoring data, one driven by the
stand-alone MEMO meteorological fields and the other using fields calculated by
the coupled system with g D 10�2, respectively. The size and configuration of the
calculation grid was kept identical to those of the meteorological model while the
required gridded emission data for Paris were provided by AirParif in the framework
of the MEGAPOLI project.

A comparison of the calculated concentration time series with monitoring data
indicates that the coupled model as a meteorological driver results in improved
bias at most of the station locations, irrespective of the bias sign. The improvement
appears more significant for photochemically active pollutants like ozone and NO2,
less so for PM10 and PM2.5. An improved correlation is also observed for SO2

at several stations, indicating the ability of the coupled model to better reproduce
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Fig. 55.2 Index of Agreement (IA) between calculated and observed time series of temperature
(a), wind speed (b) and wind direction (c)

the development and dispersion of the wintertime city plume under variable wind
conditions. In Fig. 55.3, two indicative cases of the observed improvements are
illustrated.

55.4 Conclusions

A novel two-way coupling scheme between the mesoscale model MEMO and the
microscale model MIMO has been applied for assessing the effects of multiscale
interactions on the turbulent transport in the city of Paris, over a multi-day
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Fig. 55.3 Calculated and observed time series of NO2 at the Lognes monitoring station (left), and
of SO2 at the Ivry-sur-Seine monitoring station (right)

wintertime period. Validation of the coupled system using monitoring measure-
ments indicates an overall improvement of the model predictive skill compared to
mesoscale calculations that use standard urban canopy parameterisations.
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Questions and Answers

Questioner Name: Gabriele Curci

Q: Can you add more detail on the meta-model used for meso- to micro-scale
coupling?

A: The metamodelling formulation has been previously described in more detail
in Tsegas et al. [6]. The essential forcing terms are introduced back into the
mesoscale equations using Newtonian relaxation, followed by a correction step
for ensuring overall mass conservation.

Questioner Name: Steve Hanna

Q: Have you compared the results of your model of Paris with the results of the
MICROSWIFT-SPRAY model application to Paris, which have been recently
extensively described in presentations at other conferences?

A: We are aware of the very interesting work presented by the MICROSWIFT-
SPRAY group, but we have not yet attempted any validation or cross-
comparison with their results. Certainly, the availability of high-resolution
measurements performed in the framework of this project offers the possibility
of validating our model at a scale previously unavailable.

Questioner Name: Heinke Schlünzen

Q: Are thermal effects taken into consideration in your model?
A: Thermal effects are obviously taken into consideration in the mesoscale model

(MEMO), including a parameterisation of anthropogenic heating and radiation
trapping in the urban canopy. Our microscale model (MIMO) does support the
calculation of thermal effects from urban structures but these terms were not
explicitly taken into account in the Paris calculations.

Questioner Name: Greg Yarwood

Q: Does the coupling between models conserve the mass of trace species?
A: Our implementation of Newtonian relaxation should ensure mass conservation

at all scales, however this has not yet been numerically tested. The mesoscale
and microscale models include modules for dispersion of inert species, so this
would be relatively straightforward to check.



Chapter 56
PAHs Modelling over Urban Area of Rome:
Integration of Models Results
with Experimental Data

Claudio Gariazzo, Camillo Silibello, Sandro Finardi, Paola Radice,
Alessio D’Allura, Monica Gherardi, and Angelo Cecinato

Abstract The identification and quantification of population exposure of children
and elderly people to PAHs in urban areas are the major goals of the EXPAH
LIFEC Project (www.ispesl.it/expah). To reach these objectives an integrated
approach, based on measurements and modeling techniques, has been set up
to preliminarily reconstruct PAHs levels in the Rome metropolitan area. Field
campaigns of particulate PAHs and PM2.5 have been performed in different sites and
microenvironments from December 2011 to July 2012. These data were essential to
evaluate and integrate results of the Flexible Air quality Regional Model (FARM)
that has been run from June 2011 to May 2012. PAHs modeled concentrations
are presented for the city of Rome as well as a comparison with observations.
Capabilities and limits in modeling PAHs in urban areas are then discussed.

56.1 Introduction

Polycyclic Aromatic Hydrocarbons (PAHs) are a class of complex organic
chemicals of increasing concern for their occurrence in the environment, produced
by the incomplete combustion of organic material. PAHs can be found in the
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atmosphere in both gaseous and particulate forms. The best known PAH is
the benzo[a]pyrene (B[a]P). DNA damage induced by PAHs exposure was
demonstrated by different authors (e.g. [8]). PAHs are emitted by many sources,
including motor vehicles, domestic burning of coal and wood, power generation
via combustion and waste processing. In highly urbanized areas the sources are
almost exclusively anthropogenic: domestic heating and mobile (vehicles) sources
[7]. Population living in urban areas, where elevated levels are typically found (in
the range of ng m�3), have a significant risk to contract lung, skin, and bladder
cancers due to the exposure to these pollutants. The identification and quantification
of population exposure of children and elderly people to PAHs in urban areas are
the major goals of the EXPAH LIFEC Project (www.ispesl.it/expah). To reach
these objectives an integrated approach, based on measurements and modeling
techniques, has been set up to preliminarily reconstruct PAHs levels in the Rome
metropolitan area. In this paper PAHs modeled concentrations are presented for the
city of Rome as well as a comparison with observations.

56.2 Material and Methods

56.2.1 Inclusion of PAHs Processes in FARM Model

The Atmospheric Modelling System (AMS) used to reconstruct PAHs levels is
based on FARM (Flexible Air quality Regional Model; [4]), a three-dimensional
Eulerian chemical-transport model that accounts for the transport, chemical
conversion and deposition of atmospheric pollutants. Among PAHs, four indicator
compounds, considered by the UNECE Protocol on POPs on the basis of
their low volatility combined to their carcinogenicity, have been included
in the model: namely benzo(a)pyrene (B[a]P), benzo(b)fluoranthene (B[b]F),
benzo(k)fluoranthene (B[k]F) and indeno(1,2,3-cd)pyrene (I_P). The SAPRC-99
gas-phase chemical mechanism and the modal AERO3 aerosol module (U.S. EPA
CMAQ modeling system), have been consequently updated in order to include the
PAHs reactions with hydroxyl radical [5] and their partitioning between gas and
aerosol phases following the approach suggested by Aulinger et al. [1].

56.2.2 Study Area and PAHs Emission Inventory

Rome, one of the greatest urbanized cities of the Mediterranean area with an
extension of 1,290 km2 and about three million inhabitants, has been selected as a
target site for a detailed study of population exposure of children and elderly people

www.ispesl.it/expah
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to PAHs. The air pollution in the city is mainly characterized by high levels of NO2,
O3 and PM10. Several studies have reported severe health effects due to air pollution
in this urban area [3]. In order to estimate PAHs levels over this area, FARM
has been applied to two nested domains: a larger domain including Lazio Region
(61 � 51 grid cells with an horizontal resolution of 4 km) and the target domain
including Rome metropolitan area (60 � 60 cells with an horizontal resolution of
1 km). Emission data have been derived from the Lazio Region inventory and from
the reference national emission inventory ISPRA2005. The latter has been used
to assign emission data to surrounding regions included in the larger domain and
has been updated to the year 2009, coherently with the regional inventory, using
historical trends. Details about the PAHs emission inventory can be found in a
proper EXPAH technical report [6]. Spatial disaggregation, time modulation and
speciation (for PAHs, VOCs and PM) of emission data were made according to
thematic layers (e.g. EU CORINE Land Cover), typical trends (yearly, monthly and
daily) and speciation profiles depending on SNAP source classification. The analysis
of PAHs emissions over Lazio Region, Rome Province and Rome Municipality
evidences that residential heating represents by far the major source accounting
for 73 % (which corresponds to 4,389 kg/year), 86 % (3,086 kg/year) and 92 %
(2,010 kg/year), respectively. Waste treatment contribution is the second main
contribution with 22 % of emissions over the Region (1,310 kg/year), 9 % over
the province (334 kg/year) and 3 % over Rome municipality (64 kg/year). Road
transport contributes to PAHs emissions in the 3–4 % range over these areas. PAHs
emissions have been also compared with the European scale inventory developed by
TNO evidencing the significant uncertainty affecting these data that can generally
be considered larger than that associated to the other pollutants.

56.2.3 PAHs Monitoring Field Campaigns

Experimental campaigns have been performed in the frame of EXPAH project with
the aim to measure PAHs and PM2.5 at different living/working microenvironments
in Rome. PM2.5 was sampled, on a daily basis, at low volume conditions using
PTFE filters, and then analysed for higher carcinogenic PAH contents by means
of gas chromatography/mass spectrometry, using 5 days aggregated sampled filters
to increase signal-noise ratio. Two seasonal in-field campaigns (summer (May–
July 2012) and winter-spring (December 2011–March 2012)) have been performed
by sampling both indoor and outdoor living/working microenvironments. During
each seasonal campaign, 20 living environments have been monitored among
houses, schools, offices and transport vehicles. In winter-spring in-field campaign,
B[a]P outdoor levels ranged from 1.4 to 2.0 ng/m3, while target PAHs ranged
8.4 � 13.2 ng/m3. At summer lower levels have been measured: the ambient air
B[a]P ranged from 0.06 to 0.19 ng/m3, while PAHs ranged 0.62 � 1.52 ng/m3.
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56.3 Results and Discussion

The simulation period lasted from June 2011 to May 2012 including almost
all EXPAH experimental campaigns. Meteorological fields needed by FARM
have been reconstructed by the limited area non-hydrostatic weather prediction
model RAMS driven by ECMWF analyses. Measured data collected during the
experimental campaigns permitted to evaluate the performance of the modeling
system during different periods of the year. The comparison between observed and
predicted PAHs concentrations has evidenced the capability of the modeling system
to reconstruct PAHs concentration levels over Rome conurbation and to describe
their seasonal variation (see Fig. 56.1). Nonetheless, an overestimation of observed
concentrations was identified during colder periods probably determined by: (1) the
large uncertainty affecting PAHs emission estimates from the house heating sector
due to the significant emission factors variations depending on the fuel burned; (2)
difficulties in distributing emissions within the urban texture.

To reduce model uncertainty and obtain more reliable gridded pollution fields for
further epidemiological studies, two approaches, based on “data fusion” techniques
and on a simplified method have been used. The former combines background
concentration fields with observed information using Successive Correction Method
(SCM) [2]. The latter consists in multiplying daily PAHs concentrations by a
correction factor computed as the ratio between observed and predicted monthly
average concentrations (fc). In Table 56.1, the statistical analysis for B[a]P is
presented, confirming the capability of the adopted approaches to improve model
result.

Fig. 56.1 Observed and computed PAHs concentrations during summer (SU: August, 2–7, 2011)
and winter (WI: January, 16–20, 2012) at monitoring sites (x-axis) operating during EXPAH field
campaigns
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Table 56.1 Statistical analysis of simulated yearly averaged B[a]P concentrations over
Rome

Run IOA (1) R (1) FAC2 (100 %) MFE (0 %) RMSE (0 ng m�3)

Base case 0.59 0.67 44.4 79.3 1.45
Data fusion 0.95 0.83 93.0 25.1 0.20
fc 0.79 0.67 80.7 39.3 0.35

Bold values in parenthesis are referred to ideal values of the considered metrics

Nevertheless, since EXPAH measurement field campaigns did not cover the
whole modeled year and PAHs are not routinely measured at the stations of the
local monitoring network, the data fusion approach could not be used to reduce
predicted concentrations bias along the simulated year. So the “fc” approach has
been considered to provide more realistic concentration fields.

56.4 Conclusions

The upgraded version of FARM model, including PAHs chemistry, has been
applied to Rome metropolitan area (1 km resolution) from June 2011 to May
2012 (1 year run). This application represents one of the earlier high resolution
simulations performed over one of the mostly significant urban area in Europe.
PAHs results evidenced the capability of the modeling system to reconstruct their
levels over Rome conurbation and to describe their seasonal variation. However,
since an overestimation of observed values has been identified during colder periods,
possibly due to inaccuracies in the PAHs emission inventory, a simplified approach,
consisting in multiplying predicted concentrations by a monthly correction factor,
has been adopted to reduce PAHs concentrations bias. This correction provided
an improvement of model results confirmed by the statistical analysis. Results
addresses for an improvement of PAHs emission inventory and its speciation.
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Questions and Answers

Questioner Name: Johanner Bieser

Q. As your only degradation reaction is a gas-phase reaction with OH, my question
is whether this reaction takes place in your model at all?

A. Yes, the fraction of PAHs in the gas-phase is not homogeneous within the
studied area. Outside Rome urban area is higher and not negligible. So we can
confirm that gas-phase with OH take actually place;

Q. In your model in what percentage are B[a]P, B[h]F, B[k]F in the gas-phase?
A. The four PAHs are distributed in the gas-phase as follows: B[a]P about 50–60 %,

B[k]F about 20–30 %; B[b]F about 15–25 %. Indeno-Pyrene is negligible;
Q. Are your primary emissions gaseous or particulate?
A. Primary emissions of PAHs are in the gas-phase.

Questioner Name: Armin Aulinger

Q. Do you plan to include degradation of particulate PAHs, because it is the major
degradation path of PAHs and it could explain overestimations?

A. Yes, we plan to integrate degradation processes of particulate PAHs. Preliminary
results considering O3 degradation confirm the relevance of these processes.
However we think inaccuracies in the PAHs emission inventory is the main
reason of the PAHs overestimation in winter, as the latter is not observed at
summer time with the same extent when ozone reaches maximum values.

http://www.ispesl.it/expah/documenti/R2012-05_ARIANET_EXPAH_A4.3-4_final.pdf
http://www.ispesl.it/expah/documenti/R2012-05_ARIANET_EXPAH_A4.3-4_final.pdf


Chapter 57
Modelling the Effects of Urban Morphology,
Traffic and Pedestrian Dynamics on Students’
Exposure to Air Pollution

Jorge Humberto Amorim, Joana Valente, Cláudia Pimentel, Pedro Cascão,
Vera Rodrigues, Ana Isabel Miranda, and Carlos Borrego

Abstract The United Nations Environment Programme stated that the human
exposure to air pollutants primarily emitted by road traffic is associated to nearly 0.8
million premature deaths annually, especially in sensitive groups such as children.
This paper evaluates the individual exposure of students in a Portuguese town
accounting for their walk to school and the time spent in the classroom. The
analysis was carried out for 8 hypothetical walking routes that were tracked and
profiled with a GPS. Ambient air pollutant concentrations of CO and PM10 were
simulated with a Computational Fluid Dynamics (CFD) model, while indoor air
pollutant levels were estimated for different classrooms using the simulated outdoor
concentrations and a mass transfer approach. Results show that the individual
exposure of pedestrians in a city is extremely spatially dependent, as a consequence
of air pollutant dispersion patterns, leading to significant disparities between the
children’s exposure. A tendency between the orientation of classroom’s façade and
resulting exposure was not found, but in the case of the outdoor exposure the
children coming from N and NE have the highest values. The variability of the
estimated exposure values shows the magnitude of the error that can be committed
when using a single value of air quality as a surrogate of air pollution exposure. This
problem can be overcome by using building-resolving CFD models that provide an
accurate and detailed understanding of how human behaviour and habits can affect
the exposure of urban citizens and ultimately their health.
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57.1 Introduction

Air pollution is the environmental factor with the highest impact on health in Europe
and is responsible for the largest burden of environment-related diseases [6]. Since
the 1990s numerous studies have demonstrated the association between the outdoor
air pollutants concentration and the occurrence of health related problems (e.g., [7]).
In particular, some authors (e.g., [4]) have found associations between exposure
to traffic and adverse health effects, such as hypertension, myocardial infarction,
stroke, atherosclerosis, heart disease and mortality. Most studies on health effects
of traffic exposure mostly rely on associations between hospital records and data
from air quality monitoring stations, considered as representative of exposure in a
specific geographical area. Due to the limited spatial representativeness and high
cost of exposure measurements, the use of building-resolving air quality models is
a reliable and useful tool.

57.2 Methodology

Personal exposure to CO and PM10 of 8 hypothetical children was calculated for
a typical school morning (from 8h30 to 13h30), including the time spent in the
classroom but also the exposure during the walk to school. The 3D fields of wind
and air pollutant concentration, and the resulting exposure, were calculated with a
local scale modelling system.

57.2.1 Study Area

The study domain, with 0.4 � 0.2 km2, is located at the centre of Aveiro town, in
Northwest Portugal. The selected area is predominantly residential with a school
where an urban traffic’ air quality monitoring station (AQS) from the national
Portuguese network is located at the front yard. In the definition of the virtual
domain, neighbouring buildings were assembled based on their configuration,
while trees were defined as blocks with a porosity proportional to their leaf area
density. Aiming to obtain a reasonable time profile for each route, the 8 pathways
were tracked using a GPS. Then, children were randomly distributed by different
classrooms, one in each façade of the building, as indicated in Fig. 57.1.

57.2.2 Air Quality and Exposure Modelling

Local scale air quality modelling was carried out using the Computational Fluid
Dynamics (CFD) model VADIS [1], a RANS prognostic model that produces the
turbulent 3D wind flow with a k-" turbulence closure coupled with the green canopy
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Fig. 57.1 Top view of the
virtual domain. Buildings are
shown as black boxes and tree
blocks as unfilled boxes. The
arrows indicate the different
walking routes. The grey
rectangle shows the school,
where the letters indicate the
classroom of the
corresponding children and
the star is the AQS.

module URVE [1] and a Lagrangian method for dispersion. For the calculation of
the outdoor exposure we have used the microenvironment approach from Hertel
et al. [3], while for the indoor exposure the method found in Guo [2] was applied,
as given by Eq. 57.1:

Eouti;c D Couti;xy � tc;xyI Eini;c D

�

Sr C pQi;r Couti;xy � Qi;rCini;r

Vr

	

� tc;r C Cini;r

�
� tc;r (57.1)

where Eouti,c (�g.m�3.h) is the outdoor exposure of children c over the time tc,xy that
was spent in a given location xy with a concentration of pollutant i equal to Couti,xy

(�g.m�3), Eini,c is the indoor exposure of children c over the time tc,r spent in room
r, Sr is the indoor emission rate (assumed as 0 �g.h�1), p is the penetration factor
(D1, following [5]), Qi,r is the ventilation rate of room r (D33 m3.h�1, which is
the average of ventilation data acquired in 9 Portuguese classrooms under the scope
of the SINPHONIE project), and Cini,r is the indoor concentration in the previous
time-step (�g.m�3). The output data produced by the modelling system are both
instant and mean exposure values.

57.3 Results and Discussion

Air quality simulations were done on an hourly basis for the period between 8 and
14 h on May 5th, 2004. Examples of concentration fields are shown in Fig. 57.2.
The comparison of model results against data collected at the AQS indicated a
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Fig. 57.2 Representation of hourly averaged PM10 concentration isolines (�g.m�3) in a 1.5 m
high horizontal plane. Buildings are shown as black rectangles and tree blocks were omitted for
simplification
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Fig. 57.3 Average values (bars) and standard deviation (lines) of individual exposure (�g.m�3.h)
to PM10 and CO for the 8 considered children, in the period from 8 to 14 h

very good performance according to the acceptance criteria defined by COST732
(NMSE: 0.07; correlation coefficient: 0.999; factor of two: 1.00). More details about
the air quality simulations can be found in Amorim et al. [1].

The time evolution of the spatial distribution of PM10 (as also for CO, not shown
in Fig. 57.2) indicates a strong synergy between the incoming wind direction, traffic
emissions and the characteristics and location of buildings and trees. In Fig. 57.3
the average and standard deviation of the resulting children’s exposure to PM10 and
CO is presented, including both the time spent walking from home to school and
inside the classroom.

The analysis shows a significant disparity between children’s average expo-
sure, which varies between 0.1 and 5.6 �g.m�3.h for PM10 and between 9 and
527 �g.m�3.h for CO. A tendency between the orientation of classroom’s façade
and resulting exposure was not found, but in the case of the outdoor exposure the
children coming from N and NE have the lowest values. The outdoor exposure
contribution for the total morning exposure varies significantly among the selected
children, from 0.03 to 23 % for PM10 and from 0.04 to 17 % for CO, despite the
fact that, in average, the time spent outdoors is only 1.2 % of the total. The purpose
of this paper was to evaluate the contribution of outdoor air pollution on exposure.
For this reason, the indoor emission of particles (mainly due to resuspension) was
neglected, which would have increased the exposure.
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57.4 Conclusions

This study shows, through a local scale modelling approach, that the individual
exposure of students in a city is extremely time and spatial dependent, as a
consequence of the complex wind flow and air pollutant dispersion patterns. From
the health point of view, these results suggest that even in a small domain a
significant error can potentially occur if a mean air quality value is used as a proxy
for the exposure of the individuals that use that specific microenvironment. This
problem can be overcome by using building-resolving CFD models that are able to
provide an accurate and highly detailed understanding of how human behaviour and
habits can affect the exposure of urban citizens and ultimately their health. In this
sense, modelling exposure studies can be of great importance in planning studies,
particularly in the case of environmentally sensitive buildings, such as schools and
hospitals.
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Questions and Answers

Questioner name: Jeremy Silver

Q: Have you considered the influence of which side of the street the subject walks
along?

A: The exact pathway of the student was considered by feeding the CFD model
with the trajectory (position versus time) given by the GPS. In that sense, it was
considered in which side of the street the individual was walking. Nevertheless,
we did not analyze the differences between the exposure of individuals making
the same pathway in opposite sides of the street.

Questioner name: Christof Gromke

Q: What explains the different characteristics (seen in the comparison of observa-
tions and modeling results) in the CO and PM10 concentrations?

A: In this work we have only considered as sources the traffic exhaust emissions.
Although traffic is the main source of air pollution in that specific area,
pollutants of other sources (e.g., the resuspension of PM10 caused by traffic
dynamics) are measured too. These other sources have distinct contributions for
the CO and PM10 concentrations in ambient air, which explain the different
characteristics shown in the graphs. Nevertheless, qualitatively both pollutants
follow similar trends. Also, the statistical comparison of simulation outputs
against observations led to similar results.

Questioner name: Roger Timmis

Q: Does your study take into account different respiration rates between walking
(outdoor) and sitting (indoor) students?

A: No, not in this particular study. The calculation of exposure does not take into
account respiration rates. To take those into account the inhaled dose has to be
calculated by multiplying exposure by respiration rate.

Q: When ventilating classrooms, can your model be used to advise which windows
should be open (or kept closed) in the different façades of the school building, in
order to minimize inflows of outdoor pollution into classrooms during different
wind directions?

A: This model uses a simple approach that considers the mass transfer with the
windows closed (we have the information from the school that they usually
don’t open windows). The suggested study could be done by using the estimated
mass transfer rates for open windows, and guidelines could be established taking
into account both the wind direction and the outdoor concentrations.



Chapter 58
LES of Advective and Turbulent Passive
Scalar Fluxes in a Street Intersection

Vladimir Fuka, Libor Kukačka, and Josef Brechler

Abstract The effect of varying complexity of idealized urban canopy on street
traffic generated air pollution is simulated using large eddy simulation. The
geometry is modeled as an approximation to typical city centers in Central Europe
and is also used for wind tunnel measurements. Four configurations have with
increasing complexity have been considered. In this paper we examine average
scalar concentrations and the scalar fluxes decomposed to the advective and
turbulent parts.

58.1 Introduction

The geometry of the streets and buildings in a city plays an important role in the
pollution dispersion [1]. Significant influence of building geometry was also shown
by computer simulation [8]. Kukačka et al. [4] presented detailed measurement of
advective scalar fluxes from a point source in an intersection with a pollution source
was and the quadrant analysis of vertical scalar fluxes in the same configuration
was introduced in [5], but the geometry in these studies was relatively simple.
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Fig. 58.1 The urban geometries used for the simulations: (a) A1 (b) A2 (c) B1 (d) B2. The height
of the medium building is 25 m. The origin of the coordinate system is shown by a cross of thin
lines. The thick line is the line source, which is placed on the y axis from points [0,�200,0] to
[0,200,0]. The wind flows in the x direction as shown by the arrows

This paper shows first results of the project, which aims to quantify the effect of
varying urban geometry complexity on turbulence and pollution dispersion using
both wind tunnel experiments and a numerical simulations. At this time, only small
amount of experimental results is available and therefore this paper concentrates
on simulation results, which will be used also as an aid for determining interesting
areas for detailed measurements.

58.1.1 Problem Geometry

We chose four types of geometry that will be denoted A1, A2, B1 and B2. The letter
indicates ground plan of the buildings which can be seen in Fig. 58.1. All buildings
in geometries with number 1 have the same height (25 m full-scale, 6.25 cm model
scale). For geometries with number 2 there are three heights of buildings (20, 25
and 30 m) placed pseudo-randomly in a periodically placed Template.

A line source of passive scalar is placed in the center of the main street as shown
in Fig. 58.1. The center of the line source is in the center of a main intersection Here
we consider only flow perpendicular to this street and to the line source.
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58.1.2 Numerical Model

We used our in-house numerical model CLMM (Charles University Large-eddy
Microscale Model) for presented computations [2]. The model uses large eddy
simulation (LES) for the turbulent flow and solves the incompressible Navier-Stokes
equations using the fractional step method.

The equations are discretized using the third order Runge-Kutta method and the
semi-implicit Crank-Nicolson method. In space it uses the finite volume method
on a uniform Cartesian grid. The spatial discretization of the fluxes is second order
central with the exception of the momentum advection, which is fourth order central
and scalar advection, which uses a third order positive method [3]. The nonlinear
terms are filtered with filter width equal to two cell widths [7]. The sigma subgrid
model [6] is used for computation of the subfilter (subgrid) scales.

58.2 Boundary Conditions

All current simulations were performed at the model scale (1:400) with a finite (1 m
long) line source to be as close to the wind tunnel experiment as possible. The
boundary conditions on horizontal domain boundaries were periodic. The flow was
driven by a constant pressure gradient. The top boundary was a zero stress (free-
slip) wall. The computational domain had dimensions 320 m � 560 m � 200 m for
geometry A and 320 m � 585 m � 200 m for geometry B. The resolution was 2 m in
all directions.

All concentration results were made non-dimensional using the formula

C � D C
UHL

Q
; (58.1)

where C* is the non-dimensional concentration, C is the real concentration, H is
the reference height 25 m, U is the reference velocity (average velocity above the
intersection with the line source center in the height 2H), L is the source length and
Q is the source intensity. Velocities were made non-dimensional by dividing by U.

58.3 Results

The pedestrian level (1.5 m) concentration in the center of the main road parallel
with the wind direction is plotted in Fig. 58.2a. The most distinctive feature of the
cases with varying building height (A2 and B2) is sharper decrease of concentration
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Fig. 58.2 The graphs of the concentrations at line y D 0 m and (a) z D 1.5 m (b) z D 10 m

to distance around 80 m (the next intersection). Unlike the homogenous cases, the
flow is asymmetric there, and the air is being mixed with the air from the other
street, not directly influenced by the source. Behind this local minimum the curve
is flat and approaches the curves of the homogenous cases. Case A1 has the highest
concentrations and case B2 has the lowest concentration for all distances shown.

Higher, at the height of 10 m (Fig. 58.2b) another interesting feature exists. Here
the air is the cleanest for case A1 up to the distance 90 m. It is because of a jet
of clean air from area before the source, which is much longer in this (artificially)
highly symmetric case.
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Table 58.1 The average scalar fluxes above the street with the
source at the height 20 m

Case <w*c*> 10�3 <w*><c*> 10�3 <w*’c*’> 10�3

A1 2.28 3.04 �0.77
A2 3.00 2.61 0.39
B1 5.17 4.80 0.38
B2 4.75 4.39 0.36

Finally, in Table 58.1 we present the average vertical scalar fluxes above the
street containing the source at the height of 20 m for all configurations. The fluxes
are averaged over the domain (�10 m, 10 m) � (�140 m, 140 m) � (20 m) for
geometries A and over (�12.5 m, 12.5 m) � (�210 m, 210 m) � (20 m).

58.4 Conclusions

First results of LES of air pollution dispersion in the idealized urban canopy with
four cases with different geometry complexity showed the influence of the geometry
on the dispersion. In most parts of the domain turbulent fluxes are smaller than
advective fluxes, but they cannot be neglected. The results of this study will be re-
evaluated after higher resolution runs, together with cases with different wind angles
and compared to the wind-tunnel measurements that are to be conducted soon.

Acknowledgments This work has been supported by the Grant Agency of the Charles University
under the grant no. 535412. The wind tunnel measurements for this project are performed in the
environmental wind tunnel of the Institute of Thermomechanics, AS CR.

References

1. Dabbert W, Hoydysh W, Schoring M, Yang F, Holynskyi O (1995) Dispersion modelling at
urban intersection. Sci Total Environ 169:93–102

2. Fuka V, Brechler J (2011) Large eddy simulation of the stable boundary layer. In: Fořt J, Fürst
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Questions and Answers

Questioner name: Christof Gromke

Q: Do your simulations substantiate that the more irregular the building arrange-
ment is, the lower the (average) concentrations in the street network are?

A: Our results seem to suggest this conclusion; however, we must be careful.
Especially in the simplest case, the regularity is artificial and does not exist
in reality. Also, the wind is never exactly aligned to the streets for a long time.
More wind directions have to be simulated.

Questioner name: Silvia Trini-Castelli

Q: Are you going to apply the same modelling system in the frame of Michelstadt
modelling exercise in COST Action ES1006?

A: Yes, the model CLMM is being actively used in COST ES1006. Especially for
the puff releases of hazardous substances LES offers possibility to assess the
variability of individual puffs, but only of limited number of them, due to long
computational times.



Chapter 59
Two-Phase Accidental Dense Gas Releases
Simulations with the Lagrangian Particle
Model Microspray

L. Mortarini, G. Tinarelli, S. Trini Castelli, G. Carlino, and D. Anfossi

Abstract In this work we simulated the Macdona (USA) chlorine railway accident
with the Lagrangian dispersion model MicroSpray, twice: firstly by using the
standard version and then by using a recently developed new two-phase module.
MicroSpray was coupled with the diagnostic MicroSwift model, which provides the
3-D wind field in presence of obstacles and orography, and was used to test the
two options. The results obtained in the two simulations, with and without the new
module, are presented and the differences are discussed.

59.1 Introduction

In order to model the atmospheric dispersion of accidentally released dense gases,
it is necessary to include algorithms accounting for the heat exchanges due to phase
changes. When using dispersion models two options are possible: (i) to calculate
source emissions rates by means of appropriate equations describing the two-phase
dynamics, (ii) to use “off-line” calculation of these inputs.

Here we compare these two options, by simulating the Macdona (USA) chlorine
railway accident [3] with the Lagrangian dispersion model MicroSpray. In the
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first run the standard dense-gas version was used, in the second one a recently
developed two-phase module was tested. In the standard version the negative
buoyancy effect is modeled coupling a modified set of Glendening et al. [2]
equations with the energy conservation and state equations. A system of differential
equations is solved for each stochastic particle to simultaneously evaluate the
dynamics and the thermodynamics of the plume. In the new module, the two-phase
dynamics is modeled accounting for the density effects and the thermodynamic
transformations, assuming homogeneous thermodynamic equilibrium at each time
step. After the initial flashing, the evolution of the liquid and vapor mass fraction
of the contaminant, of the water vapor and dry air is evaluated. Information on
the accident were taken from Hanna [3]. This yields the possibility or to start the
simulations with source emissions estimated by widely used models, or to calculate
the source emissions during the first stage of the simulation, when the contaminant
is still in its liquid phase.

MicroSpray [5] was driven by the diagnostic MicroSwift model [4], which
provides the 3-D wind field in presence of obstacles and orography, and it was used
to test the two options.

59.2 Model Description

In the standard MicroSpray version the flashing of the liquid is not accounted for
and an input source emission model is needed. The new version is able to deal with
two-phase releases (vapor–liquid), aerosol evaporation and latent heat processes in
the dispersing plume.

Immediately after the flashing the release is mostly vapor by volume and liquid
by mass. Therefore, dealing with the physics of the aerosols implies the introduction
of the liquid phase of the contaminant and, if necessary, of the water vapor entrained.
The entrainment of ambient air produces a decreasing of the partial pressure and
hence a cooling of the mixture below its boiling point and the condensation of
water. The total mass of each particle needs to be split in five contributing parts:
contaminant in vapor phase, contaminant in liquid phase, water in vapor phase,
water in liquid phase and dry air. Consequently, a mass conservation equation needs
to be written for each specie, contaminant, water and dry air. These equations
are coupled with three momenta conservation equations and with the energy
conservation equation (enthalpy balance). The horizontal momenta conservation
equations were modified, introducing a negative term that represents the drag force,
which strongly influences the dynamics of turbulent jets close to the source. The
liquid aerosol and vapor are taken to be in thermodynamic equilibrium, therefore
a single temperature characterizes the cloud (homogeneous equilibrium model).
To solve the new system of equations we utilized the equation of state for vapor
mixtures proposed by Ermak [1].
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59.3 Results and Discussion

Figure 59.1 shows the evolution of the vertical velocity and the density evaluated
by the model for a chlorine release with different initial conditions [3]. To compare
the two cases, we fix the origin of the axes of the pseudo-gas simulation at the
instant when the liquid phase is exhausted in the two-phases runs (dashed vertical
line and top labels in Fig. 59.1). The black triangles refer to a simulation where
there is no liquid phase and the initial condition is set after the evaporation process
took place: this corresponds to method 2 in Hanna [3] and to the previous version
of MicroSpray. The grey triangles refer to a mixture of vapor (20 %) and liquid
(80 %) released in dry ambient air, while the dots represent the same two-phase
mixture released in an environment with the 10 % of relative humidity. The density
evolution with time shows that after 0.1 s the two-phase simulations have reached
the pseudo-gas initial density and after 0.4 s the liquid contaminant mass fraction

Fig. 59.1 Vertical velocity (top) and density (bottom) as functions of the simulation time
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Fig. 59.2 Ten-minutes averaged concentration as a function of the distance from the emission

is zero (not shown). In the two-phase approach the vertical velocity becomes larger
than in the pseudo-gas because the liquid phase causes a smoother decrease of the
plume density. A second consequence of the density difference is found close to the
ground where the density produces an outflow velocity that accelerates the plume
in a different amount. Figure 59.2 shows the chlorine maximum concentration
averaged on 10 min: the two-phase model results are slightly smaller and this
is probably due to the initial faster horizontal speed. The figures well highlight
the different evolution of the dynamics and thermodynamics in the first stage
after the emission, with its consequences on the estimation of the ground level
concentrations.
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Questions and Answers

Questioner Name: Paul Makar

Q: (1) Are aerosol microphysics’ properties included in the model? Or are the
thermodynamics of the model bulk phase only? Factors like the Kohler effect
could affect the timing of the approach to equilibrium for liquid/gas, for
example.

A: In Lagrangian particle models the single particle has no volume and represents
a given tracer mass, therefore it does not correspond to, for instance, a drop. In
our approach we assign to the particle five mass fractions: tracer, liquid and gas,
water, vapor and liquid, dry air. The model treats the thermodynamics with a
bulk approach and the particle’s mass fraction evolution is driven by it.

Q: (2) Have you considered estimating the emissions of ‘intermediate volatility
compounds’ using your model?

A: Given the former answer, this approach was not considered.

Questioner Name: Steve Hanna

Q: Can your model treat

1. jets at any angle
2. deposition to the ground or vegetation and
3. underlying complex terrain?

A: Microspray includes deposition to the ground and explicitly accounts for the
complex terrain. The model can also treat jets at any angle. Vegetation is
not treated in an explicit way but enters through the roughness and land use
parameters.



Chapter 60
Modeling of the Urban Heat Island
and its effect on Air Quality using
WRF/WRF-Chem – Assessment of mitigation
strategies for a Central European city

Joachim Fallmann, Stefan Emeis, and Peter Suppan

Abstract In 2050 the global fraction of urban population will increase to over
69 %, which means that around 6.3 billion people are expected to live in urban
areas (UN, Urban population, development and environment. http://www.un.org/
esa/population/publications/2011UrbanPopDevEnv_Chart/urban_wallchart_2011-
web-smaller.pdf, 9 May 2013, 2011). Cities are the predominant places for human
beings to settle down, thus becoming more vulnerable to extreme weather events
aggravating phenomena like heat stress and decreasing air quality aroused by
inner city pollution. Affecting human health and having the tendency to occur
more likely in the future (Solomon et al. Contribution of working group I to the
fourth assessment report of the intergovernmental panel on climate change, 2007.
Cambridge University Press, Cambridge/New York, 2007), finding mitigation
strategies to counteract future air quality related problems and ways to sustain
development is of great importance. In this study, the mesoscale numerical model
WRF/WRF-Chem is used on regional scale to simulate the effect of urban planning
scenarios on dynamical processes impressing urban climate and air quality.

60.1 Introduction

Urban Heat Island (UHI) describes the tendency for an urbanized area, because of
its radiative and geometrical features, to remain warmer than its rural surroundings
and thus generating its own microclimate [3]. Low albedo materials of impervious
surfaces like pavements, roofs and asphalt tend to absorb a bulk of the incoming
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solar radiation, and re-radiate solar energy in form of infrared heat [5]. The annual
mean temperature of a large city is about 1–3 ıC (UHI intensity) higher than in the
outer areas, on individual calm, clear nights even up to 12 ıC [3]. In addition to
health problems produced by rising temperatures itself, the effect of accelerating
photochemical reaction rates will in turn worsen the inner-city air quality [2].
Specific urban planning strategies like green roofs or facades and highly reflective
materials are able to reduce the negative effects of the UHI and mitigate future
problems connected to air quality. By using WRF/WRF-Chem on regional scale,
coupled to urban parameterization schemes [1], it is the goal to analyze the evolution
of urban climate while applying common mitigation strategies Area of interest is the
area of Stuttgart, located in a valley, in one of the warmest regions around Germany.

60.2 Modelling System

For representing the 3-dimensional structures of urban areas, urban parameterization
schemes are applied [1] and coupled to NOAH Land Surface Model LSM. By using
33 classes CORINE land cover classification, the distinction between three urban
subclasses (high- and low density residential and commercial), serving as input for
the urban canopy model, is possible. A three domain basic nesting is conducted,
with the finest resolution reaching 1 km (Fig. 60.1).

Amongst others, two urban approaches are discussed in this study and applied for
the urban area of Stuttgart for different urban planning scenarios. The Single Layer
Urban Canopy Model SLUCM and the multi layer Building Effect Parameterization
approach BEP (Fig. 60.2) [1].

For each urban class, parameters are defined to represent urban properties
(e.g. building height, street width, surface albedo or vegetation cover) according
city structure accounting for building and street orientation and characteristics of
buildings, as well as thermodynamic properties and roughness features.

Fig. 60.1 Location of modelling domains (left) (Source: map adapted from [9]) and urban area
of Stuttgart, equal to size of domain 3 (right) representing an area of 61 � 49 km, and USGS
classified land cover with 1 km resolution [10]
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Fig. 60.2 Schematic figure of SLUCM [7] – left and BEP [8] – right; both show differences in
representing the processes in the urban canopy layer [1]

Fig. 60.3 Measurement compared with modeled temperature for the particular parameterization
scheme respectively, BEP (Martilli 2002) and SLUCM (Kusaka 2001) and ‘switch off’ mode were
the urban canopy parameterization is neglected and the different surface properties are defined only
over land use tables

In the course of a sensitivity study, modeled 2 m potential temperatures are
being compared against observation data, the canopy model which reveals the
largest correlation coefficient is applied for further investigations (Fig. 60.3). For
the numerical study a time period with stable weather conditions was chosen;
with clear sky, weak wind speeds and regular incoming solar radiation (Aug 11 –
Aug 18, 2003).

60.3 Results and Discussion

In response to extreme heat events like during the 11–18 Aug 2003, city planners
often introduce green surfaces as tools to reduce the effects of heat. This scenario
will be simulated in the model by making two ‘City Park’ simulations. The first
is a ‘Central Park’ scenario where 25 urban classified grid cells in the center of
Stuttgart are replaced by natural vegetation. This change accounts for 25 km2,
or approximately 12 % of the total city area. The other urban greening scenario
(‘Many Parks’) will be represented by the inclusion of several smaller parks
scattered across the urban area. The sizes of the parks within the city borders are
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Fig. 60.4 Difference in potential 2 m-air temperature between ‘Real Case’ and ‘Scenario’. From
left to right: ‘Albedo’ case with changed albedo for roofs and walls (a), Density with modified
proportion street width/building height (b) and the two urban greening scenarios with one big park
(c) and a number of smaller parks (d)

Table 60.1 Impact of scenarios on UHI formation expressed as difference between
mean urban and mean rural 2 m potential temperatures, the maximum in modeled
temperature for the period Aug 11–18 as well as standard deviation and mean value
of the urban temperatures

Scenario Albedo Density Many parks Big park Real case

� mean urban [ıC] 31.5 32.4 32.5 32.3 33.1
� max [ıC] 31.9 33 33.5 33.3 34.3
Std dev. [ıC] 0.32 0.48 0.5 0.43 0.6
UHI; delta � 0.84 1.32 1.47 1.19 2.52

equal and their total area is the same as in the ‘Central Park’ simulation. Another
commonly known measure to reduce surface temperatures is the modification of the
reflective characteristics of impervious surfaces Changing the albedo of rooftops
and building walls in the urban parameter table from 0.2 to 0.7 (‘Albedo’), this
would represent reflective white paintings. The third case study ‘Density’ reflects
a direct intervention in the urban landscape, by increasing the proportions of roof
width to street width by 20 %.

Referring to Fig. 60.4 and Table 60.1, the changing of reflective properties of
roof and wall surfaces (‘Albedo’) case, tends to have the biggest impact on UHI
formation. To investigate the scenario-effect on air quality, in this case surface
ozone, WRF-Chem is coupled to urban WRF model, using the MACC 7 km
emission inventory. Finest resolution is decreased to 3 km and domain size is
�150 � 200km.

Figure 60.5 shows the development of near surface ozone concentration in the
course of a day (August 13 2003) comparing different urban planning scenarios.
The 8-h mean (12–20) for the real case without applying any measure accounts
for 150 �g/m3. Using extensive roof greening, can reduce this amount by 14 %
down to 130 �g/m3, whereas changed roof albedo or building density is able to
decrease the 8-h mean of surface ozone by 7 % (140 �g/m3). For Ozone being
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Fig. 60.5 Near surface ozone concentration in the course of a day for August 13 2003 for ‘Real
Case’ (Control Run) and ‘Scenario’ expressed in �g/m3, for an urban location within the city centre
of Stuttgart

a secondary compound, closely linked to NO2 and NO concentration through
photolysis reactions, it is also advisable to look at these concentrations as well.
For this reason it is planned for further studies to concentrate on these processes and
further to analyze the effect of UHI mitigation strategies on aerosol formation.
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Chapter 61
Assessment of Three Dynamical Urban Climate
Downscaling Methods

Rafiq Hamdi, Hans Van De Vyver, Rozemien De Troch, Piet Termonia,
and Andy Delcloo

Abstract A new high-resolution dynamical downscaling strategy to examine how
rural and urban areas respond to change in future climate, is presented. The regional
climate simulations have been performed with a new version of the limited-area
model of the ARPEGE-IFS system running at 4-km resolution coupled with the
Town Energy Balance scheme (TEB). In order to downscale further the regional
climate projections to a urban scale, at 1 km resolution, a stand-alone surface scheme
is employed in offline mode. We performed downscaling simulations according to
three model set-ups: (i) reference run, where TEB is not activated neither in 4-km
simulations nor in 1-km urban simulation, (ii) offline run, where TEB is activated
only for 1-km urban simulation and (iii) inline run, where TEB is activated both for
regional and urban simulations. The applicability of this method is demonstrated
for Brussels Capital Region, Belgium. For present climate conditions, another set
of simulations were performed using European Center for Medium-Range Weather
Forecasts global reanalysis ERA40 data. Results from our simulations indicate that
the reference and offline runs have comparable values of daytime and nocturnal
urban heat island (UHI) and lower values than the inline run. The inline values are
closer to observations. In the future climate, under and A1B emission scenario, the
three downscaling methods project a decrease of daytime UHI between �0.24 and
�0.20 ıC, however, their responses are different for nocturnal UHI: (i) reference
run values remains unaltered, (ii) for the offline runs, the frequency of present
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climate weak nocturnal UHI decreases to the benefit of negative UHIs leading to
a significant decrease in the nocturnal UHI over the city, (iii) for the inline run,
nocturnal UHIs stays always positive but the frequency of the strong UHI decreases
significantly in the future by 1 ıC.

61.1 Introduction

Today, scientists, urban planners and policy makers are beginning to work together
to understand and monitor the interaction between urban areas and climate change
and to consider adaptation and mitigation strategies. To maintain or improve the
quality of living in cities, urban planners need detailed information on future urban
climate on residential scale. Such information is provided by climate models.
However, because impervious surfaces cover only less than 1 % of the world’s
land area, most of the global circulation models that are utilized for climate
change research do not account for urban surfaces. In fact, cities affect the local
weather by perturbing the wind, temperature, moisture, turbulence, and surface
energy budget field. One very known phenomena is the so-called urban heat
island (UHI) effect where urban air temperatures are substantially higher than
corresponding temperatures in the surrounding rural areas. The last official report
from the Intergovernmental Panel on Climate Change IPCC AR4 recognizes that
urban warming in addition to greenhouse gas has not explicitly been taken into
account in global climate change simulations. Therefore, in order to provide detailed
climate change projections to the regional scale required for impact studies over
urban areas, researchers from the RMI have proposed in 2012 a new method to
quantify the averaged present and future UHI for each square kilometer over an area
that covers the entire Brussels capital area [2]. The regional climate simulations
have been performed with a new version of the limited-area model of the ARPEGE-
IFS system running at 4-km [1] resolution coupled with the Town Energy Balance
scheme (TEB) [3]. In order to downscale further the regional climate projections to a
urban scale, at 1 km resolution, a stand-alone surface scheme is employed in offline
mode. As a first step, the applicability of the method was demonstrated for the period
1961–1990. Then, the evolution of UHI of Brussels (Belgium) for the period 2071–
2100 was studied in the context of the ARPEGE global climate model scenario A1B
that was proposed by the IPCC. We performed downscaling simulations according
to three model set-ups: (i) the reference run representing a control simulation where
the TEB scheme is not activated neither in the 4-km regional climate simulation nor
in the 1-km urban climate simulation, (ii) the offline run where the TEB scheme is
activated only for the 1-km urban climate simulation. This run mimics the situation
where the atmospheric forcing coming from the regional climate simulations did
not include any signature of the urban heat island. And (iii) the inline run where the
TEB scheme is activated both for the regional and urban climate simulations.
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61.2 UHI of Brussels for the Present Climate

The nocturnal and daily UHI intensity is defined as the difference in minimum and
maximum, respectively, temperature between Uccle (suburban area 6 km south of
the city center of Brussels) and the rural station Brussegem. The observed summer
mean of each year between 1955 and 2006 is plotted with the linear trends. The UHI
calculated in the period 1961–1990 with the ARPEGE-Climate driven simulations
for the reference (ARP_RF), offline (ARP_OF), and inline (ARP_IN) runs are also
plotted. It can be noticed that the urban simulations using TEB in offline mode
results in an underestimation of nocturnal and daytime UHI (Fig. 61.1).

Fig. 61.1 Time series (1955–2006) of the summer-mean UHI [ıC] at Uccle for the minimum
(top) and maximum (bottom) temperature estimated as the difference between Uccle and the rural
station Brussegem with the linear trend (r is the correlation coefficient and Std. Error is the standard
error of the regression coefficient, no data were found for Brussegem between 1972 and 1979).
Also shown are the UHI calculated in the period 1961–1990 with the ARPEGE-Climate driven
simulations for the reference (ARP_RF), offline (ARP_OF), and inline (ARP_IN) runs
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61.3 UHI of Brussels for the Future Climate

The figure below presents a quantile-quantile comparison between the nocturnal
and daytime UHI at the city center of Brussels from present climate conditions and
A1B_ ARPEGE-Climate driven experiment. The nocturnal UHI simulated by the
reference run remains unaltered and there are no changes in either the frequency
or magnitude of the extreme heat islands. The offline run presents a significant
decrease in the nocturnal UHI over the city center (�0.36 ıC) and the suburban
areas (�0.28 ıC) while there is an increase over the rural areas. The frequency of
present climate weak nocturnal UHI (between 0 and 1 ıC) decreases to the benefit
of negative UHIs in the future climate. The mechanism by which this occurs is
related to changes in incoming long-wave radiation at night. For the inline run the
nocturnal UHIs stays always positive with values between 0 and 7 ıC. However, the
frequency of the strong UHI (>3 ıC) decreases significantly in the future climate
by 1 ıC (Fig. 61.2). This is linked with a soil dryness during the summer where
the projected cumulated summer precipitation over the Brussels Capital Region
decreased by 35 %.
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Chapter 62
Validating the RIO-IFDM Street Canyon
Coupling over Antwerp, Belgium

Wouter Lefebvre, Martine Van Poppel, Bino Maiheu, Stijn Janssen, Evi Dons,
and Clemens Mensink

Abstract Further integration of different spatial scales in concentration modeling
is important for assessing the European limit values for NO2. The local NO2-
concentrations are influenced by the regional background, the local emissions and
the street canyon effects. Therefore, it is important to combine all these contributions
in the model chain that one wants to use for such an assessment. In this paper,
we present the results of a coupled model chain, using an intelligent measurement
interpolation tool, a bi-gaussian plume model and a street canyon model to simulate
the concentrations over the city of Antwerp, Belgium. The results of this model
campaign are validated against weekly averaged NO2 measurements at 49 locations
in the city of Antwerp, during both a winter and a summer week. It is shown
that the model performed well, with an R2 between 0.73 and 0.90, RMSE around
5 �g/m3 and small biases. Next to this validation, the performance of different
model parts is shown, in order to provide information on the importance of the
different components.

62.1 Introduction

It is essential for the modelling community to create a reliable modelling framework
which is able to capture both the spatial diverseness of the concentrations on a
street-level scale, while still providing complete coverage over the studied region.
This paper evaluates such an integrated modeling framework against independent
measurements in the city of Antwerp. A comparison with measured concentration
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over two seasons is presented and the performance of different model components is
discussed. As such, we can be assured that major characteristics of the concentration
distribution are captured by the model.

62.2 Measurements

Measurements reported in this paper are part of a larger multidisciplinary study
(HAEPS; Health Effects of Air Pollution in Antwerp Schools) dealing with health
impact of traffic related air pollution on school children. To assess the exposure of
the children at home, air quality measurements were performed at selected home
locations.

NO2 was measured over 7 days at different locations (chosen to represent
different ranges in concentration fields such as street canyon locations, urban
traffic locations and urban background locations) in an urban area using diffusive
sampling tubes (IVL, Sweden; Ferm and Svanberg [1]) resulting in weekly average
concentrations. The locations are characterised by differences in traffic exposure.
Diffusive samplers are placed in a dedicated rain shield attached to a rainwater pipe,
a balcony or a streetlamp, near the front door.

At each location, NO2 was monitored during late spring (May–June 2011) and
late autumn (November–December 2011). In both seasons, measurements were
performed at 8 locations simultaneously during 5 consecutive weeks resulting in
40 locations sampled. In addition, all 40 locations were sampled simultaneously for
1 week in each season, including also 12 extra locations, resulting in 52 locations.
During the entire sampling campaign, NO2 was measured at an urban location of
the AQ monitoring network.

62.3 Model Setup

An integrated model chain has been set up to assess the air quality at the local (street
level) scale, including both regional variability as well as local variation in sources
of air pollution. The different components of the model chain are discussed in the
next paragraphs. The MIMOSA4 emission model [7, 8] is used to calculate local
traffic emissions. The resulting spatially and temporally distributed emissions are
used in the bi-Gaussian model IFDM [4, 5]. These results are coupled to output
of the land-use regression model RIO [2, 3]. A method to avoid double counting
of the (local) emissions by the different models is applied [5]. Finally the output
of the IFDM model is coupled as boundary conditions to the IFDM street canyon
module. In all these coupling steps, care is taken to consistently take into account
the fast NOx-O3-chemistry. Finally, the results of the IFDM model and the IFDM
street canyon module are combined using a post processing tool, so that the street
canyon concentrations are confined to the street canyons, and the IFDM roof top
concentrations are used outside of the canyons.
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The integrated model chain has been used to perform simulations for the city of
Antwerp, using meteorological data of a local meteo station, situated in the northern
part of the city.

62.4 Validation

First of all, we compare all weekly model values to all weekly measurement values
(not shown). This yields a very good correlation (R2 D 0.86), combined with a
small RMSE (5.28 �g/m3) and a low bias (1.5 �g/m3). However, as we have
combined measurements at different locations in both seasons for several separate
weeks the resulting correlation might be artificially increased. This is due to the
fact that the late autumn concentrations are systematically higher than the late
spring concentrations. As this seasonal effect is covered by RIO (which takes into
account the concentrations measured in the stations of the telemetric network around
Antwerp), we automatically get a large R2 by using all the measurement values
together. Therefore, we will focus our analysis on the two weeks with the majority
of the data, one in autumn, and one in spring (Fig. 62.1, lower right). This leads to
a similar R2 (0.87), RMSE (5.31 �g/m3) and a somewhat higher bias (1.91 �g/m3).
However, if we only look at concurrent measurements, i.e., measurements that have
been made during the same week, we get an R2 of respectively 0.80 and 0.62 in
spring and autumn, an RMSE between 5 and 6 �g/m3 for both weeks and a bias
ranging from almost 5 �g/m3 in spring to about �1 �g/m3 in autumn. The latter
values do not mix spatial and temporal correlation and are thus a good indication of
the spatial predictive power of the model. As can be seen in Fig. 62.1, lower right,
the model underestimates the higher concentrations and overestimates the lower
concentrations. The spatial and temporal variability of the model is thus slightly too
small. The underestimation of the spatial variability is also represented by the slope
of the linear regression of the modeled values on the measurements. This slope is
found to be 0.67, well under the ideal case of slope 1.

62.5 Conclusion

This paper presents an integrated model framework for calculating concentrations
at the urban to street level scale. The method is validated by an NO2 monitoring
campaign, using passive samplers in a late spring and late autumn period. The
validation analysis show that the model is able to represent the spatial variability
within an urban environment. As a result, the model can be used to improve the
exposure assessment of people living in the urban area and to complement fixed
monitoring stations that are often only limited in number in a city.

The validation analysis was performed for the different steps in the model chain
revealing the strengths of the different components in creating these concentration
maps. First of all, it was shown that RIO is well able to represent the differences
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Fig. 62.1 Validation plots for different steps in the methodology. Upper left: for RIO. Upper
right: for the interpolated RIO. Lower left: for RIO C IFDM. Lower right: the complete model
chain. Every point represents the weekly averaged concentration (in �g/m3) measured (X-axis)
and modeled (Y-axis). The black lines on the graph represent the street canyon contribution

between the seasons. However, due to the relatively low resolution, it is not capable
of representing the spatial variability between the different locations. Interpolating
these RIO-results to the measured locations does not add much skill to the model.
The use of the plume model improves strongly the accuracy of the results. In
particular, the RMSE decreases and the R2 soars. This last parameter improves even
more when taking into account street canyons.

More information can be found in Lefebvre et al. [6].
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Chapter 63
The Influence of the Changing NOx-Split
for Compliance to the European Limit Values
in Urban Areas

Wouter Lefebvre, Charlotte Vanpoucke, Frans Fierens, Stijn Janssen,
Bart Degraeuwe, and Clemens Mensink

Abstract In this paper, we investigate the influence of the changing NOx-split in
traffic emissions on the ambient NO2-concentrations. First of all, we show that
the NOx-split is indeed changing, by looking at measurements in tunnels and at
urban locations. Secondly, we analyze on a local scale the effect of this changing
split. It is shown that the a large influence can be found. Finally, we discuss some
of the consequences of these changes, for instance, on the effectiveness of the
EU-legislation.

63.1 Introduction

The city of Antwerp has not yet been able to comply to the European limit values for
NO2 (annual mean concentration of 40 �g/m3), despite relatively strong decreases
in NOx-emissions both in the city itself, in the Flemish region and in the whole
of Western Europe. However, the decline in ambient NO2-concentrations did not
mirror these strong decreases. We investigate the role of the changing NOx-split of
traffic emissions in these trends.
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63.2 Results

First of all, we show that the average traffic NOx-split is indeed changing strongly
(estimations of this NOx-split in Flanders range from 5 % NO2 in the early
1990s, around 20 % in 2007, 27 % in 2010 to estimations of respectively 35 and
40 % in 2015 and 2020, Lefebvre et al. [3]). This change can be seen both in
measurements in tunnels, where the NOx-concentrations decrease despite increasing
NO2-concentrations and, to a lesser extent, at traffic and urban measurement
locations (Fig. 63.1). Indeed, at these locations, a decrease in NOx-concentrations
is found, whereas the NO2-concentrations decrease only slightly or show even an
increase (Fig. 63.1). However, the rate of increase is rather variable.

Secondly, we analyze on a local scale the effect of the changing NO2-NOx

emissions over time, based on the COPERT emission functions and a combination
of a Gaussian and a street-box model. Using a coupling of a bi-gaussian and a
street box model to regional background concentrations [4, 5], we can test the
influence of this split change. In these model results, we see that the marked change
over time in the NO2/NOx ratio does play an important role on the urban scale,
with increasing NO2-concentrations originating from a higher NO2/NOx-split. The
effects are ranging from 0.5 at urban background locations to more than 4 �g/m3

close to the Antwerp ring road and in major street canyons (Fig. 63.2). Therefore,
it is important to take this changing NOx-split into account in any assessment and
scenario work which aims at predicting ambient NO2 concentrations at present or
under changing policy conditions. Nevertheless, the change in NOx-split is different
between the traffic emissions on different types of roads, as roads with a larger
amount of heavy duty vehicles will have smaller changes in this split over time.
This spatial variability in the changing NOx-split is shown to be not important for
the ambient concentrations (effects smaller than 1 �g/m3 except at some locations
within major street canyons, Fig. 63.2). In other words, while it is important to take
into account the general trend in the NOx-split, it does not seem important to take
into account the local variability of this split.

63.3 Discussion and Conclusions

This paper has shown the major effect of the changing NOx-split on the ambient
NO2-concentrations. This has important implications for the consistency of the
emission and ambient air quality legislation at an European level. Indeed, emission
standards on NOx-emissions could lead to decreasing NOx-emission, but with
a higher NO2/NOx-ratio and will thus yield lower decreases in the ambient
NO2-concentrations than expected.

This changing NOx-split should also be taken into account in scientific studies,
extending to a regional scale. One can imagine that studies estimating for instance
the amount of NOx-emission reductions in a certain region based on the satellite
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Fig. 63.1 12-month running average of NO2-concentrations (lower line), NOx-concentrations
(middle line) in an average of three urban location (above) and in a tunnel (below). On the upper
chart, the ratio between the two is also given and in fine lines a second order trend line is included.
All concentrations are in �g/m3

measurements of NO2 to be significantly affected by this trend in NOx-splits
[1]. Furthermore, in many studies on the combination of the effect of changing
emissions and climate change, the change in NOx-split is not taken into account
[2]. However, it could be important for both NO2-concentrations (directly) and for
O3-concentrations (indirectly, due to effects on titration).



394 W. Lefebvre et al.

Fig. 63.2 Difference in annual mean NO2-concentrations as estimated for 2015 between a
scenario with a NO2/NOx-ratio of 5 % and a scenario with a NO2/NOx-ratio of 31.5 % (left).
Difference in annual mean NO2-concentrations as estimated for 2015 between a scenario with
a homogeneous NO2/NOx-ratio of 31.5 % and a scenario with a traffic-composition dependent
NO2/NOx-ratio of 31.5 % (right). In all scenarios, the total NOx-emissions were equal
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Chapter 64
Evaluation of Air Pollution Models for Their
Use in Emergency Response Tools in Built
Environments: The ‘Michelstadt’ Case
Study in COST ES1006 ACTION
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Photios Barmpas, Marton Balczo, Spyros Andronopoulos, Patrick Armand,
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Abstract The first results of a model validation test case, carried out in the research
context of the COST ES1006 Action, are outlined and discussed. The validation
exercise was established with an application-oriented approach, devoted to the
investigation of the modeling performances in the emergency-response framework.
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64.1 Introduction

The main aim of COST Action ES1006 (http://www.elizas.eu) is to evaluate and
improve the reliability of neighborhood-scale emergency response tools on the
basis of a comprehensive, concerted and harmonized cross-national approach. The
main topics in the Action are the evaluation of the air dispersion models and their
integration in the emergency response systems. A special attention is devoted to
the specific needs of operators and stakeholders, who use these tools to respond to
accidental or malevolent releases.

In the frame of this research, two first tests have been established in order to
evaluate the performance of different modeling methodologies, from the simple
parametric models to the most advanced CFD ones, with an application-oriented
approach. In this way, not only the physical reliability of the models is considered,
but also their applicability in terms of run-time and response speed, simplicity to
use and computational costs, for-purpose adaptability.

The test cases refer to wind-tunnel experiments, where the meteorology and dis-
persion were reproduced for continuous and short-duration releases in an idealised
European urban environment called “Michelstadt”.

The preliminary results of an intercomparison among the different modeling
methodologies, available in the frame of the Action, are briefly presented and
discussed for the first test case, addressing the differences and performances through
the application-oriented approach outlined above.

64.2 The Michelstadt Open Test Case

The “Michelstadt” wind-tunnel experiment [1] was chosen as first test case in the
frame of Action, since it was designed to provide observed data for the validation
of local scale emergency response models. The measurements were carried out in
the WOTAN atmospheric boundary layer wind tunnel at the Environmental Wind
Tunnel Laboratory in Hamburg. A 2D Laser Doppler Velocimetry and a fast Flame
Ionization Detector were used. The building structure named as ‘Michelstadt’ is
a model that represents an idealized Central-European urban environment. Mea-
surements were collected for five scenarios corresponding to different point source
locations. Two wind directions were considered and both continuous and short-term
(puff) releases were carried out. Flow and concentration data were made available in
a first ‘open’ test case for the modeling exercise. In a second ‘blind’ test, currently
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Fig. 64.1 Sketch of the Michelstadt wind-tunnel experiment (top left) and simulation concentra-
tion contours for source S2, continuous release: Type 1 (top right), Type 2 (bottom left) and Type
3 (bottom right) models

running, only minimum information on flow data and the emission description are
provided to the modelers. In both cases, an inter-comparison among the different
modeling approaches is performed using an ad-hoc tool developed in the frame of
the Action [2] for elaborating and processing the simulation outputs and comparing
the physical measurements with the results of numerical simulations. The final goal
of these exercises is to identify the key aspects, such as advantages and limitations
of different types of models, and possible problems arising when applying these
models in the emergency response frame. In Fig. 64.1 a sketch of the Michelstadt
configuration is given for the measurements related to source S2 (top left panel).

64.3 The Models and the Simulations: First Results
and Discussion

Different types of models, characterized by different level of complexity, have been
applied in the test cases. We classified them in three categories, as follows:

Type 1: models not resolving the flow (uniform flow);
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Table 64.1 Types of models applied to simulate Michelstadt test case

Modeling approach Number of models Dispersion modeling method Computational time

Type 1 7 Gaussian – 2 with building
parameterization

1–5 min

Type 2 5 Lagrangian 2 min – 5 h
Type 3 10 (6 models) CFD 8 RANS; 3 LES; 1

RANS-Lagrangian
2 h – 4 days

Table 64.2 FAC2 for the
“open” Michelstadt test case,
releases from sources S2,
S4, S5

FAC2

Modeling approach min max average

Type 1 0.14 0.33 0.25
Type 2 0.25 0.46 0.40
Type 3 0.25 0.81 0.59

Type 2: models resolving the flow between the buildings with simplified equations
(diagnostic approach);

Type 3: models resolving the flow between the buildings with full dynamical
equations.

In Table 64.1 the three types of models are reported together with some of
their main features. A particular attention is dedicated also to the performance of
the model in computational time, since the evaluation is conducted for emergency
response.

The models were run in their standard configuration and no post-evaluation
re-configuration of them was applied. In Fig. 64.1 some exemplificative results are
reported for the three types of models used in the S2-source continuous release case.

We notice major differences between models that are able to explicitly account
for the presence of buildings with respect to models that do not resolve the obstacles.
This aspect is particularly important for correctly describing the pattern of the plume
in such complex geometries, the channeling and possible accumulation of the tracer
in between the buildings. Of course, more advanced models should be more accurate
but they are also more time consuming (Table 64.1).

A statistical analysis was performed computing the standard metrics: as an
example, in Table 64.2 we report the factor-of-two (FAC2) computed for S2-source
release together with two other sources, S4 and S5 (Fig. 64.2), in order to have a
larger set of paired observed-predicted values. When considering the statistics, it is
worth taking into account that the number of the applied models differ for the three
types (Table 64.1).

Hanna and Chang [3] define FAC2 �0.30 as one of the acceptance criteria for
models in urban applications. In these preliminary results, on average this criterion
is satisfied by more advanced models. At present, we are also investigating other
specific metrics than the standard ones, which could be more suitable for emergency
response applications.
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Fig. 64.2 Zoom on the
experimental area including
sources S2, S4 and S5
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Chapter 65
Development of a Numerical Prediction Model
System for the Assessment of the Air Quality
in Budapest

Zita Ferenczi, Krisztina Labancz, and Roland Steib

Abstract Air pollution can severely affect the health of citizens living in urban
environment. Monitoring and assessment of air pollution by applying appropriate
modeling tools are essential to provide information on air quality to the public.
Several air quality forecast and information systems exist in Europe calculating
present and predicted concentrations and potential exceedances using a combination
of weather forecasting and chemical composition simulations. This paper presents
an air quality prediction model system for the area of Budapest. The forecasting
modeling system recently consists of a version of the WRF meteorological model
and the CHIMERE chemistry transport model. The model system calculates the
PM10, NO2, SO2 and O3 concentration values for the city area with 1-h temporal
resolution. In this work we present the results of the validation of the prediction
system. In the evaluation work, the PM10, NO2 and O3 data detected by the air
quality monitoring network of Budapest, as well as the forecasted air pollutant
concentration values of the air quality prediction model system are used.

65.1 Introduction

The harmful effect of air pollution on human health [1] have raised a series of
concerns in recent years and imposed needs for accurate descriptions of air pollution
levels in urban areas. This implies that tools supporting national pollution control
and planning need to be developed including public web sites or other media where
citizens exposed to the air pollutants can catch urban background concentration data,
predicted concentrations or alerts.
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For the past years, industrial production and especially transportation have
caused serious environmental contamination in Budapest. There are significant
differences between the air quality of the downtown and that of the outskirts in
Budapest. PM, O3 and NO2 concentrations are often around or above the health
threshold values not only in the downtown. The aim of this paper is to present
a newly developed system producing enhanced maps of present and predicted
concentrations of air pollutants in Budapest. The results have been available for
the public on the official web page of the Hungarian Meteorological Service since
June 1, 2010. In addition to the in-situ concentrations observed at a station, the web
page presents maps of 24 and 48 h predictions for air pollutant distributions as well
as time series at the monitoring stations. The forecasting tool is an integrated system
of the WRF meteorological and CHIMERE chemical transport models.

65.2 Model Overview

65.2.1 Meteorological Preprocessor

CHIMERE chemical model does not contain any meteorological drivers, therefore
meteorological data have to be provided in order to perform a simulation. The
provided code only contains a meteorological interface, which allows the model to
start from standard meteorological variables, and transforms it to CHIMERE inputs.
The WRF numerical weather prediction model is operatively run four times per
day (00, 06, 12 and 18 UTC) by the Hungarian Meteorological Service (HMS) for
nowcasting purposes (forecast for 24 h time period). The 18 UTC WRF run was
extended from 24 to 54 h to produce the meteorological variables, which are needed
for the 48 h chemical transport model calculations for the area of Budapest. The
domain of the operational WRF run covers the Carpathian Basin (199 � 149 � 37
grid points), but from the results of the 18 UTC WRF run, a smaller domain
(65 � 50 � 37 grid points) was cut out, which covers our air quality modeling area,
in order to reduce file size and model runtime.

65.2.2 Chemical Transport Model

The CHIMERE chemistry transport model was adopted for calculating the pollutant
concentrations in Budapest [2]. CHIMERE is a multi-scale model, which uses
numerical weather prediction data to produce daily forecasts of ozone, aerosols
and other pollutants and it runs over a range of spatial scales from the regional
to the urban scale. The chemical core of the model is the MELCHIOR2 gas-
phase chemical mechanism. A set of boundary conditions from LMDZ-INCA
(IPSL/LSCE) model is proposed as a default solution which allows tropospheric
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simulation below 200 hPa. For aerosols, a set of boundary conditions is proposed
based on GOCART (NASA) global simulations. For first model runs, emissions are
proposed based on the EMEP annual inventory data (on the EMEP grid for the
activity sectors).

65.2.3 Local Emission Data

Two types of emissions are handled by the CHIMERE model: anthropogenic and
natural (biogenic) emissions. Biogenic and natural emissions are automatically
calculated by the model using NASA-GLCF land use data with 1 km � 1 km grid
resolution. Annual data of anthropogenic emissions for NOx, SO2, CO, PM10,
PM2.5, NH3, NMVOC and POPs are taken from the EMEP data base (http://www.
ceip.at). For making this picture more specific for our purposes, an investigation was
started to find emissions data for Budapest. Unfortunately this question proved to
be the most difficult task of the whole work. Finally, two official report were made
available for us by the local authorities of Budapest. The first is an annual emission
inventory for 2008, containing the local industrial and power plant point source data
including detailed stack-data, small industrial emission data and estimated domestic
emission. The other is a traffic count data base for 2004, containing detailed traffic
data for the whole territory of Budapest, made for the noise map of the city. This
latter data base is a very useful tool, as there is no continuous traffic counting control
in Budapest, except for some targeted campaigns. Thus, road traffic emission values
were calculated using the European standard methodology based on road traffic
counting data, car type distribution, ratio of heavy vehicles by type of road and fuel
characteristics.

65.3 Model Results

In Budapest, there is an air quality network with 11 stations, which detects the
concentration values of different pollutants in every hour. Using the measured
concentration data the Hungarian Meteorological Service developed an information
homepage to inform the public about the air quality situation in Budapest. Our
forecasting system is the part of this page. The results of the application of the
developed dispersion modeling system to predict the air quality in Budapest for 48 h
shows that the system operated properly. The quality of the results depends on the
quality of the weather forecast [3]. Especially, the O3 forecast are determined by the
forecasted temperature and cloudiness, while the most important parameter in case
of PM10 is the mixing height [4]. When the meteorological forecast is not accurate
enough, the predicted concentration fields will rather differ from the measured
values. Especially in winter, when episode situations can be formed in Budapest, the
accurate prediction of this parameter can determine the success of chemical forecast.

http://www.ceip.at
http://www.ceip.at
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Table 65.1 Correlation
values

Stations O3 NO2 PM10

Csepel 0.70 0.52 0.39
Erzsebet ter – 0.66 0.49
Gergely utca 0.71 0.69 0.45
Gilice ter 0.72 0.50 0.31
Honvéd – 0.61 0.53
Kőrakás park 0.80 0.66 0.36
Kosztolányi ter 0.73 0.68 0.33
Pesthidegkút 0.70 0.56 0.15
Széna ter 0.73 0.64 0.35
Teleki ter 0.77 0.67 0.49
Tétényi ut 0.64 0.60 0.19

The other important information concerns the emission data. During the evaluation
work we found that there is a lack in the emission input data base calculated for
PM10 and SO2. The long term transport of these two pollutants plays very important
role in formation of the air quality of Budapest. The chemical analysis of aerosol
samples collected in Budapest in 2009 shows, that half of the amount of PM10

comes from outside of Budapest. These facts are reflected in our results, mainly
as the uncertainty in the predicted PM10 concentrations, which corresponds to the
measured values in one case and there are big differences in the other. In case of big
differences, the polluted material comes outside of Budapest.

65.4 Validation of the Prediction System

The air quality prediction system has been operating since June 1, 2010, which
means, thus there are more than 2-year data sets to evaluate how it is working. In the
validation work the PM10, NO2 and O3 data detected by the air quality monitoring
network of Budapest, as well as the forecasted air pollutant concentration values
of the air quality prediction model system are used. Correlation and NMSE
(Normalized mean square error) values are determined for the three pollutants
and for the grid points, where the air quality monitoring stations are located. The
Table 65.1 shows the results of this examination. The values indicate that the best
forecast can be expected for the O3 (the correlation values are over 0.7) and the
worst for PM10 (the correlation values are about 0.4).

65.5 Conclusion

A dispersion modeling system was developed by the Hungarian Meteorological
Service to predict the air quality in Budapest for 48 h. The core of this system is the
CHIMERE chemical transport model. For meteorological input a 54-h WRF output
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is used. Beside CHIMERE’s built-in emission data base, also own emission data
(point sources, traffic count) for Budapest are used during modeling. It was shown
that the quality of the results depends on the quality of the weather forecast. It was
also demonstrated that there is a lack in the emission input data base calculated
for PM10 and SO2. Long-term transport of these two pollutants seems to play
an important role during concentration calculations. Validation of the system also
confirms these statements.
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Chapter 66
Analysis of the Differences Between Pollution
Levels into a New and an Old District of a Big
City Using Dispersion Simulations at Microscale

Gianni Tinarelli, Lorenzo Mauri, Cristina Pozzi, Alessandro Nanni,
Andrea Ciaramella, Valentina Puglisi, Tommaso Truppi,
and Giuseppe Carlino

Abstract The new residential district ‘CityLife’ is under construction inside the
city of Milan, northern Italy, replacing the old structure of the trade fair. It consists of
relatively insulated blocks, surrounded by many gardens and commercial buildings
and no car traffic at the surface. The objective of this study is to simulate and
compare the pollution level inside this new area with a more common residential
district located not so far away. High resolution simulations have been performed
inside two domains – having linear dimension of approximately 1 km – using a
microscale modeling system, taking directly into account the effects of buildings
and street canyons to the atmospheric mean flow and turbulence. Emissions coming
from car traffic (around the new district and inside the old one), underground
traffic (emerging from ground-level openings in the new district) and heating
systems (during winter) have been taken into account. Background values have been
estimated from local measurements using a box model and added to the simulated
concentration fields in order to produce a complete view of the local pollution levels.
Both average levels of pollution at district scale and local behaviours into sub-zones
of the two domains where similar activities are supposed to take place are compared
showing the potential benefits inside the new district both in absolute terms and in
percentage, setting in evidence which portion of the pollution can be reduced by
local interventions.
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66.1 Introduction

In the city of Milan (Northern Italy) is under development the new residential district
“CityLife”, characterized by innovative architectural and urban solutions in term
of energy efficiency, local traffic and use of green spaces. This district represents
the renovation of the old exhibition complex, located well inside the city of Milan.
Within a zone of this type, potentially able to bring benefits to the local air quality,
the air pollution due to the rest of the city must be added to the effects generated by
local emissions. The aim of the work is to reproduce the levels of air quality in the
new district through dispersion simulations at microscale, taking into account local
effects at very high resolution. The results of these simulations are then compared
with similar results obtained in a reference residential district with more traditional
features, in order to verify the possible benefits for the population due to the new
district design.

66.2 Modeling Setup

To perform the simulations, the MSS [1] modeling system, already tested in an urban
context [1, 2], has been used. MSS is the combination of the meteorological Micro-
Swift code and the Micro-Spray dispersion model [3], both able to directly take
into account the effect of buildings. Micro-Swift is a mass consistent diagnostic 3D
wind model, in which the aerodynamic effects due to the buildings are represented
by analytical flow zones with a fast-response solution. Micro-Spray is a 3D
Lagrangian Particle Dispersion Model taking into account of particle bouncings
against obstacles, the effect of both a local and background turbulence and being
able to consider different physical and geometrical emissions, such as those coming
from traffic or domestic heating. Two urban areas are investigated representing the
new CityLife district, (left side of Fig. 66.1) covering 900 � 900 m2, and a reference
district, in the (right side of the same figure) with an extension of 1,100 � 500 m2.

Inside these areas, meteorological and dispersion simulations have been per-
formed at 3 m horizontal resolution taking into account the complex structure of
3d obstacles. Two one-day periods representing typical and recurrent conditions in
winter and summer have been simulated taking into account a complex set of local
emissions (traffic, domestic heating). Ground level concentrations on hourly basis
have been locally simulated for species NOx, NO2, CO, PM10, Benzene, PM10, then
background values have been estimated using a box-model and added to produce
total concentration levels. Inside the new CityLife district, in the inner part of the
first domain, heating systems are not considered as sources of pollutants, due to the
presence of zero emission advanced heat pumps, while the only local traffic admitted
here are the underground paths to parking spaces. Figure 66.2 shows an example of
daily average NOx concentrations generated by the contribution of different local
sources inside the domain of the new district.



66 Analysis of the Differences Between Pollution Levels into a New. . . 409

Fig. 66.1 Position of the two considered domains (black rectangles)

Fig. 66.2 Ground level daily averaged concentration maps of NOx (�g/m3) generated by the
traffic around (left), internal to the new district (center) and domestic heating (right) in the winter
case, CityLife district domain

66.3 Main Results

Total concentration fields inside the two domains for the various species considered
have been used to compare a reference and existing situation to the one in the new
district, in order to show the local potential benefits of the solutions adopted in this
last case. This comparison shows systematic enhancements on the local levels of
NO2 at ground, up to 15 % on hourly concentrations during winter and about 40 %
during summer. The situation for PM10 shows to be less good due to the presence
of higher levels of the background contribution for this specie, that prevents the
possibility for a more drastic reduction of local concentration levels. In any case,
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Fig. 66.3 Ground level concentration daily average fields of NO2 in the winter case (�g/m3),
details of the CityLife district (left) and reference district (right)

also for PM10 a maximum reduction of the order of 5–6 % during winter and 25 %
during summer is visible inside the CityLife district. The absence of traffic at surface
level in the new CityLife district determines also local concentration levels lower for
Benzene and CO. As an example, the Fig. 66.3 shows daily average concentrations
fields for the NO2 specie in the CityLife district and in the reference district. It is
evident the impact of the main roads inside the reference district, generating local
maximum present also into secondary roads and totally absent inside the CityLife
district.

Inside the reference district the small distance among building blocks determines
the presence of many urban canyons. This generates a more efficient vertical mixing
of the emitted pollutants, leading to larger concentration values at vertical levels
corresponding to the higher floors. Simulation results show that inside the new
CityLife district, where the distance among building block is maintained larger,
concentration levels up to 20 m in vertical remain smaller.

Acknowledgments The authors thanks CityLife S.p.A., for their support in supplying the data
necessary for the realization of the work.

References

1. Tinarelli G, Brusasca G, Oldrini O, Anfossi D, Trini Castelli S, Moussafir J (2004) Micro-Swift-
Spray (MSS) a new modelling system for the simulation of dispersion at microscale, general
description and validation. In: Proceedings of the 27th CCMS-NATO meeting, Banff, Canada,
25–29 Oct 2004

2. Tinarelli G, Piersanti A, Radice P, Clemente M, De Maria R (2009) Microscale modelling
simulation for the site characterization of air quality stations in an urban environment. Radiat
Prot Dosimetry 137(3–4):294–299

3. Tinarelli G, Mortarini L, Castelli ST, Carlino G, Moussafir J, Olry C, Armand P, Anfossi D
(2012) Review and validation of MicroSpray, a Lagrangian particle model of turbulent disper-
sion. In: Lagrangian modeling of the atmosphere, Geophysical monograph series 200. American
Geophysical Union, Washington, DC, pp 311–327. doi:10.1002/9781118704578.fmatter

http://dx.doi.org/10.1002/9781118704578.fmatter


Chapter 67
Water Tank Simulation of a Dense Fluid Release

L. Mortarini, S. Alessandrini, E. Ferrero, D. Anfossi, and M. Manfrin

Abstract The turbulent velocity field of a dense fluid release has been measured
in a water tank experiment carried out in the TURLAB laboratory in Turin (Italy).
A vertical density driven current was created releasing a saline solution in a water
tank with no mean flow. The experiment reproduces in physical similarity, based
on the density Froud number, the release of a dense gas in the atmosphere and the
PIV technique has been used to analyse the buoyancy generated velocity field. The
high temporal and spatial resolution of the measurements gives a deep insight to the
problems of the bouncing of dense gases and of the creation of the outflow velocity
at the ground. The experimental findings are used to test and improve an original
method for the dispersion of a positively and negatively buoyant plume. The method
is based on the idea of Alessandrini and Ferrero (Phys. A 388:1375–1387, 2009) for
the treatment of a background substance entrainment into the plume and it consists
on the introduction of two fictitious scalars inside the Lagrangian Model SPRAY.
The fictitious scalars represent the density and momentum difference between the
plume and the environment air that naturally takes into account the interaction
between the plume and the environment. As a consequence, no more particles than
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those inside the plume are released to simulate the entrainment of the background air
temperature. In this way the entrainment is properly simulated and the plume sink is
calculated from the local property of the flow. The approach is wholly Lagrangian.

67.1 Water Tank Experiment

The laboratory experiments were carried out at the rotating tank laboratory,
TURLAB [4]. The facility is composed of a 5 m diameter cylindrical tank, able
to reach a maximum rotation speed of 20 revolutions per minute. The data were
acquired by a non-intrusive PIV technique, which allows the detection of Eulerian
velocity fields. The simulation was based on the Froude number, F r D w=

p
g0H ,

where g 0 D g�# /# for the atmosphere and g 0 D g�
/
 for the tank; g is the gravity
acceleration, w is the velocity scale, H is the vertical length scale and # , 
 are the
potential temperature and the density respectively. In order to create the density
current a reservoir was placed just below the water surface. Then, it was filled with
salt water, which, passing through a small hole in the reservoir bottom, develops a
vertical density current. It is worth to notice that, since the reservoir was immersed
in the tank water, the effects due to the hydrostatic pressure were negligible. The
density current propagated throughout the whole water layer up to the tank bottom
(Fig. 67.1, top). In Table 67.1 the main parameters of the experiment and the
corresponding values for the numerical model are listed.

67.2 Plume Rise Model Description

The new Lagrangian plume rise module [3] was introduced in the Lagrangian
stochastic particle model SPRAY [2, 5]. In the new module each particle carries two
quantities that specify the difference between the temperature and the momentum
of the plume air and the environment. To this aim we assign to any i-th emitted
particle in the time interval �t the “temperature mass” mT , which can be considered
a “mass” when the temperature difference is considered a density. Considering the
domain divided in fixed regular cubic cells, the air-plume temperature difference for

the generic cell, �Tc, is �Tc D
XM

i
mT i .t0/=VC , where M is the number of parti-

cles in the cell c and Vc is the cell volume. In order to take into account the momen-
tum flux we define the momentum mass mwi , which is assigned to each particle.
Also in this case, mwi has not the dimension of a mass but it can be considered so
when the vertical momentum is considered a density. Then the cell vertical velocity

wc(t1) at the time t0 is computed as wc D
XM

i
mwi .t0/=VC . The new temperature

difference �Tc(t1) at the time t1 (where t1 D t0 C �t) is calculated by the equation:

�Tc .t1/ D �Tc .t0/ C � .zc/ wc .t0/ �t � 0:0098wc .t0/ �t (67.1)
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Fig. 67.1 Top, a snapshot of the instantaneous velocity field measured at the TURLAB, the axes
are rescaled using the Froude number similarity. Bottom, vertical section taken at the middle of the
plume of the mean velocity field evaluated by the model
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Table 67.1 Experiment
parameters

Parameter Experiment Model

H(m) 0.07 2,000
W(ms�1) 0.05 28
4™/™ (4¡/¡) 0.003 0.033
Fr 1.1 1.1

where zc is the cell height and �(zc) is the lapse rate of the ambient air at cell height
zc. The second term on the right side updates the temperature difference between
the cell and the ambient considering the vertical inhomogeneity of the atmosphere
temperature. The third term on the right takes into account the adiabatic expansion
due to the plume ascending motion. Clearly, in case of neutral temperature profile,
these two terms delete each other. Afterwards, the value of wc at the time t1 is
computed for every cell using the following equation:

wc .t1/ D wc .t0/ C �Tc .t0/

Ta .zc/ C �Tc .t0/
g �t � 0:5 � cD � S � w2 .t0/ � 
a


p � Vc

� �t

(67.2)

where Ta(zc) is the ambient air temperature at the same cell height zc, S the cell
horizontal surface area, CD the drag coefficient and 
a and 
b are the ambient air and
plume density, respectively. The second term on the right represents the buoyancy
vertical acceleration while the last term on the right represents the aerodynamic
drag. This Equation simulates the plume vertical ascending velocity variation
in time due to the buoyancy acceleration and the aerodynamic drag. Then, the
temperature difference and velocity masses at the time t1, mTi c .t1/ and mwi c .t1/

are computed assuming that the ratios between the values a two consecutive times
is equal to the ones of the temperature difference and momentum respectively.

67.3 Results

With more than 2,000 instantaneous velocity field measured with a resolution
of approximately 70 � 70 grid points, the tank experiment provides an extremely
accurate dataset for the behavior of the velocity field of a dense gas. The high
temporal and spatial resolution measurements offer an insight on the interaction
between a buoyant plume and a still environment. Figure 67.1 (bottom) show the
averaged mean velocity field evaluated by the model. Far from the ground the
qualitative comparison between the data and the model is satisfactory. It must be
stressed that this is a peculiar situation for a Lagrangian particle model, the particles,
being released in an unperturbed flow, are not moved by the ambient turbulence, but
somehow have to produce their own turbulence exchanging momentum with the
air. The experimental data are also useful to analyze the vorticity field on the plume
boundaries and to study the behavior of the dense gas close to the ground. The model
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is able to simulate the donut shaped horizontal dispersion (not shown in Fig. 67.1),
nevertheless it is not able to reproduce the data vorticity field close to the ground
where the data show the development of a vortex ring that seem to accelerate the
dense plume. This vortex ring formation may be due to a friction boundary layer
with opposite vorticity encountered by the plume when it approaches the ground.
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Chapter 68
The Porosity Concept Applied to Urban Canopy
Improves the Results of Gaussian Dispersion
Modelling of Traffic-Dominated Emissions

Marko Kaasik, Mihkel Pindus, Tanel Tamm, and Hans Orru

Abstract The Gaussian plume model AEROPOL 5 is applied to estimate the yearly
average NO2 concentrations in Tartu, the second largest town of Estonia with
about 100,000 inhabitants, for RHINE study. We apply the porosity concept by
Genikhovich E, Gracheva I, Filatova E (Modelling of urban air pollution: principles
and problems. In: Borrego C, Schayes G (eds) Air pollution modelling and its
application, XV. Kluwer, New York, pp 275–283, 2002) in post-processing of
modelled ground-level concentrations: the area under buildings is excluded from
dispersion volume in each grid cell, thus the concentration is divided to the fraction
of porosity, i.e. non-built-up area. It appears that porosity correction substantially
enhances the site-wise correlations between model-estimated and measured con-
centrations, bringing the underestimated levels in particular monitoring sites closer
to reality. Moreover, correlations are even higher, when dividing the “raw” modelled
concentrations by squared porosities. We suppose that reason of non-linearity is in
slowing down the wind between the buildings.

68.1 Introduction

The urban canopy is a great challenge for air pollution dispersion modelling.
Although micro-scale models for turbulent flows in complex building structures
are developed intensely, both high resource demand and lack of high-resolution
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micrometeorological data are limiting their applications in urban scale. The simple
modelling techniques are still widely in use [2].

In this study the Gaussian AEROPOL model (basic features see [3]) is applied to
estimate the annual concentrations of nitrogen dioxide in Tartu, the second largest
town of Estonia, for RHINE (Respiratory Health in Northern Europe) study. It is
evident that in densely built-up areas the plain Gaussian model does not perform
well due to multiple obstacles and volume occupied by the buildings. The street
canyon approach (e.g. [6]) is not applicable in towns of Estonia, as the building
facades are mostly of non-uniform height and include many gaps. In this paper
the Gaussian model results are improved, applying the concept of urban canopy as
a porous media by Genikhovich et al. [1]. It is evident that indoor air within the
buildings is nearly standing still compared to the outdoor air and thus, excluded
from the active dispersion of pollutants in fact. As the street emissions mix initially
only in a few meters thick layer, the correction based on open air fraction between
the buildings for near-street dispersion is justified.

68.2 Methods

The NOX dispersion calculations for Tartu, the second largest town of Estonia
(about 100,000 inhabitants) were carried out for each year from 1993 to 2011,
relying on (i) statistical data of industrial point sources, (ii) domestic heating
emissions according to questionnaire-based studies [4] and (iii) traffic emissions
based on annual traffic flow modelling studies ordered by Tartu City Government
and emission coefficients of CAR-FMI [5]. It was found that street transport
emissions constitute about a half of total emissions and are highly dominating in
peak concentrations due to low emission height from main streets. The purpose of
the modelling was to quantify the RHINE study-population’s exposure to NOX for
later linking with self-reported health symptoms. Main focus of this questionnaire
is to determine respiratory complaints [7].

As the emission data exist for NOX and AEROPOL model does not include
chemical transformations, NO2 fractions in NOX were derived from multi-annual
monitoring data from stations in Estonia, as a function of total NOX concentration –
the long-term average NO2 fraction depends strongly on total concentration, from
less than 50 % in most polluted urban sites to 90–95 % in background sites.

In post-processing of modelled ground-level concentrations, the porosity concept
by Genikhovich et al. [1] was applied to modelled gridded concentrations origi-
nating from street emissions: the area under buildings is excluded from dispersion
volume in each grid cell, i.e. the concentration is divided to the fraction of porosity,
i.e. non-built-up area. The grid step of modelling was 40 m, but the porosity was
taken as moving average of current cell and neighbour cells, thus in surrounding
120 by 120 m area. With this resolution, we assume well-spread porosity instead of
individual buildings and gaps between them. The typical fractions of built-up area
in city center are 0.2–0.5 and in outskirts 0.05–0.2, the building heights 10–20 and
up to 10 m respectively.
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The computed annual average concentrations were validated against NO2 passive
sampling results available since 1997 (2-week measuring campaigns four times a
year) and an urban monitoring station since 2007.

68.3 Results

The “raw” concentration fields from the AEROPOL model show too sharp tran-
sitions from near-street high levels to the urban background, thus fitting not well
to the measured concentrations at sampling points. It is found that smoothing the
concentrations with 3 by 3 cell moving average improves the fit.

On average for 1997–2011, the fit of modelled to measured concentrations
improves significantly after porosity correction (Fig. 68.1, Table 68.1). For none
of these years this correction made the fit worse. As the modelled concentrations
are slightly underestimated on average, the porosity correction takes them closer

Fig. 68.1 Fit of modeled to measured concentrations of NO2 (mg/m3) in Tartu based on yearly
averages in all measurement sites from 1997 to 2011: (a) raw output from AEROPOL, (b)
smoothed, 3 by 3 cell moving average, (c) smoothed and divided by porosity, (d) smoothed and
divided by squared porosity
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Table 68.1 Fit parameters of modeled vs. measured yearly average concentra-
tions of NO2 in Tartu

Initial (smoothed) Porosity-corrected Porosity square corrected

Slope R2 Slope R2 Slope R2

Average 0.86 0.42 0.95 0.54 1.08 0.62
Std. dev. 0.16 0.16 0.17 0.13 0.20 0.13

Statistics based on all yearly averages from 1997 to 2011

to the measured ones. Even better fit (higher determination coefficients R2 and
correlations) is found when dividing the modelled concentrations by squared
porosities. Stronger than linear dependence may occur due to slowing down the
air flow between the buildings.

68.4 Conclusion

The porosity concept is efficient for correcting the urban concentrations estimated
with a Gaussian model and thus, we encourage including it into model code.
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Chapter 69
An Evaluation of the Box Model Estimating
Carbon Monoxide Concentration in the City
of Caracas, Venezuela

Arcangelo Sena D’Anna, Luis Díaz Alarcón, Alberto Espinoza Cedeño,
and Enrique Chacón Melgarejo

Abstract In 1999, a pilot monitoring program was conducted by PDVSA in order
to assess air quality changes in Caracas as part of elimination of leaded gasoline
in Venezuela, which started in the year 2000 with the implementation of premium
unleaded gasoline and automobiles provided of catalytic converters. Elimination of
leaded gasoline was completed in 2005 when its use was banned. This study presents
an evaluation of an air quality model performance estimating carbon monoxide
concentrations in Caracas from 2000 to 2010 in two scenarios: (i) fixed mixing
height and (ii) variable mixing height, which consisted in a quantitative comparison
of the box model output with observed data of carbon monoxide concentrations. The
box model required information of seasonal behavior of meteorology, specifically
wind speed data. In order to estimate carbon monoxide emissions, a traffic model
which consider growth of vehicles fleet and employs emission factors associated
with fuel quality changes during the study period was used. Results show that the
model can estimate carbon monoxide concentrations with an agreement index of
0.52 and 0.57 that are acceptable. Some difference were found between observed
and estimated values, mainly during the years 2005 and 2010, related to changes
in vertical diffusion and another carbon monoxide source not considered in this
model. The box model allows predicting concentrations of carbon monoxide with
an NMSE of 0.11 and 0.12 when comparing with observed values for two evaluated
scenarios.
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69.1 Introduction

Since 1990, Bolivarian Republic of Venezuela enacted a policy oriented to improve
air quality through leaded gasoline elimination. The first step was reducing lead
content from 4.7 to 2.8 gPb/l in the year 2000 [1], then in the same year was
introduced unleaded gasoline and vehicles with catalytic converter. Finally in 2005
leaded gasoline was banned. Some studies have been developed since 1982 in order
to verify reduction of lead concentration in air and human blood lead levels [2–5].
A significant reduction of lead in air since program was started had been evidenced.
In 2000, an air quality monitoring program was conduced by PDVSA, who installed
an air quality network around of Caracas City, which is located at 10ı 300 2400
North latitude and 66ı 550 3900 west longitude and 900 m.a.s.l. This city is inside
of a valley of 25 km long (east – west) and 5 km wide (north – south), limited
at north by Waraira Repano mountain. Population in Caracas is approximately 5.4
million, and it is mainly influenced by vehicles fleet emissions [6]. Several studies
of air quality have been done in Caracas [7–9], however there are not studies using
air pollution models. The aim of this work is to study box model performance
for carbon monoxide (CO) comparing two sceneries: (i) fixed mixing height and
(ii) variable mixing height.

69.2 Methods

In this study, CO concentrations for the period 2000–2010 were measured hourly in
an air quality station named Sta. Eduvigis, located at the east of the city (10ı 300
2400 N and 66ı 500 1800 W) (See Fig. 69.1).

Non-dispersive infrared absorption technique was used to measure CO concen-
trations. Additionally hourly surface meteorology data (wind speed and direction,
temperature and relative humidity) were also recorded. We apply the box model
formulation proposed by Jonquera [10], and CO monthly concentrations forecast
were compared with CO measured in the same period. The box model consider
a spatial region consisting of a box with width �x, depth �y and height H. The
horizontal axes x follows the wind direction and y the crosswind orientation. Then,
the mass balances for a given species which is well mixed in the volume we can be
describe as follow:

d

dt
.Ci / D qi

H
� Ri � si

H
C u

�x

�
C 0

i � Ci

�
(69.1)

Where Ci is the concentration of species i in the volume, C0
i is the upwind

concentration of species i, u is the wind speed and H is the mixing height. qi and si

are emission and removal rates per area unit respectively, and Ri is the net rate of
chemical transformation for species i. Assuming that �x, �y, H are constant and Ri
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Fig. 69.1 Study area

is negligible for CO, the analytical solution to forecast the average concentrations
hCii by the box model can be written as follow:
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(69.2)

Where  r is the residence time for an air parcel moving across of the city in the
average time, ¤d,i is deposition velocity (0.006 m/s), t 0 is the average time (720 h)
and �x is 1,000 m.

r D �x

u
(69.3)

We assume that CO initial concentration Ci(0) is 1.1 ppm and upwind concen-
tration of CO C0

i is 30 % of emission in Caracas. Emission model proposed by
Sena [11] was used to estimate qi, which include an intensive road description and
vehicles fleet circulation. We also assume that emission is spatially homogenous and
variable in time. Model use emission factors reported by González et al. [12] and
Martín et al. [13] which were selected by the model depending of vehicles category
(carburettor, fuel injection and fuel injection with catalytic converter), quality of
fuel (lead and unleaded gasoline) and were modified depending of speed vehicles
endwise of study period. u is month average values calculated from data measured.
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We studied two scenarios of H values. First, H was 400 m fixed and second, H
was considered as mixing condensation level (MCL), which is an approximation of
elevation of the cloud base where temperature lapse rate is dry adiabatic and mixing
ratio is constant from the ground to the cloud base. This height was estimated for
each month with follow equation [14]:

H D � T � Td

�a � �d

(69.4)

Where T is ambient temperature, Td is dew point temperature and �a and
�d are dry and wet adiabatic rates respectively. �a is �9.8 ıC/Km and �d is
�1.8 ıC/Km. Performance of the box model was evaluated using the agreement
index d recommended by Willmott [15] and the normalized mean square error
(NMSE) [16].

69.3 Results and Discussion

The box model showed an acceptable agreement index of 0.52 when H was fixed
in 400 m (first scenario), and of 0.57 when mixing condensation level was used as
H (Second scenario). Statistical errors of the model expressed as normalized mean
square error (NMES) were 0.11 and 0.12 for both scenarios respectively, which are
acceptable since NMES most be less to 0.5. Figure 69.2 shows CO concentration
modeled versus observed data for both scenarios, where some out layer points could
be associate another sources of CO different to fleet vehicles, such as fire forest.
These out layer points correspond to events occurred between 2005 and 2010,
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Fig. 69.2 Comparison CO concentration modeled and observed for two sceneries (a) H: 400 m
fixed and (b) H is free convection height
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however in second scenario those out layer points tended adjust when MCL was
used, indicating that not all out layer points correspond entirely to fire forest, but also
meteorological condition as low vertical diffusion in the boundary layer planetary.

69.4 Conclusion

The box model evaluated shows an agreement index and normalized mean square
error acceptable for estimating carbon monoxide concentration in Caracas. More-
over, meteorology plays an important role in the pollution model of this tropical
region, particularly vertical diffusion. The next model to use must consider vertical
diffusion process in order to reduce the uncertainty.
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Chapter 70
Implications of Vegetation on Pollutant
Dispersion in an Idealized Urban Neighborhood

Christof B. Gromke and Bert J.E. Blocken

Abstract Configurations of avenue-trees and a central park in an idealized urban
neighborhood and their implications on traffic pollutant concentrations at the
pedestrian level were investigated with Computational Fluid Dynamics (CFD).
Steady state simulations were performed using a Reynolds Stress Model (RSM)
extended with additional terms to represent the effects of vegetation on air flow.
The results show that the type of configuration of avenue-trees and/or park has a
clearly noticeable effect on the overall pollutant distribution and on the maximum
concentration. The central park was found to lead to a general reduction of
concentrations in its immediate vicinity and at locations downwind.

70.1 Introduction

In the recent years, a number of studies has revealed that trees in urban street
canyons cause increased traffic pollutant concentrations by reducing the natural
ventilation, see e.g. Gromke and Ruck [7] and references therein. However, these
studies were limited to the street canyon scale. To the best of our knowledge,
the effects of trees on air quality at the neighborhood scale have not yet been
investigated apart from intermediate scale studies for two intersecting street canyons
by Buccolieri et al. [4] and Vos et al. [10]. To that end, traffic pollutant dispersion
studies for an idealized urban neighborhood with various configurations of avenue-
trees and a central park were performed and are presented here.
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70.2 Setup and Methods

A generic urban neighborhood consisting of 5 � 5 building blocks with dimensions
of 90 m � 90 m � 30 m (L � W � H) and streets of 18 m width was investigated
(Fig. 70.1). In total, five vegetation configurations differing in the arrangement of
avenue-trees, a park and combinations of these, plus the vegetation-free neigh-
borhood were studied (Fig. 70.2). The avenue-trees were positioned horizontally
centered in street canyons with crowns of 6 m width and 12 m height, starting 6 m
above the street level. The park, consisting also of 12 m high trees starting at 6 m
above the ground level, was positioned in the center of the neighborhood replacing
an entire building block. A leaf area density (LAD) of 1 m2/m3 was assigned to
both the avenue-trees and the trees in the park. The computational domain size and
boundary conditions were made according to recommendations specified in Franke
et al. [6] and Tominaga et al. [9]. Based on a grid sensitivity study, cubical cells
with 1.5 m edge length were used to discretize the street canyons within the building
array. A stretching factor of 1.2 was applied to cells outside the array.

The numerical simulations were performed with the Computational Fluid
Dynamics (CFD) code ANSYS FLUENT 12.1.4 [1]. The implemented Reynolds
Stress Model (RSM) with standard wall functions for near-wall treatment was
employed to solve the steady state Reynolds-averaged Navier Stokes (RANS) equa-
tions. At the inlet boundary, vertical profiles for the streamwise mean velocity U,
the turbulence kinetic energy k, and the dissipation rate © according to Richards
and Hoxey [8] were imposed with an aerodynamic roughness length z0 D 1.0 m
and a friction velocity u* D 1.18 m/s, resulting in an approach flow velocity of
U(H) D 10 m/s at building height H. A wall roughness of ks D 0.01 m together with
a roughness constant Cs D 0.5 corresponding to a roughness length z0 D 0.0005 m,
see Blocken et al. [3], was assigned to the building surfaces and the streets inside
the building array. More boundary conditions are provided in Fig. 70.1. The crowns
of the avenue-trees were defined as porous fluid zones in which additional terms
accounting for the effects of vegetation on flow and turbulence according to Ayotte
et al. [2] were assigned. A passive scalar was released from the entire street area
within the building array by specifying a constant flux boundary condition. The
dispersion calculations were performed with a turbulent Schmidt number Sct D 1.0
based on a comparison with measurements from the database CODASC [5].

Fig. 70.1 Computational domain, boundary conditions, and building arrangement with
avenue-trees
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70.3 Results and Discussion

In Fig. 70.2 the normalized pollutant concentrations cC D c U(H)/Q, with the scalar
concentration c, the approach wind speed U(H), and the scalar source flux from the
street surface Q, at 2 m above ground are shown for the vegetation-free (panel a)
and the vegetation configurations as indicated by the insert in the upper right part in
each of the panels (b–f).

70.3.1 Avenue-Trees in Every Street Canyon (Panel b)

In comparison to the vegetation-free configuration (panel a), a faster build-up of
concentrations in the wind-parallel canyons is observed. Strong increases are present
around the intersections D2 and D4. Higher concentrations also occur generally
in the wind-perpendicular canyons. However, the trees do not lead everywhere
in the neighborhood to increased concentrations. At the downwind side, lower
concentrations are found in the wind-parallel canyons G2/4 and I2/4.

Fig. 70.2 Normalized pollutant concentrations cC [�] at 2 m height above street
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70.3.2 Avenue-Trees in Every Second Street Canyon,
Type I (Panel c)

For this configuration, the highest maximum concentrations are found. In particular
in the central wind-parallel street canyons E2/4, increased pollutant concentrations
are present. They are also higher than those in the tree-everywhere configuration
(panel b).

70.3.3 Avenue-Trees in Every Second Street Canyon,
Type II (Panel d)

The maximum pollutant concentrations are clearly lower in comparison to the previ-
ous configurations (panel b and c). However, in the downwind located wind-parallel
canyons G2/4 and I2/4, and in some wind-perpendicular canyons (F3/5), higher
concentrations compared to the tree-everywhere configuration (panel b) are found.

70.3.4 Park (Panel e)

In comparison to the vegetation-free configuration (panel a), the park in the center
of the neighborhood results in decreased concentrations at downwind locations in
the central wind-parallel street canyons (G4 and I4). Lower concentrations are also
present in the street next to the park (E4). Immediately windward of the park, in
street D5, however, higher concentrations are observed.

70.3.5 Park and Avenue-Trees in Every Street Canyon (Panel f)

The high concentrations at the intersection D4 which are observed in the tree-
everywhere configuration (panel b) are reduced. In comparison to the park-only
configuration (panel e), lower pollutant concentrations are found for large areas
within the park.

70.4 Summary

The results show that different configurations of avenue-trees in urban neighbor-
hoods result in considerably altered traffic pollutant concentrations at the pedestrian
level. Reducing the overall number of avenue-trees (or the total vegetation volume)
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does neither necessarily lead to lower concentrations in general nor to lower
maximum concentrations. A park leads to a general reduction of concentrations in
its immediate vicinity and at locations downwind.
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Chapter 71
Dynamic Evaluation of the CMAQv5.0
Modeling System: Assessing the Model’s
Ability to Simulate Ozone Changes Due
to NOx Emission Reductions

Kristen M. Foley, Christian Hogrefe, George A. Pouliot, Shawn J. Roselle,
Norm Possiel, Heather Simon, and Brian Timin

Abstract Regional air quality models are frequently used for regulatory applica-
tions to predict changes in air quality due to changes in emissions or changes in
meteorology. Dynamic model evaluation is thus an important step in establishing
credibility in the model predicted pollutant response. Beginning in 2003, the U.S.
Environmental Protection Agency required substantial reductions in NOx emissions
from power plants in the eastern U.S. which resulted in a decrease in ozone
concentrations at monitoring sites in this region. This observable change in air
quality has been used previously as a case study for dynamic evaluation of the
Community Multiscale Air Quality (CMAQ) modeling system. Evaluation studies
of previous CMAQ versions have shown that the model predicted decrease in ozone
from 2002 to 2005 is less than the observed ozone change in this region. In this
study, summertime simulations of 2002 and 2005 were conducted using the CMAQ
version 5.0 modeling system released in 2012 that included several model updates
aimed at improving the model predicted response, including updates to important
model inputs. “Cross” simulations were conducted to separate the modeled impact
of the emissions changes on ozone concentrations from the changes attributable
to differences in meteorology across these years. Results show the change in the
upper end of the ozone distribution explained by emission reductions is similar
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in magnitude to the change in ozone due to changes in meteorology across these
years. Overall, the observed ozone decrease in the eastern U.S. continues to be
underestimated by the model at both urban and rural monitoring sites.

71.1 Introduction

EPA’s Nitrogen Oxides State Implementation Plan Call (NOx SIP Call) rule was
implemented in 2003 through early 2004. A NOx Budget Trading program was
established that led to reductions in NOx emissions from large electrical generating
units (EGUs) in 20 states and Washington DC. Emission reductions contributed to
a 30 % reduction in observed ozone levels in many parts of the region between
the summers of 2002 and 2005 [2]. Continuous emissions monitoring data were
available for major units, allowing for very accurate quantification of the emission
reduction. These features make this an excellent retrospective case for evaluating
the ability of models to predict changes in air quality resulting from changes in
emissions, referred to as dynamic evaluation [1]. Here we build upon the dynamic
evaluation of the Community Multiscale Air Quality (CMAQ) modeling system
documented by Gilliland et al. [2] and Godowitch et al. [3] using this case study
to evaluate a new version of the modeling system (CMAQv5.0.1) and utilizing
novel “cross” simulations to separately quantify the impact on ozone predictions
stemming from (a) changes in emissions and (b) changes in meteorology.

71.2 Methods

CMAQv5.0.1 simulations were performed over the continental U.S. for June 1
through September 30th 2002 and 2005 using a grid with 12 km horizontal
resolution and 35 vertical layers. Meteorological inputs were based on WRF3.3
with MCIPv4.0. Emissions inputs used SMOKE3.1 with MOVESv2010b for 2002
and 2005 mobile emissions. Emissions inputs included inline NO produced from
lightning using year specific data from the National Lightning Detection Network.
Boundary conditions were based on 2005 monthly median values from a GEOS-
Chem v9-01-02 simulation using v8-02-01 chemistry, GEOS-5 meteorology and
ICOADS shipping emissions. Ozone observations from the AQS and CASTNET
networks were used to evaluate model predicted daily maximum 8-h average ozone
(MDA8 O3), the model metric used for attainment demonstrations. In addition, AQS
NO2 monitors are used to diagnose errors in emission inputs.

In addition to the 2002 and 2005 simulations (Sim02e02m, Sim05e05m), two
“cross” sensitivity simulations are used to simulate air quality under 2005 emissions
with 2002 meteorology (Sim05e02m) and 2002 emissions with 2005 meteorology
(Sim02e05m). The processing of emissions from EGUs with available continuous
emission monitoring systems (CEM) data for these simulations is based on unit
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specific adjustments of the emissions to account for the impact of different
meteorological influences in a different year. Summertime 2005 NOx emissions are
generally lower than 2002 emissions, but the temporal fluctuations are different
due to differences in electricity demand which is heavily influenced by year-
specific meteorology. To estimate 2002 emissions with 2005 meteorological patterns
(EMIS02e05m) we scale the hourly 2005 CEM emissions (CEM2005) based on the
ratio of summer total CEM emissions (SY1/SY2) for a particular EGU unit in 2002
versus 2005:

EMIS02e05m D CEM2005 � .S2002=S2005/ (71.1)

An analogous calculation is made to estimate 2005 emissions with 2002 meteoro-
logical patterns.

Mobile emissions for the cross runs are based on MOVES simulations using the
designated emissions year and meteorology year (e.g. 2002 emissions with 2005
meteorology). Emissions from nonroad (e.g. construction), industrial point and large
marine sectors are based on the emissions year but shifted to match the day-of-
the week of the meteorology year. Emissions from fertilizer application, biogenic
sources, NOx from lightning, fires and dust are tied to the meteorological year.
All other sectors have the same inventory for all scenarios except modified for the
day-of-the-week of the meteorology year.

71.3 Results and Discussion

Figure 71.1 shows the 2005–2002 difference in the average of the top ten summer
MDA8 ozone values. The model predicts large ozone decreases in NC and VA,
but not as large as what is seen in the observations. In addition, the model misses
the region of 15–25 ppb observed decreases along the east coast and Ohio River

Fig. 71.1 2005–2002 difference in the average of the top ten summer MDA8 ozone values (ppb)
at AQS sites (circles) and CASTNET sites (diamonds)
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Fig. 71.2 The median change in ozone across AQS sites within NOx SIP Call states at different
percentiles of max 8 h average ozone (ppb) based on the 2005–2002 observations (filled
triangles), and model simulations: Sim05e05m-Sim02e02m (filled circles; total modeled change),
Sim05e02m-Sim02e02m (diamonds; emissions change) and Sim02e05m-Sim02e02m (circles;
meteorology change). The remaining interaction term (stars) represents the effect of meteorology
on ozone chemistry that is not captured by the cross simulations

Valley. In order to diagnose this model error we evaluate the change in NO2 mixing
ratios at AQS sites within NOx SIP call states. Analysis by Godowitch et al. [4]
indicates that morning NOx concentrations are strongly related to ground level NOx

emissions levels. An evaluation of the change in 2005–2002 weekday NO2 mixing
ratios showed that the decrease in morning (5–9 am) NOx levels from 2002 to 2005
is underestimated by the model (observed median decrease of 15 % verses modeled
decrease of 6 %), suggesting an underestimation of the decrease in surface NO2

emissions across these years [5, 6].
Figure 71.2 shows the change in modeled and observed ozone at different

percentiles (calculated across 122 summer days at each site). For each percentile,
the median change across all 444 AQS sites within NOx SIP Call states is plotted.
Utilizing the cross simulations, the change in the modeled ozone at each percentile
is decomposed into the change due to emissions, the change due to meteorology
and the interaction between emissions and meteorology. Changes in the upper end
of the ozone distribution are driven by both emissions and meteorology. The change
in the lower end of the ozone distribution is driven almost entirely by meteorological
changes.

The methodology presented here is able to account for the effect of meteorology
on emissions as well as the meteorological impact on air quality through advection
and dispersion. As a result we are able to isolate and quantify the impact of
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the emission controls across these years. Understanding the specific emissions or
meteorological-driven causes of the remaining difference between the observed and
modeled change in high summertime ozone levels will require additional diagnostic
evaluation. Ongoing work includes decomposing the change in NOx and CO to
compare the meteorology-based changes to what we see in ozone. We also plan to
evaluate the predicted change in meteorological parameters (e.g. temperature, wind
speed) during “high” and “low” ozone days.
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Questions and Answers

Q: Are you distinguishing between two effects of meteorology: (a) an advection
and dispersion effect, and (b) an emission-related effect, e.g. temperature on
evaporative emissions? Do you think we need new terms in order to discriminate
clearly between these two effects, e.g. for discussions with policy makers? Do
you think such “meteorological normalization” will be important for regulatory
modeling in the future?
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A: You are exactly correct. When we talk about changes due to meteorology in this
paper, this includes both the (a) and (b) effects that you describe. For example,
we found a small (˙0.5 %) change in state wide total NOx emissions from
mobile sources due to changes in meteorology from 2002 to 2005, which could
have a slight impact on the modeled ozone predictions. With an additional
set of sensitivity simulations it would be possible to further decompose the
meteorological effects into these categories in order to quantify the impact
from each effect on the final ozone levels. In this application, we suspect the
advection and dispersion effect would dominate the ozone signal, but we agree
that this would be interesting to explore. We agree that quantifying the impact
of a retrospective emission control by removing the impacts of meteorology
during the control period is a very valuable approach for communicating to
policy makers the net benefit of expensive control measures.

Q: How many alternative meteorological fields did you use to determine the
influence of meteorology on ozone concentration? In which way did you
evaluate the meteorological fields?

A: The simulations described here rely on meteorological inputs from WRF3.3
simulations for 2002 and 2005. The WRF simulations are considered the state-
of-the-art for air quality applications in terms of the parameterizations and data
assimilation methods used. The meteorological fields were evaluated against
surface measurements for 2 m temperature, wind speed, wind direction and
mixing ratio and the evaluation metrics were found to be similar or better than
previous simulations for these time periods. We agree that it would be valuable
to repeat these simulations using alternative meteorological inputs to identify
if the impacts on ozone are consistent under different scientifically valid input
fields.

Q: Given that health effects assessments are sensitive to “average” ozone (the entire
distribution), not just the 8-h max statistics, how well did the model capture the
change in median ozone levels (both over the whole year and the ozone season)?

A: We looked at a plot similar to Fig. 71.2 based on June–September daily median
ozone levels rather than daily maximum 8 h average ozone. As expected, the
change in the daily median ozone levels is smaller than the change in the max
8-h metric across all percentiles for both the modeled and observed values.
Similar to Fig. 71.2, the difference between the modeled and observed change in
the median increases with increasing percentiles. Overall, the model performs
slightly better at capturing the change in the median ozone, compared to results
for the max 8-h statistic. We have not looked at the change over the entire
year but agree that this would be very relevant for health effect assessment
applications.



Chapter 72
Evaluation of a Chemical Data
Assimilation System

Jeremy D. Silver, Jesper H. Christensen, Michael Kahnert,
Lennart Robertson, and Jørgen Brandt

Abstract An ensemble Kalman filter data assimilation system has been coupled
to the Danish Eulerian Hemispheric Model (DEHM), a hemispheric-scale, offline,
chemistry-transport model. We present an evaluation of the performance of the
assimilation system in the framework of an Observing System Simulation Exper-
iment (OSSE). This involves assimilating “pseudo-observations” derived from a
reference simulation, and then comparing the assimilation run with the reference
run. We focus on nitrogen dioxide and the pseudo-observations are generated
to mimic the spatial/temporal pattern of retrievals from the Ozone Monitoring
Instrument.

72.1 Introduction

Data assimilation is widely used in the geophysical sciences to integrate model
and observational data in a statistically consistent framework. In-situ or remotely
sensed measurements are often assimilated into chemical transport models to
generate historical reanalyses or initial conditions for chemical weather forecasts.
The ensemble Kalman filter (EnKF) is a common assimilation technique [5], which
is relatively simple to implement, accounts for model non-linearity and dynamically
evolves background covariances. An EnKF data assimilation system has been
coupled to the Danish Eulerian Hemispheric Model (DEHM), a hemispheric-scale,
offline, chemistry-transport model [2, 3].
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To evaluate the performance of the assimilation scheme we conducted an
Observing System Simulation Experiment (OSSE). The OSSE framework is often
used to assess potential benefits of a new measurement platform, especially if
the corresponding physical experiment would be technically difficult or very
expensive to conduct (e.g. involving satellites). An OSSE involves two sets of
simulations: the first simulation (the “nature” run) is used to generate “pseudo-
observations”, which are then assimilated into the second simulation (the “test” run).
The resulting analysis or forecast from the test run can be compared with the nature
run [6].

Here we use the OSSE framework to determine the effectiveness of the chemical
data assimilation system, and to assess where in the model field the assimilation
is most effective. We focus on satellite retrievals of NO2 tropospheric column
concentrations (TCCs) derived from OMI. The estimated sensitivity of the retrieved
TCCs are provided by the averaging kernels, which are used in the observation
operator in the assimilation system. While concentrations are generally highest at
the surface, the retrievals are typically more sensitive to trace gas concentrations in
the free troposphere. In particular, it is of interest to assess the extent to which
assimilation of total- or tropospheric-column satellite retrievals can yield more
accurate surface concentrations.

72.1.1 Coupled DEHM-EnKF Systems

The DEHM domain used a coarse 96 � 96 horizontal grid on a polar-stereographic
projection at about 150 km � 150 km spacing, with 29 vertical layers using terrain-
following ¢-coordinates up to 100 hPa. Concentrations of 58 reactive gases and
9 particle classes are modelled. The DEHM was run offline with meteorology
from MM5. Three-hourly assimilations were performed with an asynchronous local
ensemble transform Kalman filter (see references in [5]), a variant on the EnKF.
Additive model error (to maintain ensemble spread) and localisation length-scales
were based on climatological background errors [8].

72.1.2 Simulations

Two different nature runs were used: the first (termed NR1) was a “perturbed”
DEHM simulation and the second (NR2) was a MOZART-IFS simulation made
available by the ECMWF as part of the MACC project [9]. A control simulation
(termed CN) was run without assimilation, using the same DEHM setup as
with the assimilation. NR1 is more easily comparable with the analysed fields,
whereas the differences between the NR2 and CN should be substantial, which
is desirable in the OSSE framework. A limited number of species (NOx, CO,
O3, HCHO, CH4, SO2, SO4

2�) were available for NR2, and at a 6 h temporal
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Table 72.1 Differences between the simulations are given

Run Model NWP Emissions Assimilation

CN DEHM MM5 a Set a No
NR1 DEHM MM5 b Set b No
NR2 MOZART IFS Set c Yesa

AN1 DEHM MM5 a Set a Yes: NO2 TCCs from NR1
AN2 DEHM MM5 a Set a Yes: NO2 TCCs from NR2

NWP simulation “MM5 a” was run continuously with nudging towards the NCEP
reanalysis each 6 h. NWP simulation “MM5 b” was nudged for the first 6 h, then
ran freely for 48 h, before storing 12 h of results. Emission “Set a”: global anthro-
pogenic – RCP, European anthropogenic – EMEP, biogenic – GEIA, wildfires –
GFED, shipping – IAS (see Brandt et al. [2] and references therein for details).
Emission “Set b”: global anthropogenic – EDGAR, biogenic – GEIA, wildfires –
RETRO, shipping – Corbett and Fischbeck [4]. Emission “Set C”: see Stein [9]
aThe MOZART-IFS simulation included assimilation of chemical trace gas retrievals
from multiple satellite instruments [9]

resolution. Pseudo-observations derived from NR1 and NR2 were assimilated into
the DEHM-EnKF system for the period Jan-Mar 2008, and the analyses are termed
AN1 and AN2, respectively. See Table 72.1 for details.

72.1.3 Pseudo-observations

The purpose of using pseudo-observations is so that we know the “true” state of
the atmosphere (as embodied by the nature run), in order to assess the results
from the assimilation. Pseudo-observations were derived from the two nature
runs using the same spatial and temporal pattern as for the Ozone Monitoring
Instrument (OMI) aboard the NASA satellite AURA. Averaging kernels specified
in the satellite retrievals were used to interpolate from model space to observation
space, and Gaussian independent random errors were added with standard deviation
proportional to the errors specified in the retrieval product. The observation errors
and averaging kernels were obtained from the DOMINO product (v. 2.0.1, [1]).

72.2 Results

Figure 72.1 shows the bias in NOx, comparing the analysis with the corresponding
nature run. As a benchmark, Fig. 72.1 also shows the comparison between CN
and the two nature runs. The relative, rather than absolute, NOx concentrations
are given, since the concentration varies dramatically with altitude and latitude.
The differences between the top and bottom rows of Fig. 72.1 (i.e. CN – NR vs.
AN – NR) are relatively minor, which is not surprising given the short atmospheric
lifetime of NO2. Ignoring the changes to the upper few layers (which are influenced
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Fig. 72.1 Mean NOx fractional bias, averaged over latitude bands for each model layer. Top-left:
AN1 – NR1, top-right: AN2 – NR2, bottom-left: CN – NR1, bottom-right: CN – NR2. The bias
was normalised by the mean concentration in the respective nature-run in the respective model
level. Dashed and solid lines indicate contours of negative and positive values of the fractional
bias, respectively

by strong damping from the upper boundary condition in DEHM), the biggest
differences are evident around layer 14, which roughly coincides with the top of
the mixed layer.

The biases in AN1 – NR1 tend to be larger than in CN – NR1, since NR1 is still
very similar to CN, despite the different meteorology and emissions. The pseudo-
observations have noise added to them (to simulate real scatter in the satellite
retrievals), and we have included an additive model-error contribution to maintain
ensemble spread, which also makes it harder to recover the “truth” (represented by
the nature-run). Perhaps of greater interest is the equivalent comparison for NR2,
since the underlying models are fundamentally different. The assimilation led to
a general increase in NOx concentrations, with negative biases (which are most
common) in AN2 – NR2 slightly smaller than in CN – NR2, and positive biases
slightly larger.
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72.3 Conclusion

We examined the performance of a chemical data assimilation system using the
OSSE framework. The potential benefits from assimilation of NO2 are limited in the
current framework due to the short atmospheric lifetime of this species, as forcing
from chemistry and emissions quickly erases changes to the initial conditions. This
problem can be to some extent overcome by simultaneous re-estimation of emission
rates [6].

The NR1, a DEHM simulation using different meteorology and emissions, was
potentially too similar to the model used in the test runs (i.e. with assimilation), and
the biases in the AN1 were greater than those seen in CN. The NR2, a simulation
from a fundamentally different CTM, provided an alternative, and perhaps more
useful, perspective. The biases (relative to NR2) in AN2 tended to be more positive
than in CN, yet overall smaller in absolute value. However the bias patterns in both
AN1 and AN2 were very similar to those in CN. This is not surprising, given the
short-lived nature of NO2 (leading to short effective correlation length-scales), and
that retrievals are available only daily over any given region. We plan to extend this
work to incorporate pseudo-observations from other species, including CO, O3 and
HCHO.
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Questions and Answers

Questioner name: Luca Delle Monache

Q: Have you tested the EnKF with more members? Which localisation algorithm
have you used?

A: So far we have only run the EnKF with 16 members, but we plan to test it with
a larger ensemble size in the near future. We ran a local analysis, with separate
assimilations for each grid-point, as described by Sakov et al. [7]. This required
localisation weights between grid-points and observations, which were based
on the linearised observation operator as well as correlations derived from a
climatological background error covariance matrix.

Questioner name: Pius Lee

Q: The array of satellite retrievals you used has characteristic pixel resolutions.
Have the satellite data clustered to your rather large 150 km � 150 km box
specifically with respect to the retrieval characteristics of the instrument?

A: The footprint of the satellite retrievals is typically much smaller than the model
grid-cell. As such, the representativity error is an important component of the
total observation error. We have not yet considered the within-pixel clustering
behaviour of the different retrievals, other than to estimate the representativity
error. Currently the horizontal interpolation accounts only for the pixel centre,
rather than the corner-points. Such a refinement is under consideration, however
not a priority while working with such coarse horizontal resolution.

Questioner name: Dominik Brunner

Q: Do you consider the averaging kernels of the satellite data? How do you deal
with the issue of biased observations, which can be significant for satellite data?

A: The averaging kernels (AKs) are required to define the observation operator.
Many satellite retrievals are available without the corresponding AKs, so we
were restricted to using only those products where the AKs were available.
Currently we do not take account for systematic bias in either the model or the
observations, even though that we know that such biases exist. This is clearly
a short-coming of the system; however accounting for bias adds an extra level
of complexity. Further testing is required before we can take this next step.
Without an independent, bias-free data source, it is impossible to bias-correct
both the model and the observations, and one must choose to assume that either
the model or the observations are bias-free. At present it is unknown whether
the model or the observations have bigger biases.



Chapter 73
Resolving and Quantifying Ozone
Contributions from Boundary Conditions
Within Regional Models

Greg Yarwood, Chris Emery, Kirk Baker, and Pat Dolwick

Abstract In regional model simulations, ozone introduced by boundary conditions
(BCs) is important to model performance, model sensitivity and for policy reasons
such as transport assessments. Quantitatively tracking the contribution of ozone BCs
throughout a regional model is highly desirable. A simple and efficient solution is
to add a tracer (O3BC) to the regional model simulation with a source term equal
to the ozone BC. However, it is also necessary to model the removal of O3BC by
deposition and chemistry. Modeling tracer deposition is relatively straightforward
but modeling the photochemical removal of O3BC is complex. We developed a
chemical mechanism for the photochemical removal of O3BC that is compact,
represents all major removal pathways (i.e., photolysis, reactions with HOx rad-
icals), accounts for important dependencies on NO, and can be implemented as
an extension of the main gas-phase chemical mechanism. The method provides
great flexibility by permitting O3BC to be factored into components that are
then tracked independently. Example components of potential interest are different
lateral boundaries segments (north vs. south boundary, etc.), altitude segments
(boundary layer vs. free troposphere vs. stratosphere) and geographic origin (e.g.,
Asia vs. North America vs. Europe). Information about the geographic origin of
O3BC can be derived from global model sensitivity simulations. The method is
implemented in the CAMx regional model by using an existing model option to
add reactive tracers (RTRAC) with complex chemistry. The method is applied and
evaluated in simulations for continental North America.
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73.1 Introduction

In regional models like the Comprehensive Air quality Model with extensions
(CAMx; [3]) ozone introduced by boundary conditions (BCs) is important to
model performance, model sensitivity and for policy reasons such as transport
assessments. Quantitatively tracking the contribution of ozone BCs throughout
a regional model is highly desirable. The CAMx ozone source apportionment
technology (OSAT; [1]) probing tool tracks BC contributions to ozone. However,
OSAT has limited flexibility in how BC contributions are organized and OSAT
tracks ozone contributions from emissions that may not be needed. We have
developed and implemented an efficient method for tracking BC ozone contributions
using reactive tracers. The new method is flexible because the BC contributions to
be tracked are defined using CAMx input files, i.e., specially prepared BC files.

The CAMx reactive tracer (RTRAC) probing tool provides a flexible approach for
introducing gas and particulate matter tracers within CAMx simulations [3]. Each
RTRAC tracer is influenced by boundary conditions, advection, diffusion, emissions
and dry deposition. Gas-phase tracers can also undergo chemical destruction and/or
production using either a simpler (RTRAC) or more complex (RTCMC) chemistry
interface. The RTRAC Chemical Mechanism Compiler (RTCMC) permits a full
chemistry mechanism to be defined through a model input file with no limits
on mechanism complexity (within available computer resources). We configured
RTCMC to track of ozone from BCs in a manner that is similar to OSAT.

73.2 Tracking Photochemical Ozone Destruction

Ozone is destroyed by reactions with NO, NO2, OH, HO2 and alkenes. Some
reactions destroy O3 permanently and are straightforward to implement in a scheme
to track O3 destruction. Examples are reactions with alkenes (e.g., isoprene) that
remove O3 by forming an ozonide that decomposes to products such as aldehydes.
Other reactions may initially destroy O3 but form products that subsequently
re-form O3. An example is the reaction of O3 with NO which forms NO2 that
can then photolyze causing O3 to re-form. In this case, determining whether O3

is permanently destroyed amounts to deciding whether NO2 photolyzes to NO or
is converted to another NOy species (e.g., HONO, NO3, HNO3, etc.) by complex
chemical reactions. During daylight, NO2 photolysis usually dominates over NO2

conversion to NOy species other than NO. At night, O3 reaction with NO may
permanently destroy O3 if the NO2 formed is removed before it can photolyze on the
following day. The RTCMC scheme assumes zero net destruction of O3 by reaction
with NO and so does not include the O3 C NO reaction. The reactions of O3 with
OH and HO2 are simplified for the RTCMC scheme by assuming that: (1) OH and
HO2 inter-convert rapidly and may be treated as a pool (HOx D OH C HO2); (2) At
high NO, HOx removal is dominated by HO2 reacting with NO to form NO2 which
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01 [O3A]             ->  [O1DA]
02 [O1DA]            ->  [O3A]
03 [O1DA]            ->
04 [O3A]  + [OH]     ->  [HOXA]
05 [O3A]  + [HO2]    ->  [HOXA]
06 [HOXA] + [NO]     ->  [O3A]
07 [HOXA] + [HO2]    ->             
08 [HOXA] + [HO2]    ->             
09 [HOXA] + [MEO2]   ->             
10 [HOXA] + [XO2]    ->             
11 [HOXA] + [XO2N]   ->             
12 [HOXA] + [C2O3]   -> (0.2) [O3A]
13 [HOXA] + [CXO3]   -> (0.2) [O3A]
14 [O3A]  + [ISOP]   ->             
15 [O3A]  + [TERP]   ->

Fig. 73.1 Reaction scheme for tracking chemical destruction of an ozone tracer (O3A) with the
CAMx RTCMC probing tool. These reactions are implemented to work with the CB05 chemical
mechanism

then photolyzes to re-form O3, resulting in zero net O3 destruction, and (3) At low
NO, HOx removal is dominated by reactions of HO2 with HO2 and RO2 radicals,
resulting in net destruction of one O3.

The RTCMC scheme for tracking chemical destruction of O3 tracers is shown
in Fig. 73.1 as implemented for use with CB05. The scheme tracks one BC O3

contribution (O3A) using 15 reactions and 3 RTCMC tracers (i.e., O3A, O1DA and
HOXA.) Other chemical species appearing in Fig. 73.1 (i.e., OH, HO2, NO, XO2,
XO2N, C2O3, CXO3, ISOP and TERP) are from the CB05 chemical mechanism
[4] and their concentrations are provided by CAMx and considered constant within
RTCMC. Thus, an RTCMC reaction between O3A and ISOP depletes the RTCMC
species O3A but does not change the CB05 species ISOP. CB05 treats the ISOP
decay.

73.3 Contributions of Tropospheric and Stratospheric Ozone

To illustrate how the RTCMC scheme can be applied we used it to quantify
contributions of tropospheric and stratospheric O3 BCs for the continental US
(CONUS). The CONUS simulation inputs were for calendar year 2008 with
meteorology from WRF, anthropogenic emissions from the 2008 NEI, biogenic
emissions from MEGAN and BCs from GEOS-Chem. We classified CAMx layers
below �6 km above ground as tropospheric, layers above �9 km as stratospheric,
and also tracked the contribution from layers between 6 and 9 km. This classification
scheme was used for the purpose of demonstrating the method and a more refined
classification of BCs into tropospheric vs. stratospheric could be developed.



448 G. Yarwood et al.

Fig. 73.2 Ground-level O3 (ppb) from O3 boundary conditions (BCs) in the troposphere (below
6 km above ground) and the stratosphere (above 9 km) on March 5, 2008. The contribution of O3

BCs between 6 and 9 km was also tracked but is omitted for brevity. Note that the scale bars have
different ranges

Fig. 73.3 Boundary condition (BC) contribution to ground-level O3 (ppb) determined by RTCMC
and OSAT on March 5, 2008

Contributions to ground-level O3 of BCs classified as troposphere versus strato-
sphere are shown in Fig. 73.2 for March 5, 2008. Two areas of stratospheric O3

influence are apparent on this day, one over northern Mexico and a second over
the North Atlantic Ocean. The areas of high stratospheric O3 influence coincide
with areas of low tropospheric influence consistent with air subsiding from near the
tropopause to ground level.

We compared the total contribution of BCs to ground level O3 determined
by RTCMC and OSAT, as shown in Fig. 73.3. The spatial patterns of BC O3

contribution revealed by both methods are nearly identical.
The RTCMC scheme is computationally efficient. Tracking three O3 BC contri-

butions added 9 tracers and 45 reactions in RTCMC and increased CAMx run time
by 10 %.
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73.4 Summary

We developed and tested a new method for tracking ozone from apportioned BCs
within a CAMx simulation by using reactive tracers with the RTCMC probing
tool in CAMx. Ozone BC contributions determined by the RTCMC scheme are
very similar to those determined by the CAMx OSAT probing tool. The RTCMC
scheme is computationally efficient with a 10 % increase in CAMx run time to
track 3 ozone BC contributions. The RTCMC scheme provides great flexibility by
permitting the ozone BCs to be factored into components that are then tracked inde-
pendently. Example components of potential interest are different lateral boundaries
segments (north vs. south boundary, etc.), altitude segments (boundary layer vs. free
troposphere vs. stratosphere) and geographic origin (e.g., Asia vs. North America
vs. Europe). Information about the geographic origin of ozone BCs can be derived
from global model sensitivity simulations.
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Questions and Answers

Roger Timmis

Q: In the 3-day boundary condition experiment shown in your presentation, is there
an explanation for the anomaly (i.e. difference in BC contribution as diagnosed
by the RTCMC scheme and OSAT) over the Atlantic Ocean off the Eastern US
seaboard? Have you checked whether predicted events with large stratospheric
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Fig. 73.4 Percent
contribution of modeled daily
maximum 8-h ozone
concentration at Gothic, CO
during April–August 2008
originating from the
stratosphere (BCs above
9 km) using the CAMx
regional model with BCs
from MOZART (Moz_High)
or GEOS-Chem (GC_High)
(Results courtesy of the
Western Regional Air
Partnership WestJumpAQMS
project)

contributions to ground-level ozone are matched to observed events such as
tropospheric folds and cut-off lows?

A: Results using the RTCMC scheme and OSAT can differ for two main reasons.
First, in areas with sufficient NOx to support net ozone production OSAT
diagnoses more rapid ozone destruction than the RTCMC scheme because
OSAT can account more completely for ozone destruction chemistry. Second,
falling rain can become saturated with ozone limiting further scavenging and
OSAT uses saturation with total ozone to limit scavenging of ozone components
(e.g., ozone from BCs) whereas the RTCMC scheme considers each ozone
component separately with regard to saturation. The three-day experiment
showed a stratospheric ozone contribution over the Atlantic which coincided
with a deep low-pressure wave and associated frontal system over the eastern
US consistent with deep vertical transport from the tropopause to near ground-
level. Emery et al. [2] have successfully modeled stratospheric ozone intrusions
during tropopause folding events.

Rohit Mathur

Q: Please clarify the timescale of ozone model results shown for Gothic, CO.
Assuming the modeled BC contributions to ground-level ozone are correct, what
fraction do they contribute to the observed ozone or the total modeled ozone?

A: Daily maximum 8-h average (MDA8) ozone values for April-August 2008 were
shown for Gothic, CO, in the central Rocky Mountains. As shown in Fig. 73.4,
the percentage of total ozone originating above 9 km (ozone considered to
originate from the stratosphere) was up to 52 % using MOZART BCs or 51 %
using GEOS-Chem BCs. The average contributions were 15.3 % and 13.7 %,
respectively. The outlier in Fig. 73.4 (42 % MOZART and 6 % GEOS-Chem)
occurred on July 29, 2008



Chapter 74
E pluribus unum: KZ Filters and Ensemble
Air Quality Modeling

S. Galmarini, I. Kioutsioukis, and E. Solazzo

Abstract In this study we present a novel approach for improving the air quality
predictions using an ensemble of air quality models generated in the context of
AQMEII (Air Quality Model Evaluation International Initiative). The development
of the forecasting method makes use of modeled and observed time series (either
spatially aggregated or relative to single monitoring stations) of ozone concentra-
tions over different areas of Europe and North America. The technique considers
the underlying forcing mechanisms on ozone by means of spectrally decomposed
previsions. With the use of diverse applications we demonstrate how the approach
screens the ensemble members, extracts the best components and generates bias-free
forecasts with improved accuracy over the candidate models.

74.1 Introduction

Multi-model ensembles (MME) is the practice according to which results obtained
from a somehow arbitrary collection of modeling systems and applied to a common
case study, are statistically treated in an attempt to capture more effectively the
variability of the observational data and to improve the final results In the present
study we intend to take a step forward with respect to the ensemble screening and
model selection, having as final goal not only the improvement of the ensemble
result on hindcast application but also the forecasting capacity of a MME for air
quality applications.
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74.2 Methodology

The Kolmogorov–Zurbenko filter was first proposed by Kolmogorov and formalized
later by Zurbenko. It is defined as an iteration of a moving average filter applied on
a time-series S(t):

KZm;p D R
p
iD1

8
<

:J
Wi

kD1

2

4 1

m

m�1
2X

j D� m�1
2

S.ti /k;j

3

5

9
=

;

8
ˆ̂<

ˆ̂:

R W iteration
J W running window

Wi D Li � m C 1

Li D length of S.ti /

(74.1)

It is a two-parameter filter controlled by the window size (m) and the number
of iterations (p). The KZ-f removes high-frequency variations from the data (with
respect to the window size) and belongs to the class of low-pass filters (since it
filters periods smaller than the selected cut-off period). By modifying the controlling
parameters (m, p), different scales of motion can be eliminated and others retained.
In particular, by taking the difference between two KZ-f corresponding to different
parameters (m, p), a band-pass filter is created.

For the case of ground-level ozone, four separate scales of motion have been
defined relevant, detected by means of physical considerations and periodogram
analysis. They are namely the intra-day component (ID), the diurnal component
(DU), the synoptic component (SY) and the baseline or long-term component (LT).
The hourly time series of ozone can therefore be decomposed as:

S.t/ D ID.t/ C DU.t/ C SY.t/ C LT.t/ (74.2)

where: ID(t) D S(t) � KZ3,3, DU(t) D KZ3,3 � KZ13,5, SY(t) D KZ13,5 � KZ103,5 and
LT(t) D KZ103,5. The total error of the decomposed by Eq. (74.2) time-series is
propagated through the spectral components and consists of each component’s
contribution as well as its interaction with the other components. The magnitude
of the covariance terms of the error matrix determines the degree of association of
the spectral components derived from the KZ-f.

74.2.1 Properties of the Spectral Components

The spectral components are composed by three signals with zero mean (ID, DU
and SY) and one slow varying signal (LT). The ID, DU, and SY signals are zero
mean fluctuations about the smoothed time series (LT). In terms of their relative
strength, the amplitude of the zero mean signals is highest for the DU component
and lowest for the ID component [1].

The explained variance from the single contributions of the four components
accounts for roughly 80 % of the total variability. The DU component drives the
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ozone variability and accounts for more than half of its variance. In contrast, the
ID component explains the least amount of the ozone variability due to the small
magnitude of its fluctuations [1].

The decomposed observed and modeled time-series generally reveal similar
patterns. Spectral decomposition does not distort the allocation of variance between
the components and hence maintains their relative importance. Moreover, this
decomposition results at equal amounts of explained by individual components
variance [1].

74.2.2 The Proposed Ensemble Strategy and the KZ Model

The methodology we put into place is explained as follow. Equal lengths of the
observed and the time series of ozone obtained from all ensemble members are
decomposed into four components by the KZ-f. The modelled spectral components
are evaluated against the observed ones and the models producing each one of the
four best components are identified. Then, future time series (i.e., a time series with
the same length as the historic time series that is shifted to include a future horizon)
of the identified models are KZ-f decomposed and for each spectral component
the respective one is taken. Finally, a new model (kz model) is built by adding the
respective future components. For the historic period, if the spectral components
were independent (i.e., the off-diagonal terms of the covariance matrix would be
zero), the kz model skill would outperform any other model skill. However, since
the components are not independent and in addition, the interest lies in the forecast
period (that is, kz forecast skill), the idea needs to be evaluated.

The novelty on this approach is that the ensemble result is not anymore a mere
statistical treatment of the outcome of model results but it is diagnosed in the
fundamental aspects that constitute each member which are then re-ensembled to
constitute the only model set used for forecast.

74.3 Results

The first operational assessment is presented in Fig. 74.1, where all models are
directly compared to the observations (EU1, results are similar for the other sub-
regions). The scatter diagram shows super-imposition of three clouds pertaining to
the comparison with observed concentrations at rural, sub-urban and urban stations.
The individual models are compared in the first 13 panels and are followed by
mm (median model), sm (spectral median model) and kz. The improvement of kz
is evident with respect to all other models. The cloud is tilted upward gaining a
good deal of positions even against mm and sm. The spread of the data appears
slightly larger than for sm and mm because the median aggregation in those
models always results in deterioration of their variance. Another reason is related
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Fig. 74.1 Convex hull around scatterplot of all examined cases corresponding to the prediction
week, for the EU1 sub-domain and all three ozone aggregation types (urban, suburban, rural).
Compared to the rest of the models, the cloud of the kz model scatter is tilted towards the diagonal

to imperfect selection of the best spectral components. However kz model forecasts
are homogeneous throughout the range of values. From a purely visual view point
the improvement produced by the kz model are clear (full details in [1]).

The methodology adopted and applied for ozone has been also tested for the
case of Nitrogen Dioxide (NO2) and coarse Particulate Matter (PM10). Although
this work is ongoing, results (not shown) demonstrate that the presented approach
is not bounded by the physical, chemical and dynamical nature of ozone formation
and can be easily extended to other pollutants.

The presented approach is adaptive and screens each time the ensemble members
to extract the best spectral components on the basis of the most accurate recent
representation of the observed state. Its advantages were demonstrated for seven sub
regions (four in EU, three in NA) at all aggregation types (urban, suburban, rural) but
also at the station level. As the skill of the models varies with sub-region, synoptic
conditions and chemical conditions, more sophisticated approaches (utilizing eg
synoptic clustering) are expected to further improve the forecast skill.
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Questions and Answers

Questioner Name: Luca delle Monache

Q: You have clearly shown that with this approach you can improve a deterministic
ensemble-based prediction. Can the same approach, or a variation of it, be used
to improve probabilistic ensemble-based predictions?

A: Assuming that the total number of combinations originating from an ensemble
is ncomb, the total number of combinations using the specific spectral decom-
position is ncomb4. The output uncertainty using this approach is at least as
wide as in the non-decomposed version; at the same time, it can achieve lower
forecast error. This uncertainty can be narrowed by restricting the variability of
certain modes.

Questioner Name: Kristen Foley

Q: You use a training time period to select which ensemble members to use in your
k-z filter approach for forecasting. If you were to also use the observed data in
the training period to select from your original ensemble without decomposing
into the four components, how would this ensemble perform compared to your
proposed approach?

A: The comparison between the first order kz decomposed model against the
lowest MSE combination of all models constituting the ensemble does not
identify a clear winner across sub-regions and aggregations (urban, suburban,
rural). However, switching to decompositions of equal order to the lowest MSE
combination, the forecast error is always lower in the kz case.

Questioner Name: Jeremy Silver

Q: The method looks very promising. How much spatial information can it
provide? Can it give you forecasts at sites not used in the training set?

A: The method has been also applied to station level data and yield similar results
with the spatially aggregated test case. In view of its spatial extension for
forecasting purposes at blind sites, results are sensitive to the spatial window
of influence of the best spectral components. Using too wide one (e.g. whole
sub-region) does not provide an improvement over the ensemble mean.
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Questioner Name: Armin Aulinger

Q: Do noisy measurement data make it difficult to select the appropriate “Franken-
stein” components from the ensemble? Can physical/chemical reasons for better
or worse performing models be detected from the decomposed model results?

A: The successful application of the method to the nosier station level data showed
that generally the method can deal with noisy measurements. Besides that, the
noisiest component (intra-diurnal) is also the least important. In terms of the
properties of the best components, practical experience showed that very few
models contribute principally to ID & DU (physical parameterizations), more
to the LT (background) and almost all to SY (weather uncertainty).

Questioner Name: Paul Makar

Q: Could the method be modified slightly to be used in a forecasting context? T
A: The method can be directly applied to forecasts by replacing the simulations

with predictions. The scope of the study was to identify accurate recent
representations of the four components, guaranteeing in principle also an
appropriate behavior in the future.



Chapter 75
Air Quality Model Evaluation Using Gaussian
Process Modelling and Empirical Orthogonal
Function Decomposition

Tianji Shi, Douw Steyn, and William J. Welch

Abstract We propose a statistical air quality model that simultaneously performs
two major tasks: (1) provides a computationally inexpensive means of modelling
and forecasting complex space-time air pollution processes, (2) enables an infor-
mative and statistically defensible approach for evaluation of air quality models.
Rather than working with raw data, we analyze the spatio-temporal variability of a
pollution process by extracting data features using Empirical Orthogonal Function
decomposition. Our modelling approach thus avoids the complications of point-to-
point comparison, and the statistical model’s flexible structure allows for extensive
fine-tuning. We develop and demonstrate our approach on observations and CMAQ
model output of ozone episodes in the Lower Fraser Valley (LFV) of British
Columbia, Canada. We believe the principle and methodology of our statistical
analysis is applicable to a wide range of air pollution problems.

75.1 Introduction

Air quality model outputs are averaged values on a uniform grid, whereas ozone
observations are point measurements at irregularly placed locations. Point-to-point
comparisons between model and observation can be uninformative or even mislead-
ing since they are governed by different stochastic spatial processes. We propose
an alternative model evaluation approach that is implemented in two steps: build
statistical models of both model outputs and observations; then compare statistical
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model components as a means of evaluating the model against observation. In
essence, we are comparing how CMAQ (or air quality models in general) and
physical measurements differ or agree in their governing processes. Our statistical
model does not process raw data (or model output) directly, rather the data features
are extracted via EOF decomposition, and these features are modelled as Gaussian
Processes (GPs). GP modelling is used for its proficiencies in emulating computer
model outputs [1] and modelling air quality observations [2]. We view this as a
“big-picture” way of evaluating CMAQ, or any other process-based model.

75.2 General Framework of Our Statistical Model

Suppose O is a t � n matrix of ozone data, where t is the number of time points and
n the number of locations. By EOF decomposition, we obtain an n � n EOF matrix
E, where each column is an EOF. Multiplying the original data O by E we obtain
a t � n Principal Component (PC) matrix, denoted as C (there are n PC vectors of
length t). We sort the EOFs and PCs by the criterion “proportion of data variation
explained”, and use the term “1st EOF” or “1st PC” to describe the data component
that explains the most data variation, so on for “2nd EOF”, “2nd PC”, etc.

Our study shows that each of the lower order EOFs represents identifiable spatial
ozone features/patterns, either individually or collectively with other EOFs, whereas
lower order PCs describe certain temporal ozone features. We model these features
as a GP. This allows the stochastic process vector to follow a multi-variate normal
distribution (MVN). We use the generic notation of Y as a random process vector
and X a matrix of corresponding model covariates.

Our GP model, as a specific instance of a general GP model is:

Y.X/ D f.X/ˇ C Z; Z � M VN.0; �2R/; (75.1)

where ˇ is a regression coefficient vector. Z is a zero-mean GP that models Y’s
stochastic variation about the mean f.X/ˇ. R is a correlation matrix, and we use a
form of correlation function that measures correlation between Y and Y 0 based on
the covariate distance jx � x0j. Given x0, which are covariates at unobserved (or
unmodelled) locations and/or future time, we predict Y.x0/ using a Kriging based
equation:

Oy.x0/ D f.x0/ Ǒ C rT R�1.Y � f.X/ Ǒ /; (75.2)

where r contains correlations between Y.x0/ and observed Y and Ǒ is the gener-
alized least-square estimation. To estimate the parameters within (75.1), we derive
a MVN-based “profile likelihood” function and run iterative algorithms to find the
likelihood-maximizing parameter estimates.

EOFs and PCs are modelled and predicted by their unique forms of (75.1). To
model the ozone process at its original spatio-temporal domain and value scale,
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we use the property that E is an orthogonal matrix. This allows us to reconstruct
the original ozone field via equation O D CET D Pn

j D1 CŒ; j �EŒ; j �T . CŒ; j �

and EŒ; j � are the j -th columns of C and E. However, it is usually possible to
recover a majority of data variation using fewer EOFs and PCs. Hence, we have
the approximation equation

O 	
pX

j D1

CŒ; j �EŒ; j �T ; p 
 min.t; n/: (75.3)

In summary, our approach is to first extract essential ozone features/patterns
from the data using EOF decomposition, model them as Gaussian Processes, and
apply (75.3) to combine these GP models to model a space-time ozone process and
make ozone forecasts. Since only individual data features are modelled, we greatly
lessen the computational load of dealing with large dimensional data.

75.3 Data Analysis

It is important to determine p, the number of EOF/PC pairs to use in (75.3). For this
purpose, we created a synthetic data set that emulates the spatio-temporal evolution
of the ozone field over the LFV. We use (75.3) calculated from one synthetic field
to predict another synthetic field. By varying p, we found that the predictive quality
deteriorates after p D 3, signalling that this is the point in which data noise
is introduced into prediction, i.e., any EOF/PC of higher order is either noise or
contains non-significant information about the ozone pattern.

We implemented our model using CMAQ output for an ozone episode that lasted
from 1200 PST on June 23rd to 1000 PST on June 27th, 2006 [3]. The first two full
days of the episode are used as training data for covariate selection and estimating
GP model parameters. The 4th day is used for prediction. Model covariates include:
hour of the day, longitude, latitude, elevation, emission rate and lagged concentra-
tion of NOx and VOC, wind speed, temperature and boundary layer height.

The covariate information of the 4th day of this ozone episode are inserted into
our estimated GP models to make ozone forecasts. Figure 75.1 shows the prediction
results for 0100 PST and 1300 PST of June 26th.

75.4 Evaluating CMAQ Against Observations

We are implementing and analyzing two feature-based model evaluation tech-
niques:

• Build our feature-based ozone GP models for both CMAQ outputs and obser-
vations, and then compare model parameters as a means of evaluating CMAQ
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Fig. 75.1 Comparison plot between the real CMAQ output (left) and prediction (middle) for the
hour 0100 PST (top) and 1300 PST (bottom) of June 26th, 2006. The rightmost plot is the scatter
plot of real CMAQ (x-axis) vs. prediction (y-axis), the three lines are: y D x, y D .1=2/x and
y D 2x

against observations. Comparison of model parameters is equivalent to compar-
ing how two different ozone processes respond to chemical precursor emission
rate and meteorological conditions. Given the asymptotic normality of estimated
parameters, appropriate statistical tests can be designed to assess whether the
differences are significant. The differences/similarities can also be visualized by
producing univariate or interaction plots over a range of covariate values.

• Independently extract spatial and temporal features from CMAQ output and
observations, calculate their differences, and build GP models of the differences.
By incorporating chemical precursor and meteorological information as covari-
ates, we can statistically assess how various factors influence the “ozone feature
discrepancies” between CMAQ output and ozone measurements.

We have demonstrated the development and implementation of GP models for
essential features of regional ozone. These statistical models will serve as the
basis for CMAQ evaluation. The approach avoids the problems of point-to-point
comparison through the use of EOF decomposition, and provides a statistically
defensible way of comparing air-quality model output with observations.
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Questions and Answers

Questioner Name: Armin Aulinger

Q1: Do predictions of the ozone fields become significantly worse if only the 1st
EOF and PC are used in the statistical model?

A1: When only the 1st EOF is used, the predicted ozone fields lose the fine
spatial variation and definition seen in Fig. 75.1. This could be that the 1st
EOF represent spatial ozone mean, and finer spatial variations are captured by
the remaining EOFs. However, due to scaling by the 1st PC (temporal ozone
mean), the predictions are in similar ranges of values as those in Fig. 75.1.

Q2: How should peak values – that could have high leverage on EOFs – be treated?
A2: We believe in our model, high peak values do not require additional treatment.

By design, EOFs model different aspects of peak values’ influences. The 1st
EOF captures, by the location, the effect of daily high peaks on the spatial
mean. High peaks also contribute to high “daily variation” of corresponding
locations, and this aspect is modelled by the 2nd EOF. Averaging out high peak
values does appear to “lessen” their influences on an ozone process. However,
we are modelling ozone features, and the nature of our analysis dictates that
the focus is not placed on high ozone peak of any particular point in space and
time.

Questioner Name: K. Heinke Schlunzen

Q: How can the EOF/PC method be applied to irregularly distributed observations,
without merely imposing a need for kriging?

A: The method is applied the same way for irregularly distributed observations.
In the t � n space-time data, the space is simply concatenated into the
columns. Each value in an EOF is modelled by its associated locational
index, meteorological and chemical covariates. The PCs are temporal features
summarized over all locations.
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Questioner Name: Paul Makar

Q: How would you explain or demonstrate the utility of this form of analysis to a
member of the general public (who may want to know how well the model is
predicting O3, PM2:5, etc, at a specific location)?

A: We model and analyze generalized ozone features. The generalized features
give us the “big picture” on the behavior of an ozone process, it is more useful
than detailed information at a specific time and space: a temporary spike in
afternoon pollution in the downtown is not as harmful, or the information as
relevant, as a sustained high concentration over the entire city. That being said,
individual ozone features can be used together to model and predict ozone level
at any specific time and location.



Chapter 76
AQMEII Phase 2: Overview and WRF-CMAQ
Application Over North America

Christian Hogrefe, Stefano Galmarini, Shawn Roselle, and Rohit Mathur

Abstract In this study, we provide an overview of the second phase of the Air
Quality Model Evaluation International Initiative (AQMEII). Activities in this phase
are focused on the application and evaluation of coupled meteorology-chemistry
models. Participating modeling systems are being applied for annual simulations
over both North America and Europe using common emissions and boundary
conditions. We present an overview of these common input datasets. In addition, we
discuss some of the planned analysis approaches using WRF-CMAQ simulations
performed over North America for both 2006 and 2010.

76.1 Introduction

The Air Quality Model Evaluation International Initiative (AQMEII) was launched
in 2009 by bringing together scientists from both sides of the Atlantic Ocean [6].
The first phase of AQMEII culminated in the publication of a special issue of
Atmospheric Environment [3]. Phase 2 of AQMEII was launched at a workshop
in Utrecht, The Netherlands in May 2012 with the goal of applying coupled

C. Hogrefe (�) • S. Roselle
Atmospheric Modeling and Analysis Division, U.S. Environmental Protection Agency,
Mail Drop E243-04, Research Triangle Park, NC 27711, USA
e-mail: hogrefe.christian@epa.gov; roselle.shawn@epa.gov

S. Galmarini
Institute for Environment and Sustainability, European Commission Joint Research Centre,
Tp441, Ispra 21027, Italy
e-mail: stefano.galmarini@jrc.ec.europa.eu

R. Mathur
Atmospheric Modeling and Analysis Division, United States Environmental Protection Agency,
Research Triangle Park, NC, USA
e-mail: mathur.rohit@epa.gov

D. Steyn and R. Mathur (eds.), Air Pollution Modeling and its Application XXIII,
Springer Proceedings in Complexity, DOI 10.1007/978-3-319-04379-1__76,
© Springer International Publishing Switzerland 2014

463

mailto:hogrefe.christian@epa.gov
mailto:roselle.shawn@epa.gov
mailto:stefano.galmarini@jrc.ec.europa.eu
mailto:mathur.rohit@epa.gov


464 C. Hogrefe et al.

meteorology-chemistry regional models over Europe and North America and
assessing feedbacks among aerosols, clouds, and radiation as called for in Alapaty
et al. [1]. As in the first phase of AQMEII, it is expected that the model evaluation
approaches suggested by Dennis et al. [2] can provide a common basis for evaluating
participating models. Standardized modeling outputs from each modeling group as
well as observational data from a number of ground based and upper air networks
will be shared on the web-distributed ENSEMBLE system [4], facilitating statistical
and ensemble analyses to be performed by each group.

76.2 Datasets and Model Overview

A common set of input data was provided to all modeling groups to facilitate the
interpretation of model-to-model differences. In particular, concentrations from the
global MACC reanalysis fields [5] were provided at three-hourly resolution over
North America and Europe to specify boundary conditions for the regional-scale
models for both 2006 and 2010. Anthropogenic emissions over North America and
Europe were processed and provided by the U.S. Environmental Protection Agency
(U.S. EPA) and the Netherlands Organization for Applied Scientific Research
(TNO), respectively, for both 2006 and 2010. Over the U.S., anthropogenic emis-
sions of SO2 and NOx decreased by roughly 35 and 20 %, respectively, largely due
to reductions in power plant and mobile source emissions.

It is expected that a total of about 20 annual regional-scale simulations will
be performed as part of AQMEII Phase 2, with about fifteen of these simulations
performed over Europe and five over North America. Since model results are still
becoming available as of the writing of this paper, we only discuss results from
simulations performed by the U.S. EPA using the WRF-CMAQ two-way coupled
model [7]. Annual WRF-CMAQ simulations at a horizontal grid spacing of 12 km
were performed for 2006 and 2010 over the continental U.S. considering direct
aerosol feedback effects on shortwave radiation. A sensitivity simulation without
feedback effects was performed for July 1–17, 2006.

76.3 Discussion

In this section, we discuss the types of analyses to be performed during Phase
2 of AQMEII using the WRF-CMAQ simulations described above as illustrative
example. One of the first steps will be to establish the strength of the simulated feed-
back effects by performing sensitivity simulations. For the period from July 1–17,
2006 when WRF-CMAQ simulations were performed with and without direct
feedback effects, results indicated that there was a non-negligible impact of these
feedback effects on a number of variables. In particular, when averaged over all
daytime hours over all model grid cells with AOD values of at least 0.1, the simula-
tions with direct feedback effects showed lower temperatures (�0.05 K), lower PBL
heights (�15 m) and higher surface PM2.5 concentrations (C0.16 �g/m3). Future
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analysis will focus on determining the strength of the direct feedback effect for
other models, the time periods and regions when the simulated feedback effects are
largest, and the relative strength of direct vs. indirect effects.

Another objective is to compare simulated aerosol and radiation variables
against available observations. Based on a comparison of WRF-CMAQ against
ground-based AERONET measurements of AOD as well as MODIS satellite AOD
retrievals, results indicate that WRF-CMAQ tends to underestimate AOD, especially
during summer. In both years, WRF-CMAQ shows an overestimation of total PM2.5

during winter and an underestimation during summer at these predominantly rural
monitors. While the summertime underestimation of PM mass is consistent with
the underestimation of AOD, AOD during wintertime is not overestimated despite
an overestimation of PM2.5 mass. Future analysis will focus on evaluating PM2.5

composition, both at the surface and aloft. In addition, there is a need to study
the diurnal cycle of PM2.5 mass and components to evaluate whether the models
capture the strength and timing of emissions and vertical mixing. To attribute model-
to-model differences in AOD to differences in PM2.5 composition and distribution
vs. differences in aerosol optics calculations, there are plans to employ stand-alone
aerosol optics calculation models such as FlexAOD (http://pumpkin.aquila.infn.it/
flexaod/) driven by PM2.5 concentrations simulated by the different coupled models.

One key consideration when designing the AQMEII Phase 2 activity was to
enable dynamic model evaluation as defined in Dennis et al. [2]. To this end,
model inputs were prepared for both 2006 and 2010 and groups were encouraged to
consider simulating both years. Over North America, such simulations are being
performed by at least three models, among them the WRF-CMAQ simulations
described above. Results from an analysis of these simulations show a decrease
in the observed and modeled concentrations of many gas phase and aerosol
concentrations between 2006 and 2010, both during the warm and cold season. In
addition, there also is a general decrease in observed and modeled AOD and an
increase in simulated clear-sky short wave radiation. For key species such as O3,
NOx, and SO4, the percentage reductions in the modeled concentrations tend to
be less than the reductions in the observed concentrations (for example, observed
May – September SO4 concentrations decreased by roughly 40 % averaged over
all rural IMPROVE monitors while modeled concentrations decreased by roughly
35 %), but spatial patterns of changes are captured by the WRF-CMAQ simulations.

While the changes in North American anthropogenic emissions between 2006
and 2010 likely are a major driver for these observed and modeled concentration
decreases, other factors need to be considered as well. In particular, there are
differences in wildfire emissions that affect simulated changes in aerosol concen-
trations and radiation effects, changes in hemispheric background concentrations as
represented by MACC that influence the regional-scale simulations through lateral
boundary conditions, and changes in meteorology that affect pollutant transport,
transformation and removal. For example, wintertime average mid-tropospheric O3

concentrations in MACC decreased between 5 and 15 ppb from 2006 to 2010 near
the western and northern boundaries of the regional scale simulations. Similarly,
an initial analysis of meteorological fields indicates that changes in meteorology
likely counteracted some of the effects of reduced anthropogenic emissions on

http://pumpkin.aquila.infn.it/flexaod/
http://pumpkin.aquila.infn.it/flexaod/
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summertime ozone in parts of the Eastern U.S. and enhanced them in the Western
U.S. Future work will be aimed at separating the various effects influencing year-
to-year changes in pollutant concentrations and conducting such analyses for other
modeling systems besides WRF-CMAQ.

76.4 Summary

AQMEII Phase 2 focuses on evaluating and intercomparing online coupled meteo-
rology/chemistry modeling systems. By preparing inputs for 2006 and 2010 and by
collecting a large observational dataset, it will be possible to perform operational,
diagnostic, dynamic, and probabilistic evaluation of these models [2]. WRF-CMAQ
simulations were used to illustrate some of the planned analysis approaches.
Through these analyses and a planned journal special issue, it is envisioned that
AQMEII Phase 2 will document the state of science in coupled regional-scale
modeling and help to determine the value of including feedback effects in different
model applications.

Acknowledgments and Disclaimer Although this work has been reviewed and approved for
publication by the U.S. Environmental Protection Agency, it does not necessarily reflect the
views and policies of the agency. We gratefully acknowledge the contribution of various groups
to the second Air Quality Model Evaluation International Initiative (AQMEII) activity: U.S.
EPA, Environment Canada, Mexican Secretariat of the Environment and Natural Resources
(Secretaría de Medio Ambiente y Recursos Naturales-SEMARNAT) and National Institute of
Ecology (Instituto Nacional de Ecología-INE) (North American national emissions inventories);
TNO (European emissions processing); ECMWF/MACC project & Météo-France/CNRM-GAME
(Chemical boundary conditions).

References

1. Alapaty K et al (2012) New directions: understanding interactions of air quality and climate
change at regional scales. Atmos Environ 49:419–421. doi:10.1016/j.atmosenv.2011.12.016

2. Dennis R et al (2010) A framework for evaluating regional-scale numerical photochemical
modeling systems. Environ Fluid Mech 10:471–489. doi:10.1007/s10652-009-9163-2

3. Galmarini S, Bianconi R, Appel W, Solazzo E et al (2012a) ENSEMBLE and AMET: two
systems and approaches to a harmonised, simplified and efficient assistance to air quality model
developments and evaluation. Atmos Environ 53:51–59. doi:10.1016/j.atmosenv.2011.08.076

4. Galmarini S, Rao ST, Steyn DG (2012b) Preface for the AQMEII special issue of Atmospheric
Environment, June 2012, http://dx.doi.org/10.1016/j.atmosenv.2012.03.001

5. Inness A et al (2013) The MACC reanalysis: an 8 yr data set of atmospheric composition. Atmos
Chem Phys 13:4073–4109. doi:10.5194/acp-13-4073-2013

6. Rao ST, Galmarini S, Puckett K (2011) Air quality model evaluation international initiative
(AQMEII). Bull Am Meteorol Soc 92:23–30. doi:10.1175/2010BAMS3069.1

7. Wong DC et al (2012) WRF-CMAQ two-way coupled system with aerosol feedback: software
development and preliminary results. Geosci Model Dev 5:299–312. doi:10.5194/gmd-5-299-
2012

http://dx.doi.org/10.1016/j.atmosenv.2011.12.016
http://dx.doi.org/10.1007/s10652-009-9163-2
http://dx.doi.org/10.1016/j.atmosenv.2011.08.076
http://dx.doi.org/10.1016/j.atmosenv.2012.03.001
http://dx.doi.org/10.5194/acp-13-4073-2013
http://dx.doi.org/10.1175/2010BAMS3069.1
http://dx.doi.org/10.5194/gmd-5-299-2012


Chapter 77
Modelling UK Air Quality for AQMEII2
with the Online Forecast Model AQUM

Lucy Davis, Nick Savage, Paul Agnew, Carlos Ordóñez, and Marie Tilbee

Abstract AQUM is an online air quality modelling system which is used to provide
the operational Met Office air quality forecast for the UK. The standard model
configuration runs at a resolution of 12 km and covers a domain including the
UK and part of Western Europe. The model is routinely verified against near-
real-time surface pollutant measurements from the UK Automatic Urban and
Rural Network (AURN) to provide a continuous evaluation of model performance.
We have developed a new configuration of AQUM to run on the AQMEII (Air
Quality Modelling Evaluation International Initiative) Phase 2 European domain
at a resolution of 22 km, using the prescribed AQMEII emission datasets. This
latter dataset contains wildfire emissions which are not included in the standard
AQUM emissions. An initial analysis is conducted to compare the emissions over
the UK used as input to both models. Model simulations for 2010 from the AQUM
standard and AQMEII configurations are compared to AURN surface observations
and an analysis of the effect of the differing model domain, resolution and emissions
is made. In 2010 Russian wildfires constituted a significant additional source of
pollutants in Eastern Europe; we evaluate the impact of these wildfire emissions on
UK air quality.

77.1 Introduction

AQUM (Air Quality in the Unified Model) is an online air quality modelling system
which is used to provide the Met Office air quality forecast for the UK. AQUM
is a limited area configuration of the Met Office Unified Model (MetUM), with a
standard model domain of 12 km horizontal resolution, covering the UK and nearby
European regions (see insert in Fig. 77.1). For further details, see [3].
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Fig. 77.1 PM2.5 concentration difference plots for AQMEII-2 run with fire emissions – no fire
emissions. On the left is shown a plot which is typical of most of the days, while on the right is a
plot for the 16th August 2010 which is the only day the plume reached the UK. Also shown is the
outline of the AQUM UK domain

AQMEII (Air Quality Modelling Evaluation International Initiative) Phase 1 was
an inter-comparison between North American and European regional air quality
models which simulated 2006; results from this can be found in [2]. Phase 2 [1] was
launched in May 2012 and is focussing on the interactions of air quality and climate
change, through the use of coupled meteorology-atmospheric chemistry models.

AQUM is participating in Phase 2 of AQMEII as part of COST Action ES1004,
by simulating 2010 on a 22 km resolution European domain (Fig. 77.1). Lateral
boundary conditions (LBCs) for chemical species are taken from the MACC model,
while meteorological LBCs are taken from a global model run of the MetUM. An
initial control run of 2010 for AQMEII-2 has now been completed, so here we
present some preliminary results comparing the AQMEII-2 simulation to a standard
AQUM run by verifying against UK surface observations. Some additional runs to
aid interpretation of the comparison are also described.

77.2 Emissions

Standard emissions for AQUM use a combination of 2010 UK NAEI (National
Atmospheric Emissions Inventory) 1 km resolution emissions, ENTEC shipping
emissions at 5 km, and EMEP (European Monitoring and Evaluation Programme)



77 Modelling UK Air Quality for AQMEII2 with the Online Forecast Model AQUM 469

Table 77.1 Standard AQUM
and AQMEII-2 annual
emission totals over the UK
only

Species
AQUM total
(Gg/year)

AQMEII-2 total
(Gg/year)

S in SO2 212 213

NH3 231 232

CO 2029 2171

NOx 1023 1093

Isoprene 153 43

Non-isoprene VOCs 829 745

BlackCOrganic carbon 108 110

emissions at 50 km for the remainder of the European emissions. Isoprene emis-
sions are generated from a vegetation climatology combined with meteorology
from 2006.

For the AQMEII-2 simulation, emissions are taken from several completely
different sources. Standard anthropogenic emissions for 2009 have been prepared
by TNO, at a resolution of 0.125ı longitude by 0.0625ı latitude. Detailed temporal
profiles are also provided which were used to produce a daily-varying gridded
dataset with hourly variations then applied within the model. Biogenic emissions
of isoprene are also provided by TNO, produced using ECMWF meteorology and
the Corine/Phare Land Cover Data. Fire emissions from FMI at 0.1ı resolution were
downloaded from http://is4fires.fmi.fi, with speciation of these emissions as advised
by the AQMEII-2 community.

As the emissions are one of the significant differences between the standard run
and the AQMEII-2 simulation, it is worth highlighting the key differences between
them. Annual UK totals for both datasets are given in Table 77.1. For most species
it can be seen that AQUM and AQMEII-2 emissions are very similar. However,
isoprene is three-times higher for AQUM; the seasonal cycle is also different in
that the AQUM July total (21.4Gg) is six-times that of AQMEII-2 (3.51Gg), while
AQUM winter emissions are lower.

77.3 Analysis

Several different model runs have been performed to examine various components
of the performance of the AQMEII-2 simulation. All runs are compared to UK
rural and urban-background surface observations from the AURN (Automatic Urban
and Rural Network, http://uk-air.defra.gov.uk/networks/network-info?view=aurn).
Any variations in results between AQUM UK-domain and AQMEII-2 runs should
be attributable to two main differences in the set-ups: larger domain and coarser
resolution in the AQMEII-2 run; or from using a different set of emissions.

http://is4fires.fmi.fi
http://uk-air.defra.gov.uk/networks/network-info?view=aurn
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Table 77.2 AQUM and AQMEII-2 model performance statistics for key air quality species
during 2010

O3 NO2 PM10 PM2.5

AQUM AQMEII AQUM AQMEII AQUM AQMEII AQUM AQMEII

Bias 4.21 4.78 �4.28 �4.72 �9.38 �8.67 �3.74 �2.75
RMSE 21.39 21.46 17.93 18.87 15.44 16.17 11.14 12.83

Bias and RMSE are given in �gm�3

77.3.1 AQMEII-2 Compared to Standard AQUM Run

An analysis comparing the results from the AQMEII-2 run to a standard AQUM
case-study of 2010 has been conducted to provide an initial evaluation of the
AQMEII-2 run. Model bias and error statistics from these runs are given in
Table 77.2. It can be seen that in general the AQMEII-2 run has similar characteris-
tics to the standard AQUM run for ozone and NO2, with positive and negative biases
respectively, although there are slightly worse results for AQMEII-2, probably due
to the coarser resolution. The large negative bias for PM found with AQUM is
reduced slightly in magnitude in AQMEII-2. However a substantial level of under-
prediction remains in the coarse component.

77.3.2 Isolating the Impact of Emission Datasets on UK
Air Quality

To examine the impact of the different emission datasets in isolation, two model
runs were conducted using the AQUM UK domain at 12 km resolution: one with
AQUM standard emissions and one with AQMEII-2 emissions. Model bias and error
statistics from these two runs are shown in Table 77.3. The improved ozone bias
appears to be due to the reduction in summer isoprene fluxes when using AQMEII-
2 emissions – the June-August bias in particular reduces from 18.23�gm�3 to
12.25 �gm�3. Although the AQMEII-2 dataset contains similar quantities of PM
emissions, there is a small improvement in the PM10 and PM2.5 negative biases,
although the coarse bias is still much larger than for PM2.5. This suggests that
there are still some significant sources of the coarse component of PM missing
from the emissions, such as resuspended traffic particulates and sea salt. It can also
be seen that the NO2 bias is improved when using AQMEII-2 emissions. Further
investigation has shown that a large component of this improvement derives from
the different hourly time profiles used in the two runs – the AQUM profile is based
entirely on a traffic cycle, whereas the AQMEII-2 profile is averaged over all source
types, resulting in greater emissions in AQMEII-2 overnight. Another component of
the NO2 differences is due to spatial changes in emissions: Around the London area
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Table 77.3 AQUM UK domain model performance statistics for key air quality species during
2010, using AQUM and AQMEII-2 emissions

O3 NO2 PM10 PM2.5

AQUM AQMEII AQUM AQMEII AQUM AQMEII AQUM AQMEII

Bias 4.21 0.89 �4.28 �1.42 �9.38 �8.62 �3.74 �2.67
RMSE 21.39 20.26 17.93 17.92 15.44 15.24 11.14 11.58

Bias and RMSE are given in �gm�3

emissions are greater in AQMEII-2, whereas in Scotland they are smaller, leading to
corresponding changes in NO2 concentrations. However the large number of AURN
NO2 sites in London gives an apparent improvement in the overall bias.

77.3.3 Impact of Wildfires on UK Air Quality

In 2010, there were some very large wildfires in Russia, particularly towards the
end of July and into August. Similar wildfires in 2006 have been shown to impact
UK air quality [4]. To examine the impact that the 2010 fires may have had on
UK air quality, the AQMEII-2 model simulation was run both with and without
fire emissions. Contour plots of the difference between the two runs are shown in
Fig. 77.1. For the majority of the time the plume from the wildfires is nowhere near
the UK; there is only one day when it passes over the UK at low concentrations.
Comparison of model results against UK AURN observations show little difference
between statistics for all species, for example for ozone the bias with fire emissions
is 16.87 �gm�3, while without fire emissions the bias is 16.82�gm�3. Hence
although there is a significant impact near the source of the fires, there is little or no
impact on the UK. A separate analysis of air mass histories for summer 2010 showed
that for the duration of the fires the UK experienced predominantly westerly winds,
which brought clean Atlantic air to the UK.

77.4 Conclusions

An initial comparison of results from the AQMEII-2 simulation using AQUM,
with a standard AQUM UK-domain set-up has validated the AQMEII-2 AQUM
model configuration for surface air quality prediction in the UK. Model performance
was generally similar for ozone and NO2. Although the AQMEII-2 emissions for
PM improve the negative bias marginally, a significant negative bias in the coarse
component of PM still remains. The much lower isoprene emissions in AQMEII-
2 seem to reduce the ozone bias, particularly over the summer period when the
isoprene emissions are at their highest. The AQMEII-2 temporal profile for NO2

emissions appears to give improved predictions for this pollutant. Model simulations
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with and without wildfire emissions indicate that, unlike in 2006, in 2010 wildfires
had no significant impact on UK air quality, due to the prevalence of westerly winds
in the UK over the summer.

Overall, the AQMEII-2 simulation shows results similar to the AQUM UK
domain giving confidence that the AQMEII-2 inter-comparison will be useful for
improving the operational model.
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Questions and Answers

Questioner Name: Pius Lee

Q: On the slide showing emission difference between AQMEII and AQUM cases,
the ‘outstanding’ along ship track emission implied the AQUM case had very
little maritime emission, if it had been accounted for (the plot at least gave
such an impression)? Maybe that did not impact the comparison of the two
case results (westerly dominant in August?). But maybe not, as MACC derived
LBC based on TNO would possibly increase the marine emission into the UK
domain. If the maritime emissions was a candidate causing the difference in the
case results, it could be more binding than that from the Russian wildfires.

A: The differences between the NOx marine emissions in the two datasets are very
small. For AQUM there is a total of 1338Gg/year over the whole UK domain,
while for AQMEII the total is marginally less at 1295Gg/year. The differences
shown in the plot are mainly spatial differences between the two datasets with
slightly different locations of the ship tracks. The similarities of the overall total
emissions shows that there should be little impact of ship emissions between the
two runs.
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Questioner Name: Tianfeng Chai

Q: Is chemical data assimilation planned in the future?
A: There is no full data assimilation prior to the model run planned for the near

future. However statistical post-processing to incorporate observations is used
in the operational forecast. Note this is not included in any results shown in this
paper.

Questioner Name: Roger Timmis

Q: Your comparison of NOx hourly time profiles appears to compare profiles for
two different groups: (a) traffic sources only for AQUM and (b) all sources
combined for AQMEII-2. Is this a true ‘like-for-like’ comparison, or would it be
more instructive to compare emission profiles for identical source groups? What
hourly profiles does AQUM use for non-traffic sources – like power stations?

A: These are like-for-like comparisons, as traditionally AQUM applies the traffic
cycle to all gas-phase emissions, including non-traffic sources such as power
stations. For the AQMEII-2 project this has been altered to have an average of
all source types. Note there is currently development work ongoing to allow
different source profiles to be applied to different SNAP sectors.



Chapter 78
Model Inter-comparison Study Between
NMMB/BSC-CTM and Enviro-HIRLAM
On-Line Systems Contributing
to the AQMEII-Phase2 Initiative

Alba Badia, Oriol Jorba, Roman Nuterman, Alexander Baklanov,
and Jose María Baldasano

Abstract The Air Quality Model Evaluation International Initiative (AQMEII)
Phase-2 aims to inter-compare on-line couple regional-scale models over North
America and Europe. Common chemical boundary conditions, emissions, and
domain configurations are pre-defined.

In this study, we present the 2010 annual modelling results from two on-line
integrated models, NMMB/BSC-CTM and Enviro-HIRLAM, as a contribution to
the European domain simulations of AQMEII-Phase2 initiative and COST Action
ES1004 EuMetChem. Both models have been configured according to requirements
of AQMEII-Phase2 initiative. Model results will be evaluated against ground-based
monitoring stations and vertical profiles. The performance and capability of both
systems to reproduce surface and vertical structure of relevant reactive gases and
aerosols will be discussed.

78.1 Introduction

Several on-line coupled meteorology-chemistry regional-scale models have been
developed in the last decades. The COST Action ES-1004 “European framework
for online integrated air quality and meteorology modelling” (EuMetChem –
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http://eumetchem.info) has reviewed those integrated models developed or applied
in Europe. A model intercomparison effort is defined within the Action ES-1004,
and is coordinated with the AQMEII-Phase2 international initiative. The main
objectives is the intercomparison of on-line models to better understand the impact
of feedbacks on both meteorology and chemistry processes when ones solved in an
integrated approach.

This contribution will present annual results of two European integrated models,
NMMB/BSC-CTM and Enviro-HIRLAM, which participate in the AQMEII-Phase2
initiative. Gas and aerosol simulations are evaluated and compared in a 2010 annual
simulation.

78.2 Models Description

78.2.1 NMMB/BSC-CTM

The NMMB/BSC Chemical Transport Model (NMMB/BSC-CTM) is a chemical
weather prediction system for short-term forecast applications developed at the
Barcelona Supercomputing Center (BSC) in collaboration with several research
institutions. The meteorological driver is of the system is the Nonhydrostatic
Multiscale Model on the B grid (NMMB; [1]) developed at the National Centers
for Environmental Prediction (NCEP) for a broad range of spatial and temporal
scales.

An aerosol module for the relevant global aerosols (e.g., mineral dust, sea
salt, black carbon, organic carbon and sulphate) is under development within the
NMMB/BSC-CTM. All mineral dust processes are fully in-lined within NMMB,
and an extensive description and evaluation of the dust implementation is presented
in Pérez et al. [2]. The sea-salt aerosol module is described and evaluated at global
scale in Spada et al. [3]; black carbon, organic carbon and sulphate are currently
under development.

The tropospheric gas-phase chemistry has been implemented and evaluated
within NMMB/BSC-CTM [4]. The photolysis scheme is based on the Fast-J scheme
and has been upgraded with the used CB05 chemical mechanism. The modular
structure of the system allows configuring the model with feedbacks among the
different processes implemented (e.g., radiation-aerosols-gases, photolysis-gases-
aerosols).

78.2.2 Enviro-HIRLAM

The current version of Enviro-HIRLAM [5–7] is based on reference HIRLAM
version 7.2. The model’s hydrostatic dynamical core was recently improved by

http://eumetchem.info
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adding a locally mass conserving semi-Lagrangian numerical advection scheme [8]
ensuring mass conservation and shape preservation. It improves forecast accuracy
and makes it possible to perform longer duration runs.

The Savijarvi radiation scheme has been improved to account explicitly for
aerosol radiation interactions. Now, it explicitly treats ten aerosol subtypes (solu-
ble/insoluble nucleation, accumulation and coarse modes of sulfate, soot, sea-salt
and mineral dust particles) according to Global Aerosol Data Set (GADS) classi-
fication. The short-wave radiative transfer calculations are performed as standard
2-stream calculations for averages of aerosol optical properties weighted over the
entire spectrum.

The aerosol activation scheme was also implemented in STRACO condensation-
convection scheme. Now, nucleation is dependent on aerosol properties and the ice-
phase processes are reformulated in terms of classical nucleation theory. Moreover,
the precipitation release is more dependent on cloud droplet effective radius.

The model includes a new tropospheric condensed gas-phase chemistry scheme
based on Carbon Bond Mechanism version-Z (CBM-Z) with a fast solver based
on radical balances. A sophisticated “pseudomodal” aerosol dynamics module M7
with tropospheric sulphur cycle chemistry has also been implemented. Moreover,
several interactive parameterizations of dust, sea-salt and isoprene fluxes as well as
sedimentation and dry-/wet-deposition schemes for both aerosols and gases have
been added.

78.3 AQMEII Phase 2 Description

The Air Quality Model Evaluation International Initiative (AQMEII) aims to
evaluate regional scale air quality models and to develop a common evalua-
tion framework across European and North American atmospheric modelling
communities. AQMEII Phase-2 focuses on inter-comparison of on-line coupled
regional-scale models. Around 20 groups from EU and 4 from NA are participating
in the second phase with annual simulations for the years 2006 (NA) or/and
2010 (EU). Common chemical boundary conditions from MOZART-IFS modelling
system, anthropogenic emissions from TNO-MACC database, forest fires emission
by FMI and domain configuration (30W- 60E, 25N-70N at 0.25 � 0.25 horizontal
resolution) are pre-defined and provided by AQMEII.

78.4 Models Results

Both groups are currently producing the results of the annual simulation of 2010 for
the European domain. Enviro-HIRLAM results have not evaluated yet. Thus, in this
section, we present preliminary results of the NMMB/BSC-CTM ozone simulations.
NMMB/BSC-CTM is configured at regional scale with horizontal resolution of
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Fig. 78.1 NMMB/BSC-CTM preliminary model results (dark lines) and observations (grey lines)
of surface O3 (left) concentrations at Els Torms, and mean vertical profiles (right) at Barajas for
the year 2010

0.2ı � 0.2ı and 24 vertical layers with the domain top at 50 hPa. Meteorological
boundary conditions are taken from NCEP/GFS analysis and biogenic emissions
are computed in-lined with the MEGAN model. The model results are preliminary
evaluated against ground level observations and ozonesondes. Figure 78.1 (left)
shows the annual pattern of surface O3 between the model run and EMEP data at
Els Torms station. The model overestimates O3 during January, February, half of
March and December, however during the ozone season, it has a good seasonal and
daily pattern representation capturing both the maximum and the minimum values
of O3. It is important to note that the winter behaviour of O3 is highly influenced
by the chemical boundary conditions. Figure 78.1 (right) represents a comparison
between annual mean vertical profile of the simulation and the ozonesonde at
Barajas station. The model reproduces reasonably well the vertical structure in the
troposphere, but a systematic cold bias is observed through the free-troposphere.
Better agreement with the ozonesondes is observed within the PBL. The upper layer
ozone underestimation is partly attributed to the chemical boundary conditions used
in the simulation.

78.5 Conclusion

Preliminary results of the NMMB/BSC-CTM ozone show a good agreement at
surface layer from April to September. A systematic bias is observed both in
the horizontal (winter months) and in the vertical distribution (mainly above
1,500 m a.g.l.) of simulated ozone. This deviation is partly associated to the
boundary condition. Enviro-HIRLAM results are currently evaluating. Results and
comparisons with the NMMB/BSC-CTM will be presented on the conference for
both gases and aerosols.
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Questions and Answers

Questioner Name: Dominik Brunner

Q: How did you select stations for validation?
A: We selected stations following two criteria: (1) only stations below 1,000 m

were selected considering that the model resolution is 20 km and mountain
stations would not be well represented by the model, (2) only rural stations
from the AQMEII-Phase2 database were selected, again considering the model
resolution and its representativeness of background areas.

http://dx.doi.org/10.5194/gmdd-5-3733-2012,%202012
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Q: Are you aware of problem of NO2 measurements at rural sites?
A: We identified some problems with CO and SO2 observations, but not for NO2.

We were not aware of the problem of some sensors measuring NO2 at rural
areas, but it is an issue to be considered when evaluating model results.



Chapter 79
Can We Explain the Observed Decrease
in Secondary Inorganic Aerosol and Its
Precursors Between 1990 and 2009 over
Europe Using LOTOS-EUROS?
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A.H.J. Visschedijk, H.A.C. Denier van der Gon, J.J.P. Kuenen, C. Hendriks,
E. van Meijgaard, L.H. van Ulft, and P.J.H. Builtjes

Abstract In this study we investigate the ability of the Chemistry Transport Model
(CTM) LOTOS-EUROS to explain the observed decrease in secondary inorganic
aerosol (SIA) and its precursors between 1990 and 2009 over Europe. The model
explicitly accounts for cloud chemistry and aerosol thermodynamics. The results
have shown that the model largely captures the observed trends in SIA and its
precursors’ concentrations while it underestimates the interannual variability. Using
a source-apportionment module the amount of SIA formed per unit emission was
traced for a number of regions. The results show 20–50 % more efficient SO4

2�
formation in 2009 compared to 1990, whereas the change in NO3

� formation per
unit NOx emission is lower (�10 % to C20 %) for the same time period.

79.1 Introduction

SIA forms a substantial fraction of PM, which has adverse impact on public health
[3]. Moreover, sulphur and nitrogen deposition fluxes damage ecosystems by eutro-
phying and acidifying soils and fresh water leading to a decrease in biodiversity [1].
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In the last two decades emission abatement strategies have been implemented all
over Europe targeting the adverse effects of SIA and its precursors on human health
and environment (e.g. NEC Directive). The implemented mitigation measures have
led to significant emission reductions. However, the responses of the pollutants’
concentrations and deposition fluxes to the emission changes are not one to one but
show non-linear behaviour Tarrasón et al. [6].

CTMs are used to analyse potential emission reduction strategies and quan-
tify their effectiveness. Modelling the non-linear relationships between gas- and
particle-phase i.e. modelling secondary species is still challenging for state of the
art CTMs. Thus, analysing the ability of CTMs to capture non-linear responses and
interannual variability of the last 20 years is fundamental before the models can be
used to analyse future emission strategies.

In this study we compare concentrations of SIA and its precursors of a 20 years
LOTOS-EUROS model run to observations to investigate if the model is able to
explain the observed decrease in SIA and its precursors between 1990 and 2009
over Europe. Moreover, a source-apportionment module has been applied to trace
the amount of SIA formed per unit emission of SO2, NOx and NH3 for three different
regions over Europe.

79.2 Methods and Data

79.2.1 Observational Data

Observational data for the years 1990–2009 have been provided by the European
measurement networks EMEP (European Monitoring and Evaluation Programme)
and AirBase, which is the public air quality database system of the European
Environmental Agency. The performed trend analysis and model comparison are
based on observed daily averages of SIA and its precursors at rural background
stations. The quality criteria for the data included: The time series had to cover at
least 75 % of data each year and each time series had to pass a visual inspection
after which suspicious data was excluded. Stations with at least 16 years (D80 %)
of data were considered.

79.2.2 Simulation Description

79.2.2.1 Model Description LOTOS-EUROS

The off-line 3D chemistry transport model LOTOS-EUROS simulates air pollution
concentrations solving the advection–diffusion equation on a regular lat-lon-grid
with variable resolution over Europe. LOTOS-EUROS is aimed at the simulation
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of air pollution in the lower troposphere and includes a source apportionment
module, which enables tracking the origin of the modelled concentrations for
different tracers. The model and its source apportionment module are extensively
described in Kranenburg et al. [2]. The LOTOS-EUROS model has participated in
several international model intercomparison studies addressing ozone (e.g. [4]) and
particulate matter (e.g. [5]) and shows comparable performance to other European
models.

79.2.2.2 Model Setup

A long-term model run of 20 years (1990–2009) has been performed on a domain
covering Europe (35N–70N and 10W–40E). The grid resolution was 0.50ı longitude
x 0.25ı latitude on a rectangular regular latitude-longitude grid. In the vertical,
three dynamic layers on top of a surface layer (D25 m) were used. The lowest
dynamic layer was the mixing layer, taken from the meteorological input. Lateral
boundary conditions were taken from climatological background concentrations.
The simulation was forced with a consistent meteorological data set obtained from
RACMO2. Emissions were generated using IIASA RAINS/GAINS output. For the
source apportionment of SIA we have defined three labels to track 10kt of SO2,
NOx and NH3 emissions from either one of these: (1) The Netherlands and Belgium
(NLBE), (2) Czech Republic (CZE) and (3) Romania (ROM).

79.3 Results and Discussion

79.3.1 Model Evaluation

Figure 79.1 shows the mean 60 days moving average for NO2 (a) and TNO3 (b) at
57 and 9 stations, respectively, spread over Europe. The model underestimates the
concentrations and the interannual variability for NO2 while for TNO3 both features
are captured well. Also most nitrate episodes during the considered time period are
well reproduced by the model. For sulphate (not shown here) several episodes that
have partly already been investigated in former studies (e.g. [5]) are underestimated
in their extent or not captured by the model.

79.3.2 Observed and Modelled Trends

Figure 79.2a shows a scatter plot of the absolute observed and modelled trends
in SO2 concentrations for 1990–2009 at 51 stations spread over Europe. The
significance of the trends has been assessed using the Mann-Kendall test at the 95 %
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Fig. 79.1 Mean 60 days
moving average for (a) NO2
and (b) TNO3 at 57 and 9
European rural background
stations, respectively

confidence level. The observed trend is negative and significant at all stations. The
model results also indicate significant negative trends at all stations. However, the
model underestimates the trends at several stations. The significant negative trend
in sulphate concentrations (not shown here) is also underestimated by the model
at most stations. As Fig. 79.1a, b indicate the model overestimates the absolute
negative trend in NO2 concentrations at most stations while the comparatively low
trends in TNO3 are captured well by the model. In general, it was found that the
model reproduces the observed relative trends better than the absolute trends for all
investigated components. In order to analyse the trends in gas to particle conversion
and residence time of the involved species 10 kt of SO2, NOx and NH3 emissions
of three labels have been traced using a source apportionment module. Figure 79.2b
shows the amount of sulphate (solid lines) formed from 10 kt SO2 emissions relative
to the amount formed from 10kt SO2 emissions in 1990 for the different labels for
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Fig. 79.2 (a) Observed
versus modelled trend in SO2

air concentrations in �g
m�3a�1 for 1990–2009 and
(b) amount of sulphate (solid
lines) formed from 10 kt SO2

emissions relative to the
amount formed from 10 kt
SO2 emissions in 1990 for the
different labels for
1990–2009

1990–2009. A trend line (dashed line) is added for all labels. Following the Mann-
Kendall Test at a 95 % confidence level the positive trends are significant for all
labels. The results reveal an increase in sulphate formation efficiency by 20–50 %
from 1990 to 2009 for all regions. The increase in sulphate formation efficiency
is most likely connected to extensive SO2emission reductions over Europe during
the considered time period while NH3 emissions have only been slightly reduced
or even increased in some regions over Europe. The latter leads to an increased
neutralisation of cloud acidity and consequently to an increase in sulphate formation
efficiency. The changes in nitrate formation efficiency from 1990 to 2009 (not shown
here) are lower than for sulphate. A significant trend has only been found for the
label NLBE showing an increase in nitrate formation efficiency by C20 %. The
latter may be induced by changes in oxidant levels following the NOx emission
decrease over Europe.
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79.4 Conclusion

The results of the study have shown that the model captures the observed relative
trends in SIA and its precursors’ concentrations better than the absolute trends.
Applying a source-apportionment module the results have revealed changes in SIA
formation efficiency from 1990 to 2009. This non-linear effect seems to also exist in
the observations. The latter is induced by shifts in the partitioning between aerosol-
and gas-phase and changes in oxidant levels due to changes in the emission regime
following emission reductions over Europe.
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Questions and Answers

Questioner Name: Dominik Brunner

Q: Did you look at cloud pH trends in the model to confirm hypothesis?
A: We have re-run the model and output cloud pH. The results show an increasing

cloud pH from 1990 to 2009 which confirmed our hypothesis.
Q: Did you look at trends separately for different regions?
A: Unfortunately, the observations that were available for the time period 1990–

2009 were not distributed all over Europe. For SO2 and NO2 most of the
available stations were located in Central Europe while SIA observations were
mostly available at Northern and Eastern European station locations. Hence,
based on the observations a regional consideration of the trend analysis was not
possible.

However, results have shown that the model satisfactorily simulates the
relative trends for the time period 1990–2009. Figure 79.3a, b show the
modelled relative trend in sulphate and total nitrate concentrations in (% year�1)
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Fig. 79.3 Relative trends in (a) SO4 and (b) TNO3 concentrations in (% year�1) for 1990–2009
with concentration of 1990 as reference
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with concentrations of 1990 as reference for 1990–2009. White areas indicate
a non-significant trend. Sulphate concentrations show a significant negative
trend all over Europe with largest decreases of up to �3.8 % year�1over
The Netherlands and the Po Valley. For total nitrate the outcome is less distinct.
For Northern Europe and Spain the trend in total nitrate concentrations is non-
significant. For the rest of Europe Fig. 79.3b indicates a significant negative
trend in concentrations of total nitrate. However, the trend is considerably lower
than that for sulphate concentrations with the largest decrease of �3 % year�1

over the Po Valley.
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Application and Evaluation of High-Resolution
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Parameterization
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George Pouliot, and Limei Ran

Abstract The 2-way coupled WRF-CMAQ meteorology and air quality modeling
system is evaluated for high-resolution applications by comparing to a regional air
quality field study (DISCOVER-AQ). The model was modified to better account
for the effects of urban environments. High-resolution spatial data for fractions
of impervious surfaces and tree canopy from the National Land-Cover Database
(NLCD) were processed for each grid and used to scale ground heat capacity
and to constrain vegetation coverage and characteristics. These simple algorithms
along with modified albedo and roughness length in urban areas result in improved
simulation of urban heat island and urban boundary layers. The reduced nocturnal
stability and enhanced vertical mixing lead to reduced temperature and humidity
biases and reduced under-predictions of ozone concentrations in urban areas.

80.1 Introduction

A new modeling system for coupled meteorology and air quality composed of the
Weather Research and Forecast (WRF) model [1] and the Community Multiscale
Air Quality (CMAQ) model [2] has been recently developed and evaluated for
regional and mesoscale applications [3]. The 2-way coupled WRF-CMAQ model
has several advantages over traditional sequential meteorology and air quality
modeling systems including more frequent data transfer of meteorological infor-
mation (e.g. winds, temperature, and humidity) to the chemical transport model.
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As model grid resolution increases, the frequency of data transfer should also
increase such that meteorological input is updated more frequently than the typical
hourly interval. Another advantage of 2-way coupled systems is the possibility
of feedback of chemical information to the meteorological processes that can be
affected by gaseous or aerosol species. Currently, direct feedback effects of aerosols
on shortwave and long wave radiation is implemented in the WRF-CMAQ system
while an experimental implementation of effects of aerosols on CCN activation and
cloud microphysics is being evaluated.

80.2 Urban Parametrization

Meteorological and air quality modeling at high-resolutions in urban areas requires
consideration of the specific characteristics of urban environments that affect surface
energy and moisture budgets, dynamic wind drag, and mechanical turbulence
generation. In recent years, urban surface models with three levels of complexity
have been added to WRF [4]: a bulk surface scheme, a single-layer model, and a
multi-layer model, all of which are coupled to the Noah Land Surface Model (LSM).
However, since the coupled WRF-CMAQ system relies on the Pleim-Xiu LSM (PX
LSM) [5] for meteorological surface fluxes as well as chemical air-surface exchange
(i.e. dry deposition and bi-directional flux) simple urban parameterizations have
been added to the PX LSM that leverage the very high resolution (30 m) impervious
surface fraction data that are available as part of the National Land Cover Database
(NLCD, http://www.mrlc.gov/nlcd06_data.php) to scale surface heat capacity. In
addition, albedo and roughness length for the four NLCD urban related land use
categories have been revised to better represent developed areas. The NLCD tree
canopy coverage data is also used to better account for the effects of urban trees on
evapotranspiration and latent heat flux.

80.3 Comparison to Field Studies

A persistent problem in air quality modeling of urban areas is the over-prediction of
surface emitted pollutants, such as CO, NOX and primary PM, and under-prediction
of O3 during the morning and evening hours. The precise cause of these persistent
errors is not known but a prime suspect is an under-prediction of turbulent mixing
in the PBL during these transitional times. The neglect of urban surface effects may
contribute to these problems since the urban heat island tends to destabilize the
lower boundary layer at night and delay the evening transition to downward sensible
heat flux. In addition, urban structures induce mechanical turbulence on wind flow
through the building canopy.

The simple urban parameterization for the PX LSM, outlined above, is tested for
the DISCOVER-AQ field study in July 2011 by running Base and Urban versions

http://www.mrlc.gov/nlcd06_data.php
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Fig. 80.1 Impervious surface fraction (left), skin temperature difference (Urban – Base) at July 2,
0600 LT (center), and July 2, 1100 LT (right)

of WRF-CMAQ on 4 and 1 km horizontal resolution grids over the Mid-Atlantic
region. Figure 80.1 shows the percentage of impervious surface for every grid cell
in the 1 km grid resolution model domain as well as the effects of the urban scheme
compared to the base case on skin temperature at two times on July 2, 2011. In urban
areas with high fractions of impervious surfaces, the skin temperature is warmer at
6 am LT in the Urban run because of slower nighttime cooling due to greater heat
capacity, while the Urban run is cooler at 11 am LT because of slower late morning
heating.

The urban modifications reduce average 2-m temperature and mixing ratio biases
in and around the urban areas (not shown). Consequently, average hourly ozone
mixing ratios are higher in the Urban run, mainly in the evening and overnight,
because of the deeper and less stable nocturnal boundary layers in the Urban
run that better simulates the Urban Heat Island (UHI) effects (Fig. 80.2, top).
Figure 80.2 (bottom) also demonstrates that the higher ozone mixing ratios are in
better agreement with observations since average bias is reduced for the Urban run
in the urban areas.

80.4 Conclusions

A new simple bulk urban parameterization that leverages the highly accurate, high
resolution impervious fraction and tree canopy fraction data that are available in
the NLCD has been implemented in the PX LSM in the 2-way coupled WRF-
CMAQ model system. Model comparisons and evaluation for the DISCOVER-AQ
field study show that the Urban scheme improves representation of the UHI effects
that lead to reduced biases of 2 m temperature and mixing ratio as well as ozone
mixing ratios in urban areas. The effects of the Urban scheme on air quality are
most pronounced in the evening when the transition to a stable regime is delayed
relative to the Base run resulting in reduced over-predictions of NOx and reduced
under-predictions of O3.
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Fig. 80.2 Hourly ozone difference (Urban – Base) (top) and difference in hourly bias (Urban –
Base) (bottom) averaged over July 1–16, 2011
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Questions and Answers

Questioner name: Steve Hanna

Q: Why did you not want to use the WRF-Urban model developed by Fei Chen and
colleagues at NCAR?

A: The main reason is that the current WRF-Urban options are tied to the Noah land
surface model (LSM) and the TKE PBL schemes. We have been developing and
using the Pleim-Xiu LSM and the ACM2 non-local closure PBL scheme, neither
of which can be used with the Urban options. We not only use these schemes
in WRF but also in the air quality part of the system (CMAQ) for PBL mixing,
dry deposition, and bi-directional surface fluxes. We are not certain that the
simple urban modifications described here are sufficient and plan to continue
development and evaluation including inter-comparison with the WRF-Urban
models.

Questioner name: Douw Steyn

Q: Why iterate only once?
A: This question refers to the new iterative technique for data assimilation in the

soil temperature and moisture for high-resolution (1–4 km) modeling which was
discussed in the presentation but could not be included in this extended abstract
due to page limitations. We have tried 2 iterations but saw only minor reductions
in error. Thus, in the trade-off between accuracy and run time we don’t feel that
multiple iterations are worthwhile. However, we will do more testing.
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the High Resolution NWP Models ALARO
and ALADIN for Belgium

Andy Delcloo, Rafiq Hamdi, Alex Deckmyn, Hugo De Backer, Gilles Forêt,
Piet Termonia, and Herman Van Langenhove

Abstract At the Royal Meteorological Institute of Belgium the chemical transport
model (CTM) CHIMERE runs at a spatial resolution of 7 � 7 km on a domain,
covering Belgium and The Netherlands (680 � 680 km). The CTM is first run on a
coarse resolution of 50 km covering Western Europe, using the meteorological fields
of ECMWF. The emission database is provided by EMEP. The output of this model
run is used as input for the boundary conditions for the coupled high resolution
chemical transport model run.

From previous studies, it has been shown that this one-way nested coupling with
the limited area NWP models ALADIN and ALARO (7 � 7 km) already improved
significantly the modelling of ozone concentrations by improving the physical
parameterization, i.e. cloud cover, surface temperature, surface sensible heat flux,
surface latent heat flux and relative humidity fields. The emission database used as
input for this high resolution model is the TNO/GEMS emission database. In this
study, we will also investigate the influence on the modelling of particulate matter
when the CTM is coupled to these different high resolution NWP-configurations.
We will investigate the air quality model forecast performance for a three day
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lead time on a daily basis, covering a one year time period (2008), implementing
inline a new land surface scheme (SURFEX) – with and without taking into account
The Town Energy Balance (TEB) – on the modelled ozone- and particulate matter
concentrations.

81.1 Introduction

The chemical transport model CHIMERE [4] has been coupled to the IFS/ECMWF
at a coarse resolution of 50 � 50 km. The CHIMERE model is able to catch most
of the day-to-day variability when verified against observations for Belgium at this
coarse resolution, especially for the modelling of ozone concentrations.

Running CHIMERE on this coarse resolution, using a large domain (Europe)
helps us understand the contribution of synoptic weather phenomena to pollution
events. However, to study the ability of a CTM to capture the day-to-day variability
on a local scale, it is necessary to feed the model with high-resolution meteorolog-
ical data from a NWP-model. The NWP-models we use for our analysis run four
times a day in an operational context at our institute; the ALADIN model and its
updated version ALARO receive their boundary conditions from ALADIN France,
run by Météo France.

Also the performance of the use of the Town Energy Balance (TEB, [3]) single-
layer module within the ALARO and ALADIN NWP models in an operational
configuration will be verified using the SURFEX module online for a 1 year period.
SURFEX is a new externalized (i.e. it can run independently from the ALADIN
model) land surface scheme that has recently been coupled with the ALARO
version [2]. SURFEX contains four modules, describing the exchanges of water,
momentum, and energy on four tiles of surface: sea, lake, vegetation, and urban
area. The vegetation tile is considered as a composition of various sub-homogenous
entities called patches (forest, meadows, fields : : : ). The emission database used as
input for this high resolution model is the TNO/GEMS emission database [5].

81.2 Results and Discussion

To validate our results, observational data (PM10 and O3) are used from IRCELINE.
Four different versions of our NWP-model are verified: ALADIN and ALARO,
applying the SURFEX scheme, further referred as ALD-SFX and ALR-SFX. When
the option TEB is activated, the simulations are referred as ALD-SFX-TEB and
ALR-SFX-TEB.

The improved physical parameterization scheme of ALARO leads to an
improved precipitation-, temperature- and cloud field [1]. A qualitative and
quantitative evaluation is made between the one-way nested couplings of
CHIMERE with the four different LAM’s. Table 81.1 gives an overview of some
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Table 81.1 Correlation, RMSE (�g/m3) and bias (�g/m3) for the time period 01/01/2008 –
31/12/2008 are shown for some stations for the scenarios ALD-SFX, ALD-SFX-TEB, ALR-SFX,
ALR-SFX-TEB for the analysis (D-1)

Dessel Houtem Moer-kerke Destel-bergen Ukkel Hasselt

Corr 0:60 0.75 0.66 0.72 0:70 0.67
ALD-SFX Rmse 10:23 9.82 12.30 11.46 12:30 10.46

Bias 1:98 �3.89 �5.76 �1.90 7:17 0.07
Corr 0:62 0.76 0.68 0.75 0:73 0.68

ALD-SFX-TEB Rmse 9:76 9.84 12.22 11.33 10:06 10.29
Bias 1:17 �4.33 �6.17 �3.30 4:55 �1.01
Corr 0:61 0.76 0.68 0.72 0:70 0.68

ALR-SFX Rmse 12:07 9.72 11.90 12.02 15:86 11.77
Bias 5:48 �1.80 �4.02 0.89 10:94 3.38
Corr 0:62 0.77 0.70 0.75 0:74 0.68

ALR-SFX-TEB Rmse 11:18 9.61 11.74 11.47 11:77 11.26
Bias 4:19 �2.47 �4.74 �1.20 7:02 1.74

Fig. 81.1 Time series of observed- and modelled averaged daily particulate matter (PM10)
concentrations for the time period 01/01/2008–31/12/2008 for the station of Ukkel (D-1)

general statistics on the modelling of averaged PM10 concentrations for the year
2008 for some specific observation stations and different scenarios. Figure 81.1
shows a time series of modelled- against observed averaged PM10 stations for the
station of Ukkel, applying the ALARO-SFX-TEB scenario.
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Table 81.1 shows that the updated versions, using TEB reduces the bias in
the sub-urban station of Ukkel considerably and improves the modeling of the
day-to-day variability of particulate matter. In general, the correlation and RMSE
values are better using SURFEX with TEB. During the winter period, there is a more
pronounced overestimation of PM10 in the sub-urban station of Ukkel (Fig. 81.1),
while for the rural stations an underestimation of particulate matter by the model
can be shown during summer time.

For a 2 day lead time, the correlation decreases towards values between 0.59
and 0.71. RMSE and bias obtained from these forecasts are of the same order of
magnitude as the values obtained from Table 81.1.

81.3 Conclusions

When the CTM was coupled to the updated ALADIN/ALARO NWP-models,
using the SURFEX and the TEB scheme, statistics significantly improved for the
modelling of particulate matter (PM10) when compared with the results obtained
by not using the TEB scheme.

During the winter period, there is a more pronounced overestimation of PM10
in the sub-urban stations present, while for the rural stations, an underestimation of
PM10 by the models is more pronounced during summer time.
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Chapter 82
Application of Performance Indicators Based
on Observation Uncertainty to Evaluate
a Europe-Wide Model Simulation
at Urban Scale

Philippe Thunis, Bertrand Bessagnet, Etienne Terrenoire,
and Augustin Colette

Abstract In the frame of the European Consortium for Modeling of Air Pollution
and Climate Strategies (EC4MACS) the CHIMERE chemistry transport model has
been run over Europe for the entire year 2009 with a spatial resolution of 7 km
with the aim of assessing the urban impact on daily exceedances of PM and NO2
in European cities. In order to better capture these urban impacts, improvements on
urban scale meteorology, vertical resolution and emissions have been implemented.
In the current work an evaluation of the model results against the AIRBASE
European monitoring network measurements is done using model performance
indicators (MPC) based on observation uncertainty.

The MPC used in this approach, constructed on the hypothesis that model
results are allowed the same margin of uncertainty as measurements, are developed
for four statistical indicators (Root Mean Square Error, Normalized Mean Bias,
Normalized Mean Standard Deviation and temporal correlation) to summarize the
model-observation errors in terms of phase, amplitude and bias. The utility of this
approach is to provide a performance scale to inform the user on the expected value
an indicator should reach for a particular modeling application. These indicators are
then used to identify the strengths and weaknesses of the model application in terms
of geographical areas, cities, pollutants and/or period of the year.
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82.1 Introduction

As Chemistry-Transport Models (CTMs) were initially designed to simulate ozone
concentrations within the lower troposphere, a coarse horizontal resolution was
sufficient to reach this objective. But during the last decade, air quality legislation
has focussed more and more on particulate matter (PM) and CTMs were required
to refine their resolution to capture the urban signals as high PM concentrations
usually occur in urban areas. In this work a fine resolution (0.0625 � 0.125ı i.e.
about 7 km) simulation is performed over Europe for the meteorological year 2009
with the CHIMERE CTM [1]. For the evaluation model performance indicators
based on the observation uncertainty [2] are used to identify the main strengths and
weaknesses of the CHIMERE application in terms of geographical area, pollutant
and period of the year. Results are presented here for NO2 and PM10 based on a
comparison with the AIRBASE monitoring network measurements.

82.2 Methodology

The offline Chemistry Transport Model CHIMERE model is fed with ECMWF
meteorological fields. Despite their relatively coarse horizontal resolution (16 km)
this meteorological input dataset has been preferred to the higher resolution WRF
fields since the latter tends to overestimate significantly the magnitude of the wind
fields [3]. Anthropogenic emission fields were derived using a top-down approach
over the entire domain extending from 10ıW to 30ıE in longitude and from 36ıN
to 62ıN in latitude. Boundary conditions were obtained from the monthly mean
LMDz-INCA climatology for gaseous species and from the GOCART model for
aerosols. Biogenic species are calculated using the MEGAN model while wildfire
emissions are issued from GFED3. Some important modifications were made to the
code itself and to the input dataset:

• The relatively coarse resolution of the ECMWF meteorological fields prevents
a good representation of the urban effects. Based on literature overview wind
fields intensities in urban centres have arbitrarily been decreased by a factor
two. Similarly the turbulent diffusion coefficients have been decreased within
the urban canopy by a factor 2.

• Based on a comparison between bottom-up and top-down approaches on one
hand and on expert judgments on the other, anthropogenic emissions in some
Eastern country regions have been increased significantly to reflect the larger
effective residential heating emissions in these regions.

• In addition new temporal profiles for residential emissions based on a “degree-
days” concept have been generated to account for the fact that emissions related
to heating would increase during the colder winter days (same total emissions
distributed according to temperature).
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The evaluation of the model performances is based on a comparison with the
AIRBASE monitoring stations which are classified in terms of urban, suburban and
rural background. The evaluation is performed by grouping stations around a series
of cities (30 city areas). For each of these 30 cities the monitoring stations within a
circle of radius 200 km are used for the evaluation. In total about 650 stations are
used both for PM10 and NO2.

The evaluation itself is based on performance indicators normalised by the
observation uncertainty [2]. The main performance indicator is constructed as the
ratio between the model to observed root mean square error and a function of
the observation uncertainty. As discussed in Thunis et al. [2], values of this ratio
between 0 and 0.5 indicate that, on average, differences between model results and
measurements are within the range of their associated uncertainties. Conversely,
values larger than 1 indicate statistically significant differences between model and
measured values. Based on measurement inter-comparison exercises measurement
uncertainties values for NO2 and PM10 are provided [4]. As observation uncertain-
ties generally exhibit much larger relative uncertainties at low concentration levels
the required on model performance within the range of concentrations becomes less
stringent. In this way the less certain the measurements are the less stringent the
model performances requested should be.

For visualization of this indicator the target diagram proposed by [5] has been
modified by normalizing all quantities by the observation uncertainty (Fig. 82.1, top
and bottom rows). The X and Y axis of the diagram represent the observation nor-
malized centered root mean square error (CRMSE) and bias (BIAS), respectively.
The distance from the origin then represents the observation uncertainty normalized
root mean square error (RMSE). The green area circle identifies the fulfillment
of the performance criteria while the dashed green area represents the zone for
which model results are within the observation uncertainty range. The negative and
positive sides of the X axis are used to identify observed-model differences which
are dominated by amplitude (standard deviation) or phase (correlation), respectively.
The negative and positive sides of the Y axis identify negative and positive biases,
respectively.

82.3 Results

Figure 82.1 provides an overview of the results for PM10 (right) and NO2 (left)
where results have been averaged by city areas (each circle represents a city area)
and where all station types (urban, suburban and rural) have been included in the
analysis. The PM10 target diagram points out an underestimation of the observed
levels, especially in Eastern country cities (Prague, Warsaw, Sofia and Krakow)
with an error dominated by a lack of amplitude. Despite the increase of domestic
emissions in these countries and the new temporal profiles based on degree days,
the amplitude of the signal is yet underestimated. For many of the Mediterranean
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Fig. 82.1 PM10 – all station types (left) and NO2 – urban background stations (right) model-
observed evaluation. Target diagrams (top) and scatter plots (bottom) provide information for
statistics averaged by city areas. For the Target diagrams, stations statistics are sorted and the 10 %
worst ones are eliminated. The circle on the plot represents the worst remaining statistic. Acronyms
are: Du (Dublin), Ro (Rome), Va (Valencia), At (Athens), Mi (Milan), Wa (Warsaw), Kr (Krakow),
So (Sofia), Na (Napoli), Ms (Marseille), Se (Sevilla), Pr (Prague). For more information on target
diagrams, refer to text

cities (e.g. Rome, Valencia, Milan, Sevilla, Athens) the model results show a lack
of temporal correlation which might be caused by to the difficulty to adequately
capture the local scale effects (e.g. sea-breezes) with the 16 km meteorology. The
scatter plot (bottom) provides some information on the absolute concentrations and
confirms the Eastern Europe underestimation while other city areas do not show
significant biases.

For NO2 model concentrations exhibit a significant underestimation at almost
all cities. According to the Target diagram, the error is dominated by a lack of
temporal correlation. The general underestimation could be explained by the fact
that NOx emissions generally occur at street level, scale which cannot be sufficiently
captured with the current spatial resolution. The lack of temporal correlation might
be due to a lack of sufficiently accurate temporal emission profiles for the NOx
traffic emissions, as these are emissions that are directly linked to the observed NO2
concentrations.
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82.4 Conclusion

CTMs are currently able to simulate air quality over large domains with a refined
resolution. This allows assessing model performances with respect to PM10 and
NO2 in urban areas in different geographical areas in the frame of a single
simulation. In this work the CHIMERE CTM has been run over the entire European
territory with a spatial resolution of about 7 km. To better capture urban scale
effects some improvements have been made to the model itself (e.g. urban sub-
scale paramerisations) but also to some input datasets (e.g. emissions). Model
performances have been evaluated around 30 European city areas against the
AIRBASE measurements. To perform this evaluation model performance criteria
based on observation uncertainty have been used.

Despite corrections made to the PM anthropogenic emissions in some east-
ern country areas (increase of overall emitted totals, degree days corrections)
CHIMERE still underestimates the observed concentration levels. Although the
timing of the peaks is quite well reproduced the peaks amplitude is underesti-
mated. Problems also arise from some Mediterranean areas where the model faces
difficulties in reproducing the temporal variations of the concentrations. For NO2
the concentration levels are generally underestimated and show a lack of temporal
correlation probably due to a lack of sufficiently accurate temporal emission profiles
for the NOx traffic emissions.

The proposed evaluation methodology has proved its usefulness to screen model
performances. The same methodology can then be used to check the model
behaviour in more details (seasonal variations, station details). Further work will
also be done to relate model performances in terms of meteorological and air quality
fields.
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Questions and Answers

Q: What is the reason for selecting a 200 km radius around the cities?
A: Two different radiuses around cities have been considered in this work: the first

one of 30 km corresponding approximately to the area covered by a 50 � 50 km
regional scale model grid cell. But to capture rural background stations away
from the city centers, a second radius of 200 km, selected arbitrarily has been
used.

Q: Do the newly introduced performance indicators imply that we assume Gaussian
distributions of measurements errors, model errors, differences?

A: Yes. From an experimental point of view this assumption is quite reasonable.
From a modeling point of view, this is more difficult to assess but the central
limit theorem can be used to justify this assumption. In fact, any variable Y that
is a combination of Xi (even without normal distributions) can be approximated
by a normal distribution because of the Central Limit Theorem provided that the
Xi are independent and that the variance of Y is much larger than the variance
of any single component from a non-normally distributed Xi. Therefore, it can
be assumed that the distribution of individual observations and modeled values
is approximately normal.

Q: Your measurement uncertainty is based on measurement error, estimated by the
variability of measurements from co-located instruments. Have you considered
the issue of spatial representativeness of your monitoring sites. In many cases
we would expect the point measurements to be more reliable than a volume
average which is what the model predicts. In this case you may have created a
performance criteria that is unrealistically strict in terms of identifying “good”
or “acceptable” model performance.

A: It is indeed important to consider spatial representativeness and the presented
approach could include these impacts whenever realistic estimates for this
spatial representativeness are available (work in progress). The performance
criteria are not however unrealistically stringent as they are based on an estimate
based on the maximum observation uncertainty. The resulting performance
criteria in terms of bias and/or correlation are also very close to those proposed
in other studies. One possible evolution will be to substitute the maximum by
an average measurement uncertainty together with an estimate of the spatial
representativeness so that the performance criteria become more station specific.



Chapter 83
Multi-model Ensembles: How Many Models
Do We Need?

Efisio Solazzo and Stefano Galmarini

Abstract We explicitly address the fundamental issue of member diversity in
multi-model ensembles. Common biases and redundancy are the two issues directly
deriving from lack of independence, undermining the significance of a multi-model
ensemble, and are the subject of this study. These two issues are analysed in detail
using the AQMEII ensemble of AQ model results for four air pollutants in two
European regions. We show that models share large portions of bias and variance,
extending well beyond those induced by common inputs. We propose and discuss
methods of member selection and rate the ensemble performance they produce.
We conclude that, although independence of outputs may not always guarantee
enhancement of scores (but this depends upon the skill being investigated) we
discourage selecting the members of the ensemble simply on the basis of scores,
that is, independence and skills need to be considered in separation.

83.1 Introduction

The last two decades have witnessed the rise of multi-model-result consultation,
often referred to as multi-model (MM) ensemble analysis, in several geophysical
modelling contexts. The fundamental advantage of MM ensemble versus single
model realizations is the error of the convex-combined MM ensemble guaranteed
to be less than the average error of the individuals. This result tells that in a
context were we have no criteria for identifying the best members (in forecasting
applications, for example), the ensemble mean is possibly the best option as it
is better, on average, than any method selecting individual members randomly. It
cannot be excluded however that there are individual models outperforming the
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ensemble mean or the existence of subset of members whose mean has lower error
than the full ensemble mean. The main strengths of the MM ensemble approach
over single model realization are: (a) mutual cancelation of errors and enhancement
of skill scores; (b) sampling wider range of uncertainty, and (c) confidence boost
when many models agree.

An assumption often given for granted is that different models produce indepen-
dent results, i.e. that all models are characterized by independent error components.
Independence of models is rigorously defined as the property of the combined
error probability distribution function (PDF) of any two models to be expressed
in terms of each individual error PDF. The requirement of error independence
is seldom achieved in MM ensemble practice and is difficult to prove. Models
sharing large commonalities in the internal modules and/or inputs (meteorology,
emission, boundary conditions) are bound to share the biases introduced by these
commonalities. The net result are (i) an ensemble biased towards the artificious
consensus determined by the shared bias, and (ii) a reduced degree of variability,
leading to overconfident ensembles. For these reasons in this paper we analyse
various techniques available to address the following issues:

1. Determine the ensemble redundancy: i.e. the minimum set of members that
explains the variance of the observations and maximise the accuracy;

2. Reduce the ensemble redundancy. If many redundant models are combined
together, there would be loss of valuable information due to dependant biases.

For our analysis we investigate the correlation between errors produced by air
quality (AQ) models run by twelve groups in the context of the Air Quality Model-
ing Evaluation International Initiative (AQMEII) [1]. We use hourly time series for
the months of June July August (JJA) of the year 2006 of the gaseous species of
O3, CO, NO2, SO2 and apply the analysis to two regions of Europe, one including
the UK, France, northern Spain and Belgium and the other including continental
Europe (Germany, Poland, Austria, and Czech Republic) (see [2] for detail).

83.2 Effective Number of Models

We calculate the number of effective models sufficient to reproduce the variability
of the full ensemble (the MM ensemble generated with all available members) as:

Meff D

�XN

kD1
�k

	2

XN

kD1
�2

k

(83.1)

with œ eigenvalue of the corr(di,dj) matrix, the matrix of the Pearson linear
correlation coefficient between any pair di, dj (i,j D 1, : : : ,N) (N is the number of
available models). d is a metric defined as:
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Fig. 83.1 Meff (from Eq. 83.1) as function of the number of models for EU region 1 and region
2. The two sets of curves have been generated from the corr(di,dj) (top curves) and the corr (ei,ej)
(lower curves) matrixes

dm D em � R � MME (83.2)

where the index m identifies the model, MME is the multi model error (the
average over all em, the individual model’s error) and R is the Pearson correlation
coefficient between the error of model m and the MME. The removal of MME in
Eq. (83.2) makes model errors more dissimilar and uncovers “hidden” trends that
are outweighed by overarching commonalities. Indeed the scope of the metric dm

is to establish similarities among models beyond the dominating ones induced by
shared inputs and/or common parameterisations.

By applying Eq. (83.1) to the AQMEII datasets of model errors (corr(di,dj)) we
find that Meff is in the range 5–6.5 out of 13 available models. Figure 83.1 reports
Meff as a dependent variable of N, the number of models for the four pollutants and
the two European regions. The concavity of the curves over N indicates that the
addition of more models to the ensemble is not compensated by a linear increase
in the overall information. This is a straight consequence of commonalities among
members: chances that a new member shares features with an existing one increases
as the ensemble size does. This would not happen in the case of independent models.

83.3 Reduced MM Ensemble

We apply two methods for optimal selection of members out of the full ensemble.
The first is a heuristic method based on the optimisation of skill, while the second
is based on minimizing the redundancy among members.
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Fig. 83.2 Curves of maximum, mean and minimum RMSE for ozone in EU region 2. The curves
are obtained by calculating the mean of randomly sampled subsets of models

83.3.1 Reduced Ensemble of Optimal Accuracy

Figure 83.2 shows the curves of maximum, mean and minimum root mean square
error (RMSE) for ozone in EU region 2 obtained by calculating the mean of
randomly sampled subsets of models. The curve of minimum reveals that exists
a subset of three models whose ensemble mean is predicts a RMSE �37 % smaller
than the full ensemble mean. This is an indication of the deterioration of the skills of
the ensemble when more redundant members are combined depending on the fact
that the contributions are not independent, model differences are not random and
they do not cancel out.

83.3.2 Reduced Ensemble of Maximum Diversity

In this section we explore the associativity among the members of the ensemble
and their errors through a clustering analysis with the scope of unveiling and
discard overarching commonalities. Detail of the clustering method can be found
in Solazzo et al. [2]. A typical output of clustering analysis is a dendrogram, where
redundant models are grouped together and the level of similarity among groups is
reported based on the distance between the elements of the input matrix. The most
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Fig. 83.3 Hierarchical clustering of corr(di,dj). The dotted horizontal line defines the level of
similarity

representative model, one for each cluster, is then selected to generate a reduced
or ensemble of diverse members. A fundamental challenge of clustering is the high
sensitivity to the options controlling the underlying algorithms. In particular, the cut-
off (the threshold similarity above which clusters are to be considered disjointed)
determines the dimension of the sub-space of non-redundant models and is decided
by visual inspection of the dendrogram. The common practice suggests cutting
the dendrogram at the height where the distance from the next clustered groups is
relatively large, and the retained number of clusters is small compared to the original
number of models. Members of the ensemble generated with a higher threshold are
more distant and therefore more independent. Looking at the dendrogram for ozone
for example (Fig. 83.3), the two main branches at the top further split into two more
at a relatively low similarity level, suggesting a plausible way to proceed. At a �10–
15 % similarity level five clusters are detected for all species in both regions.

83.4 Conclusion

In this study we explain the risks of combining models sharing high correlated bias
into ensembles and apply methods to determine the actual number of models needed
to cover the observed variability. Results for the ensemble of AQ models of AQMEII
and several species demonstrate that the ensemble is indeed redundant and that there
exists subsets of members outscoring the full ensemble. Such subsets have been
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identified by maximising the accuracy (minimising the error) and the diversity of
the ensemble members via clustering method. Both methods proved successful in
determining the size of optimal subsets and in selecting members for creating skilful
reduced ensembles.
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Chapter 84
Diagnostic Evaluation of NOx Emission
Upgrade on Air Quality Forecast

Li Pan, Daniel Tong, Pius Lee, Hyuncheol Kim, Tianfeng Chai,
and Charles Ding

Abstract The U. S. National Air Quality Forecasting Capability (NAQFC)
provides air quality forecast for the nation by disseminating numerical model
predicted surface concentration of O3 and PM2.5 to the public. However, the
fidelity of NAQFC is dependent on the accuracies of the emission projection factors
employed to estimate the various emissions. This study focuses on comparing
variability of surface NOx and O3 concentrations for two emission modeling
scenarios for July of 2011: the Base Case and a New Emission Case. The Base Case
used the U.S. EPA 2005 National Emission Inventory (NEI2005), its projection
procedures adhered to a standard practice used by NAQFC since its inception in
2003. The New Emission Case adopted a scaling procedure based on more recent
EPA data demonstrated a significant reduction of the mobile source’s share of
NOx emission among the major contributors. It reduced from 33.6 % in the Base
Case to 25.2 % in the New Emission Case. This is even more significant if one
takes into account the large increase in vehicle miles traveled since 2005. The NOx
SIP Call had achieved significant reduction of NOx emission from power plants,
but still lagged behind that achieved by the reduction in the on-road vehicular
(mobile) exhausts. Geographically population change trends in the last decade do
not necessarily translates into proportional changes in NOx emission.
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84.1 Introduction

The U. S. National Air Quality Forecasting Capability (NAQFC) is developed
and maintained by NOAA to provide numerical guidance for local health and air
quality managers across the nation. At present NAQFC is providing gridded 48 h
numerical forecast over all 50 states of the country for surface ozone (O3) and
atmospheric particulate matter smaller than 2.5 �m in diameter (PM2.5) concen-
trations, operationally and experimentally respectively [4, 6]. NAQFC employs
an off-line coupling of the NOAA National Weather Service Weather Research
and Forecasting Non-hydrostatic Mesoscale Model (WRF-NMM) [5] and the
U.S. EPA Community Multiscale Air Quality (CMAQ) modeling system [2].
The forecasting performance of NAQFC strongly relies on emission inputs. The
emission modeling for future years in NAQFC is basically a tabulation of observed
trends of change of emission rates lumped as emission factors organized sector by
sector.

Nitrogen oxides (NOx D NO C NO2) is an important precursor to ozone produc-
tion as well as a potential source contributing to atmospheric aerosol formation.
Based on the U. S. EPA 2005 National Emission Inventory (NEI2005), it states
that in the U. S. 32 % of NOx emission is from on-road mobile source, 30 %
from off-road sources such as ships, aircrafts and locomotives, and 27 % from
Electric Generating Unit (EGU) [8], respectively. Although vehicular fuel con-
sumption across the nation has continually gone up; NOx from vehicle emission
including on-road and off-road sources has been decreasing since 2007. This is
mainly due to the drastic reduction in vehicular NOx emission [1]. NOx emission
from power plant has also decreased since the implementation of the so-called
“NOx SIP Call” cap and trade program between 2003 and 2008 (http://www.
epa.gov/airmarkets/progsregs/nox/sip.html). Consequently, the application of 2005
NOx inventory in NAQFC results in overestimation of NOx emission flux and
systematically causes the ozone and PM2.5 forecast biased high most of the
time [4].

In this study, we focus on comparing variability of surface NOx and O3
concentrations for two emission scenarios in July of 2011 (Table 84.1): the Base
Case and a New Emission Case. Base Case adheres largely to a standard procedure
used by NAQFC [7]. The New Emission Case is further discussed in the next
section. Model results were verified against the U. S. EPA AIRNow ground-based
observations network (http://airnow.gov/). We aim to answering whether or not the
new emission scenario captures: (a) observed NOx emission changes; and (b) if
(a) is substantiated then would NAQFC forecasts for NOx and O3 be improved by
the new emission modeling. These answers imply merits or deficiencies of the new
emission projection procedure.

http://www.epa.gov/airmarkets/progsregs/nox/sip.html
http://www.epa.gov/airmarkets/progsregs/nox/sip.html
http://airnow.gov/


84 Diagnostic Evaluation of NOx Emission Upgrade on Air Quality Forecast 513

Table 84.1 Emission projections for the sensitivity cases performed for July 2011

Source Base case New emission case

Mobile 2005 MOVES 2005 MOBILE6 C 05 to 12
projections

Point sources NEI05v1 2010 CEM C DOE Annual
Energy Outlook (AEO)

Area source Non road NEI05v1 Cross-state Air Rule
Projection (CSAPR)

Other sectors NEI05v1 NEI05v1
Biogenic emission BEIS3.13 (CMAQ4.7.1

inline)
BEIS3.13 (CMAQ4.7.1

inline)
Canadian emissions 2001 EI 2006 EI

84.2 Emission Modelling for Casenew-emission

Table 84.1 illustrates the differences of NOx emission inventory used in the two
simulations over the CONterminous U. S (CONUS). The emission projection from
2005 to 2012 in the CSAPR is used to scale the NEI2005 into the forecasting year.
The CSAPR projection for mobile sources is derived from using MOtor Vehicle
Emission Simulator (MOVES) version 2010 run for National Mobile Inventory
Model (NMIM) 2012 estimates. Aggregated state-level data from the CSAPR
run are used in the subsequent emission projection. The projected 2012 scenario
represents the best estimate for the future year without implementation of Electricity
Generating Unit (EGU) remedy controls [3].

84.3 Model Results and Discussion

84.3.1 NOx Emission Changes

The New Emission Case demonstrated a significant reduction in the mobile source’s
share of NOx emission among the three major contributors: area, mobile and
point sources. It reduced from 33.6 % in the Base Case to 25.2 % in the New
Emission Case. This is even more significant considering the large increase in
vehicle miles traveled since 2005. The NOx SIP Call achieved significant reduction
of NOx emission from power plants, but dwarfed by the reduction in the on-
road vehicular (mobile) exhausts. In terms of geographical distribution of the NOx
emission reduction, it exhibited regionally specific trends: largest reduction is in
Upper Middle (20.6 %) followed by Pacific Coast (18.8 %), South East (17.0 %),
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Fig. 84.1 Contribution of NOx emission (left) Base Case and (right) New Emission Case (See
Table 84.1)

North East (16.3 %), Rocky Mountain (15.9 %) and Lower Middle (11.2 %) (see
Figs. 84.1 and 84.2). The change in NOx emission is not sensitively to population
change. Consulting the national census trend-tracker of population growth since
1990 (Fig. 84.3); NOx emission change has a weak correlation with population
change.

Figure 84.4 is the percent of NOx concentration decrease in measurement by
USEPA in ten metropolitan areas (including Atlanta, Boston, Chicago, Dallas,
Houston, Los Angeles, Miami, New York, Philadelphia and Washington DC) in
July from 2005 to 2011. All cities reported a decrease in NOx measurements during
July from 2005 to 2011, but trends vary with city: Boston and Chicago had by far
the smallest decrease in July NOx and New York reported a 60 % decrease in July
NOx, while Atlanta, Dallas, Los Angeles, Miami, and Washington DC reported a
45–50 % decrease. The NOx emission reduction (Fig. 84.3.) is supported by NOx

ground station measurements (Fig. 84.4.) and the magnitude of reduction is within
the range of suggested by measurements.

84.3.2 NOx and O3 Prediction Improvements

Figure 84.5 shows CMAQ simulated NOx (left panel) and O3 (right panel) biases
in Base and New Cases over CONUS and in six predefined regions. Overall,
accompanying NOx emission reduction, NOx and O3 biases over CONUS were
improved. As specific to regions, positive biases for NOx in South East, Pacific coast
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Fig. 84.2 Regional percentage change of NOx emission by the New Emission Case w.r.t. Base
Case. The inset on the right shows the six referenced regions

and Lower Middle NOx were reduced; positive biases in Upper middle changed to
negative bias while in North East and Rock Mountain the already negative biases
were aggravated suggesting NOx emission reduction in those regions were more
than reality. For O3, positive biases in all six predefined regions were reduced.
However, in South East, Upper Middle and Lower Middle O3 biases in daytime
monthly averaged model prediction were still greater than 5 ppbv in July 2011.
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Fig. 84.3 Percentage population change for the last two decades as reported by the U.S. Census
Bureau

Fig. 84.4 Measured NOx concentration % decrease in ten large metropolitans in July from 2005
to 2011

Fig. 84.5 NOx (left) and O3 (right) biases in Base and New Case over CONUS and the six regions
(See Fig. 84.2)
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Questions and Answers

Questioner Name: Amir Hakami

Q: Did the scaling factor that applied to NO2 also apply to VOCs?
A: No. Since this study is focus on summer time. VOC present in July is largely

due to biogenic emission sources. They dominate over the anthropogenic
components in summer time and do not show much seasonal changes across
the years in the time scale of a few years to a decade. On the other hand, the
NOx scaling factor is mainly based on the adjustment of anthropogenic sources.

http://www.epa.gov/airtransport/pdfs/EmissionsInventory.pdf
http://www.epa.gov/airtransport/pdfs/EmissionsInventory.pdf


Chapter 85
Presentation and Validation of a New Building
Downwash Model

Wouter Lefebvre, Guido Cosemans, Stijn Janssen, and Clemens Mensink

Abstract Olesen et al. (Bound Layer Meteorol 131(1):73–83, 2009) have shown
that current building downwash parameterizations, which are essential in the
vicinity of build up areas, perform poorly at very short distances. Therefore, a new
building downwash model has been developed based on the Thompson-wind tunnel
dataset. The model consists of the Gaussian transport and diffusion equation, in
which the variables xR (distance source-receptor) and Hs (stack height) have been
replaced with functions that define a receptor dependent virtual origin. The virtual
source functions account for the impact of building downwash (1) by changing the
height of the plume to account for the vertical displacement of the plume and the
extra turbulence around the building, (2) by using an upwind displacement of the
plume origin to simulate the impact of the wind-upward displacement of the plume
and (3) by accounting for the entrainment of clean air into the plume by increasing
the distance between the virtual source and the receptor point. The model results are
compared to the several measurement time series in Flanders, Belgium, at industrial
locations where building downwash plays an important role. We have shown an
increased modeling ability in all cases: for instance, biases ranging from �4 to
�33 ng/m3 (�46 to �77 %) improve to values ranging from 1.3 to �7.5 ng/m3

(�29 to C14 %) and R2 values improve dramatically (up to 0.83 from 0.65 in cases
with a strong building downwash effect).
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85.1 Introduction

Olesen et al. [4] have shown that the state of the art of gaussian plume modelling at
short distances from the building is disappointing, due to an inaccurate description
of building downwash effects. They compared two major existing building down-
wash plume models and one computational fluid dynamics (CFD) model with the
measurements of the Thompson wind tunnel dataset [5, 6]. The CFD model shows
reasonable correspondence to the measurements. However, the two plume models
fail to reproduce some of the major characteristics such as the order of magnitude
of the ground-level concentrations close to the building.

Therefore, in Cosemans et al. [2], further denoted as CLM12, a new param-
eterization for building downwash in plume models has been developed on the
basis of the Thompson [5, 6] dataset. The CLM12 parameterization reproduces the
following major effects of building downwash by functions to quantify the following
phenomena:

• Plume material, following the streamlines, is lowered towards the ground by �H
over a distance xFPH, where xFPH is approximately the distance downwind the
building where the maximum ground-level concentration is found;

• The increased turbulence caused by the building causes an upwind displacement
(�xDISP) of the plume origin;

• Clean air gets mixed into the plume more rapidly than in absence of a building,
which is reproduced by an increase of the virtual source origin value till a
distance roughly equal to 2*xFPH;

• Finally, building downwash has an important effect on the plume rise.
• It has been shown in CLM12 that this parameterization reproduces the Thompson

dataset well.

85.2 Model and Measurements

The Immission Frequency Distribution Model (IFDM) is a bi-Gaussian plume
model, used in Belgium since 1972 for impact assessment of complex configurations
of industrial, residential, traffic and agricultural pollutant sources on a local scale.
The Gaussian dispersion parameters depend on the Bulk Richardson number
measured along a 120 m high meteorological tower located at the nuclear energy
research site at Mol [1]. More information on the IFDM model can be found in
the European Model Database (http://air-climate.eionet.europa.eu/databases/MDS/
index_html), which includes an extensive set of references regarding the validation
of this model.

The parameterization proposed by CLM12 is based on single stack-single
building configurations (almost 400 in total, all having the wind direction frontal
to a building face) and the buildings having four different height/width/length
ratios. The features additional to the CLM12 parameterization needed for arbitrary

http://air-climate.eionet.europa.eu/databases/MDS/index_html
http://air-climate.eionet.europa.eu/databases/MDS/index_html
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building-stack configurations as found in the real world are a series of interpolations
and adaptations to make the step between the a selected set of wind-tunnel data and
all possible real-life situations, concerning building height, different building types,
non-frontal winds, multiple buildings, wind speed dependency and changes in the
plume width.

Ground-level concentrations of As, measured near an industry plant located in
flat terrain that emits small amounts of Arsenic (As) is used to evaluate the model.
Four measurement locations are operated by the Flemish Environmental Agency
(VMM) and provide daily concentrations of As in PM10 for the period 2010–
2011. The locations are indicated by the codes HB23, HB17, HB18 and HB01.
The measurements (daily resolution) were delivered in integers in ng/m3. Measured
and modeled concentrations of 0 ng/m3 are converted to 0.5 ng/m3 in order to take
into account the detection limit.

85.3 Evaluation of the Model

Two simulations have been performed. The first one has no building downwash
(var_nobd), while the second one takes into account building downwash (var_bd).
Both simulations have variable emissions, created by scaling the emissions of some
of the sources with the results of the Pourbaix-measurement in the recirculation loop
of these sources, so that the average emission is kept constant. Of course, this does
not account for the possible intersource variability, nor is it a perfect measure of the
source variability.

Looking at the annual mean characteristics, we see again a marked improvement
between the model without and with building downwash module (Table 85.1).
Furthermore, the results show the ability to reproduce some of the high peaks in
the measurements (Fig. 85.1), especially those in the beginning of February 2011.
This difference is mainly observed for the measurement locations which are most

Table 85.1 Yearly averaged measurement and model values (in ng/m3) for the different
measurement locations and model scenarios with time-varying sources. In bold: jbiasj >50 %
of the measurements. Underlined: jbiasj <30 % of the measurements

Period average concentration (ng/m3)

Monitoring site Year
Number of
measurements Measured Var_nobd Var_bd

HB01 2010 358 16 6.6 11.9
2011 364 14 7.5 13.4

HB17 2010 349 29 10.1 16.3
2011 357 23 13.0 20.7

HB18 2010 364 9:6 4.6 10.2
2011 348 8:8 5.4 10.8

HB23 2010 364 44 8.7 40.3
2011 357 41 11.0 37.0
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influenced by the sources known to be strongly affected by building downwash
(respectively HB23, HB18 and to a lesser degree HB01, Table 85.1). In HB18, the
modelled Var-bd average is higher than is measured, in the other sites the modelled
value is lower than measured, leaving ‘room’ for the impact of still unquantified
emissions.

85.4 Conclusion

In this paper, several points concerning building downwash have been shown. First
of all, the strong influence of building downwash on measurement sites close to
the sources has been demonstrated. Secondly, the inclusion of a building downwash
parameterization into a plume model has been established, explaining the choices
that have been made. These choices can serve as a guide to other modelling groups
wishing to include the same parameterization in their plume models. Thirdly, it has
been shown that the building downwash parameterization improves the accuracy of
the model in simulating cases affected by building downwash. Furthermore, it has
been demonstrated that the model is capable of predicting at a sufficient accuracy
the annual mean concentrations, so that estimations can be made if the European
norms will be met. Finally, inclusion of more detailed emission data has revealed
that the model is also capable of explaining the outliers which have been measured
in the recent past. Therefore, the model can also be used in order to assess in detail
the exposure of the population to the emitted pollutants. More information and a
more thorough validation can be found in Lefebvre et al. [3].
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Chapter 86
Boundary-Layer and Air Quality Study
at “Station Nord” in Greenland

Ekaterina Batchvarova, Sven-Erik Gryning, Henrik Skov,
Lise Lotte Sørensen, Hristina Kirova, and Christoph Münkel

Abstract Knowledge on the forcing mechanisms (meteorological and chemical)
that come into play in the Arctic environment is highly uncertain. We analyse
data from measurements and mesoscale meteorological modelling for periods in
summer 2011 and winter 2011/2012 to elucidate the boundary-layer features at
Station Nord situated in Northern Greenland (81.6 N, 16.7 W). A major challenge
for modelling is to connect local-scale observations with larger scales modelling
of the atmosphere. In particular, in summer, bare soil in the vicinity of the station
may not be present in the global boundary and surface conditions. Thus, in summer
the deviations of modeled from measured values of temperature and humidity near
the surface are larger compared to winter. We found that the underestimation of
temperature near the ground is larger at clear sky compared to cloudy conditions;
and the underestimation reached up to height 1-1, 5 km at clear sky and up to the
first 100 m for the cloudy days. The measured wind speed profiles showed high
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variability, while the modeled were smoothed. During summer the modeled wind
speed was close to or larger than the measured without clear indication for the role
of clouds. In winter, the over-estimation of wind speed was more pronounced.

86.1 CRAICC Network

CRAICC (Cryosphere-atmosphere interactions in a changing Arctic climate) is part
of the Top-level Research Initiative (TRI), the largest joint Nordic research and
innovation initiative to date, aiming to strengthen research and innovation regarding
climate change issues in the Nordic Region.

86.2 Observational Site and Measurements Campaigns

Station Nord in Greenland (81.6N; 16.7W) serves as a Greenlandic background
station for air pollution as part of the Danish/Greenlandic contribution to Arctic
Monitoring and Assessment Program (AMAP), Fig. 86.1 (In warm summer con-
ditions, the surface may be snow free, but the waters are normally always frozen).
Parallel, extensive meteorological measurements programme was organized, includ-
ing cloud base height measurements using a CL51 Vaisala ceilometer, Fig. 86.2
(left panel). Radiosoundings were performed during a 10-day periods in summer
2011 and winter 2012 using a MODEM system, Fig. 86.2.

One of the main results from the feasibility measurements at Station Nord was
that the ceilometer used is a robust instrument that can stand the harsh Arctic condi-
tions and that the aerosol backscatter signal allows to study the aerosol distribution
in the area during the year, Fig. 86.3. The ceilometer measurements are performed
continuously from July 2011 until April 2013. Two radio soundings campaigns have
been carried out, one from 28 July to 5 August 2011 and the second for 3 weeks in
March 2012. Simultaneously, Aarhus University is measuring gas and aerosol con-
centrations, Fenger et al. [1]. Concentrations reach 0.6 ppb for NOx and a constant
level of ozone at about 20 and 30 ppbv in the two campaign periods respectively.

Fig. 86.1 Station Nord location and view in July/August 2011
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Fig. 86.2 Ceilometer and the 10 m mast for flux measurements (left), air quality measurements
(middle) and releasing radio sonde, (right panel)

Fig. 86.3 Ceilometer measurements on 2 and 3 August 2011 covering cloudy (left) and clear sky
(right panel) periods. Radiosoundings were performed at 6, 12, 18 and 24 GMT

Process WRF parameter
Mycrophysics 8 (D3) = Thompson graupel; 

4 (D1&D2)=WSM 5-class 
Longwave radiation 1 = RRTM
Shortwave radiation 2 = Goddard 
Surface layer 2 = Eta similarity 
Land surface Noah LSM
ABL 2 = Mellor-Yamada-Janjic 
Cumulus parametrization 5 = New Grell scheme (D1&D2)

Fig. 86.4 Model domains and physics options used

86.3 Mesoscale Modeling Results

Mesoscale modelling was performed with the Weather Research Forecasting model
(with ARW core) WRF, v.3.3.1 [2]. The domain and physics used for the simulations
are shown in Fig. 86.4. WRF was initialized with the US National Center for
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Environmental Prediction Global Analyses data (FNL), with space resolution 1 � 1ı
and time resolution of 6 h. WRF was run with two-way nesting on 3 domains with
horizontal grid resolution 36, 12, and 4 km, on 26 vertical levels up to 50 hPa (13
of them are below 2,000 m). Land use categories of USGS 24-category data were
used. The snow free surroundings of the Station Nord in summer are likely not
accounted for in the surface conditions and poorly resolved with resolution of 4 km.
The model temperature near the ground is lower in summer with bigger difference
at clear sky compared to cloudy conditions; and is closer to measurements in winter.
The temperature under estimation reaches height of 1-1, 5 km in clear skies and only
the first 100 m for the cloudy days, Fig. 86.5 (middle and right upper panels). The
measured wind speed profiles show high variability, while the modeled are smooth;
without clear indication for the role of clouds. Larger discrepancies were found in
winter, compared to summer, Fig. 86.5 (lower panels).
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Chapter 87
Evaluation of Mesoscale Model Profiles Against
Consecutive Radiosounding Data During
the Sofia 2003 Experiment

Hristina Kirova, Ekaterina Batchvarova, and Valeri Nikolov

Abstract Sofia is 1.5 million citizens city situated in a mountain valley and thus
characterised with complex structure of the planetary boundary layer (PBL) caused
by both terrain and urban features. Stagnant stable conditions lead to fogs and smog
in winter, and dry climate leads to high PM concentrations in summer albeit the
deep PBL. In this study we evaluated the dynamics given by two configurations
of the Weather Research Forecasting (WRF) model against data from consecutive
high vertical resolution radiosoundings during 5 days in Sofia under early autumn
convective conditions in PBL (Sofia Experiment 2003). Statistical comparisons
between modelled and measured parameters showed that WRF simulated relative
humidity, temperature and wind direction better in the transition than in the
afternoon hours, while the wind speed was insignificantly better simulated in the
afternoons. We found that WRF with Mellor-Yamada-Janjic PBL scheme simulated
relatively well the vertical profiles of all analysed parameters, except for wind
direction which was poorly resolved in the lowest 1,000 m above ground.

87.1 Sofia Experiment 2003 and Modelling Configuration

The “Sofia Experiment 2003” field campaign was carried out in Sofia in September
and October 2003 [1]. The sondes were launched at NIMH in “Mladost” district
in south-east part of the city. For westerly and northerly flows the measurements
represent urban conditions, while for southerly and easterly flows – suburban and
rural conditions. Thirty five soundings were performed from September 27 to
October 03. This period covered days of well-developed convective boundary layer.
The soundings were performed with 2 h temporal resolution starting at 7 a.m. and
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Fig. 87.1 Domain configuration and terrain features of domain 4 (left panel WRF1, right – WRF2)

Table 87.1 Domain configuration

WRF1 WRF2

Grid resolution 36, 12, 4, 1.33 km 32.4, 10.8, 3.6, 1.2 km
Number of gr. points 58 � 58, 43 � 43,

37 � 34, 43 � 43
29 � 31, 37 � 31,

40 � 34, 40 � 31
Vertical levels 26 going up to 50 hPa 38 going up to 50 hPa
Lambert conformal conic map project

(true coordinates 30N, 60E)
Central point: Central point:
42N and 24E 42.6537N and 23.383E

Land use data USGS 24-category USGS 24-category

Table 87.2 Physical options for WRF1 and WRF2

WRF1 WRF2

Microphysics 8 (D3&D4) D Thompson graupel 7 D Goddard
4 (D1&D2) D WSM 5-class

Longwave radiation 1 D RRTM 1 D RRTM
Shortwave radiation 2 D Goddard 1 D Dudhia(D1, D2, D3)

2 D Goddard (D4)
Surface layer 2 D Eta similarity 2 D Eta similarity
Land surface Noah LSM 1 D 5-layer thermal diffusion
ABL 2 D Mellor-Yamada-Janjic 2 D Mellor-Yamada-Janjic
Urban physics Off 1 D single-layer UCM (D3&D4)
Cumulus

parameterisation
5 D New Grell scheme (D1&D2) 1 D Kain-Fritsch scheme (for all

domains)

ending at 7 p.m. local time and twice increased vertical resolution compared to
standard, as the ascend velocity was kept 3–4 ms�1.

Numerical simulations were performed with the Weather Research and Forecast-
ing (WRF) model with ARW core, 3.3.1 [2]. Two configurations denoted as WRF1
and WRF2 were used, both initialized with the US National Center for Environmen-
tal Prediction Final Analyses (FNL) with 1 � 1ı spatial and 6 h temporal resolution.
In both configurations 4 two-way nested domains (Fig. 87.1) were created with
land use categories USGS – 24 category data. In WRF1 Sofia Valley (SV) and
the Vitosha mountain (VM) fell entirely in the innermost domain (Fig. 87.1, left),
while in WRF2 mainly the city is encompassed (Fig. 87.1, right). Details on domain
configurations are listed in Table 87.1. Physics is summarized in Table 87.2.
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87.2 Analyses and Results

Figure 87.2 illustrates direct comparisons between measured and modeled profiles
of potential temperature at 15 LST. Considerable difference is noted between WRF1
and WRF2 simulations although the set up options are close. For wind speed (not
shown here) the differences are smaller.

Statistical comparisons between modeled and measured parameters are shown in
Table 87.3. Data from all 35 radio soundings compared to all model levels within
8,000 m are used in the analysis, forming a set about 700 pairs. WRF1 performs
slightly better in the transition hours (TH) – which covered data/model output
at 07, 09 and 19 LST than in the afternoon hours (AH) – 11, 13, 15, 17 LST,
except for wind speed. WRF2 results for temperature and wind speed are closer
to measurements in the afternoon compared to transition hours.

Fig. 87.2 Potential temperature vertical profiles from model compared to radiosoundings at 15
LST

Table 87.3 Values of coefficient of determination in transition and afternoon hours

Coefficient of determination, R-squared (R)

WRF1 WRF2

Transition
hours

Afternoon
hours

Transition
hours

Afternoon
hours

Relative humidity (RH) 0.676919 0.674078 0.608968 0.451179
Potential temperature (Theta) 0.988321 0.987029 0.942279 0.956123
Temperature (Temp) 0.993557 0.992711 0.94959 0.959776
Wind speed (Wsp) 0.782512 0.828081 0.874124 0.939289
Wind direction (Wdir) 0.240608 0.16046 0.187802 0.149359
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Fig. 87.3 Coefficient of determination profiles (RWRF1, RWRF2) at specific WRF modelling level
averaged for all radiosoundings

Regarding potential temperature profiles, R values for WRF1 are close to 1
near the ground, decrease by 20 % up to 1,500 m, and decrease faster higher up
(Fig. 87.3). R for RH starts at 0.8 near ground and decreases similarly higher up.
R for wind speed and direction is small near the ground and increases with height
reaching about 0.8 above 3,000 m. R values for all parameters calculated with WRF2
are smaller near the ground similar higher up compared to WRF1. At height of about
2,000 m ag the R for all parameters exhibits changes, which might be associated
with the influence of the Vitosha mountain (the height of which is 2,290 m).

87.3 Concluding Remarks

In this study, two WRF simulations were evaluated against consecutive radio
sounding data showing the development of PBL in convective conditions in complex
terrain. Good agreement was found for temperature and wind speed, worse for
relative humidity and poor for wind direction based on overall statistics. The WRF1
simulation gave satisfactory result for vertical profiles of temperature, potential
temperature and relative humidity. The wind speed was reasonably resolved above
1,500 m and the wind direction was poorly reproduced in the lowest 1,000 m
pointing inability of the model to reconstruct always the complex structure of
profiles influenced by a complex terrain, urban conditions and synoptic forcing.
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Chapter 88
The Use of a Mesoscale Modeling System
Together with Surface and Upper Observational
Data to Estimate Hourly Benzene Impacts
in a Mountainous Coastal Area

V. Valdenebro, E. Sáez de Cámara, G. Gangoiti, L. Alonso, J.A. García,
J.L. Ilardia, N. González, and E. Arraibi

Abstract An application of the CALPUFF modeling system in the near-field in
an area of very-complex topography is presented. Different configurations for both
the meteorological and the dispersion simulations were tested. The RAMS high-
resolution (1 km) output as well as the data from a network of surface stations
and the high-resolution data from a wind profiler radar (WPR) located in the area
were available for assimilation and validation purposes. The 250 m resolution three-
dimensional CALMET meteorological fields, after being validated against surface
and upper air data, were fed into CALPUFF to simulate the potential impacts of
the emissions of a coke factory over a nearby urban area. Benzene was used as
a tracer of the emitted pollutants. The results of the dispersion simulations were
compared against the available hourly benzene records. Our results showed that, no
matter the selected synoptic forcing for RAMS (NCEP/ECMWF), the assimilation
of meteorological data into CALMET is necessary for a correct representation of
the wind flows in the area, and as a consequence, for a correct representation of the
actual benzene impacts.

88.1 Introduction and Method

The impacts of the benzene emissions from an old coke factory in the nearby urban
area of Zorroza (northern Spain) during two periods of 10 days under anticyclonic
conditions were analyzed using the mesometeorological model RAMS and the
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Fig. 88.1 Study area. The locations of the meteorological and air quality networks stations and
the WPR are shown. Zorroza and the coke factory (CF) have also been marked

CALPUFF non-steady-state modeling system. The complex topography of the
region (a mountainous region near the coast) strongly influences the air flows in
the area, causing important daily cycles/changes in stability and wind almost every
day, which directly affects the dispersion of pollutants. These characteristics make
it inappropriate to use steady-state Gaussian plume models for air quality studies
in the region, specially under the “stagnation or re-entry cycles” dispersion pattern
[1]. The study area (Fig. 88.1), the available data and the local flows, as well as the
meteorology during both analyzed periods, the RAMS and CALMET computational
grids and the emission scenarios were described in detail by Valdenebro et al. [2],
who performed a first analysis of the need to assimilate surface data into CALMET
to reproduce the main flows in the area.

Now, two different RAMS simulations were performed for each period, cor-
responding to the two different databases used for initialization and nudging
(NCEP Reanalysis-II data and ECMWF Era-Interim data). For each RAMS run,
the resulting 1 km horizontal resolution fields, after being validated as described
by Valdenebro et al. [2], were adjusted to the finner CALMET 250 m resolution
topography. Surface data as well as the high-resolution data from a WPR located
in the area were assimilated into CALMET. The effect of such assimilation on the
simulated wind fields and benzene levels was studied. Several configurations were
tested, with the final goal of setting up a methodology for dispersion studies in the
region.
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88.2 Results

Better RAMS results, both at surface and upper levels, were found when using
ECMWF forcing. For any RAMS configuration the assimilation of surface data
into CALMET was key to reproducing the main flows in the area at surface level
and, consequently, to reproducing the daily cycle of pollutants impacts in Zorroza
(Fig. 88.2). These cycles could be quite well captured by the modeling system
when surface data were assimilated into the model; this assimilation would finally
overcome the differences due to different RAMS initializations. In all cases the
actual levels of benzene concentrations were underestimated, probably due to an
underestimation of the registered benzene emissions, which were inferred from the
annual data of the 2009’ Spanish E-PRTR Register.

No upper air meteorological data were available to perform an independent
validation of the assimilation of the WPR data into CALMET. However, we found
a positive impact on the simulated benzene levels (days 19, 20 and 22 on Fig. 88.2),
which could be interpreted as a better simulation of the transport over the Cadagua
Valley (far from the WPR). Figures 88.3 and 88.4 show the improvement in the
simulated wind on the vertical of the site of the WPR.
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Chapter 89
A Sensitivity Analysis of the WRF
Model to Shortwave Radiation Schemes
for Air Quality Purposes and Evaluation
with Observational Data

Kinga Wałaszek, Maciej Kryza, and Małgorzata Werner

Abstract Shortwave radiation is a key meteorological component influencing
formation and destruction of many atmospheric pollutants, most of all tropospheric
ozone. It is the main driver of photochemical reactions, affects surface temperature
and enhances biogenic VOC production. Because uncertainties in meteorological
fields provided by meteorological models highly affect chemical transport model
simulations, accurate information on spatial and temporal variability of shortwave
radiation is needed for reliable air quality modeling. The main aim of this study is
to assess the meteorological model performance in representing observational data.
In this study, the Weather Research and Forecasting (WRF) model is applied to the
area of Lower Silesia, Poland, in order to test three shortwave radiation schemes:
Goddard, RRTMG and GFDL scheme. The test period is a high ozone episode of
17.06-04.07.2008. Simulations were run with different shortwave radiation options,
while all other physics parameterizations remained constant. The results were then
evaluated based on radiation measurements conducted in the Observatory of the
Department of Climatology and Atmosphere Protection in Wroclaw, Poland. There
are some discrepancies between the employed parameterizations both in terms of
quality of the results and computational costs but in general, all schemes applied
show reasonable consistency with observations.

89.1 Introduction

Shortwave radiation is known to have significant impact not only on the Earth’s
energy budget, but also on the intensity of various chemical and physical processes
taking place in the troposphere. It has a particularly large effect on regional and
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urban air quality because of its role in photochemical reactions of O3, NOx, VOCs,
and other constituents of photochemical smog. Irradiation data in meteorological
models influence many other physical parameterizations related to energy fluxes
and atmospheric motion [7]. In chemical transport models, radiation data from
meteorological model is vital input information [4], especially in systems with
meteorology coupled with chemistry, such as the Weather Research and Forecasting
model (WRF; [8]) with WRF-Chem [3]. Therefore, accurate estimation of radiation
fluxes by a meteorological model is essential for air quality simulations.

In this study, the WRF model is applied for the area of Lower Silesia in SW
Poland to verify three shortwave radiation schemes for a high ozone episode. The
results are then compared to observational data derived from University of Wroclaw
Meteorological Observatory in Wroclaw, Poland.

89.2 Data and Methods

In this study, the WRF v3.4 is used with three one-way nested domains. The
study area is the Lower Silesian district, located in the south-western part of
Poland, lying within the innermost nested domain (2km x 2km grid; [6]). The
simulations were conducted for a test period of June 17th to July 4th, 2008,
when high concentrations of tropospheric ozone were recorded. Three simulations
were performed, each one with a different shortwave radiation scheme: Goddard,
RRTMG, and GFDL. The Goddard scheme [1], which has 11 spectral bands and
several ozone profiles, is required to account for radiative feedback of aerosols with
WRF-Chem. RRTMG [5], designed for climate models, is used by many institutions
for operational forecasts. It includes 16 spectral bands and accounts for random
cloud overlap. GFDL scheme [2], which is Eta model operational scheme, includes
cloud effects and ozone profiles from climatology. Other model physics options
used are Goddard microphysics, Kain-Fritsch cumulus parameterization, Unified
Noah land-surface model, YSU PBL scheme and RRTM for longwave radiation.
The results are compared against 10-min total solar irradiation measurements
conducted in meteorological observatory at University of Wroclaw, Department
of Climatology and Atmosphere Protection, aggregated to the model’s temporal
resolution of 1 h.

89.3 Results and Discussion

The results are organized as follows: first, model performance with different
shortwave radiation parameterizations using several error statistics: mean bias
(MB), root mean square error (RMSE), mean absolute error (MAE), and index of
agreement (IOA; [9, 10]) is compared. Afterwards, temporal variability of modelled
and measured total irradiation is analyzed.
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Table 89.1 Error statistics
values for the selected WRF
shortwave radiation options

Shortwave
radiation scheme MB MAE RMSE IOA

Goddard 74.62 94.59 161.71 0.94
RRTMG 62.04 88.15 151.21 0.95
GFDL 76.89 96.96 163.73 0.94

Fig. 89.1 Modelled vs. measured temporal variation of total solar irradiation. From the top:
Goddard, RRTMG, and GFDL scheme

Error statistics calculated for the three analyzed simulations are presented in
Table 89.1. All three simulations have very high index of agreement. However,
RMSE values are also large, which suggest a few large errors, possibly for cloudy
conditions (see below). All predictions have a tendency to overestimate measured
radiation values, with RRTMG scheme having the lowest bias. All error statistics
analyzed show substantially better performance of the RRTMG scheme.

In terms of temporal variability, it is generally well predicted, with slight
overestimation of daily maxima (Fig. 89.1). However, during days with clouds
present (e.g. June 21st) the decrease in total solar irradiation is poorly represented,
which may be a result of either inadequate estimation of cloud cover fraction
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or inaccurate parameterization of their influence on the downward radiation flux.
However, for the selected period, the number of cloudy days was too low to draw
general conclusions.

89.4 Conclusions

In this paper, the Weather Research and Forecasting model results of downward
shortwave radiation flux for three radiation options were evaluated. Main conclu-
sions drawn from this study are as follows:

• All three simulations are in relatively good agreement with measurements for
clear-sky conditions, but perform worse when clouds are present, which may be
connected with model’s estimation of cloud fraction or algorithms determining
the influence of cloud cover on deflection and diffusion of sunlight;

• The cloudy sky overestimations are also probably the source of high RMSE
values for all simulations;

• There is a clear dominance of the RRTMG scheme, which presents the lowest
bias and highest agreement with observational data, whereas the other schemes
provide comparable performance.
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Chapter 90
Comparing WRF PBL Schemes
with Experimental Data over Northern Italy

A. Balzarini, F. Angelini, L. Ferrero, M. Moscatelli, G. Pirovano, G.M. Riva,
A. Toppetti, and E. Bolzacchini

Abstract A sensitivity test has been carried out for five PBL schemes using the
WRF meteorological model over Italy for February 2008. The model has been
applied over the polluted area of the Po Valley with a grid resolution of 5 km.
Model results have been compared to surface measurements as well as vertical
profiles by balloon soundings, meteorological balloons and Lidar measurements.
Results show a good agreement between simulations and observations for mixing
ratio, while model reveals higher bias in reconstructing temperature, wind speed
and planetary boundary layer height. The best performances in reconstructing PBL
height are highlighted for YSU scheme, while other ground meteorological fields
are better reproduced by ACM2 parameterization.

90.1 Introduction

Planetary Boundary Layer (PBL) plays a key role in determining ground concen-
trations of pollutants, especially in densely populated areas characterized by weak
circulation conditions, such as the Po Valley [1]. Nevertheless, the determination of
PBL height remains one of the most uncertain parameters in modeling estimation,
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strongly affecting the reconstruction of dispersion processes and, thus, ground
concentrations [2]. In this study a sensitivity test has been performed on PBL by
comparing experimental data and different model simulations in order to assess the
skill of the WRF meteorological model in reproducing its structure and evolution in
the critical area of the Po Valley (Italy).

90.2 Modeling and Experimental Set Up

Five PBL schemes have been selected and compared to ground observations,
particle vertical profiles by balloon soundings, meteorological balloons and Lidar
measurements (Table 90.1).

Particle vertical profiles were collected in the metropolitan area of Milan by
means of a tethered balloon equipped with an optical particle counter (Grimm 1.108)
and a meteorological station as well as by an automated Lidar (LD-40 ceilometer).
The PBL height was derived in both cases using a gradient method [8, 9].
Additionally, meteorological soundings of Milano Linate airport were considered,
too. The availability of this set of highly specialized experimental data represented
an unprecedented opportunity for model evaluation over Northern Italy.

WRF has been applied for February 2008 over three nested domains, with the
last one focused on the Po Valley area with a spatial resolution of 5 km. The
model employs the RRTM longwave radiation scheme and the Goddard shortwave
radiation scheme, the Noah land surface model, the Morrison double moment
microphysics scheme and the Grell 3D ensemble cumulus.

Initial and boundary conditions were obtained from the ECMWF analysis fields.
Only the 5 km domain was compared to observations.

Table 90.1 PBL schemes used in the analysis

PBL scheme Unstable PBL
Entrainment
treatment PBL Top

Surface layer
scheme

YSU – Yonsei University
PBL [3]

Parabolic K profile Explicit
term

From critical
bulk Ri

MM5 similarity
theory

MYJ – Mellor Yamada
Janjic PBL [4]

K from prognostic
TKE

Part of PBL
mixing

From TKE Eta similarity
theory

ACM2- Asymmetrical
Convective Model
version 2 [5]

Non-local mixing
up, local-K
mixing down

Part of PBL
mixing

From critical
bulk Ri

MM5 similarity
theory

UW – University of
Washington Moist
Turbulence Model [6]

K from diagnostic
TKE

Explicit
term

From critical
bulk Ri

Eta similarity
theory

MRF – Medium Range
Forecast Model [7]

Parabolic K profile Part of PBL
mixing

From critical
bulk Ri

MM5 similarity
theory
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90.3 Results and Discussion

Model results were compared against a set of ground meteorological stations as well
as vertical profiles by balloon soundings and ceilometer data.

Table 90.2 shows statistical indices for temperature, mixing ratio and wind speed
in a set of ground meteorological sites.

All the simulations reveal a similar behavior. However, the best performances in
terms of bias and anomaly correlation are reported for ACM2.

The mixing ratio is well reproduced by all schemes, while temperature and wind
speed show higher BIAS.

As an example, the PBL hourly evolution for February 11th is reported in
Fig. 90.1. As it can be seen from this figure, there are substantial differences between

Table 90.2 BIAS, Root Mean Square Error (RMSE) and Anomaly
Correlation (AC) indexes of temperature, mixing ratio and wind speed
for five PBL schemes in the Po Valley stations. The best performances
are in bold

ACM2 MRF MYJ UW YSU

Temperature (K)
BIAS 0.617 0.870 0.876 0.911 0.776
RMSE 3.467 3.648 3.285 3.360 3.447
AC 0.832 0.822 0.830 0.828 0.832
Mixing ratio (g/kg)
BIAS 0.041 �0.026 0.278 0.265 0.122
RMSE 0.811 0.848 0.966 0.933 0.832
AC 0.852 0.842 0.799 0.810 0.847
Wind speed (m/s)
BIAS 0.354 0.381 0.776 0.768 0.457
RMSE 2.916 2.921 2.870 2.905 2.935
AC 0.465 0.460 0.501 0.490 0.464

Fig. 90.1 Comparison between five PBL schemes and LIDAR data (left) and balloon soundings
(right) for February 2008, 11th



548 A. Balzarini et al.

the five parameterizations. YSU and UW schemes give lower values than MYJ,
MRF and ACM2. In particular, ACM2 and MYJ schemes show the most pronounced
hourly cycle.

In the early hours of the day there is closer agreement between models and among
these and both Lidar and balloon observations. Deviation between simulated and
observed grows with time. Indeed, the daytime development of PBL appears to be
too fast in all simulations. Largest overestimation exists for MRF, MYJ and ACM2.
The best performances in reconstructing the PBL height can be shown in the YSU
scheme in both Lidar and balloon comparisons. Moreover all schemes show a too
rapid decrease of PBL that collapses to the night-time value by 5 PM, while Lidar
data seem to show a smoother profile.

However, the problem of the afternoon turbulence and PBL decay is still
under investigation. When the solar forcing decreases, the atmosphere reaches
a neutral temperature lapse rate. Under these conditions, the lower atmosphere
still experiences turbulence, but its actual mixing capability is strongly reduced.
Aerosols lifted during strong convection keep aloft, but new aerosols produced at
ground start accumulating in the surface layer. The effect of the smooth decay
observed in Lidar data (Fig. 90.1) is due to the aerosol falling down after the
slackening of solar forcing, although the thermodynamical situation indicates that
turbulence is very low. As a consequence the comparison between models and
observations in this period becomes particularly hard.

90.4 Conclusions

The WRF model has been applied over the Po Valley area and compared against
measurement stations, vertical profiles by balloon soundings and Lidar data in order
to assess the skill of the meteorological model in reproducing PBL structure and
evolution. Five PBL schemes have been tested for a 5 km simulation.

Vertical profiles of aerosol distribution and Lidar measurements were collected
in the area of Milan together with surface temperature, mixing ratio and wind speed
of different meteorological sites.

Results show a good agreement between simulations and observations for mixing
ratio, while model reveals higher bias in reconstructing temperature, wind speed
and planetary boundary layer height. The best performances in reconstructing PBL
height are highlighted for YSU scheme, while other meteorological fields are better
reproduced by ACM2 parameterization. However, the afternoon transition still
represents a hard test bed for models and techniques aimed to the determination
of the PBL height.
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Chapter 91
Surface Ozone Variability in Synoptic Pattern
Perspectives

Hyun Cheol Kim, Heesu Choi, Fantine Ngan, and Pius Lee

Abstract Synoptic weather pattern plays an important role in regional air quality.
It influences strongly the daily maximum surface level ozone concentrations. We
utilize Spatial Synoptic Classification methodology, surface ozone simulations from
the NOAA National Air Quality Forecast Capability and observations from the
US EPA Air Quality System, to investigate the behavior of surface ozone and
air quality model’s performance in different synoptic weather patterns. This study
was conducted for the following six air quality air-shed regions: California (CA),
Michigan Lake (MI), Ohio River Valley (OV), Northeastern (NE), Southeastern
(SE), and Texas (TX), during the ozone season (May to September) in years 2009–
2011. Based on air mass’ thermal characteristics and origins, the SSC methodology
provides six types of air mass classifications: Dry Polar (DP), Dry Moderate (DM),
Dry Tropical (DT), Moisture Polar (MP), Moisture Moderate (MM), and Moisture
Tropical (MT). Results show distinct behaviors of ozone’s magnitude and model’s
performance among the various air mass types, implying the impact of synoptic
weather patterns to regional air quality, and NAQFC’s success in reproducing these
patterns. The MT and DT air mass types are the most important types conducive
to high surface ozone episodes throughout their occurrence frequency and high

H.C. Kim (�) • F. Ngan
Air Resources Laboratory, NOAA, College Park, MD, USA

Cooperative Institute for Climate and Satellites, University of Maryland, College Park, MD, USA
e-mail: hyun.kim@noaa.gov; fantine.ngan@noaa.gov

H. Choi
Air Resources Laboratory, NOAA, College Park, MD, USA

Environmental Science and Ecological Engineering, Korea University, Seoul, South Korea
e-mail: miso-hun@korea.ac.kr

P. Lee
Air Resources Laboratory, NOAA, College Park, MD, USA
e-mail: Pius.Lee@noaa.gov

D. Steyn and R. Mathur (eds.), Air Pollution Modeling and its Application XXIII,
Springer Proceedings in Complexity, DOI 10.1007/978-3-319-04379-1__91,
© Springer International Publishing Switzerland 2014

551

mailto:hyun.kim@noaa.gov
mailto:fantine.ngan@noaa.gov
mailto:miso-hun@korea.ac.kr
mailto:Pius.Lee@noaa.gov


552 H.C. Kim et al.

ozone production efficiency, respectively. The MT air mass also shows highest in
both mean bias and root mean square error, implying the high uncertainty in model
performance due to cloudy or unstable atmospheric conditions.

91.1 Introduction

Understanding the relationship between synoptic weather pattern and regional air
quality is important to estimate the contribution of meteorology in air pollution
event occurrences. Change of synoptic weather pattern often accompanies dramatic
change of air mass’ characteristics, especially in temperature, relative humidity, and
wind fields. These three state variables among others govern the advection, dilution,
photolysis, and removal processes of air pollutants. For instance, temperature
affects rates of chemical reactions and yields of biogenic emissions, and relative
humidity, associated with cloud fraction, is an indicator of surface radiances that
affect photolysis rate. Wind speed and directions are both important in diluting or
accumulating pollutants and their precursors, as well as in mixing and transporting
them under meteorological phenomena of various temporal and spatial length scales.

There have been numerous studies to use the classification of meteorological
fields to investigate the impact of meteorology on air quality. The principal com-
ponent analysis is one of the two popular approaches that examines the association
of individual weather variable’s pattern to pollution level [1]. On the other hand,
the weather typing approach uses analyses based on characteristics of varying air
mass types. The Spatial Synoptic Classification (SSC; [2], http://sheridan.geog.kent.
edu/ssc.html) provides daily synoptic weather classification, and is widely used for
numerous studies, such as ozone-related morbidity, urban heat island, snow trends,
and air quality studies [3, 4].

The goal of this study is to investigate the relationship between synoptic weather
patterns and surface ozone concentration. We focus on the following questions: (1)
what weather type is the most dominant contributor to high ozone episodes in terms
of “frequency”, (2) what weather type is the most effective contributor to high ozone
episodes in terms of “ozone production efficiency”, and (3) if there is specific air
mass type skews NAQFC’s performance. The further application of this study is
to improve regional air quality models such as NAQFC in anticipation of climate
change.

91.2 Data and Methodology

The SSC utilizes multiple meteorological variables, such as temperature, dew
point depression, mean cloud cover, mean sea level pressure, diurnal temperature
range, and diurnal dew point range, to classify the regional weather types into
six categories: Dry Polar (DP), Dry Moderate (DM), Dry Tropical (DT), Moisture
Polar (MP), Moisture Moderate (MM), and Moisture Tropical (MT). In addition,

http://sheridan.geog.kent.edu/ssc.html
http://sheridan.geog.kent.edu/ssc.html


91 Surface Ozone Variability in Synoptic Pattern Perspectives 553

Transition (Ts) is defined as a day in which a frontal passage occurred and thus
cannot be classified into a single air mass type. We also adopt NAQFC, a joint effort
between NOAA and the U.S. EPA, as our tool to provide advance notice for future
air pollution events [5]. It couples the Weather Forecasting and Research (WRF)
non-hydrostatic mesoscale model (NMM) [6], and the Community Multi-scale Air
Quality (CMAQ) modeling system [7]. CMAQ uses aerosol module version 4
(AERO-4) and Carbon Bond version CB05 gas-phase chemical mechanism. Hourly
surface ozone concentrations are obtained from the EPA Technology Transfer
Network (TTN) Air Quality System (AQS). Locations of around 1,100 surface
ozone measurement sites are compared with collocating meteorological monitoring
sites that contributed to the SSC data set to determine the daily condition of SSC
weather types.

91.3 Results and Discussion

According to Byun et al. [8], we have defined six air quality air-shed regions as
California (CA), Michigan Lake (MI), Northeast (NE), Ohio River Valley (OV),
Southeast (SE), and Texas (TX). Figure 91.1 shows locations of the six air-sheds and
SSC sites, and Table 91.1 shows the occurrence frequency of SSC weather types in
six regions during the study period. DM and MT weather types are the two dominant
types in most of regions, except California and Texas. Figure 91.2a, c show
occurrence frequency distributions of daily maximum 8-h zone in NE region for

Fig. 91.1 Geographical definition of six air quality air-sheds, California (CA), Michigan Lake
(MI), North East (NE), Ohio Valley (OV), South East (SE), and Texas (TX), and locations of SSC
sites (black circles). The filled black circles depict locations of the monitoring sites contributing to
SSC data set
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Table 91.1 Occurrence frequencies of SSC weather types in six air quality air-shed regions

CA MI NE OV SE TX

DM 39.4 % 31.0 % 26.7 % 25.9 % 18.2 % 10.2 %
DP 4.1 % 10.8 % 6.0 % 7.1 % 1.6 % 0.7 %
DT 19.6 % 3.2 % 7.0 % 4.5 % 11.4 % 23.8 %
MM 13.7 % 16.6 % 20.9 % 20.3 % 13.1 % 8.2 %
MP 13.4 % 8.1 % 4.1 % 4.4 % 0.9 % 0.3 %
MT 3.1 % 22.5 % 28.6 % 30.6 % 49.4 % 51.4 %
Ts 6.7 % 7.7 % 6.7 % 7.1 % 5.4 % 5.5 %

Fig. 91.2 Occurrence frequency distributions (a & c) and contribution percentages (b & d) of
daily max 8 h ozone in six SSC air mass types in northeastern US region from AQS surface
observations (upper) and from NAQFC model (lower)

varying SSC types from AQS measurements and from NAQFC model simulations.
Contributing percentages of SSC weather type for each ozone level are also shown
in Fig. 91.2b, d. It is clear that MM, MP, and DP SSC types are associated with lower
level ozone concentrations while ozone exceedance, defined as exceeding the U.S.
EPA daily maximum 8-h averaged ozone concentration of 75-ppb, mostly happened
during MT and DT SSC weather types. These patterns are generally well reproduced
by NAQFC. Table 91.2 shows mean bias and RMSE of daily max 8-h ozone for each
SSC weather types and air-shed regions. In most regions, moist SSC types (MM,
MP, and MT) have higher mean bias and RMSE, implying model’s performance
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Table 91.2 Mean bias (left) and RMSE (right) of daily max 8 h ozone for each SSC weather types
and air-shed regions (unit:ppb)

Mean bias RMSE

CA MI NE OV SE TX CA MI NE OV SE TX

DM 3.98 4.18 5.08 4.88 9.75 2.35 14.59 11.02 11.24 11.49 14.15 14.97
DP 0.77 3.60 4.28 4.44 5.66 1.60 10.33 10.56 9.41 10.41 9.24 7.13
DT 3.98 4.43 6.78 5.96 11.30 10.53 15.15 13.00 12.86 11.18 14.36 16.70
MM 6.73 9.70 11.27 9.09 15.37 8.99 15.57 13.48 14.99 14.45 17.68 15.76
MP 7.53 7.75 6.72 9.70 14.70 4.99 14.51 12.12 10.70 12.86 16.69 9.02
MT 5.80 10.29 10.80 5.74 14.40 11.40 17.00 14.64 14.81 14.24 16.93 16.28

Table 91.3 Contribution percentages of three SSC weather types to over-75 ppb ozone episodes
(left), and Percentages of high ozone (over 75 ppb) episodes in three SSC weather types (right)

Contribution (a) Frequency (b)

CA MI NE OV SE TX CA MI NE OV SE TX

DT 56 % 22 % 50 % 24 % 46 % 57 % 16.7 % 6.6 % 16.7 % 6.9 % 4.5 % 9.4 %
MT 3 % 58 % 37 % 46 % 6 % 18 % 10 % 2.4 % 3.2 % 2.0 % 0.6 % 1.0 %
DM 29 % 18 % 9 % 25 % 25 % 17 % 6.1 % 0.7 % 0.8 % 1.4 % 1.8 % 5.7 %

is clearly sensitive to the regions associated with cloudy or unstable atmospheric
conditions. Table 91.3a shows percentages of SSC weather types that contributed
to frequent ozone exceedances. In CA, NE, SE and TX regions, DT weather type
is responsible for almost half of the ozone exceedances while MT type is a top
contributor in MI and OV regions. Table 91.3b shows chances of ozone exceedance
for each of the SSC weather types. For CA, the chance of ozone exceedance is
16.7 % during DT weather type, which is significantly higher than other weather
types, such as MT (10 %) and DM (6.1 %). DT weather type is most efficient type
in high ozone production in all regions.

91.4 Conclusive Remark

We utilized the SSC synoptic weather classification data to investigate the rela-
tionship between meteorology and surface ozone concentration, in six air quality
air-shed regions. Analyses on daily maximum 8–hour ozone showed that MT and
DT weather types are the two mostly contributing air masses associated with
high ozone concentration episodes, in terms of occurrence frequency and ozone
production efficiency, implying the association of air mass’ thermal characteristics
in the formation of high ozone concentrations. MT is also associated with the worst
NAQFC model performance, showing highest mean bias and RMSE. DT shows
highest correlation with high ozone episodes, implying that any change of DT
weather type’s occurrence in an anticipated climate change scenario may direct the
pursuit of future regional air quality development for all regions.
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Chapter 92
WRF-Chem Model Sensitivity Analysis
to Chemical Mechanism Choice

A. Balzarini, L. Honzak, G. Pirovano, G.M. Riva, and R. Zabkar

Abstract A comparison between two WRF-Chem simulations has been performed
in the framework of the AQMEII modeling initiative for the calendar year 2010.
Model configurations shared the same physics options, but different chemical
parameterizations were selected. The first run adopted RADM2-MADE/SORGAM
chemical mechanisms, whereas the second one employed the CBMZ-MOSAIC
chemical option. Comparisons between two simulations show that CMBZ is
higher than RADM2 for gas concentrations. On the contrary, MADE-SORGAM
reproduces higher aerosol values than MOSAIC, especially over land. The same
behaviour is observed in comparison against ground – based measurements. Both
simulations underestimate observed values of NOx and PM2.5.

92.1 Introduction

Online-coupled meteorology and chemistry models are becoming more and more
popular in air quality modeling applications as they allow achieving a significant
reduction of inconsistency between meteorological and chemical processes as well
as taking into account the influence of feedback effects, mainly related to aerosol
load [1]. Nevertheless, an accurate simulation of feedback effects requires a reliable
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R. Zabkar
Center of Excellence “SPACE-SI”, Aškerčeva 12, Ljubljana, Slovenia
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reconstruction of the main processes driving the fate of the atmospheric aerosol.
However, even recent air quality modeling studies highlight significant difficulties
in correctly reproducing aerosol processes [2]. Among others, a key role is played
by chemical mechanisms affecting both aerosol processes as well as the evolution
of gas phase precursors.

To this aim, a sensitivity analysis of the WRF-Chem model to the chemical
mechanism choice has been performed in the framework of the AQMEII modeling
initiative (http://aqmeii.jrc.ec.europa.eu/) for the calendar year 2010.

92.2 Model Set Up

WRF-Chem model has been applied over Europe for the whole year 2010, adopting
a horizontal resolution of 23 km. The model has been driven by the input data
set provided in the framework of the exercise, including the TNO-MACC anthro-
pogenic and FMI biomass burning emission inventory, and by archived ECMWF
meteorological fields. Chemical boundary conditions has also been provided by
MACC.

Model configurations shared the same physical parameterizations, namely: YSU
PBL scheme [3], Noah LSM [4], Morrison microphysics [5], RRTMG radiation
schemes [6], and G3 cumulus scheme [7]. As for chemistry, the first run adopted
RADM2 gas phase mechanism [8] and MADE-SORGAM aerosol module [9, 10],
whereas CBM-Z [11] and MOSAIC [12] modules were selected for the second run.

92.3 Results

As an example, Fig. 92.1 shows NOx monthly mean results in January 2010 for both
chemical mechanisms. NOx concentrations follow the same general pattern in the
two model applications, but CBMZ simulates higher values in Northern and Eastern
Europe.

Fig. 92.1 Monthly mean of NOx concentrations in January 2010 for RADM2/MADE-SORGAM
(left) and CBMZ/MOSAIC (right)

http://aqmeii.jrc.ec.europa.eu/
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Fig. 92.2 Monthly mean of PM2.5 concentrations in January 2010 for RADM2/MADE-
SORGAM (left) and CBMZ/MOSAIC (right)

Fig. 92.3 Time series of daily NOx concentrations at CH0002R station (Switzerland) for January
2010

The same results can be seen in Fig. 92.2 for PM2.5 monthly mean concentra-
tions. MADE-SORGAM reproduces higher concentrations over the land, especially
in North Africa and Central Europe regions. On the contrary, MOSAIC is higher
over the Atlantic Ocean and the Mediterranean Sea.

A thorough comparison of model performance have been performed against
ground level observed data including both criteria pollutants collected at around
500 Airbase sites as well as PM composition data provided by EMEP network. For
instance, Figs. 92.3 and 92.4 show time series of NOx and PM2.5 at CH0002R
Airbase station (Switzerland) for January 2010.

Simulations underestimate both NOx and PM10 daily mean, however CBMZ
generally performs better than RADM2 in reconstructing NOx concentrations. On
the contrary, MADE-SORGAM is closer to the PM2.5 observed trend.

92.4 Conclusions

A comparison between two WRF-Chem simulations has been performed in
the framework of the AQMEII modeling initiative for the calendar year 2010.
Model configurations shared the same physics options, but different chemical
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Fig. 92.4 Time series of daily PM2.5 concentrations at CH0002R station (Switzerland) for
January 2010

parameterizations were selected. The first run adopted RADM2/MADE-SORGAM
chemical mechanisms, whereas the second one employed the CBMZ/MOSAIC
chemical option.

Comparisons between two simulations show that CMBZ is higher than RADM2
for gas concentrations. On the contrary, MADE-SORGAM reproduces higher values
than MOSAIC, especially over land.

The same behaviour is observed in comparing against ground – based measure-
ments. In particular, simulations underestimate observed values of NOx and PM2.5.
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Chapter 93
Assimilation of Satellite Oceanic
and Atmospheric Products to Improve
Emission Forecasting

Daniel Q. Tong, Hang Lei, Li Pan, Tianfeng Chai, Hyuncheol Kim, Pius Lee,
Rick Saylor, Menghua Wang, and Shobha Kondragunta

Abstract Satellite data presents an unprecedented opportunity to improve emission
inventories at a near-real-time pace. Here we demonstrate how to utilize satellite
oceanic and atmospheric products to improve emission forecasting. First, we present
the development and validation of a global high resolution marine isoprene emission
product. Isoprene emission is calculated from NOAA global weather forecasting
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data and Chlorophyll-a and light attenuation rate at 490 nm (K490) data derived
from the Moderate Resolution Imaging Spectrometer (MODIS) aboard Aqua. The
emission product is validated with isoprene measurements from field campaigns.
In the second case, nitrogen dioxide (NO2) data from the EPA Air Quality System
(AQS) and the Ozone Monitoring Instrument (OMI) are used to examine the long-
term trends in nitrogen oxides (NOx) emissions for the NOAA National Air Quality
Forecasting Capability (NAQFC). Comparing of summertime NOx data from OMI,
NAQFC and AQS over New York between 2005 and 2011 shows a similar
reduction level from all datasets (33 % reduction from 2005 to 2011), but OMI
and AQS agree better while NAQFC emission inventories fail to catch the gradual
progression of emission reduction. These case studies, in addressing various aspects
of emission uncertainty, collectively demonstrate that satellite remote sensing can
play an important role in improving emission forecasting and, hopefully, air quality
predictions.

93.1 Introduction

Emission data are a key input to air quality forecasting, or chemical weather
forecasting, an important air quality application to predict the chemical status and
trend of the ambient air. Regardless of many recent improvements (e.g., Granier
et al. 2011), emission modeling remains challenging due to the complexity of the
problem and the inherent limitations of the current approaches used to compile
emission inventories. In light of these inherent limitations, it has been proposed that
near-real-time (NRT) data can be used to improve the accuracy of emission data
[1, 2]. While in-situ measurements, such as the Continuous Emission Monitoring
(CEMs) data, are being used to update annual power plant emissions routinely,
various satellite products also present unprecedented opportunities for emission
modelers to quantify unknown emissions or update existing inventories more
rapidly. To demonstrate how satellite products can be used in emission modeling,
we present here two case studies that utilize satellite atmospheric, land and ocean
data to: (1) estimate global marine isoprene emissions from phytoplankton; and (2)
verify emission updates of nitrogen oxides (NOx).

93.2 Methodology

93.2.1 Global Marine Isoprene Emission

The emission rate (vertical flux) of marine isoprene (Eiso) is calculated from the
mass transfer between the gas-water interface [3]:

Eiso D S�Hmax
� ŒC hl � a�� fiso

�
Z Hmax

0

p dh (93.1)
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where S is the surface area of the grid box (m2), Hmax is the height of the euphotic
zone (m), [Chl-a] is the concentration of chlorophyll-a (mg m�3), fiso is the fraction
of the produced isoprene that is emitted into the atmosphere, p is the normalized
isoprene production rate (�mole isoprene (gram chlorophyll-a)�1 h�1), and h is the
downward distance from the ocean surface (m). The height of the euphotic zone
is defined as the depth of the seawater column in which isoprene production can
occur. It is calculated using the Beer-Lambert’s Law [3]. Hourly values of surface
irradiance I0 are obtained from the NOAA Global Forecasting System (GFS). The
diffuse attenuation coefficient K490 is provided by MODIS using an empirical
algorithm [4], which has been improved recently by Wang et al. [5] for both open
oceans and coastal regions.

93.2.2 OMI Observation of NOx Trend over Metropolitan
Areas

Timely update of NOx NEIs is often difficult through the conventional emission
approach because it is very time consuming to compile NEIs. To understand the
effect of time lag on emission updates, we compare 5-year NOx trends from
three independent data sources: OMI data, NAQFC emissions, and AQS data. The
AQS data have been used as a surrogate to urban emissions since the morning
rush-hour concentrations are predominantly influenced by emission loadings from
heavy commuter traffic [6]. Therefore, all three data sources provide independent
information of emission changes that could be intercomparable during a fixed time
period. Ground NOx measurements are obtained from the EPA Air Quality System
monitoring network. The model emissions data are extracted from the operational
NAQFC simulations.

93.3 Results

93.3.1 Global Marine Isoprene Distribution

Using the isoprene emission scheme, we estimate global hourly emission rate of
isoprene emitted by phytoplankton in 2011 based on MODIS ocean color data and
meteorology from NOAA GFS final reanalysis dataset. Figure 93.1 shows the spatial
patterns for the marine isoprene emission in January, April, July, and October. It is
noted that the marine isoprene emissions are sensitive to seasonal change. Similarly,
there is a belt region of marine isoprene production along the southern and northern
high latitudes. Overall, the estimated marine isoprene emissions captures the spatial
and temporal features of marine biogeochemical cycles that are reported in previous
studies [7, 8].
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Fig. 93.1 The spatial distribution of MODIS estimated isoprene emission products over ocean in
January, April, July, and October

93.3.2 Validation of Marine Isoprene Emission Product

Data validation is essential for assuring the quality of the proposed product.
Figure 93.2 shows that the marine isoprene emission fluxes retrieved from satellite
ocean color data basically capture the level of emission from the ocean. Although
the flux values from satellite products are generally higher than from in-situ
measurements, the difference is still in uncertainty range. The standard deviation
is around 0.57, which indicates a good confidence of the comparison. The flux was
calculated based on the assumption that isoprene concentrations in the marine air
were zero. Therefore, the calculated values represent upper limits of marine isoprene
emissions. In general, the satellite retrieved fluxes shows good agreement with field
measurements.

93.3.3 Intercomparison of OMI, AQS and NAQFC
NOx Emission Trend

The emission data in NAQFC have been updated each year to keep up with
the evolution of the emission trend, but such updates are often hindered by the
availability of updated emission inventories and other relevant data. While the new
emissions, when implemented in the NAQFC system, have considerably improve
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Fig. 93.2 Comparison
of MODIS-based products
with field measurements
(y-axis)

Fig. 93.3 Intercomparison
of summertime (July) NOx

trends from NAQFC emission
inventories, EPA AQS ground
monitors and OMI NO2

observations in New York
City

forecasting performance, such emission updates have never been validated with
independent data sources. We provide here some initial results of the three-member
comparison of summertime NOx trend from 2005 to 2011 over the New York City
(NYC) metropolitan area (Fig. 93.3). During this period, all three data sources show
a similar reduction level over NYC, with the 2011 level being 33–34 % lower than
that in 2005. Among the three, OMI and AQS agree better while NAQFC emission
inventories fail to catch the gradual progression of emission reduction, although
the latest update has caught up with the observed trends. The Intercomparison over
NYC here has reinforced the results of prior forecasting evaluations, suggesting the
CSAPR projects have captured the emission trends. The consistent trends in OMI
NO2 columns with trends in AQS NO2 observations and NOx emissions inventory
confirm the ability and application of OMI NO2 retrievals for providing independent
information on emission changes.
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93.4 Conclusion

Satellite data presents an unprecedented opportunity to improve emission inven-
tories at a near-real-time pace. We demonstrate here with two case studies how
to utilize satellite oceanic and atmospheric products to improve and validate
the estimation of global marine isoprene emission, and NOx emissions over the
United States. By addressing various aspects of emission uncertainty, these works
collectively demonstrate that satellite remote sensing can play an important role in
future emission modeling works.
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Questions and Answers

Questioner Name: Pavel Kishcha, Tel-Aviv U

Q: While comparing modeled AOD (with D.A.) with MODIS AOD, you found
some discrepancy. Could this discrepancy be explained by the fact that MODIS
crosses the CONUS twice a day, and other times the modeled AOD are based
only on predicted aerosol concentrations? Also one should take into account
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that the comparison was between a 24 h averaged modeled AOD with 2 snap
shots of MODIS AOD?

A: Yes. We understood the time-averaging of the passes by Aqua and Terra into
one single obs ingestion time at around 19:30Z caused some discrepancy. The
treatment presented here represents a first step in chemical data assimilation for
NAQFC. Tianfeng Chai talks after this talk will cover some aspect of a more
frequent data-ingest in synchronization with the actual observation time. The
other issue about running the model 24 h in forward mode without constraint is
again related to the first issue that we are just starting to build a chemical data
assimilation system that would gradually increase its observational ingestion
frequency and timing representativeness.

Questioner Name: Heinke Schluenzen, U. Hamburg

Q: Can you determine emission rates dependent on the different kinds of plants
(e.g. Oak species)? Further, is it possible to determine from satellite measure-
ments the kind of organic emission and what amount of emissions (e.g. for
isoprene)? Can an AQ forecast be reliably based on such a satellite-data based
emission estimation or what is the measurement uncertainty?

A: Concerning species-specific emission speciation and rates, we were not as
sophisticated as we could be. The BELD3 data does have tree species infor-
mation and can be exploited to include tree-species specific rate and chemistry
characterization. Your second question is very interesting. We have published
a New Direction articles at Atmospheric Environment [1] to advocate a more
dynamic emission modeling system to support air quality forecast by ingesting
more near real time data such as satellite observations. The benefits are twofold:
to update emission more rapidly and to look into emission uncertainty in data
sources and emission algorithms. While our talk here only considers ocean
phytoplankton emitted isoprene, which cannot be estimated from the traditional
inventory-based approach, we believe this general methodology can be more
widely applied to other emission sources.



Chapter 94
Assimilation and Forecasting Fine Aerosols
Over North America in Summer 2012

Mariusz Pagowski and Georg A. Grell

Abstract In a study, we examine impact of assimilation in-situ measurements on
the prediction of fine aerosol concentrations over North America in the summer
of 2012. We use an online meteorology-chemistry model WRF-Chem and an
assimilation system which includes the Gridpoint Statistical Intepolation (GSI) and
an Ensemble Kalman Filter. We note large initial benefit of data assimilation and
relatively quick deterioration of forecast verification scores with time. Causes for
such deterioration include deficiencies of the initial state resulting from the lack
of observations of the individual aerosol species and their vertical distribution,
weaknesses of chemical and physical parameterizations and errors in emission
sources.

Studies on environmental damage show that chronic exposure to particulates with
diameters smaller than 2.5 �m (hereafter, particulate matter 2.5, or PM2.5) is the
single most critical factor affecting human mortality due to air pollution [4, 6].
Despite such importance, even forecasts of aggregated aerosols (such as PM2.5

which includes particles of multiple chemical species and sizes) have poor skill
that is routinely beaten by persistence (e.g. [3]).

Data assimilation has been an essential part of weather forecasting in all
major meteorological centres and is also becoming more widespread in air quality
applications. In meteorology, data assimilation has been traditionally applied to
improve initial conditions. In air quality, inverse methods of data assimilation are
also used to improve estimation of emission sources known to have large impact on
the results and to contain significant errors. This manuscript is a continuation of our
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earlier work that demonstrated an advantage of EnKF over 3D-VAR assimilation for
aerosol forecasting [5]. We refer the reader to a comprehensive review of the current
status of data assimilation for air quality forecasting by Zhang et al. [8].

In the manuscript, we demonstrate an application of an Ensemble Kalman Filter
(EnKF, [7]) to assimilate surface PM2.5 observations with the WRF-Chem model
[2] over the coterminous USA and southern Canada. The modeling period began on
30 May 2012, ended on 30 June 2012, and included a 5-day spin-up.

Surface PM2.5 concentrations used in the assimilation are available through the
US Environmental Protection Agency (EPA) AIRNow (http://www.airnow.gov/)
Data Exchange program. This program provides hourly-averaged PM2.5 concen-
trations at over 650 locations in the Unites States and Canada. Measurement error
of Tapered Element Oscillating Microbalance (TEOM) instruments is calculated as
1.5 �g m�3 plus an inaccuracy of 0.75 % in the species mass measurement. Standard
meteorological upper air and surface observations were also assimilated.

Grid resolution of the simulations was set to 60 km. Initial and lateral boundary
conditions for meteorology were obtained from the global GFS ensemble from
National Centers of Environmental Prediction. The length of ensemble forecasts
limited the extent of our forecasts to 9 h. Lateral boundary conditions for chemical
species were obtained from a deterministic global model MOZART simulation.
Emissions of PM2.5 precursors are based on the U.S. EPA 1999 National Emissions
Inventory (version 3) with updates of major electrical generating facilities to the
observed July 2004 emissions from the Continuous Emissions Monitoring Network.
Pollution by forest fires was derived from the Fire emission INventory from NCAR
(FINN). Because of computational constraints imposed by ensemble simulations a
simple and efficient aerosol module GOCART [1] was employed.

The 6-h assimilation cycle at 00z, 06z, 12z, and 18z used a 1-h assimilation
window for PM2.5 and a 3-h assimilation window for meteorological observations.

Impact of the assimilation is illustrated by comparison of free running fore-
casts (NoDA) that included assimilation of meteorological observations only and
forecasts with the assimilation of AIRNow PM2.5 and meteorological observations
(EnKF). Verification statistics presented below were calculated over the period
starting 00Z June 04 and ending 00Z July 01, 2012.

In Fig. 94.1, bias and temporal correlation of forecasts interpolated to AIRNow
locations are shown for NoDA and EnKF experiments. In calculating these
verification statistics, all available forecasts were matched with corresponding
observations. Overall, the assimilation reduced the magnitude of negative model
bias and improved temporal correlation. However, it is apparent that performance of
the model and assimilation is markedly better over the eastern part of the continent.
Deficient fire inventory and application of GOCART aerosol module, which lacks
parameterization of production of nitrate and organic aerosols, contributed to the
weaknesses of the simulations.

In Fig. 94.2, time series of bias and spatial correlation of forecasts are shown.
A large positive impact of assimilation is evident but forecast quality deteriorates
quickly. Causes for such deterioration include deficiencies of the initial state
resulting from the lack of observations of the individual aerosol species and

http://www.airnow.gov/
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Fig. 94.1 Bias (top) and temporal correlation (bottom) of forecasts for NoDA (left) and EnKF
(right) experiments against AIRnow observations. Black dots denote negative correlations

Fig. 94.2 Bias (left) and spatial correlation (right) of PM2.5 forecasts for experiments NoDA
(black) and EnKF (red) against AIRnow observations. Black vertical lines are plotted at assim-
ilation times

their vertical distribution, and errors due to inaccuracies in chemical and physical
parameterizations and inaccuracies of emission sources.

Investigation is on-going if more sophisticated parameterizations of aerosol
chemistry can maintain the quality of forecasts for a longer period. Short of
improving model and emissions, parameterization of model errors within the
ensemble and post-processing of forecasts might provide an avenue for better
aerosol prediction.
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Chapter 95
Evaluating the Vertical Distribution of Ozone
and Its Relationship to Pollution Events in Air
Quality Models Using Satellite Data

Jessica L. Neu, Gregory Osterman, Annmarie Eldering, Rob Pinder,
Jeff McQueen, and Youhua Tang

Abstract Most regional scale models that are used for air quality forecasts and
ozone source attribution do not adequately capture the distribution of ozone in
the mid- and upper troposphere, but it is unclear how this shortcoming relates to
their ability to simulate surface ozone. We combine ozone profile data from the
NASA Earth Observing System (EOS) Tropospheric Emission Spectrometer (TES)
and a new joint product from TES and the Ozone Monitoring Instrument along
with ozonesonde measurements and EPA AirNow ground station ozone data to
examine air quality events during August 2006 in the Community Multi-Scale Air
Quality (CMAQ) and National Air Quality Forecast Capability (NAQFC) models.
We present both aggregated statistics and case-study analyses with the goal of
assessing the relationship between the models’ ability to reproduce surface air
quality events and their ability to capture the vertical distribution of ozone. We find
that the models lack the mid-tropospheric ozone variability seen in TES and the
ozonesonde data, and discuss future work to determine the conditions under which
this variability appears to be important for surface air quality.
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95.1 Introduction

Ozone is a pollutant that is harmful to both human and plant health (e.g. [2, 7]).
Ozone produced and transported in the free troposphere can have a significant
impact on surface air quality, contributing as much as 20–45 ppb to surface ozone
(e.g. [1, 8]). Exchange between the free troposphere and the surface takes place
via large-scale subsidence or small-scale mixing and entrainment into the planetary
boundary layer. While this exchange can take place at any time, it is especially
prevalent as the boundary layer breaks up in the morning. When this morning
mixing occurs, nocturnal ozone, which can be transported long distances above
the surface inversion layer without chemical destruction or deposition, mixes down
to the surface and can rapidly increase ozone concentrations at a rate that rivals
chemical ozone production (e.g. [5]).

Evaluation of the spatial distribution of ozone from models such as CMAQ
(Community Multi-scale Air Quality modeling system) is usually based on com-
parison to in situ measurements of surface ozone from the AQS network. However,
surface monitor data by itself provides limited information for resolving regional
discrepancies between models and data. Ozonesondes have also been used for
evaluation of lower and middle tropospheric ozone in regional models, with an
emphasis on the boundary layer [4]. The past few years have seen an increase in
the use of satellite data in regional modeling, either to help generate or supplement
ozone boundary conditions or to constrain or assess modeled aerosols or NO2. In this
work, we utilize satellite observations of tropospheric ozone profiles from the NASA
Tropospheric Emission Spectrometer (TES) and from a combined TES/OMI (Ozone
Monitoring Instrument) data product. TES can provide nighttime observations while
the TES/OMI data provide improved sensitivity in the lower troposphere [3] relative
to TES. By combining the satellite data measurements with those from sondes and
the surface network, we can evaluate how well models such as CMAQ represent
the vertical and spatial structure of ozone in the free troposphere, with the goal
of gaining a better understanding of how ozone in the free troposphere relates to
surface ozone events. Here we utilize model results from two different versions
of CMAQ; one is the NOAA/NWS National Air Quality forecast product and the
second is the EPA version of CMAQ v4.7.1. Our preliminary results focus on the
EPA CMAQ simulations over the continental United States during August 2006.

95.2 Comparison of Modeled and Measured Ozone

Measurements from ozonesondes, TES and TES/OMI all have different vertical
sensitivities and spatial coverage. Ozonesondes provide vertical resolution of
�100 m but very sparse spatial and temporal sampling. The intensive INTEX
Ozonesonde Network Study 2006 (IONS-06) campaign took place in August of
2006; even so there are only 383 sonde profiles from �20 locations throughout
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the continental U.S. for the entire month. In contrast, there are more than 10
times as many TES profiles over the continental U.S. during August 2006, but
TES measurements have coarse vertical resolution of 6–7 km with maximum
sensitivity at �600 hPa. TES/OMI measurements are made by combining radiances
from the two instruments and provide higher vertical resolution than TES alone
(�5.5 km) as well as greater sensitivity to the lowest 2–3 km of the atmosphere
[3]. However, TES/OMI measurements require coincident sampling of the two
instruments and cloud fractions <30 %, resulting in �1/2 as many profiles as TES
for this study.

There are �30 matches between sonde, TES, and TES/OMI profiles within
250 km and ˙1 h in our dataset. By comparing the different measurements at
these coincident times and locations, we can understand the differences between
the datasets and what they tell us about model performance. We find that TES
agrees very well with sondes in the mid-troposphere, with a mean bias of only
a few percent, which is lower than the reported northern hemisphere mean bias
of 10–20 % [6] The TES/OMI measurements have a higher mid-troposphere bias,
but match the sondes within 10 % in the lowest 3 km of the atmosphere, with a
correlation coefficient of �0.5. Comparison to model profiles for the same times and
locations shows that the tropopause is too low in the EPA CMAQ model, resulting
in a mean high bias of �50 % relative to sondes from 10–15 km. Near-surface
ozone is also biased high by �25 % in the model. Comparison to the satellite
measurements reveals the same high bias in near-surface ozone (using TES/OMI),
but the agreement between the model and the satellite measurements is much better
than that between the model and sondes in the 10–15 km region, despite the good
agreement between the satellite measurements and sondes there. The reason for this
discrepancy is that the application of the satellite observational operator (averaging
kernel C constraint) to the model profiles tends to shift the model tropopause
upward, in better agreement with the measurements.

In addition to these “matched” profiles with coincident sonde and satellite
measurements, we compare the model to sondes, TES, and TES/OMI, as well as
to ground-based data for all of the available measurements for the August 2006
period. We also perform conditional sampling by time, latitude, longitude, and
ozone abundance. We find, in good agreement with the smaller matched profile
dataset, that the model is biased low relative to sondes and TES/OMI for ozone
<100 ppb. For ozone >100 ppb, CMAQ is biased high relative to the sondes, but
compares well to TES and TES/OMI when the observational operator is used. The
model generally performs better near the middle of the model domain, well away
from the influence of the boundary conditions. The model bias relative to both
TES and TES/OMI differs for clean and polluted scenes, while the bias relative
to the sondes does not show any such difference. This may reflect differences in
the sensitivity of the satellite measurements under these different conditions or a
sampling bias for the sondes.

We also examine case studies, with a preliminary focus on events where
nocturnal ozone may play an important role in air quality. One such event occurred
on August 9, 2006 (Fig. 95.1). TES passed over the Midwestern U.S. at 1:30 AM and
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Fig. 95.1 Maps of ozone on Aug 9, 2006 from CMAQ at 2:00 AM at the surface (upper left),
850 hPa (upper right), 500 hPa (lower left) and a 2:00 PM at the surface (lower right). Black
triangles show the TES Global Survey measurements at 1:30 AM, black diamonds show TES
special observations at 1:30 PM. Filled symbols indicate the location of the profiles discussed in
the text

observed elevated ozone (�85 ppb) at 500 hPa in western Missouri. Twelve hours
later, TES observed elevated near-surface ozone (�90 ppb) at the same location, in
good agreement with nearby surface measurements. CMAQ shows a large region
of elevated nocturnal ozone at 500 hPa, in good agreement with TES, as well as a
second layer at 850 hPa, where TES is not sensitive. In the afternoon, CMAQ shows
elevated surface ozone in western Missouri, but the modeled ozone is low (�80 ppb)
relative to TES and the ground-based measurements.
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95.3 Conclusion

By comparing CMAQ ozone to measurements from multiple data sources, including
ozonesondes, satellite measurements, and ground-based data on both a statistical
and case study basis, we hope to gain insight into the relationship between mid-
tropospheric ozone and surface ozone with the goal of improving ozone forecasting
and source attribution. We find thus far that the median CMAQ near-surface ozone
is well-simulated, but there is a large spread in the model-measurement difference.
We also find that the model tropopause is generally too low, resulting in a high bias
of 10–50 % for ozone above 5 km.

Our future work will focus on identifying the conditions under which properly
simulating mid-tropospheric ozone is important for capturing surface air quality
events. This will include analysis of time-lagged correlations between surface an
mid-tropospheric ozone, conditional sampling to determine regions and conditions
where mid-tropospheric ozone plays an important role in air quality, and further
identification and analysis of case studies to examine the mechanisms by which
mid-tropospheric ozone impacts the surface.
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Questions and Answers

Questioner Name: Andy Delcloo

Q: How many degrees of freedom do both products, TES and TES/OMI, have?
How many layers are produced in both profile products?

A: The TES and TES/OMI retrievals are described in detail in Fu et al. [3]. The
degrees of freedom for signal (DOFS) for both TES and TES/OMI vary with
thermal contrast, clouds, ozone abundance, temperature, and water vapor, but
typically TES provides 1.6 DOFS in the troposphere with 0.2 DOFS in the
surface-700 hPa layer, and TES/OMI provides 2 DOFS in the troposphere, with
0.4 DOFS in the surface-700 hPa layer. The radiative transfer calculation in the
forward model uses a 66-layer fixed pressure grid for both TES and TES/OMI.



Chapter 96
Building and Testing Atmospheric Chemistry
Reanalysis Modeling System

Tianfeng Chai, Pius Lee, Li Pan, Hyuncheol Kim, and Daniel Tong

Abstract This study is a first step towards building an atmospheric chemistry
reanalysis modeling system. We aim to provide the air quality science community
with three-dimensional (3D) reanalysis atmospheric chemical fields over the
conterminous U.S. (CONUS). This initial 3D gridded reanalysis product is
available at 12 km horizontal grid spacing with 22 uneven vertical levels extending
from surface to 100 hPa. The principal components of the modeling system are
the Weather Research and Forecasting meteorological model, a chemical data
assimilation model based on an optimal interpolation scheme, and the U.S.
EPA Community Multi-scale Air Quality modeling system (CMAQ). Only the
Moderate Resolution Imaging Spectro-radiometer (MODIS) Aerosol Optical Depth
observations are assimilated as we focus on the aerosol reanalysis at this early
stage. CMAQ predictions before and after the assimilation are evaluated against
the AIRNow surface PM2.5 (Particulate Matter smaller than 2.5 �m in diameter)
measurements. Based on the preliminary results, the future directions to improve
the chemistry reanalysis modeling system are discussed.
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96.1 Introduction

The National Centers for Environmental Prediction (NCEP) and the National Center
for Atmospheric Research (NCAR) reanalysis products [4] have been widely used
since their introduction. There is a similar need to develop a gridded data set that
best represents the atmospheric chemistry for air quality, climate, epidemiology,
and many other fields in their research and policy related studies. Ozone and
PM2.5 forecasts for the U.S. have been operationally and experimentally generated
using the Community Multi-scale Air Quality (CMAQ) Modeling System [1] under
the National Air Quality Forecast Capability (NAQFC) program by the National
Oceanic and Atmospheric Administration (NOAA) for the conterminous Unites
States (CONUS) since 2006 [3]. While NAQFC is capable of providing useful air
quality forecasts, the accuracy of the products is limited substantially by the lack
of a real-time emission modeling or constraints provided through chemical data
assimilation implementation.

At an initial stage, the Moderate Resolution Imaging Spectro-radiometer
(MODIS) Aerosol Optical Depth observations are assimilated into the 3-Dimensional
CMAQ model system that is derived from the NAQFC developmental system. July
2011 is chosen as a test period to coincide with the Deriving Information on
Surface conditions from Column and Vertically Resolved Observations Relevant
to Air Quality (DISCOVER-AQ) field experiment (www.nasa.gov/mission_pages/
discover-aq). This choice facilitates the use of DISCOVER-AQ measurements
in the future testing and development of the atmospheric chemistry reanalysis
modeling system. Different assimilation strategies for the atmospheric chemistry
reanalysis will be investigated utilizing the DISCOVER-AQ measurements. 3-D
gridded atmospheric chemistry reanalysis fields covering the contiguous Unites
States are generated in this preliminary test. AIRNow surface PM2.5 (Particulate
Matter smaller than 2.5 �m in diameter) measurements are used as independent
observations to evaluate the preliminary reanalysis products which have not
assimilated the AIRNow observations.

96.2 Method

The optimal interpolation (OI) data assimilation scheme is used to assimilate
observations into CMAQ chemical transport model (CTM). Analysis solution is
obtained by directly solving Eq. (96.1),

Xa D Xb C BHT
�
HBHT C O

��1
.Y � HX/ ; (96.1)

where X and Y are state and observation vectors, respectively. B and O are
background and observation error covariance matrices. B is calculated using

www.nasa.gov/mission_pages/discover-aq
www.nasa.gov/mission_pages/discover-aq
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Hollingsworth-Lönnberg method following Chai et al. [2]. H is linearized obser-
vational operator. Superscripts a and b indicate analysis and background states.
Observations beyond background error correlation length scale have no effect in
the analysis.

Daily MODIS AOD products are archived and utilized to generate gridded
observations. We used both Terra and Aqua products (MOD04 and MYD04
collection 051), which overpass equator at around 10:30 am and 1:30 pm local
time, respectively, with 10 � 10 km horizontal resolution. Total AOD was read from
‘Optical_Depth_Land_And_Ocean’, and then re-gridded into the target domain.
MODIS AOD pixels are binned into the target domain cells, and pixel statistics
(e.g. pixel counts, average and standard deviation) are calculated for all grid cells.
Fine mode AOD observations are separated by applying the fine mode fraction
parameters (‘Optical_Depth_Ratio_Small_Land_And_Ocean’).

In the current study, the daily data injection takes place at 17Z for Terra and 20Z
for Aqua. The analysis Xa over background Xb at each grid column is used to scale
aerosol related parameters at all levels.

96.3 Results

Three test cases are performed with different MODIS AOD assimilation setups,
as listed in Table 96.1. They start at 12Z on July 1, 2011 with identical initial
conditions. The subsequent runs assimilate AOD observations every day and
continue to run until 17Z on July 12, 2011. All three cases show that by assimilating
AOD observations of the previous day(s), the AOD predictions for the next
day improve over the base case, reflected by AOD biases and root-mean-square
errors.

Hourly AIRNow PM2.5 observations are also used to evaluate the MODIS
AOD assimilation tests. Figure 96.1 shows PM2.5 predictions with AOD assim-
ilations better match AIRNow observations. Total AOD assimilation has a better
performance than fine mode AOD assimilation. Assimilating both Terra and Aqua
observations everyday achieve the best results.

Table 96.1 Description of three preliminary CMAQ CONUS reanalysis test cases

Cases MODIS AOD assimilation setup for Terra and Aqua observations

C1 Terra fine-mode AOD assimilated at 17Z, Aqua AOD not assimilated
C2 Terra total AOD assimilated at 17Z, Aqua AOD not assimilated
C3 Terra total AOD assimilated at 17Z, Aqua total AOD assimilated at 20Z
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Fig. 96.1 Time series of mean observed and predicted PM2.5 for base case (without assimilating
any observations) and three test cases listed in Table 96.1. Hours are counted from 12Z on
July 1, 2011

96.4 Summary and Discussion

A prototype chemical reanalysis system has been built. Preliminary tests show
that MODIS AOD assimilation is able to improve AOD forecasts. In addition, the
model predictions of surface PM2.5 are significantly better than the base case for
all three assimilation cases. It is also found that assimilating both Terra and Aqua
total AOD achieves the best performance when measured against the AIRNow
observations over CONUS. Assimilation of both AIRNow surface measurement and
MODIS AOD are being tested. Utilization of DISCOVER-AQ aerosol speciation
information and vertical profiles in chemical data assimilation will be explored.
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Questions and Answers

Questioner Name: Paul A. Makar, Environment Canada, Canada

Q: With regards to the discrepancy between observed AOD and PM2.5, on the
west coast, are there different averaging kernels used for marine vs. continental
aerosols? I am wondering whether the bias on the west coast is due to a
poor choice of averaging kernel in the satellite retrieval algorithm for marine
conditions (west coast having on-shore winds).

A: The current MODIS AOD retrieval algorithms differentiate between land and
ocean. It is likely that the satellite retrieval algorithm contributes to the
discrepancy between observed AOD and PM2.5 on the west coast. While AOD
is a column integrated optical quantity and PM2.5 here is mass based quantity
measured at ground level, there is no simple relationship between AOD and
surface PM2.5. The causes of poor correlation between AOD and surface PM2.5
on the west coast need to be further investigated.

Questioner Name: Pavel Kishcha, Tel-Aviv University, Israel

Q: For PM2.5 predictions you used two kinds of data assimilation: (a) using
MODIS AOD only, and (b) MODIS AOD and PM2.5 measurements. Did you
try to use only PM2.5 measurements for data assimilation? Maybe it is enough,
even without MODIS, as MODIS AOD could bring some bias depending on
surface properties/reflection, could contamination, etc.

A: Pagowski et al. [5] assimilated AIRNow PM2.5 measurements using Grid-point
Statistical Interpolation with the similar CMAQ modeling system. Their results
show positive effect after the 3D-Var data insertion, but the effect of assimilation
disappears pretty quickly. Our results show that the benefit of MODIS AOD
assimilation lasts more than 24 h thanks to a better coverage in space of the
MODIS AOD data.



Chapter 97
Intensive Campaigns Supported by Air Quality
Forecasting Capability to Identify Chemical
and Atmospheric Regimes Susceptible
to Standard Violations

Pius Lee, Li Pan, Hyuncheol Kim, and Daniel Tong

Abstract The U.S. National Aeronautics and Space Administration (NASA) has
started a series of regional scale multiple platform field measurement intensives
between 2011 and 2014. These measurement campaigns are collectively called the
Deriving Information on Surface Conditions from Column and Vertically Resolved
Observations Relevant to Air Quality (DISCOVER-AQ) project. The emphasis
of spatial collocation of multiple space-, air- and ground-based measurements
facilitate the characterization of the vertical distribution of various air pollutants.
During the January 16 to February 8, 2013 DISCOVER-AQ campaign over the San
Joaquin Valley (SJV), California, one of the frontier science questions addressed
concerned the frequent wintertime Particulate Matter (PM) standard violation over
SJV and its vicinities. This study represents our contribution of real-time air quality
forecasting to support flight-planning during the campaign as well as post analysis
and model evaluation for some of the air pollutants. Two sets of real-time forecasts
based on a coupled National Center for Environmental Prediction (NCEP) North
American Model (NAM) and the U.S. EPA Community Multi-scale Air Quality
Model (CMAQ) are included in the study: (1) a 12 km horizontal resolution domain
over the Conterminous U.S., and (2) a 4 km resolution domain over the SJV
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and its adjacent areas nested-in from (1) as its parent. During the campaign there
were several episodes of high surface PM concentration in the lowest hundreds of
meters over SJV. We performed post-analyses of meteorological parameters such as
the planetary boundary height and of chemical characteristics such as verification
of modeled concentration of PM components at surface levels. Comparisons of
the performance of the two forecasts will shed insight on horizontal resolution
requirement to capture the meteorology and chemistry characteristics in SJV air
quality modeling. These analyses will aid policy and regulatory relevant decisions
as well as assist in improving the model for future applications.

97.1 Introduction

With the possible imminent implementation of the U.S. Environment Protection
Agency (EPA) Cross State Pollution Rule and tighter environmental standards
for surface O3 and Particulate Matter (PM) concentrations, it is important to
improve air quality forecast with accurate predictions of fine feature characteristics
and background pollutant concentration due to inter-boundary transports. On the
other hand, coordinated air quality and meteorological measurement intensives
with space- and- air-borne and- surface-based platforms to quantify specific geo-
graphical, emission and meteorological conditions for frequent elevated levels of
surface pollutant concentrations shed insight into science questions applicable to the
specific locales, seasons and beyond. The NASA funded multiple years and multiple
campaigns endeavor is such a measurement effort dubbed: Deriving Information on
Surface Conditions from Column and Vertically Resolved Observations Relevant
to Air Quality (DISCOVER-AQ) (http://www-air.larc.nasa.gov/missions/discover-
aq/discover-aq.html). This study focuses on the 2013 San Joaquin Valley (SJV),
CA winter campaign. SJV during winter is known for frequent occurrence of
prolonged coverage of thick fogs and extremely low Planetary Boundary Layer
(PBL) heights. In the SJV, the rather complex terrain of Sierra Nevada and Coastal
Range induce flows and strong inversions are primarily responsible for the local
pollutant buildups. Even without the so-called Tule fog the frequently occurring
regional haze in SJV causes low visibility conditions. It has been speculated that
emission due to agricultural tilling and fertilization, the rather efficient production
of organic aerosols, stagnant air flows, and the frequent formation of strong low
level inversions cause large loadings of atmospheric aerosols in the lowest several
tens to a couple hundred of meters. This study attempts to investigate contribution
of these factors to the surface concentration of PM equal to or less than 2.5 �m
in diameter. Section 97.2 introduces configuration of the fine resolution air quality
forecasting model used to generate real time simulation and post analysis for the
SJV DISCOVER-AQ campaign. It is followed by Sections for discussion of result
and conclusions.

http://www-air.larc.nasa.gov/missions/discover-aq/discover-aq.html
http://www-air.larc.nasa.gov/missions/discover-aq/discover-aq.html
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97.2 Model Configuration

A limited-area, fine resolution AQ forecasting system has been constructed through
the off-line coupling of an operational meteorological forecasting model and a
Chemical Transport Model (CTM). The limited-area domain is the child domain
of a two-tier nested domain. The parent domain covers CONUS (Fig. 97.1) with a
12 km horizontal grid resolution. The child domain of 4 km horizontal resolution
lies strictly within the parent domain with each of its perimeters coinciding with
an interior grid mesh-line of the parent domain. The NOAA National Centers
for Environmental Prediction (NCEP) North American Meso-scale Model (NAM)
provides meteorological fields for both the parent and child domains. The Com-
munity Multiscale Air Quality Model (CMAQ) is the CTM used in the system to
forecast concentration fields for atmospheric trace species for both the parent and
child domains [3]. Extensive literature is available describing and evaluating the
NAM model [6, 7]. Identical physical and chemical package options were selected
for both the parent and the child domains for CMAQ simulations. Equation 97.1
represents the species continuity equation in a generalized curvilinear co-ordinate
system which CMAQ solves [3].
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Fig. 97.1 Parent and nested domain were both used to produce air quality forecast to support
DISCOVER-AQ campaign over SJV from Jan 16 to Feb 8, 2013 whose horizontal grid is: 12 km
over CONUS and (inset) 4 km over SJV, respectively
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Where � i is the concentration of ith advected species. For the model top
and bottom layer a zero flux boundary condition, and a flux boundary condition
including treatment for dry deposition processes has been prescribed, respectively
(Section 7.2.2.3 [2]).

At the lateral boundaries, a zero-flux divergence outflow condition is imposed
[3]. For the inflow condition, concentrations prescribed by externally derived values
are specified as follows: Chemical lateral boundary conditions (LBC) adopted from
a species mapping methodology introduced by Tang et al. [10] was followed. A
selected set of chemical fields derived from the GEOS-CHEM global model simu-
lation with assimilated meteorology for winter 2006 was employed in accordance
with procedures described by Bey et al. [1]. Hourly output from NOAA operational
Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) based Smoke
Forecasting System (SFS) [8] covering Northwards of the Equator and from 50ıW
westwards to 180ıW is used to derive dynamic LBC basing on its PM2.5 output
for the parent domain CMAQ [9]. We used a PM2.5 to CO ratio of 0.08 ˙ 0.03
recommended by Janhäll et al. [5] to estimate CO at the LBC for the parent
domain. For the CMAQ wild fire related species of NOx, VOC, NH3, SO2, we
obtain their concentrations at the LBC by multiplying CO concentration there with
a recommended species mapping factor by Hsu and Divita [4].

97.3 Model Results

The SJV campaign consisted many coordinated surface and air-borne measurements
took place in 24 days between January 16 and February 8, 2013 where 10 flight days
were unevenly spaced throughout those days. There were at least a couple of high
mass loading of atmospheric aerosol events measured. They were both episodes
due to stagnant conditions with rather shallow PBL heights. The measurement
data are not quality assured and has not been publically released yet, therefore
we are focusing more in forecast difference and verifications conducted against the
AIRNow monitor network in the area. These results will be more thorough presented
in the conference as there seemed to be an under-estimation of NOx emissions in
the fine resolution domain simulation (Fig. 97.2).

97.4 Discussion and Conclusion

Two air quality forecasts were conducted to support NASA’s DISCOVER-AQ field
intensive carried out over SJV between Jan 16 and Feb 8 2013. Both sets of real-
time forecasts were based on the off-line coupling of NCEP’s NAM and U.S. EPA’s
CMAQ version 4.7.1. Their difference is primary in horizontal grid resolution: (1) a
12 km horizontal resolution domain over the CONUS; and (2) a 4 km resolution
domain over the SJV and its adjacent area nested-in from the 12 km CONUS
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Fig. 97.2 Surface flux of NOx emission in (mole s-2 km-2) for (a) 4 km domain of the inner-nest
over SJV, and (b) 12 km of the parent domain over CONUS

simulation. During the campaign there were several episodes of high surface PM
concentration in the lowest hundreds of meters over SJV. Post-analyses of 4 km
resolution simulation were conducted due to deficiencies in emission modeling.
With these rerun results, meteorological parameters such as the planetary boundary
height and of chemical characteristics such as verification of modeled concentration
of PM components at surface levels were compared between the two forecasts.
Retrospective rerun of the 4 km results did show improvement in capturing finer
scaler features of local flows over that by the 12 km run. Insight on horizontal
resolution requirement to capture the meteorology and chemical characteristics in
SJV air quality modeling were drawn. These analyses will aid policy and regulatory
relevant decisions as well as assist in improving the model for future applications.
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Chapter 98
Modeling of Air Pollution over the Ganges
Basin and North-West Bay of Bengal
in the Early Post-monsoon Season
Using the NASA GEOS-5 Model

Pavel Kishcha, Arlindo M. da Silva, Boris Starobinets, and Pinhas Alpert

Abstract The NASA GEOS-5 model was used to extend the MERRA reanalysis
with five atmospheric aerosol components (sulfates, organic carbon, black carbon,
desert dust, and sea-salt). The obtained eight-year (2002–2009) MERRA-driven
aerosol reanalysis (MERRAero) dataset was applied to the study of aerosol optical
thickness (AOT) trends over the Ganges basin and north-west Bay of Bengal (BoB)
in the early post-monsoon season. In October, in the absence of aerosol sources
in north-west Bay of Bengal (BoB), MERRAero showed increasing AOT trends
over north-west BoB exceeding those over the east of the Ganges basin. Various
aerosol components showed strong increasing AOT trends over north-west BoB.
Our analysis showed that the AOT trends over north-west BoB were reproduced
by GEOS-5, not because of MODIS AOT assimilation, but because of the model
capability of reproducing meteorological factors contributing to AOT trends. The
following factors contributed to the increasing AOT trend over the area in question
in October: an increasing number of days when prevailing winds blew from land
to sea, resulting in a drier environment and an increase in air pollution over
north-west BoB; wind convergence was observed over north-west BoB causing the
accumulation of aerosol particles over that region, when prevailing winds blew from
land to sea.
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98.1 Introduction

The Ganges basin is characterized by a significant population growth accompanied
by developing industry and increasing transportation. This has resulted in increased
anthropogenic emissions and declining air quality. The early post-monsoon season
over the study region is characterized by aerosol transport from the Ganges
basin to north-west BoB by prevailing winds; and still significant rainfall of over
150 mm/month over the east of the Ganges basin and north-west BoB. It would
be reasonable to consider that AOT trends over sea areas in BoB were created by
changes in aerosol sources on the land in the Indian subcontinent. In our previous
study [3], we found that it was not always the case. Specifically, we found that, in
October, MODIS showed strong increasing aerosol optical thickness (AOT) trends
over north-west Bay of Bengal (BoB) in the absence of AOT trends over the east
of the Indian subcontinent. It was interesting to determine whether existing aerosol
data-assimilated systems were capable of reproducing the aforementioned observed
AOT trends over north-west BoB. The NASA Goddard Earth Observing System
(GEOS-5) was used to extend the NASA Modern Era-Retrospective Analysis for
Research and Applications (MERRA) reanalysis by adding five atmospheric aerosol
components (sulfates, organic carbon, black carbon, desert dust, and sea-salt). The
obtained eight-year (2002–2009) assimilated aerosol dataset (so-called MERRAero)
was applied to the study of AOT and its trends over the Ganges basin and north-
west Bay of Bengal (BoB) in the post-monsoon season. Using an assimilated
aerosol dataset over north-west BoB provided us with an opportunity to estimate
the contribution of different aerosol components to AOT and its trends.

98.2 GEOS-5 and the MERRA Aerosol Reanalysis
(MERRAERO)

GEOS-5 is the latest version of the NASA Global Modeling and Assimilation
Office (GMAO) Earth system model. GEOS-5 contains components for atmospheric
circulation and composition (including atmospheric data assimilation), ocean circu-
lation and biogeochemistry, and land surface processes. GEOS-5 includes a module
representing atmospheric aerosols [2]. This aerosol module is based on a version of
the Goddard Chemistry, Aerosol, Radiation, and Transport (GOCART) model [1].
GOCART treats the sources, sinks, and chemistry of dust; sulfate; sea salt; and black
and organic carbon aerosols. Aerosol species are assumed to be external mixtures.
Total mass of sulfate and carbonaceous aerosols are tracked, while for dust and sea
salt the particle size distribution is explicitly resolved across five non-interacting
size bins for each. Both dust and sea salt have wind-speed dependent emission
functions, while sulfate and carbonaceous species have emissions principally from
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fossil fuel combustion, biomass burning, and bio-fuel consumption, with additional
biogenic sources of organic carbon. Sulfate has additional chemical production from
oxidation of SO2 and dimethylsulfide (DMS), as well as a database of volcanic
SO2 emissions and injection heights. GEOS-5 also includes assimilation of AOT
observations from the MODIS sensor on both Terra and Aqua satellites.

98.3 Method

We analyzed long-term variations of AOT over seven zones, each 3 � 3ı, located
in the Ganges basin and north-west BoB (Fig. 98.1). As mentioned, in the post-
monsoon period, prevailing winds blow along the Ganges basin. The specified zones
in the Ganges basin provide us with an opportunity for analyzing air pollution
trends produced by local sources and aerosol transport. Figure 98.1a shows the
spatial distribution of eight-year mean MERRAero AOT over the region under
consideration in October, together with the location of zones 3ı � 3ı in the Indian
subcontinent (zone 1 to zone 5) and in the Bay of Bengal (zones 6 and 7).
MERRAero monthly AOT data are available from the year 2002. To analyze AOT
and its trends over the Indian subcontinent and north-west BoB, we used monthly
MERRAero AOT data with horizontal resolution of approximately 50 km, during
the eight-year period 2002–2009.

Fig. 98.1 Spatial distributions of (a) the eight year (2002–2009) mean MERRAero AOT and
(b) its trends (characterized by AOT slopes) in October. The AOT trend values correspond to the
slope of the linear regression (From Kishcha et al. [4])
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98.4 Results and Discussion

In accordance with space distribution of eight-year mean AOT in the early
post-monsoon season (October), MERRAero showed high AOT values over the
Ganges basin with a maximum over the north-west part of the Ganges basin
(Fig. 98.1a). Therefore, MERRAero data were able to reproduce the main structure
of aerosol distribution over the Ganges basin. The Ganges basin is the most polluted
part of the Indian subcontinent, where highly-populated areas and main industrial
centers are located. The MERRAero AOT data set allowed us to determine aerosol
species responsible for the AOT maximum over the north-west of the Ganges basin,
which are both natural aerosols (dust particles) and anthropogenic aerosols (carbon
aerosols from bio-mass burning and sulfates). In accordance with MERRAero data,
most of dust particles fell out due to gravitational settling and wet deposition during
dust transport from the north-west to the east of the Ganges basin. As a result, over
the east of the Ganges basin and north-west BoB in the early post-monsoon season,
aerosols were dominated by anthropogenic air pollution, such as sulfates and carbon
aerosols. Our analysis showed that sea-salt aerosols did not contribute to the increas-
ing AOT trends over north-west BoB: no sea-salt AOT trend was observed in year-
to-year variations during the study period. Taking into account that anthropogenic
aerosols are effective cloud condensation nuclei (CCN), these aerosols could
influence the strength of typhoons crossing BoB in the early post-monsoon season.

Space distributions of MERRAero AOT trends during the eight-year (2002–2009)
study period showed strong increasing AOT trends over north-west BoB exceeding
those over the Ganges basin (Fig. 98.1b). This was despite the fact that sources of
anthropogenic pollution are located over the Ganges basin and aerosol transport
from the Indian subcontinent to north-west BoB is carried out by prevailing winds.
Various aerosol components showed strong increasing AOT trends over north-west
BoB. Therefore, using MERRAero AOT, we obtained similar results with respect
to AOT trends over north-west BoB, as in our previous study based on MODIS
data [3].

There could be several factors contributing to the increasing AOT trends over
north-west BoB. First, there were changes in the atmospheric circulation over north-
west BoB in October during the eight-year study period. During the second 4-year
period (2006–2009), prevailing winds blowing mainly from land to sea resulted in
a drier environment and less precipitation over the east of the Ganges basin and
north-west BoB than during the first 4-year period (2002–2005). This caused less
wet removal of air pollution in the second 4-year period than in the first 4-year
period. Second, our analysis showed that, during the 8-year study period, there
was an increasing number of days (Np, in percentage form) in each October when
prevailing winds blew from land to sea. This suggests some increasing trends in the
transport of anthropogenic air pollution from their sources in the east of the Ganges
basin to north-west BoB. Third, for Octobers when Np > 50 %, wind convergence
was observed over north-west BoB causing the accumulation of aerosol particles
over that region, in line with our previous study [3]. All the three factors contributed
to the increasing AOT trend over north-west BoB in the early post-monsoon season.
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We estimated the NASA GEOS-5 model performance over the study area
analyzing model AOT increments. These AOT increments are the field differences
between MODIS AOT and modeled AOT. AOT increments include a complex
combination of all model errors in AOT simulations over each specific location.
To analyze AOT increments, 3-h MERRAero AOT data were used. These 3-h data
allowed us to distinguish between 3-h periods with and without MODIS AOT
assimilation. A comparison was conducted between spatial distributions of eight-
year (2002–2009) AOT trends at 6 UT with and without AOT assimilation. Here,
the modeled AOT without MODIS assimilation was obtained as the field difference
between MODIS AOT and AOT increments at 6 UT. Similar AOT trends were
obtained using MERRAero AOT with and without MODIS AOT assimilation. This
is evidence that the increasing AOT trends over north-west BoB were reproduced by
the model not because MODIS AOT assimilation provided us with an opportunity
to correct the uncertainty in aerosol emissions, but because the model was capable
of reproducing changes in meteorological factors contributing to the AOT trends.

Acknowledgements This study was made with support from and in cooperation with the
international Virtual Institute DESERVE (Dead Sea Research Venue), funded by the German
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Questions and Answers

Questioner Name: Antony Dore

Q: You mentioned a decrease in wet removal over the Bay of Bengal. Could this
be caused by an increase in particle and cloud droplet numbers forming clouds
with a smaller droplet size, which are less likely to grew to raindrop size? If so,
has a decrease in rainfall been observed in the region?
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A: In the early post-monsoon season (October), there are days when winds blow
from land to sea. This is accompanied by a decrease in aerosol wet removal
over north-west BoB. On the other hand, there are also days when winds
blow from sea to land. In these days, aerosol wet removal increases. In our
previous study [3], we analyzed long-term changes in accumulated rainfall
over north-west BoB in October during the 10-year (2000–2009) period using
TRMM rainfall data. No decreasing trend in accumulated rainfall was found.

Questioner Name: Roger Timmis

Q: Can the change in atmospheric circulation over north-west BoB in the early
post-monsoon season between the first and second 4-year study periods be
related to the phase of the El Nino South Oscillation (ENSO) cycle?

A: There could be different factors causing the change in atmospheric circulation
over north-west BoB in the early post-monsoon season, such as monsoon
variability, ENSO cycle, etc. To identify the causal factors, further research is
needed using a much longer time record of wind data than the eight-year period
selected for analysis in the current study.



Chapter 99
The Impact of a Wildland Fire on Air Pollution
Concentrations Using WRF/Chem/Fire:
An Application over Murcia (Spain)

Roberto San José, Juan Luis Pérez, R.M. González, J. Pecci, and M. Palacios

Abstract In this contribution we will show the impact on air pollution
concentration of a Fire developed in the Surrounding area of Murcia (Spain).
The impact on air pollution concentrations has been done using the WRF/Chem
model developed by NCAR (US) and the Fire model implemented into WRF in
on-line mode. The fire spread has been considered in on-line mode to change the
use of the different land use grid cells as the fire spreads. This process changes the
land use and affects substantially to the Fuel Moisture Content (FMC) modifying
the surface turbulent energy balance and the pollution dispersion consequently. A
new fuel moisture content model has been developed. The new module allows each
time step to calculate the fuel moisture content of the dead fuels (1 h, 10 h, and
100 h) and live fuels. Two simulations have been performed over the Murcia area on
September, 7th, 2010 with 9 h of fire starting at 19:09 over an area of 7 km � 7 km:
(a) with a fire of 9 h simulation we run the WRF/Chem with 200 m spatial resolution
over the fire domain in on-line mode with FIRE model. Emissions from fire have
been accounted on; and (b) the same simulation than in case (a) but without fire (no
emissions and no changes in the land use).
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99.1 Introduction

Forest fires are problem in most of the south European countries. Spain is plagued
by forest and brush fires every summer, when extremely dry weather sets in along
with high temperatures. The adverse effects of smoke on air quality and visibility
are very important.

In this paper, we describe a simulation of a real case with forecasting of the
smoke emissions, dispersion, and their effect on the air quality. In order to estimate
smoke spread and its effects on air quality, first one has to assess the amount of the
fuel burnt, and convert it into emission fluxes of the particular chemical species.
In the next step, the vertical distribution of the smoke in the atmosphere has to be
estimated, based on the fire intensity and meteorological conditions. In the last step,
the chemical processes associated with smoke dispersion in the atmosphere has to
be taken into account in order to assess the smoke impact on the air quality.

99.2 System Description

The core of the system is the WRF-Fire model [2], which is a two-way coupled fire
atmosphere model based on WRF [1]. It provides forecast of the fire spread based on
the local meteorological conditions, taking into account the feedback between the
fire and the atmosphere. The fire model is also coupled with WRF-Chem [3], so the
smoke emitted from the fire is added at the location of the simulated fire and them
is transported within the atmosphere, and undergoes chemical reactions resolved
by WRF-Chem. Coupling with WRF-Chem is implemented by inserting the smoke
intensity and air pollution emissions in the WRF-Chem arrays at the ground layer.
The amount of the chemical species released into the atmosphere is computed from
the amount of fuel burned directly by emissions, table (g/kg fuel or mol/kg fuel for
each of the 13 Anderson’s fuel categories used). RADM2 chemical mechanism is
used. Emissions are computed at the fire resolution (in this experiment 20 m) and
the averaged to the atmospheric/chemistry resolution (200 m).

A new Fuel Moisture Content (FMC) model has been developed and integrated
into the WRF-Chem-Fire system. Our FMC calculations for fine dead fuel (1 h dead
fuel) is based on (Eq. 99.1) [4] and (Eq. 99.2) [5] to take into account the effects of
condensation.

m D 97:9 C 4:06H

T C 6
� 0:00854Hsurf C 3000

C
� 30 (99.1)

H and Hsurf are the air humidity at 1.5 m and surface levels, T is the temperature
at 1.5 m and C is the degree of curing (%) and is considered as 100 % for the
calculation of dead FMC.
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�m D 100

W
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G � N

L C Cp

�
T � Tsurf

�
=
�
Q � Qsurf

�dt (99.2)

where W is the surface fuel mass, G is the soil heat flux, N is the ne all-wave
radiation flux, L is the latent heat of vaporization or sublimation, Cp is the specific
heat of air at constant pressure, T and Tsurf are the temperature at 1.5 m and
surface levels and Q y Qsurf are the specific humilities at 1.5 m and surface levels
respectively.

In case of not fine dead fuel, as 10 and 100 h dead fuel, we have implemented
into WRF-Fire the Nelson model [6] modified to make operational [7]. Live FMC is
calculated following the correlation between vegetation greenness and its moisture
content, consequently the Normalized Difference Vegetation Index (NDVI) can be
used in estimating live FMC. Live FMC estimations can be improved by including
the Land Surface Temperature (LST), because LST would be expected to increase
in drier plants on account of reduced evapotranspiration. Specifically the ratio
NDVI/LST was found to be very useful [8].

99.3 Results and Conclusion

A preliminary model results of a real case of forest fire in the territory of Murcia
(Spain). The fire ignited in a region of Murcia (Spain) on September 07, 2010
19:09. The final burned area is 7Km by 1 Km after 9 h.

In the (Fig. 99.1) we can see the fire emissions air quality impact in case of NO2
and PM2.5. We have run two simulations, first without fire emissions, called OFF
and the second with fire emissions, named ON. The temporal average concentrations
differences show very important impacts up to 270 % for NO2 and 300 % for
PM2.5. In case of NO2 we can see a hot spot and for the PM2.5 the impacts are
distributed over the burned area. This figure shows very complex fire and smoke
emission pattern.

We have presented a real simulation with the system WRF-Fire-Chem with
a coupled of atmosphere-fire model WRF-Fire into the atmospheric chemistry
and transport model WRF-Chem and a new Fuel Moisture Content model. We
showed results from the very first numerical simulations performed of a real case
to demonstrate that the system allows simulation the fire spread, smoke emissions
and dispersion, as well as smoke chemical transformations. The system can provide
also smoke and air quality forecasts allowing for an estimation of comprehensive
effect of prescribed burns. The system can be used to study the complex interactions
between the fire and the atmosphere, including radiative and microphysical effects
of the aerosols ingested into the atmosphere by fire plumes.
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Fig. 99.1 Average concentration differences (%) ON(fire) – OFF (fire) for NO2 (upper) and
PM2.5 (bottom)
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Questions and Answers

Questioner Name: Heinke Schluenzen

Q: Did you change the surface cover class after the fire went over it?
A: The WRF/Fire-chem version we used in this work does not implement that

change on the land use when the grid cell has been burnt. The main limitation to
implement the dynamical update of the soil grid cells is due to the differences
in spatial resolution between the meteorological grid cell and the fire grid cell.
The fire grid cell is ten times higher. We are using 20 me spatial resolution
for the fire simulation (Fire) and the WRF/chem model is applied with 200 m
spatial resolution, so the change in the grid cells should be applied over the
meteorological grid cells. However, there is transfer of information between the
Fire (20 m) fluxes and emissions to the WRF/chem model (200 m) because
these variables allow performing aggregation operations from the fire grid cells
(20 m). We are working on a new version which will change the soil type in the
meteorological model (200 m) based on the proportion (or percentage) of the
burnt meteorological grid cell by the fire model.



Chapter 100
Assimilation of PM Ground Measurements:
Looking for Optimal Settings for the PM
Forecasts

Arjo Segers, Astrid Manders, Renske Timmermans, and Martijn Schaap

Abstract PM10 forecasts for Europe and the Netherlands are part of the
daily LOTOS-EUROS products, next to ozone forecasts. So far, ozone ground
observations and OMI NO2 column observations were assimilated in the forecasting
system, using an Ensemble Kalman filter. Previous studies have shown that
assimilation of daily PM10 ground observations improve the PM forecasts. Ideally,
ozone, NO2, AOD and PM10 can be assimilated within one analysis. If we want
to combine ozone and PM assimilation in one system, assimilation of hourly PM
observations is needed and the model system was extended by assimilation of PM10
and PM2.5 ground observations.

We have investigated optimal settings of the system, taking several aspects
into account. First of all, a complication with regard to ozone and NO2 is
that LOTOS-EUROS underestimates the PM concentration. This was previously
accounted for by a bias correction, but can more elegantly be solved by introducing
a new species of unknown composition which is allowed to vary independently.
Secondly, hourly PM observations can have relatively large errors and are some-
times influenced by very local conditions. Therefore, sensitivity experiments were
done to investigate the sensitivity to and optimal settings for the correlation
length between stations, error constraints on observations, noise factors on the
emissions and correlation timescales. We present the lessons learnt and the current
performance of the system.
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100.1 Introduction

In Manders et al. [1] it was demonstrated that a particulate matter (PM) forecasting
service in the Netherlands based on the LOTOS-EUROS chemistry transport model
(CTM) performed better regarding timing of events than the statistical model
which was used up to then by the user RIVM. As many other CTMs the PM10
concentrations are underestimated by LOTOS-EUROS. Within this study we work
on the optimization of the data assimilation system with the goal to improve the
particulate matter forecasts to satisfy the information needs in the Netherlands. In
previous studies it has been shown that data assimilation of daily PM observations in
the LOTOS-EUROS model does improve the analysed PM fields when comparing
to an independent set of ground-based observations. The data assimilation of PM has
however not yet been included in the operational forecasts for the Netherlands and
Europe where currently only data assimilation of ground based ozone observations
is performed. Ideally within the operational forecast system the PM observations
are simultaneously assimilated with the ozone observations within one analysis. For
this we will ideally need the assimilation of hourly instead of daily observations
of PM10. The assimilation of hourly PM observations from ground stations has
proven to be complicated. First tests did not show a large improvement. Possible
reasons could be the large variability within the PM observations, an overestimation
of the observation errors or an underestimation of the model errors. Within this study
we investigate the optimal settings of the data assimilation system to improve the
assimilation of the hourly PM observations and we introduce a new approach by
replacing the previously used bias correction with an unknown PM source in the
model. We will present the results from a number of sensitivity experiments and the
new approach within the next section.

100.2 Results

Several tests were performed and the model assimilation settings (representation
error of observations, correlation length, temporal correlation scale, noise on
model emissions) have been re-evaluated. Especially the representation error of the
observations proved to be a leading factor in the performance of the assimilation
(see Fig. 100.1). To overcome the large temporal variability on the hourly PM
observations, tests with assimilating a 6 h running mean were also performed.

Although all the above mentioned tests did improve the PM forecasts to a certain
extent, it did not lead to the desired level of performance, unless unrealistic settings
were chosen (such as decreasing the representation error to 5 %). For this reason a
new approach was chosen. In the new approach the bias correction applied to the
modeled PM concentrations is replaced by an unspecified PM (UPM) source which
can be adjusted through the assimilation of the PM observations. We have applied
the new approach for the period of January 2010 where large PM concentrations
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Fig. 100.1 PM10 time series at the German station Spreewald near Berlin for 1–31 May 2010
from base run (black), assimilation run (grey) and observations (dots). Upper plot using standard
settings (representation error 20 %), lower plot with using representation error of 5 %

Fig. 100.2 PM10 time series at the German station Grunewald for 1–31 January 2010 from base
run (black), assimilation run (grey) and observations (dots)

were measured over central Europe but not simulated by our model. There is an
indication that the high concentrations were due to stagnation in combination with
a very low boundary layer.

The new approach leads to simulated PM10 concentrations that are in very close
agreement with the observations (see Fig. 100.2).

The question is whether these improved analysed fields do improve our 3 day
forecasts of PM10 as this is the aim of this study. For this reason a strategy was
implemented to inherit model parameters obtained through the assimilation into the
forecast. In this strategy the daily mean values of the UPM source for the day before
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Fig. 100.3 RMSE between simulated and observed PM10 concentrations from the LOTOS-
EUROS model (before (black (top line)), after assimilation (dark grey line (lowest line)) and for
the forecasts with (solid line with three shades of grey) and without the inheritance (dashed line)

are progressed into the 3-day forecasts. The results show a strong improvement
in the exceedance forecasts even for forecast day 3. Without the inheritance, the
forecast performance quickly deteriorates when going to 1, 2 and 3 day forecasts
(see Fig. 100.3).

100.3 Conclusion

We have implemented a new approach for the data assimilation of hourly PM
observations into the LOTOS-EUROS model which substantially improves the
analysed and forecasted PM10 fields. By including an unspecified PM source which
can be adapted through the assimilation of the ground based PM observations, the
model results show a much better agreement with the ground based observations.
The approach still needs to be tested over longer time periods and larger areas. We
would like to note that the approach is quite brute with the sole aim to improve
our forecasts without being restricted by current knowledge on emissions, e.g. the
unspecified PM source is allowed to have emissions in regions where in reality
there might not be any sources. Investigation of the resulting unspecified PM source
strengths after assimilation could however provide us hints on missing sources or
erroneous source strengths.
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Chapter 101
Spatial and Temporal Extension of a Novel
Hybrid Source Apportionment Model

Cesunica Ivey, Heather Holmes, Yongtao Hu, James A. Mulholland,
and Armistead G. Russell

Abstract Exposure assessment and development of control strategies are limited
by the air pollutants measured and the spatial and temporal resolution of the
observations. Air quality modeling can provide more comprehensive estimates
of the temporal and spatial variation of pollutant concentrations, however with
significant uncertainties. Source apportionment, which can be conducted as part
of the air quality modeling, provides estimates of the impacts of sources on
the mixtures of pollutants and contains surrogate estimates for pollutants that
are not measured. This study details results using a novel spatiotemporal hybrid
source apportionment method employed with interpolation techniques to quantify
the impact of 33 PM2.5 source categories. The hybrid model, which aims to
reduce estimating uncertainties, adjusts original source impact estimates from a
chemical transport model at monitoring sites to closely reflect observed ambient
concentrations of measured PM2.5 species. Daily source impacts are calculated
for the contiguous U.S. Two interpolation methods are used to generate the data
needed for spatiotemporal hybrid source apportionment. Hybrid adjustment factors
are spatially interpolated using kriging, and daily observations are calculated
by temporally interpolating available monitoring data. Methods are evaluated by
comparing daily simulated concentrations—generated by reconstruction of source
impact results—to observed species concentrations from monitors independent of
model development. Results also elucidate U.S. regions with relatively higher
impacts from specific sources. Monitoring data in this study originated from the
Chemical Speciation Network (CSN), EPA-funded supersites, and the Southeastern
Aerosol Research Characterization (SEARCH) Network. Results are to be used in
health impact assessments.
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101.1 Introduction

Two types of models are commonly used for source apportionment (e.g. determining
impacts of sources on ambient concentrations): receptor models (RM) and chemical
transport models (CTM). RMs are statistical models that use observed concentra-
tions and source profiles to determine source impacts. CTMs are source-oriented
models that determine impacts by simulating the formation, fate, and transport of
pollutants in the atmosphere. Inherent in both approaches are uncertainties and
limitations. RMs do not incorporate complex physical and chemical processes into
results and are limited by the number of sources that can be resolved. CTMs do
not make use of observations and have uncertainties associated with model inputs
and modeled processes. This work builds from a previous study on integrating both
methods to strengthen source apportionment estimates. This hybrid approach adjusts
CTM source impacts to better reflect observations using constrained nonlinear-
optimization with effective variance weighting [1]. This work details the application
of the hybrid approach along with spatial and temporal interpolation methods to pro-
vide daily spatial hybrid source impacts for CONUS for the month of January 2004
(first and last 3 days omitted). The results are beneficial to trans-disciplinary studies
that require spatially and temporally dense air quality data (e.g. epidemiological
studies that correlate pollutant concentrations and health outcomes) [2, 3].

101.2 Methods

Generating daily, hybrid-kriging source impact spatial fields involves five steps:
(1) calculating initial source impact estimates at 36-km resolution for CONUS using
CMAQ-DDM3D, (2) generating daily sets of speciated data at monitoring sites
over CONUS by temporally interpolating measured concentrations, (3) applying
the hybrid source apportionment model for each monitor on each day, (4) spatially
interpolating daily sets of hybrid adjustment factors, and (5) finally adjusting
original spatial fields of source impacts by applying spatial fields of adjustment
factors. Details for each step are discussed below.

The CMAQ-DDM3D model [4] was used to determine source impacts for 41
PM2.5 species including total mass at a 36-km resolution. The model apportioned
mass to 33 unique source categories, including on- and off-road gasoline and
diesel sources, seven biomass burning sources, sea salt, and sources impacted
by secondary processes (e.g. biogenic and livestock sources). The hybrid model
requires observation data for the monitor and day being analyzed. Observation data
from the Chemical Speciation Network (CSN) were used for hybrid-model devel-
opment. However, CSN data are limited temporally, reporting every 3 or 6 days,
hence temporal interpolation is required to generate daily data. Only monitors with
speciated data as well as daily Federal Reference Method (FRM) measurements for
total mass were used for the temporal interpolation, totaling 55 monitors. Note that
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concentrations on non-interpolated days were used from all available monitors for
hybrid analysis, regardless of daily FRM availability. Observation uncertainties
associated with each species concentration are also interpolated using a propagation
of error approach. The hybrid method is then applied using interpolated observations
for all monitors and for each day in Jan 2004, generating 33 adjustment factors (R’s)
for each monitor and for each day (Eq. 101.1).
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In Eq. 101.1, ci
obs and ci

sim are observed and CMAQ-simulated species (i)
concentrations, respectively, SAi,j

base are original CMAQ estimates of source j’s
impact one species i’s concentration, R is the adjustment factor for each source (j),
and ¢ are uncertainties in measurements (¢obs), CMAQ-simulated concentrations
(¢SP), and emissions estimates (¢ ln(rj)). Equation 101.1 is optimized to find the
R’s that minimize differences in observed concentration and simulated source
impacts. Each daily set of R’s are spatially interpolated to generate spatial fields
of adjustment factors at 36-km resolution. The spatial fields of adjustment factors
are then applied to the original CMAQ source impact fields (grid-cell by grid-cell
multiplication) to produce hybrid-kriging spatial fields for Jan 2004. Additional
data from the Jefferson Street monitor (Atlanta, GA) of the Southeastern Aerosol
Research and Characterization (SEARCH) Network were used to evaluate the
hybrid spatiotemporal results [5].

101.3 Results

Daily hybrid-kriging spatial fields of source impacts were generated for 33 sources
for the month of January 2004 (Fig. 101.1). Source impact fields with significant
adjustments include biomass burning (agricultural burning, lawn waste burning,
open fires, prescribed burning, wildfires, wood fuel burning, and woodstoves) and
dust impact fields. On average for Jan. 2004, for CMAQ-simulated biomass burning
spatial fields were reduced by a factor of 2.7. CMAQ-simulated dust spatial fields
were reduced by a factor of 5.0. Source impact fields saw fewer changes for
stationary diesel sources, non-road sources, and sea salt.

Hybrid-kriging was evaluated with an independent data set by comparing
reconstructed concentrations to observations at the Jefferson Street monitor in
Atlanta, GA, which reported daily speciated data for January 2004 (Fig. 101.2).
The reconstructed, hybrid concentrations show a similar trend as the observations
for total PM2.5. Initially over-simulated by CMAQ, potassium, silicon, and calcium
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Fig. 101.1 Hybrid adjustment of 36-km CMAQ woodstove PM2.5source impacts on Jan 4,
2004. (a) Original CMAQ simulations. (b) Spatial field of kriged hybrid adjustment factors
(Rwoodstove). (c) Hybrid-kriging source impacts

Fig. 101.2 Comparison of observed, CMAQ, and hybrid-kriging concentrations at the Jefferson
Street monitor in Atlanta, GA. (a) Total PM2.5, (b) potassium (K), (c) silicon (Si), and
(d) calcium (Ca)

concentrations were reduced by hybrid adjustment and became more aligned with
observations. Potassium is a tracer for biomass burning, and silicon and calcium
are tracers for dust. Reducing the impact of these sources greatly improved CMAQ
simulations of the tracer species. The monthly average for potassium was reduced
from 0.57 to 0.16 �g/m3, which is closer to the average observation of 0.06 �g/m3.
The monthly average for silicon was reduced from 0.60 to 0.10 �g/m3 (average
observation 0.04 �g/m3). The monthly average for calcium was reduced from
0.21 to 0.07 �g/m3 (average observation 0.02 �g/m3). Traditionally, biomass
burning and dust emissions estimates have a high uncertainty [6, 7]. The hybrid
source apportionment method takes into account emissions uncertainties, as well
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as observations, to improve source impact estimates. The spatial and temporal
extensions of the hybrid-kriging method provide improved daily, spatially dense
source impacts for used in health studies.
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Chapter 102
Application of Data Assimilation to the UK
Air Quality Forecast

Andrea Fraser, John Abbott, and Rebecca Rose

Abstract An operational air quality forecasting model based on the Weather
Research and Forecasting (WRF) model and the Community Multiscalar Air
Quality (CMAQ) model is used to produce a three day forecast for O3, NO2, SO2,
PM10 and PM2.5 and weather in the UK. In 2012 PM2.5 was added to the UK air
quality forecast. When compared to observations the forecast tends to underestimate
the PM2.5 concentration. This study reviews the potential to improve the forecast
by assimilation of measurement data for O3, NO2 and particulate matter from the
UK’s Automated Urban and Rural Monitoring Network (AURN) into the CMAQ
daily forecast using a bias correction factors estimated by means of the Kalman
filter (KF) approach.

Moderate particulate pollution events in mid-February and a high PM2.5 pollution
event between 5th and 8th March 2013 provided a good test case for evaluating
the basic Kalman filter (KF) methodology. This improved the forecasts of daily
mean and daily maximum 1-h concentrations of particulate matter PM2.5 and ozone.
It effectively eliminates the mean bias between the predictions and the measured
concentrations and in most cases reduces the standard deviation of the bias. Using
the basic algorithm on the more demanding task of predicting hourly average
concentrations reduces the mean bias between the predictions and the measurement,
but in many cases in this study it increased the scatter. More tuning to the Kalman
gain factor is required before the hourly correction is recommended for application
to UK forecasts.
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102.1 Introduction

An operational air quality forecasting model based on the Advanced Re-search –
Weather Research and Forecasting (WRF) model and the Community Multiscalar
Air Quality (CMAQ) model is used to produce a 3 day forecast for O3, NO2,
SO2, PM10 and PM2.5 and weather in the UK. These along with data from
a number of different sources are used by Ricardo-AEA to produce the UK
operational Air Quality forecast for the UK Department for Environment, Food
and Rural Affairs (Defra) and the Devolved Authorities (DA). Data assimilation
can be used to improve forecast performance. Four-dimensional variational data
assimilation (4DVAR) and Ensemble Kalman Filtering (EnKF) are potentially very
powerful techniques; they are also highly computation-intensive, requiring either the
implementation of a model adjoint, or the simultaneous integration of several tens
of model ensemble members. In recent years, simpler bias adjustment techniques
have emerged, in which the bias correction factors are estimated by means of the
Kalman filter (KF) approach. These techniques are applied in post-processing (i.e.,
off-line) mode rather than as a part of the initialization of the deterministic forecast,
and they are characterized by a very low computational cost.

In 2012 particulate matter of less than 2.5 �m in diameter (PM2.5) was added
to the UK air quality forecast. When compared to observations the WRF-CMAQ
forecast tends to underestimate the PM2.5 concentration. This makes it difficult to
predict pollution events. Moderate particulate pollution events in mid-February and
a high PM2.5 pollution event between 5th and 8th March 2013 provided a good test
case for evaluating the basic Kalman filter (KF) methodology.

102.2 Method

This study look at the potential to improve the UK forecast by assimilation
of measurement data for O3, NO2 and particulate matter from the UK’s Auto-
mated Urban and Rural Monitoring Network (AURN) into the WRF-CMAQ daily
forecast.

Basic Kalman filter bias adjustment was applied to measured and modelled
ozone, PM2.5, PM10 and NO2 concentrations. It was applied separately and individ-
ually at monitoring sites throughout the UK. For each monitoring site, the hourly or
daily mean and max concentrations were calculated. The observed bias, y, was then
calculated as the difference between the modelled and measured concentrations.

The basic Kalman filter (Eq. 102.1) calculates an estimate of the underlying
bias, xk for day k from the measured and modelled concentrations where kg is an
“optimum” gain factor in the range 0–1.

xk D xk�1 C kgk .yk�1 � xk�1/ (102.1)
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The code used by the US EPA and implemented into its ozone and particulate
matter forecasts [1] was adapted for the UK to make the code compatible with UK
observation data and with our data handling systems, which are based on the R
statistical package.

102.3 Main Findings

When testing the FK methods described by [1] with hourly data for 2012 it was
observed that use of a Kalman filter reduced bias in the forecast data. However, in
the majority of cases, it does this at the expense of increased scatter (i.e. increases
likelihood of disagreement) between the bias corrected forecast data and the
observed pollutant concentrations. Table 102.1 shows the effect of using the KF and
logKF at three sample monitoring sites in 2012, on hourly data at three monitoring
sites for O3, PM10 and NO2.

The PM2.5 air quality index (AQI) is based on a 24 h average rather than an
hourly average and so the Kalman filter method was investigated with daily average
and daily maximum concentrations. Table 102.2 shows that the basic Kalman filter

Table 102.1 The mean bias and standard deviation (Std. Dev.) of the residual between the
predicted and measured concentrations of O3, PM10 and NO2 for 2012 are provided before and
after adjustment by the Kalman filter

Site Species
No Kalman
filter, �g m�3

With Kalman
filter, �g m�3

With Log
Kalman filter,
�g m�3

Harwell (Rural) O3 Mean bias 1.88 0.09 0.12
Std. dev. 14.73 15.13 15.51

PM10 Mean bias 5.15 0.08 �2.79
Std. dev. 8.60 9.03 13.37

NO2 Mean bias �11.85 �4.30 1.33
Std. dev. 11.98 10.87 9.58

North Kensington
(Urban
background)

O3 Mean bias �7.29 �0.94 �3.30
Std. dev. 16.81 16.55 31.02

PM10 Mean bias 8.04 0.51 �0.94
Std. dev. 10.99 11.60 16.55

NO2 Mean bias 2.91 0.08 �0.09
Std. dev. 15.94 15.98 17.19

Aberdeen (Urban) O3 Mean bias �14.08 �0.18 4.25
Std. dev. 17.37 18.04 19.34

PM10 Mean bias 4.87 0.16 0.18
Std. dev. 8.00 9.01 8.41

NO2 Mean bias 6.40 0.17 1.39
Std. dev. 14.29 14.55 15.30
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Table 102.2 The mean bias and standard deviation (Std. Dev.) of the residual between the
predicted and measured concentrations of PM2.5 are provided before and after adjustment by
the Kalman filter

Site type Residual statistics
No Kalman
filter, �g m�3

With Kalman
filter, �g m�3

Urban background Daily average Mean bias 8:49 0.01
Std. dev. 6:91 6.35

Daily maximum Mean bias 16:04 0.15
Std. dev. 13:94 8.28

Urban Daily average Mean bias 10:88 0.06
Std. dev. 8:16 7.64

Daily maximum Mean bias 18:37 0.13
Std. dev. 13:12 8.03

Rural Daily average Mean bias 9:27 0.04
Std. dev. 8:19 7.32

Daily maximum Mean bias 16:72 0.05
Std. dev. 14:60 8.73

algorithm substantially improves forecasts of daily mean and daily maximum 1-h
concentrations of particulate matter PM2.5. It effectively eliminates the mean bias
between the predictions and the measured concentrations and in most cases reduces
the standard deviation of the bias.

Using Birmingham Tyburn monitoring site as an example Fig. 102.1 shows
that during this period the unadjusted predictions underestimate the observed
concentrations in PM2.5, but tend to rise and fall with the same time dependence.
Adjustment of the predictions with the Kalman filter improves the agreement
between predictions and observations. During this period the predictions (without
filtering) never forecast outside of the low category during the pollution event while
predictions which have been adjusted by the Kalman filter typically do not under-
predict a maximum by more than one category. This is an improvement compared
to the raw, unfiltered predictions.

Use of the basic Kalman filter algorithm improves forecasts of daily mean
and daily maximum 1-h concentrations of particulate matter PM2.5 and ozone. It
effectively eliminates the mean bias between the predictions and the measured
concentrations and in most cases reduces the standard deviation of the bias. Using
the basic algorithm on the more demanding task of predicting hourly average
concentrations reduces the mean bias between the predictions and the measurement,
but in many cases in this study it increased the scatter. More tuning to the Kalman
gain factor is required before the hourly correction is recommended for application
to UK forecasts.
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Fig. 102.1 Time series plots showing the observed (obs) for the (a) daily average and (b) daily
maximum PM2.5 concentrations at Birmingham Tyburn between 1st February and 31st March
2013 along with the WRF-CMAQ predicted concentrations before (pred) and after (KF) application
of the Kalman Filter
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Chapter 103
Improvements to the Regional Deterministic
Air Quality Analysis System for Ozone
and PM2.5 at the Surface at the Canadian
Meteorological Center

Yulia Zaitseva, Alain Robichaud, Richard Menard, David Anselmo,
Gilles Verner, Lorraine Veillette, Christophe Malek, and Isabelle Provost

Abstract In February 2013, in collaboration with the Air Quality Research
Division, the Canadian Meteorological Centre (CMC) implemented into operations
a new surface analysis for air quality species (ozone and PM2.5). The Regional
Deterministic Air Quality Analysis (RDAQA) generates analyses every hour using
the operational GEM-MACH Regional Air Quality Deterministic Prediction System
(48 h forecasts on a domain with 10-km horizontal grid spacing and 80-vertical
levels) to provide the trial fields. Surface observations are from Canadian regional
data providers and the US EPA/AIRNow Program. An optimal interpolation scheme
adapted to air quality is used to blend model and observations. A verification of the
RDAQA shows major reductions in the error variance and bias of the analysis with
respect to the model forecasts as compared to observations.

103.1 Introduction

The Regional Deterministic Air Quality Analysis System (RDAQA) is a funda-
mental first step towards full-scale chemical data assimilation. The high value of
the objective analysis products has become well known over the past several years
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and regional weather and air quality forecasters have expressed a strong interest in
having full support for these products.

In 2003, a first version of objective analysis for surface pollutants was produced
at the CMC on an experimental basis using the air quality model CHRONOS [1]
together with a scheme of optimal interpolation [2].

The RDAQA is currently running in an “off-line” mode meaning that the
resulting analyses do not serve as input for the model in the subsequent integration.
The future of the RDAQA is to provide the initial fields necessary to establish an
assimilation system for the air quality forecasts. In this note, we will briefly discuss
the methodology, air quality data processing, evaluation statistics and applications
of the RDAQA.

103.2 Methodology and Evaluation

Our Objective analysis (OA) scheme is based on the optimal interpolation (OI)
scheme adapted to air quality. It uses a linear combination of the background field
and observations and optimized by minimizing the error variance using stationary
error statistics. A more complete description of the methodology can be found else-
where [2, 3]. The RDAQA system ingests surface observations of ozone and PM2.5
from the Canadian provincial and municipal air quality monitoring networks, the
Canadian air and precipitation monitoring network and U.S. EPA/AIRNow program
(see Fig. 103.1 as an example of surface ozone observations). The observations are
acquired in real-time and are subsequently passed through a series of quality control
tests including: checks for exceedances of maximum and minimum concentration
values, dubious jump detection and a background check of observed-minus-forecast
values.

The background field is provided by the operational regional air quality forecast
model. The optimal interpolation scheme uses an exponential decaying func-
tion of distance and the statistics are obtained from a modified version of the
Hollingsworth-Lönnberg method [4]. Estimates of error statistics are computed
by using a First Order Autoregressive Model for each hour, pollutant and surface
station for the four seasons and for every hour. A bias corrections are also applied
to the PM2.5 observations to improve performance. Analyses of ozone and PM2.5
are currently generated operationally while analyses of nitrogen dioxide (NO2) are
running in experimental mode.

103.2.1 Air Quality Surface Observation Processing

The operational run task sequencer (MAESTRO) was used to create a modular
suite for the RDAQA as part of the larger ensemble of operational suites currently
running at the CMC. Each module represents a particular process in the RDAQA
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Fig. 103.1 Distribution map of surface ozone observations for September 16 2013 at 14Z

system for supporting and developing the air quality database (in SQLite format)
for the observations and the gridded data files containing the trial fields, analyses
and increments.

The air quality data processing includes different stages of file evolution: rawdata
! dbase ! cutoff ! derisfc ! bgcksfc ! postsfc. A “dbase” 6 h SQLite file
contains two tables (header and data) with real-time reports of air quality surface
data for nine species (O3, NO, NO2, PM2.5, PM10, SO2, H2S, TRS, CO). The data
processing system also includes two cut-off files for each valid hour of the analysis.
Two analyses are generated for every analysis hour (24 h per day). The “early
analysis” is generated approximately 1 h after the analysis hour and exploits close to
98 and 80 % of the Canadian and U.S. observations, respectively. The “late analysis”
is generated approximately 2 h after the analysis hour and it ingests close to 99 and
95 % of the Canadian and U.S. observations, respectively. The “derisfc”, “bgcksfc”,
“postsfc” SQLite files are produce hourly. Various flags, indicating the quality and
validity of the observations, have been added to the database as well as processed
quantities, such as observation minus first-guess values (O-P), observation minus
analyses values (O-A), observation errors, first-guess errors and correlation length.
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Fig. 103.2 Example of daily monitoring covering a 48 h period for PM2.5 over North America

103.2.2 Monitoring and Verification Results

Monitoring procedures include the examination of the O-P (Observation minus
Prediction) and O-A (Observation minus Analysis) statistics for surface pollutants
on a day-to-day basis and in terms of monthly means. Figure 103.2 shows an
example of the daily monitoring of PM2.5 for the RDAQA available in real-time for
the region of North America. The verification scores of mean bias for O-P (black,
lower curve) and O-A (gray, lower curve) and standard deviation for O-P (black,
upper curve) and O-A (gray, upper curve) appear as a function of hour. As well the
number of stations assimilated is plotted in the bottom panel.

Two types of verification scores have been computed: internal and external. The
internal verification means that the analysis is created using all the observations,
whereas, in the case of external verification (or cross-validation) independent data
that is not seen by the analysis is used to verify the final product. The results indicate
that the analysis provides a substantial reduction in standard deviation as well as
reducing the bias to near zero for all analysis hours. A separate categorical score
called the frequency correct within a factor of 2 (FC2) shows that the analysis is
more reliable than the model output for all hours of the day. Figure 103.3 shows
an example of the final product from the RDAQA system for ozone. The product
contains four images: model trial field (upper left), objective analysis (upper right),
analysis increments (or correction to the model; lower left) and observations (lower
right) used in the analysis.
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Fig. 103.3 Example of the final product from the RDAQA system for ozone

103.3 Conclusions and Future Work

The RDAQA is a novel product that fills a gap as far as surface pollutant analyses
are concerned. The information about and access to the final products are available
on an internal Environment Canada website which is used daily by operational air
quality forecasters. The daily and monthly monitoring products, as well as cross-
validation tests show that with an improved version of the air quality forecast model
and upgraded error statistics both show that the error variance is reduced in a very
significant way and the O-A bias is practically reduced to zero in the analyses,
whereas the forecast bias (O-P) could be important. The future development of this
project includes using the analysis to initialize the GEM-MACH model, as well as
adding other species to the RDAQA system.
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Chapter 104
Current and Future Developments in Numerical
Air Quality Forecasting in Canada

S. Ménard, S. Gravel, M.D. Moran, H. Landry, A. Kallaur, R. Pavlovic,
P.A. Makar, C. Stroud, W. Gong, J. Chen, D. Anselmo, and S. Cousineau

Abstract Environment Canada produces twice-daily, 48-h operational air quality
(AQ) forecasts for a domain covering North America. At the core of the forecast
system is the GEM-MACH model, an on-line coupled meteorology and chemistry
model that includes a representation of gas-phase, aqueous-phase, and hetero-
geneous chemistry and a number of particulate matter (PM) processes. In this
paper, a brief description of the recent changes to the Canadian National AQ
Forecasting System is given, followed by a discussion of future development plans.
The objective for the next version of the system is to deliver improved AQ forecasts
by improving initial and boundary conditions and representations of emissions and
processes.

104.1 Recent Changes to the Canadian National
AQ Forecasting System

Since 2009 the Environment Canada (EC) operational air quality forecast model
GEM-MACH has been run twice daily at the Canadian Meteorological Centre
to produce 48-h forecasts for a domain covering North America (Fig. 104.1).
GEM-MACH is an on-line limited-area chemical transport model embedded in
GEM, EC’s multi-scale operational numerical weather model [1–3]. GEM-MACH’s
forecasts of ground-level ozone (O3), particulate matter (PM2.5 fraction), and
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Fig. 104.1 GEM-MACH modelling domain with the mean hourly predicted ground-level ozone
field (ppbv) for the period from July 9 to August 14, 2012

nitrogen dioxide (NO2) are disseminated to the Canadian public through an
Air Quality Health Index (AQHI) (Eq. 104.1) developed by Health Canada and
numerous partners [4]:

AQHI D .10=10:4/� 100 � ��exp
�
0:000871 � NO2

� � 1
�

C �
exp

�
0:000537 � O3

� � 1
�C �

exp
�
0:000487 � PM2:5

� � 1
��

(104.1)

Improvements in the ability to forecast any of the three components of the AQHI
benefit Canadians.

On October 3, 2012 an improved version of GEM-MACH became operational
[5]. This version included a reduction of the horizontal grid spacing from 15 to
10 km (while leaving the horizontal extent of the domain virtually unchanged)
and an increase in the number of vertical levels from 58 to 80. The latter change
improves forecast accuracy and numerical robustness near the model lid (0.1 hPa).
The initial and boundary conditions for the meteorology were also improved. The
hourly boundary conditions for the system are now provided by the recently imple-
mented operational regional 10-km configuration of GEM, which replaced a 15-km
configuration, and the initial conditions for the meteorology are from a 4D-VAR
instead of a 3D-VAR analysis cycle. As in previous versions of GEM-MACH,
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average vertical profiles based on measurements are used for chemical boundary
conditions. In particular, the seasonal averaged ozone profiles for North America
were derived from a global ozone climatology [6]. The anthropogenic emissions
are unchanged but have been interpolated conservatively from 15 to 10 km. The
emissions input files are based on the 2006 Canadian national emissions inventory,
a 2012 projected U.S. national emissions inventory, and the 1999 Mexican emissions
inventory. A statistical evaluation of the new 10-km version of GEM-MACH showed
that it outperformed the previous 15-km version for O3, PM2.5 and NO2 forecasts
during winter and summer 2011 and 2012 [7].

104.2 Future Development Plans for the Canadian National
AQ Forecasting System

In the past year, several of the numerical weather prediction systems of EC have
migrated to a new version of the GEM model. This version includes a new staggered
vertical discretization [8], and supports a new kind of overset grid, named the
Yin-Yang grid, for spherical geometry ([9]; see Fig. 104.2). Development of the next
operational air quality forecast model platform centers on the adoption of this new
version of GEM. In addition to the improved dynamics provided by the new GEM,
the next version of GEM-MACH will make use of the ability of the new GEM
to pilot a limited-area model at the lid as well as at the lateral boundaries. Using
this feature, the GEM-MACH lid will be lowered from its current level of 0.1 hPa
to approximately 35 hPa. This is particularly desirable since GEM-MACH does not
yet include stratospheric chemistry. It will also provide the added benefit of reducing
computing time.

Fig. 104.2 Yin-Yang double
rotated latitude-longitude grid
system over the globe



632 S. Ménard et al.

Planned development also includes revising the chemical climatology used to
provide lateral boundary conditions. Experiments are in progress to examine the
impact of replacing the current climatology by seasonally-averaged states obtained
from a 1-year simulation of a global configuration of GEM-MACH. Work is also
underway to improve the emissions data set used by GEM-MACH. The current 2006
Canadian national emissions inventory should be replaced by the 2010 emissions
inventory, and new or improved spatial surrogates and temporal profiles are being
developed for emissions allocation across the continent. Another improvement
concerns wildfire emissions. Currently, wildfire emissions are not taken into account
in the operational GEM-MACH model. This can lead to severe under-predictions
of PM2.5 when such events occur. An experimental version of GEM-MACH that
includes wildfires was run for the 2012 fire season [10], and will be further tested
in 2013. This experimental project, which is being done in collaboration with
the Canadian Forest Service and the U.S. Forest Service/STI Inc., has shown the
importance of these emissions and also the need to improve the algorithm used to
estimate their plume rise.

In response to users’ requests, extending the forecast period beyond 48 h
will also be considered. To achieve this goal, GEM-MACH will need to use
meteorological initial and boundary conditions from the EC medium-range global
weather forecasting system rather than the short-range regional weather forecasting
system. This change may also require increasing the horizontal coverage of the
GEM-MACH domain.

A series of steps is also being examined to improve the chemical initial con-
ditions used by GEM-MACH. Currently, for chemical constituents GEM-MACH
is in perpetual forecast mode, where the 12-h chemical forecast from a previous
integration is used to initialize the next forecast. In the short term, use of the
current operational surface objective analyses (OA) for O3, PM2.5, and (soon) NO2

produced at 00 and 12 UTC to initialize the model will be examined. The OA uses
an optimal interpolation technique to blend near-real-time surface measurements
from Canadian and U.S. AQ networks with the trial field provided by GEM-MACH
[5]. The long-term objective, though, is to have a regional variational assimilation
system in place by 2017.

104.3 Summary

The Canadian National AQ Forecasting System is continuing to evolve and improve.
Two new operational versions were implemented at the Canadian Meteorological
Centre in October 2012 and February 2013, and work is underway on the next
version as well as on some longer-term developments. Improvements have been
made or are being made to a number of model aspects, including horizontal and
vertical grid discretization, meteorological and chemical initialization, chemical
lateral and upper boundary conditions, model process representations, emissions
inventories and emissions processing, and real-time wildfire emissions.
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