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## Preface

Light scattering and radiative transfer is central to a number of diverse scientific disciplines ranging from atmospheric to medical optics. This volume is composed of two parts. In the first part, current problems and methods used in modern studies of single light scattering are considered. The chapter by Barkey et al. is aimed at experimental studies of single light scattering by ice crystals. The work is of great importance for ice cloud remote sensing and also for climate studies because it enhances our knowledge of the single scattering patterns of ice crystals. There are a lot of theoretical results in the area of light scattering by nonspherical particles, but ice clouds also contain irregularly shaped particles and the characterization of corresponding shape and size distributions for realistic cloud scenarios is not a trivial one. Light scattering by small nonspherical particles as studied in the framework of discrete dipole approximation (DDA) is considered by Zubko. Unfortunately, the technique cannot be used for scatterers much larger than the wavelength of light, such as those occurring in ice and dust clouds. On the other hand, the technique is very powerful with respect to modeling of particles of complex shapes, chains, and aggregates. The papers of Sun et al. and Cole et al. address recent advances in the finite-difference time-domain (FDTD) methods. Sun et al. reviews the FDTD technique for modeling of light scattering by arbitrarily shaped dielectric particles and surfaces. The emphasis is on the fundamentals of the FDTD algorithms for particle and surface scattering calculations and the uniaxial perfectly matched layer and the novel scattered-field uniaxial perfectly matched layer absorbing boundary conditions for truncation of the FDTD grid. Both DDA and FDTD are based on the direct solution of Maxwell equations without reference to the wave equation, which is usually used in the treatment of light scattering by some simple shapes such as spheres and spheroids. These approaches are capable of considering the particles of arbitrary shapes. However, the computation speed is low and particles much larger than the wavelength cannot be considered. The chapter of Cole et al. introduces some recent developments of the finite-difference time-domain method and some new applications. Using what is called a nonstandard finite-difference model, the accuracy of the FDTD algorithm can be greatly enhanced without using higher-order finite difference approximations on a coarse numerical grid. This algorithm was checked by computing whispering gallery modes in the Mie regime for infinite dielectric cylinders. To compute light propagation in dispersive materials the FDTD algorithm must be modified. The recursive convolution algorithm is one such modification, but it is computationally intensive and sometimes unstable. The authors introduce stability criteria, and show how to improve the accuracy while decreasing computational cost.

The second part of the book is aimed at the application of radiative transfer theory and respective optical measurements for the characterization of various turbid media. Stamnes et al. considers radiative transfer in coupled systems such as, e.g., the ocean-atmosphere interface. Airborne spectral measurements of shortwave radiation are reviewed by Schmidt and Pilewskie. It is demonstrated how spectral information can be used for cloud and aerosol remote sensing. The final chapter of the book, prepared by Kokhanovsky and Rozanov, is aimed at the determination of snow grain sizes using satellite observations. The asymptotic radiative transfer theory is used for the satellite snow grain sizing. Nowadays, this technique has become standard for the solution of inverse problems of snow optics.

The editor thanks F. Herweg, C. Horwood, and M. Shardlow for the help in production of this volume, and J. Sterritt and C. Witschel for inclusion of Light Scattering Reviews in the general collection of e-books produced by Springer.

This book is dedicated to D. Tanre, a pioneer in the area of aerosol remote sensing from space, on the occasion of his 60 th birthday.

Bremen, Germany
Alexander A. Kokhanovsky
January, 2011

## Single Light Scattering

# 1 Polar nephelometers for light scattering by ice crystals and aerosols: design and measurements 

Brian Barkey, Suzanne Paulson and Kuo-Nan Liou

### 1.1 Introduction

The angular distribution of light scattered from a particle is dependent on its size, shape, composition and on the wavelength and polarization state of the incident light. This information is of tremendous interest to many researchers due to implications in the fields of remote sensing, climatic effects of radiative transfer, and in industrial and scientific laboratories in applications such as aerosol monitoring (Hansen and Lacis 1990; Liou et al. 1999; Mishchenko et al. 1995). The measured angular scattering patterns can lend insights into the chemical and physical properties of the particles (i.e., Pluchino 1987; Swanson et al. 1999; Shaw 1979). The interest in these data is shown by the over 25 polar nephelometers (PN) described in this chapter, that have been built since the 1960 s to experimentally examine the angular scattering properties of various small particles. The goals of these measurements are either to verify the increasingly complex theoretical methods of calculating the scattering properties of non-spherical particles, or to use the angular intensities to infer optical, physical or chemical properties of the particles.

The scattering angle $(\theta)$ is referenced from the direction of the incident light as shown in Fig. 1.1 with $\theta=0^{\circ}$ coincident with the incident light vector and $\theta=180^{\circ}$ is the direction towards the light source. The azimuthal angle $(\phi)$ is defined from an arbitrary axis oriented in the plane perpendicular to the incident light direction and ranges from $0^{\circ}$ to $360^{\circ}$. The angular distribution of light intensities from a randomly oriented particle is generally a function of both $\theta$ and $\phi$.

Theoretically, there are many ways in which to calculate the light scattering properties of particles, or phase functions, including homogeneous spheres (Mie 1908), coated spheres (Aden and Kerker 1951), and other non-spherical shapes (Mishchenko 1991; Takano and Liou 1989; Yang and Liou 1996). Although these models have a strong theoretical basis and are able to capture the scattering properties of very complex morphologies, experimental measurements are necessary because the physical, chemical and optical properties of the scattering particles are largely unknown. For instance, measured and inferred refractive indices for several types of black carbon based aerosols range from 1.1 to 2.75 in the real part and from 0.01 to 1.46 in the imaginary part (Bond et al. 2006; Fuller et al. 1999; Horvath 1993; Seinfeld and Pandis 1998), although the refractive index of pure carbon


Fig. 1.1. The scattering angle $(\theta)$ is referenced from the direction of the incident light. The particle is located at the intersection of the axis. In this figure $\theta=\pi / 2$. The azimuthal angle $(\phi)$ is defined from an arbitrarily defined axis, but is usually referenced to the polarization plane of the incident light if it is linearly polarized.
(2.67-i1.34) (Borghesi and Guizzetti 1991) is well known. These unknowns can have significant effects on the radiative properties of aerosols. For example, the asymmetry parameter, which is the cosine-weighted integral of the light scattered from a particle, is a key parameter in radiative transfer models. The asymmetry parameter varies by a factor of at least 10 as the number of agglomerated spherules changes from 1 to 200 (Liu and Mishchenko 2005). Cirrus clouds are composed of ice particles with highly complex shapes that vary significantly in space and time which affects their single scattering and bulk radiative properties. The theoretically determined asymmetry parameter can vary from 0.77 to 0.84 at a wavelength of $0.55 \mu \mathrm{~m}$ for simple hexagonal ice particle morphologies and distributions seen in nature (Takano and Liou 1989). However measured values of the asymmetry parameter for low-latitude cirrus clouds range from 0.74 to 0.77 (Garrett et al. 2003). An increase in $g$ of 0.06 was shown to cause a decrease in radiative forcing by at least $12 \%$ for non-absorbing particles (Marshall et al. 1995). Accurate and reliable morphologically based scattering information for these particles is necessary as cirrus clouds contribute significantly to the earth's radiative balance (Liou 1986).

In concept, polar nephelometers are simple instruments. A particle is illuminated with a highly collimated beam of light, most often from a laser, and a detector (or detectors) measure the light intensities at the desired angles. But, complexities arise in the detection geometry, sample presentation and in the analysis of the measurements. This chapter presents a review of some of the designs of polar nephelometers, and presents a short summary of the measurements made, including our previous ice particle and aerosol studies. Finally, we describe the current dual polarization polar nephelometer (UCLA PN) developed at UCLA, non-absorbing and absorbing aerosol particle scattering measurements, and a detailed analysis of the refractive index retrieval accuracy.

### 1.2 Measuring the intensity of scattered light

Measuring the angular dependence of light scattered by a particle is done by placing a detector at the proper angular location with respect to the incident light and determining the intensity of the light that falls onto the detector's sensing area. In practice, however, there are many complications to the experimental setup, i.e.: How many particles are scattering light? What volume do the particles occupy? What is the orientation of the particles? Detectors have finite sensing areas, how wide is it? And so on. In this section, a few of these questions are addressed; however, it should be realized that due to the many possible instrument designs, a complete analysis of all polar nephelometer design considerations cannot be included.

### 1.2.1 Geometry

The direction of light scattered from a particle is defined by the scattering (or polar) angle ( $\theta$ ) and the azimuthal angle $(\phi)$ as shown in Fig. 1.1. The azimuthal reference angle or $\phi=0^{\circ}$ is arbitrarily defined, however, if the incident light has a preferred polarization orientation, this direction often defines the $\phi=0^{\circ}$ direction. $\theta$ and $\phi$ thus defined represent all the directions in the space about the particle. It is impossible to measure the scattering at $0^{\circ}$ and $180^{\circ}$ as the light scattered at $\theta=0^{\circ}$ cannot be separated from the incident light, and any detector positioned at the reverse angle of $\theta=180^{\circ}$ would obscure the incident beam. The instruments reviewed in this paper measure the light scattered from particles with relevance to atmospheric radiative transfer, such as aerosols, cloud water drops and cirrus cloud particles. These particles usually have maximum dimensions smaller than 1 to $100 \mu \mathrm{~m}$ and thus are usually randomly oriented when suspended in air. Perrin (1942) used symmetry relationships to show that there is no azimuthal dependence to the light scattering from a small volume of randomly oriented particles when the incident light is not polarized. There are situations in which these symmetry relations do not hold, such as for larger ice particles which have preferred orientations when falling (Klett 1995).

Detectors have a finite field of view defined in Fig. 1.1 as the area inside the box with width $\Delta \theta$ and $\Delta \phi$. Here, the detector's field of view is rectangular, but detection apertures can be circular, slits or other shapes. Unless the scattering is from a single particle, light is scattered from a volume containing several particles which is defined by the either the field of view of the detector (which is often defined by collection optics on the detector) and/or the volume of particles illuminated by the incident light (i.e., a stream of particles that intersect the laser beam). In general, for linearly polarized incident light, the measured scattered intensity, $I\left(\theta_{i}\right)$, is

$$
\begin{equation*}
I\left(\theta_{i}\right)=\frac{\lambda^{2}}{4 \pi^{2}} \int_{\theta_{1}}^{\theta_{2}} \int_{\phi_{1}}^{\phi_{2}}\left(I_{1}(\theta, \phi)+I_{2}(\theta, \phi)\right) k(\theta, \phi) \sin \theta d \theta d \phi \tag{1}
\end{equation*}
$$

where $\lambda$ is the wavelength of the incident light, $k(\theta, \phi)$, defines the detector response to light scattered into the angle $\theta$ and $\phi$, and is a function of the sensing geometry, the scattering volume and the detector response properties. $I_{1}(\theta, \phi)$ and $I_{2}(\theta, \phi)$ are the light intensities scattered parallel and perpendicular to the reference plane
and are dependent on the polarization direction of the incident light, the refractive index $(m)$ of the scattering particles and the number, shape and size of particles in the scattering volume. For randomly oriented or symmetric particles with nonpolarized incident light, the azimuthal dependence can be ignored (Van de Hulst 1957; Perrin 1942). For detectors with a narrow angular field of view, detector surface response characteristics introduce very small errors (Jones et al. 1994).

Determining the response characteristics of a polar nephelometer depends on the geometry of each design and usually requires three-dimensional numerical integration across the various scattering and sensing angles. An example is shown in Fig. 1.2(a) which is a top view of the UCLA polar nephelometer showing the sensing geometry of two detector positions. Variables are described in Table 1.1.

Table 1.1. Parameters/descriptions for selected figures.

| Figure | Variable | Definition |
| :---: | :---: | :---: |
| 2(a) | $D_{L},-D_{L}$ | Extent of particle volume which is defined by the sample guide tubes. |
|  | $a_{l}$ | Position of a particle on the line defined by the laser beam. |
|  | $R_{d}$ | Distance from the center of the scattering plane to the detector. |
|  | $r_{d}$ | Detector radius |
|  | $\theta_{i}$ | Angular position of the detector at channel $i$. |
|  | $\theta$ | Scattering angle of the photon that origines from the particle at position $a_{l}$ and that lands on the detector at a position $a_{d}$. |
| Figure | Variable | Description |
| 4(a) | - | Experiment: Irregular ice particles, $T=-41^{\circ} \mathrm{C}$, mean maximum dimension $=7.5 \mu \mathrm{~m}$. |
|  |  | Theory: Randomly oriented bullet rosettes and plate crystals calculated using the unified theory of light scattering by ice crystals (Liou et al. 1999) |
|  | $\square$ | Experiment: water droplets, mean diameter $=7.5 \mu \mathrm{~m}$. |
|  |  | Theory: Mie-Lorentz, mean diameter $=7.5 \mu \mathrm{~m}$, standard deviation $=0.2 \mu \mathrm{~m}$, refractive index $=1.33-\mathrm{i} 0.0$. |
| 4(b) | ^ | Experiment: Growth $T \cong-6^{\circ} \mathrm{C}$. Mean maximum dimension $=36 \pm$ $0.5 \mu \mathrm{~m}$. |
|  |  | Theory: based on the observed hollow column and short column habits with rough surfaces on $80 \%$ of the particles, calculated using geometric ray-tracing (Takano and Liou 1989). |
| 4(c) | - | Experiment: Growth $T<-10^{\circ} \mathrm{C}$. Mean maximum dimension $=$ $17 \pm 0.5 \mu \mathrm{~m}$. |
|  |  | Theory: based on the observed short column and plate habits with rough surfaces on $80 \%$ of the particles, calculated using geometric ray-tracing (Takano and Liou 1989). |
| 7 | $\bullet$ - | Experiment: Ammonium sulfate $\left(\mathrm{NH}_{4}\right)_{2} \mathrm{SO}_{4}-\mathrm{H}_{2} 0$ droplets. Incident light polarized parallel $(\boldsymbol{*})$ and perpendicular $(\bullet)$ to the scattering plane. |
|  |  | Theory: Mie-Lorentz, mean diameter $=60 \mathrm{~nm}$. GA determined $m=$ 1.414 - i0.0. |

More information on this instrument is given in section 1.4 and Fig. 1.6. In this instrument the particles are confined to the center of the scattering volume via a sample guide tube with a rectangular cross-section in a swath about 19 mm long and 4 mm wide, parallel and coincident with the laser beam. To simplify this anal-


Fig. 1.2. (a) Top view of the UCLA polar nephelometer showing two detector positions to detail dimensions relevant to calculating the scattering response. Particles intersect the incident laser beam in the rectangle at the center of the scattering array. Definitions of the variables are in the text and in Table 1.1. (b) The UCLA polar nephelometer relative response to particles that scatter isotropically with detector apertures that are equal in size and with apertures sizes adjusted to remove the non-uniform response.
ysis, particles are assumed to lie on the laser beam line which is reasonable as the laser beam width is about 1 mm and the azimuthal scattering dependence is ignored as the maximum azimuthal sensor extent is only $3^{\circ}$ above and below the scattering plane. Each detector has a finite area, defined by its radius $r_{d}$. The scattering angle, $\theta^{\prime}$, for a particle located between $-D_{L}$ and $D_{L}$ that scatters a photon that falls at a location between $-r_{d}$ and $+r_{d}$ on the detector is not usually the same as the angular position of the detector $\theta_{i}$ as shown in Fig. 1.2. The relative intensity, $I_{r}\left(\theta_{i}\right)$, of light scattered into each channel $i$ is determined via;

$$
\begin{equation*}
I_{r}\left(\theta_{i}\right)=C_{i} \int_{a_{l}=-D_{L}}^{a_{l}=D_{L}} \int_{a_{d}=-r_{d}}^{a_{d}=r_{d}} I_{p}\left(\theta^{\prime}\left(a_{l}, a_{d}\right)\right)\left(\frac{R_{d}}{R^{\prime}\left(a_{d}, a_{l}, \theta_{i}\right)}\right)^{2} D\left(\theta^{\prime}, a_{d}, a_{l}\right) d a_{d} d a_{l} \tag{2}
\end{equation*}
$$

where the integral is for all the particle positions along the laser beam from $a_{l}=$ $+D_{L}$ to $-D_{L}$ and from all the scattered photon landing positions on the detector between $a_{d}=-r_{d}$ to $+r_{d}$. Due to inherent differences in detector gain, a calibration constant $C_{i}$ is applied and discussed in more detail in section 1.4.3.1 and eq. (7). The intensity of the light scattered into the angle $\theta^{\prime}$ for the types and distribution of particles is denoted by $I_{p}\left(\theta^{\prime}\left(a_{l}, a_{d}\right)\right)$ where the subscript ' $p$ ' indicates that the incident light is polarized parallel or perpendicular to the measurement plane. From simple geometry $\theta^{\prime}$ is a function of the position of the particle $\left(a_{l}\right)$ and where its photon lands on the detector $\left(a_{d}\right)$ via;

$$
\begin{equation*}
\theta^{\prime}\left(a_{l}, a_{d}\right)=\tan ^{-1}\left[\frac{a_{l} \cos \theta_{i}+R_{d}}{a_{l} \sin \theta_{i}-a_{d}}\right] \tag{3}
\end{equation*}
$$

where $R_{d}$ is the detector's distance from the center of the scattering plane. Because the distance between the particle location $a_{l}$ and where its photon lands on the detector at $a_{d}$ is not the same as $R_{d}$, the scattered intensity is adjusted by the second term in the integral of eq. (2) where;

$$
\begin{equation*}
R^{\prime}\left(a_{d}, a_{l}, \theta_{i}\right)=\left[\left(a_{l} \sin \theta_{i}-a_{d}\right)^{2}+\left(a_{l} \cos \theta_{i}+R_{d}\right)^{2}\right]^{\frac{1}{2}} \tag{4}
\end{equation*}
$$

$D\left(\theta^{\prime}, a_{d}, a_{l}\right)$, which is not explicitly defined here, accounts for the circular shape of the detector aperture as the amount of light getting to the detector is dependent on the height of the hole where the photon enters the aperture.

In this design, the scattering volume is rectangular in order to maximize the number of particles scattering light into the angles near $90^{\circ}$ as the intensities at this angle are usually much lower than those in the forward directions. However, because of this, much more light is detected in the forward and reverse directions as shown in Fig. 1.2(b) as the plot marked 'constant aperture radius' in which the relative response for a particle which scatters isotropically is calculated as discussed above with a constant aperture diameter of 4.75 mm . The larger forward response limits the instrument in that the dynamic range of the instrument is reduced, i.e., the intensities at the forward and reverse angles cause the detectors to saturate at relatively low particle concentrations, and also post-processing of the measured signal is required in order to compare measured response to theoretical results. To reduce this problem, the aperture diameters in the newest UCLA nephelometer
have diameters which range from about 3 mm in the forward and reverse directions and increase to about 4.7 mm at the side scattering angles. Thus, the response to an isotropic source is more constant as shown by the plot labeled 'variable aperture radius' in Fig. 1.2(b).

### 1.2.2 Beam considerations

The intensity of the light across a laser beam is not constant, and for Gaussian $\mathrm{TEM}_{00}$ (single mode lasers) the radial intensity profile of the laser beam is described by $I(r)=I_{c 0} \exp \left(-2 r^{2} / w^{4}\right)$, where $I(r)$ is the intensity of the laser light at the beam radius $r, I_{c 0}$ is the laser beam intensity at the center of the laser beam, and $w$ is the laser beam waist, or the laser beam radius at which the laser beam intensity falls to a value $1 / e^{2}$ of the axial value. Colak et al. (1979) has shown that for a sphere if the beam waist is 5 times greater than the particle maximum dimension, then differences between the light scattered by the Gaussian beam and that by a plane wave differ by less than $5 \%$. Small deviations in the collimation of the light source do not affect the scattered intensities greatly unless the beam size is comparable to the size of the particle (Barkey et al. 1999).

The overall sensitivity of the instrument is proportional to the intensity of the incident beam. However, it is possible to 'burn' the particles, which can cause erroneous measurements. The maximum amount of power is a function of the type of particle studied, i.e., particles which absorb very little can tolerate much more incident light, the wavelength of the light, the beam profile and size and the amount of time the particle spends in the beam (Lushnikov and Negin 1993). A convenient upper limit is $210 \mathrm{~W} / \mathrm{cm}^{2}$ as this intensity will cause $150 \mu \mathrm{~m}$ diameter carbon particles, which are the most absorptive particles likely to be encountered, to ignite in 7 milliseconds in a $1 \mu \mathrm{~m}$ wavelength laser beam (Bukatyi et al. 1983).

### 1.2.3 Stray light

Detectors in polar nephelometers monitor the light scattered into a small fraction of the full $4 \pi$ solid angle about the sample. Particles however scatter light into the full $4 \pi$ solid angle and this light needs to be handled. The intensity of light scattered into the near forward angles is orders of magnitude higher than that scattered into the side and reverse directions. If only a small percentage of this light undergoes multiple internal reflections within the working volume of the instrument it can 'leak' to the detectors and effect the measurement. Common methods to reduce stray light includes blackening the interior surfaces of the instrument and designing optics or apertures (discussed above in section 1.2.1), to restrict the detectors' field of view. A beam dump to collect the light exiting the scattering volume is necessary to prevent the incident light from scattering back into the measurement volume. We have found that a properly designed 'Rayleigh' horn beam dump is much more effective than the stacked razor-blade style.

In the multi-detector design of the UCLA polar nephelometer, all surfaces in direct view of the sample volume and the detectors are polished and angled such that scattered light is directed away from the detection plane. The large area photodiode detectors in this instrument are also effective reflective surfaces, hence the
detectors are positioned such that each detector is not in the field of view of another detector. For example, for the detector at $10^{\circ}$, a detector is not also placed directly across the scattering plane at the position of $100^{\circ}$.

### 1.3 Polar nephelometer designs and some measurements

There are many different designs of instruments that measure the angular scattering properties of particles. The discussion here is limited to those instruments that have small angular resolutions, i.e. their detector(s) span only about $1^{\circ}$ to $2^{\circ}$ of the scattering angles. Instruments that have wider angular detection limits, i.e., greater than $45^{\circ}$, and which approximate the measurement of integrating nephelometers are not considered (Szymanski et al. 2002). There are also instruments that measure the scattering properties in the microwave region (Chỳlek et al. 1988; Zerull et al. 1977; Zerull et al. 1980) but these are not considered as this review is limited to measurements in the visible and infrared wavelengths. Although the optical equivalence theorem allows us to apply results from this measurement to smaller wavelengths, microwave experiments face the problem of constructing equivalently sized particles that are truly analogous to the aerosol, dust or ice particles of interest in the visible and infrared regions.

A few instruments isolate a single particle in an electromagnetic field (Bacon and Swanson 2000; Bacon et al. 1998; Pluchino 1987) but most polar nephelometer designs measure the light scattered from a narrow stream of particles intersecting a collimated light beam. As such, they are not strictly single scattering measurements as they measure the light scattered from many particles in a small volume. However, if the average distance between each particle is large compared to the average particle size, and the wavelength and the scattering volume is small compared to the detector-to-sample distance, then single scattering can be assumed (Mishchenko et al. 2004). A few instruments (Castagner and Bigio, 2006, 2007; Schnaiter and Wurm, 2002) isolate the sample in a glass tube; however, interaction of the scattered light with the container material can potentially introduce errors.

Polar nephelometers can be categorized broadly according to their sensing geometry, illustrated in Fig. 1.3. Designs include goniometer instruments (Fig. 1.3(a)), multi-detector devices (Fig. 1.3(b)) and elliptical mirror (Fig. 1.3(c)) devices. This last category describes instruments that use elliptical mirrors to redirect the scattered light to intensity detectors in a manner such that the scattering angle information is preserved.

### 1.3.1 Goniometer-type polar nephelometers

Shown in Table 1.2 is a compilation of several polar nephelometers that rotate a detector (or detectors) to the desired angular position. These instruments have the advantage of high angular resolution as the detector can be stepped at any desired angular increment. This process does have the drawback of requiring more time to measure all of the desired angles. Thus the sample stream needs to be maintained at a constant concentration for a relatively long period of time. Methods are available to correct for variations in the particle concentration (i.e., Sassen and Liou
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Fig. 1.3. (a) Goniometer type nephelometer geometry. A few detectors (1-3 usually) are mounted on a gimbal device that allows the detector to move to the selected scattering angle. (b) Multi-detector geometry in which several detectors are fixed at discrete angular positions. (c) In the elliptical mirror configuration, an elliptical mirror is used to focus the scattered light onto a linear detection array (or a 3D array in which 2D information is derived). The pinhole prevents light scattered from undesirable angles from getting to the sensor.

1979a) by using a separate fixed-angle detector to monitor sample concentration consistency.

Because there is only one detector, several goniometer instruments have the capability to measure the Mueller matrix. The Mueller matrix describes completely how the polarization properties of the scattered light are affected by the particles and has implications in remote sensing (Ou et al. 2005) and in the inversion of par-

Table 1.2. Compilation of polar nephelometers based on the goniometer design.

| Light source | Measured polarization quantity | Angular extent | Particles | Reference |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 496 \mathrm{~nm} \\ & 552 \mathrm{~nm} \\ & 630 \mathrm{~nm} \end{aligned}$ | Mueller matrix via rotating compensator | $10^{\circ}-170^{\circ}$ | Fogs, light rain | Gorchakov 1966 |
| Various visible | Unpolarized intensity | $\sim 5^{\circ}-175^{\circ}$ | Talc powder | Holland and Draper 1967 |
| $\begin{aligned} & 486 \mathrm{~nm} \\ & 546 \mathrm{~nm} \end{aligned}$ | Mueller matrix via difference method | $18^{\circ}-166^{\circ}$ | Crystalline silica (sand) | Holland and Gagne 1970 |
| $\begin{aligned} & 475 \mathrm{~nm} \\ & 515 \mathrm{~nm} \\ & 745 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & I_{\mathrm{parallel}}^{* *} \\ & I_{\text {perpendicular }}^{* *} \end{aligned}$ | $\sim 5^{\circ}-175^{\circ}$ | Ice crystals | Huffman 1970 |
| $\begin{aligned} & 632.8 \mathrm{~nm} \\ & 325 \mathrm{~nm} \end{aligned}$ | Mueller matrix via electro-optical polarization modulator | $\sim 30^{\circ}-160^{\circ}$ | NaCl crystals, Ammonium sulfate spheres | Perry et al. 1978 |
| 632.8 nm | Intensity, DLP* | $10^{\circ}-165^{\circ}$ | Water, ice crystals, mixed phase | Sassen and Liou 1979a; 1979b |
| $\begin{aligned} & 408 \mathrm{~nm} \\ & 450 \mathrm{~nm} \\ & 570 \mathrm{~nm} \\ & 546 \mathrm{~nm} \\ & 578 \mathrm{~nm} \end{aligned}$ | Mueller matrix elements via difference method | $\sim 5^{\circ}-180^{\circ}$ | Water, ice clouds | Dugin et al. <br> 1971; Dugin and <br> Mirumyants <br> 1976; Dugin et al. <br> 1977 |
| 514.5 nm | Mueller matrix via difference method | $2^{\circ}-178^{\circ}$ | $\mathrm{N}_{2}$, ambient aerosols | Hansen and Evans 1980 |
| 514.5 nm | Intensity, DLP* | $7^{\circ}-170^{\circ}$ | Ambient aerosols | Tanaka et al. 1983 |
| 532 nm | Mueller matrix via electro-optical polarization modulator | $\sim 11^{\circ}-170^{\circ}$ | Marine boundary area like aerosols | Quinby-Hunt et al. 1997 |
| 632.8 nm | Selected Mueller matrix elements | $4^{\circ}-170^{\circ}$ | N2 gas, ambient aerosols | Zhao 1999 |
| $\begin{aligned} & 632.8 \mathrm{~nm} \\ & 441.6 \mathrm{~nm} \end{aligned}$ | Mueller matrix via electro-optical polarization modulator | $3^{\circ}-174{ }^{\circ}$ | Various mineral dusts | Volten et al. 2001 |
| 680 nm | Intensity, DLP* | $\sim 30^{\circ}-155^{\circ}$ | PSL with various agglomerations | Schnaiter and Wurm 2002 |
| $\begin{aligned} & 441.6 \mathrm{~nm}, \\ & 632.8 \mathrm{~nm} \end{aligned}$ | Mueller matrix via electro-optical polarization modulator | $3^{\circ}-174{ }^{\circ}$ | Water, quartz dust | Kuik et al. 1991 Hovenier et al. 2003 |
| 532 nm | $I_{\text {perpendicular }}^{* *}$ | $2^{\circ}-178^{\circ}$ | Ambient aerosols | Lienert et al. 2003 |

ticle properties (Zhao 1999; Kuik et al. 1991; Quinby-Hunt et al. 1997). Gorchakov (1966) rotated a mica compensator placed at the exit of the incident light and used tuned amplifiers at the photomultiplier detector to select various harmonics from the scattered light to determine the Mueller matrix elements. The matrix elements can also be measured via the phase-sensitive detection of various components of the scattered light in which the polarization of the incident light is time modulated as described by Hunt and Huffman (1973). These polarization-sensitive instruments have been used for measurements of various mineral aerosols that can be aerosolized by mechanical means (Hovenier et al. 2003) or nebulized in an aqueous solution and then dried (Perry et al. 1978). Mueller matrix elements have been measured for ice crystals (Dugin et al. 1971; Dugin and Mirumyants 1976; Dugin et al. 1977), but using the less accurate and more time-consuming difference method (Liou 1975), in which various polarization elements are placed in front of the source and detectors. Measurement errors inherent in this approach are significant as derivation of the Mueller matrix elements requires the determination of small differences between large values. The goniometer instrument developed by (Zhao 1999) was specifically designed to derive only a few of the Mueller matrix elements in order to determine the refractive index of aerosols via inversion of the Mie-Lorenz solution for scattering from a homogeneous sphere.

### 1.3.2 Multi-detector polar nephelometers

Table 1.3 lists instruments in which several detectors are placed at discrete and fixed angular locations as shown in Fig. 1.3(b). The design by West et al. (1997) uses 6 linear detector arrays that measure the intensity of light scattered into 6 angular swathes defined by focusing optics. Pluchino (1987) isolates a single particle in an electric field and uses fiber-optic light guides to direct scattered light to photodiode detectors. These instruments have simpler designs and the advantage that they can make fast (real-time) measurements. This is particularly desirable for measuring the time evolution of scattering properties, which can provide insights into particle growth or decay properties. The multi-detector designs are also relatively easy to ruggedize and thus suitable for measurements in the field and in more demanding laboratory environmental conditions. Because the response characteristics between each detector are different, calibration is required. Due to the complexity and expense of providing analyzing optics at each channel none of these instruments measure the polarization state of the scattered light. In a nephelometer design by Dick et al. (2007), along with scattering measurements between $\theta=40^{\circ}$ to $140^{\circ}$ there are eight detectors at various azimuthal angles at $\theta=55^{\circ}$. These azimuthal detectors ensure that only scattering from spherical particles is recorded as the scattering from spherical particles with unpolarized incident light is not azimuthally dependent.

### 1.3.3 Elliptical mirror polar nephelometers

Table 1.4 lists several instruments that are based on the measurement of scattered light that is redirected by an ellipsoidal mirror to a detector as shown in Fig. 1.3(c). Elliptic mirrors have two focal points, thus light scattered at one focal point will be

Table 1.3. Compilation of multi-channel polar nephelometers.

| Light <br> source | Measured polar- <br> ization quantity | Angular <br> extent | Particles | Reference |
| :--- | :--- | :--- | :--- | :--- |
| 855 nm | Intensity | $23.1^{\circ}-128.3^{\circ}$ | Gases, PSL <br> spheres, Ambient <br> aerosols <br> Evaporating wa- <br> ter drops and ice <br> crystals | Leong et al. 1995 |

* Degree of linear polarization.
** Incident or measured light polarized parallel or perpendicular to the scattering plane.
focused onto the other focal point. A linear array detector placed just beyond the second focal point can thus derive the angular scattering information as a direct correlation exists between the scattered angle and the position the scattered light falls on the detector. In the instrument devised by Kaye et al. (1992) and Hirst et al. (1994) the light scattered between about $30^{\circ}$ and $141^{\circ}$ and all of the azimuthal angles are measured simultaneously by focusing them onto a two-dimensional detection array. The degree of linear polarization is determined by selecting the measured intensities parallel or perpendicular to the polarization plane of the incident light. Castagner and Bigio (2006; 2007) use a clever arrangement of two parabolic mirrors and a rotating mirror to scan across the angular scattering directions. To ensure only light focused by the elliptical mirror falls onto the detector, this design requires a slit (or pinhole) at the focal point of the elliptical mirror. The size of this aperture defines the angular resolution of the measurement. The slit also reduces the amount of scattered light reaching the detector. Depending on the response characteristics of the detector, measured voltages must be integrated for a significant period of time (minutes) in order to obtain a clear signal (Curtis et al. 2007). None of the elliptical mirror instruments developed to date derive the Mueller scat-

Table 1.4. Compilation of polar nephelometers that use elliptical mirrors.

| Incident <br> wave- <br> length | Measured polar- <br> ization quantity | Angular <br> extent | Particles | Reference |
| :--- | :--- | :--- | :--- | :--- |
| 632.8 nm | $I_{\text {perpendicular }}^{* *}$ | $70^{\circ}-125^{\circ}$ | PSL | Castagner and Bi- <br> gio 2006; 2007 |
| 685 nm | Intensity | $10^{\circ}-160^{\circ}$ | Ambient aerosols | Kaller 2004 |
| 632.8 nm | Intensity, DLP* | $30^{\circ}-141^{\circ}$ <br> all azimuthal <br> angles <br> $19^{\circ}-175^{\circ}$ | PSL, various non- <br> spherical dusts | Kaye et al. 1992; <br> Hirst et al. 1994 |
|  | Intensity, DLP* | PSL, ammonium <br> sulfate, <br> 1uartz dusts | Curtis et al. 2007 |  |

* Degree of linear polarization.
** Incident or measured light polarized parallel or perpendicular to the scattering plane.
tering matrix elements. However, it is conceivable that a single analyzing optic can be placed at the secondary focal point to achieve this task.


### 1.3.4 Calibration

Calibration is necessary to ensure the validity of the measurements of all polar nephelometer designs. In multi-detector polar nephelometer designs there are differences in the response characteristics of each detector resulting from variations inherent in the manufacturing processes. At least four methods have been developed to calibrate scattering responses. Barkey and Liou (2001) and Barkey et al. (2002) used an isotropic light point-source placed at the scattering center to ensure equitable response at all channels. More commonly, spherical scattering particles with known refractive indices and size distributions are used. Non-absorbing polystyrene latex (PSL) microspheres which are available in several mono-disburse sizes have a well characterized refractive index as a function of wavelength. Exact scattering expectations can be developed from the Mie-Lorenz solution as these particles are known to be spherical and homogeneous. A few nephelometers are calibrated using molecular scattering from a gas (Jones et al. 1994; Zhao 1999). Ammonium sulfate and water mixtures can also be aerosolized to form spherical particles and have a well-defined refractive index, which varies somewhat with relative humidity (Tang and Munkelwitz 1991; 1994) and are also used for calibration and verification (Barkey et al. 2007; Curtis et al. 2007).

There is no accepted calibration standard for absorbing particles. Aerosolized and dried nigrosin (or more commonly 'India' ink) is used as a calibration standard by many instruments that measure aerosol absorption (Abo Riziq et al. 2007); however, there is significant variation between the reported refractive indices (Spindler et al. 2007). The uncertainty in these values probably arises from the fact that nigrosin is not manufactured for use as a standard, thus there are slight changes in the formulation from batch to batch. Also there are differences in how the nigrosin is aerosolized and dried.

PSL particles have been infused with various colored dyes, but these are not designed as absorption standards and there are differences in the refractive indices measured by various researchers. Inverting the measured angular scattering properties of black dyed PSL spheres suspended in water, Chae and Lee (1993) found a complex refractive index of 1.569 - i0.0. Lack et al. (2009) found a refractive index value of $1.60( \pm 0.03)$ - $\mathrm{i} 0.045( \pm 0.004)$ for aerosolized black dyed spheres using a cavity ring down transmissometer. We have found experimentally (from an unpublished experiment) that the refractive index of 1003 nm in diameter black dyed PSL spheres has a refractive index of 1.73 - i0.11. The source of the particles used by Chae and Lee (1993) was different than that used by Lack et al. (2009) and by our group. The non-absorbing behavior of the Chae and Lee (1993) particles was attributed to the insensitivity of their scattering apparatus to their particles and the small amount of dye relative to the volume of PSL. We have found that treating the particles as a concentric sphere produced a core refractive index of $1.61-\mathrm{i} 0.0054$ and a shell refractive index $=1.64-\mathrm{i} 0.03$. It is believed that the PSL spheres are not homogeneously infused with the dye, which is supported by the similarity between our shell refractive index and that of Lack et al. (2009). Also, Lack et al. (2009) found that the coated-sphere model better explained their results before they requested a special batch of PSL particles that were 'cooked' longer in order to more completely infuse the dye (via personal communication with D. Lack).

### 1.3.5 Applications

Polar nephelometer measurements are used for a variety of goals. These include experimental verification of existing theoretical methods of calculating single scattering characteristics using particles with well-known properties. They have also been applied to quantify and identify differences between the measured and expected scattering when either the particle morphology or scattering theory is less established. The validity of the Mie-Lorenz scattering solution has been demonstrated repeatedly for spherical and homogeneous particles and provides a method for calibration, as discussed above. In contrast, several studies of non-spherical particles, including mineral dusts, readily confirm that there are differences between the Mie-Lorenz assumption and scattering from non-spherical particles (Curtis et al. 2007; Kuik et al. 1991; Perry et al. 1978; Volten et al. 2001). In this section, we review some of the ice particle and aerosol scattering measurements made by our group.

### 1.3.5.1 Ice particle measurements

Ice crystals have highly irregular shapes, but the refractive index as a function of wavelength is well known (Warren and Brandt 2008). Predicting the angular scattering properties of hexagonally shaped ice crystals requires computer-intensive algorithms such as ray-tracing (Takano and Liou 1989), finite-difference time-domain (Yang and Liou 1996) or T-matrix methods (Baran et al. 2001). The light scattered from ice particles is very different from that scattered from water droplets. For instance, shown in Fig. 1.4(a) (the plot labeled 'ice measurement') is the 670 nm
unpolarized light scattered from irregular ice particles as measured by a 33-channel polar nephelometer (Barkey and Liou 2001). This polar nephelometer used fiberoptic light guides to couple light from the two-dimensional scattering plane to silicon photodiode detectors. Due to the small diameter of the light guides ( 2 mm ) it was possible to concentrate a few detectors near $22^{\circ}$ to study the expected halo features from ice crystals. The ice particles are made from water drops generated in an ultrasonic humidifier that are injected into a dry-ice-cooled cold box with a temperature of about $-30^{\circ} \mathrm{C}$ and has a volume of about $0.5 \mathrm{~m}^{3}$. The resulting particles have an average maximum dimension of about $7.5 \mu \mathrm{~m}$ and non-spherical shapes, but they do not have the clearly defined hexagonal features normally expected for ice particles, as shown in the photomicrograph of the particles replicated on a slide using the vapor method (Takahashi and Fukuta 1988). It is believed that these smaller, ill-defined particle habits arise because all of the water drops produced by an ultrasonic humidifier are homogeneously nucleated immediately by the stainless steel walls of the cloud chamber, which are in direct contact with the dry ice. The rainbow peak, an intensity feature seen in the reverse direction at about $140^{\circ}$ is seen for spherical water drop particles as shown in Fig. 1.4(a), the plot labeled 'water measurement'. The water drops are produced from the same ultrasonic humidifier as the ice particle experiment and also have an average diameter of about $7.5 \mu \mathrm{~m}$. Not only is the rainbow peak absent from the ice particle measurement, but the ice particle scattering is more isotropic. Although the theoretical expectation for the water drop matches the measurement within the $10 \%$ measurement error, the level of agreement for the ice particle comparison is much lower. This is most likely due the difficulty in describing the irregular ice particle shape using randomly oriented bullet rosettes with rough surfaces calculated with the unified theory of light scattering by ice crystals (Liou et al. 1999).

The Desert Research Institute (University of Nevada, Reno) ice particle growth column can produce larger ice crystals with more selectable habits. Cooled water droplets from ultrasonic humidifiers are injected at the top of the column and are homogeneously nucleated by a liquid-nitrogen-cooled wire near the middle of the 4 m tall column. These nucleated particles grow with water vapor supplied by the remaining water drops as the saturation vapor pressure of water over ice is lower than that of water vapor over liquid water. The habit of the particles is largely controlled by the temperature in which they grow (Nakaya 1954). Fig. 1.4(b) shows the measured angular scattering intensities for predominately columnar ice particles, while Fig. 1.4(c) shows the same for particles that are mostly plates (Barkey et al. 2002). The columns are produced when the growth temperature is kept at about $-6^{\circ} \mathrm{C}$ and plates are produced when the temperature is less than $-10^{\circ} \mathrm{C}$. The theoretical expectations shown in Fig. 1.4(b) and 1.4(c) are calculated with the ray-tracing method (Takano and Liou 1989) using particle habit statistics based on coincidently acquired images of the particles taken by a video microscope. The same 33-channel polar nephelometer used for the measurements of Fig. 1.4(a) was used for Figs. 1.4(b) and 1.4(c), but the 0.95 milliwatt unpolarized laser was replaced with a 35 milliwatt 670 nm unit with the polarization plane oriented parallel to the measurement plane. Both the theoretical and experimental results show the $22^{\circ}$ intensity peak, which occurs from the refraction of light through the hexagonal faces that have a $60^{\circ}$ angle between them, and the $46^{\circ}$ peak which arises from re-


Fig. 1.4. (a) Measured and theoretical angular scattering properties of irregular ice crystals $(\boldsymbol{)}$ ) and water drops $(\boldsymbol{)}$ both with an average maximum dimension of about $7.5 \mu \mathrm{~m}$. The incident 670 nm light is unpolarized and the theoretical expectations are fitted to the measurements using the method of least squares (Barkey and Liou 2001). (b) Measured and theoretical angular intensities with incident light polarized parallel to the measurement plane for ice particles that are predominately columnar in shape as seen in the image (Barkey et al. 2002). (c) is the same as (b) except for ice particles that are more plate like. Experimental and theoretical parameters are listed in Table 1.1.
fraction from end faces of the crystals that have a $90^{\circ}$ angle between them. These refractions cause the halo or parhelia (or, more commonly, 'sun dogs') sometimes seen around the sun. Because the $60^{\circ}$ faces occur more often than the $90^{\circ}$ faces, the $22^{\circ}$ intensity features in both Fig. 1.4(b) and $1.4(\mathrm{c})$ are more prominent than the $46^{\circ}$ peak. The $46^{\circ}$ peak for the column case (Fig. 1.4(c)) is less intense than that for the plate case because the occurrence of the $90^{\circ}$ angle prisms are more prevalent for plates. Additionally, many of the columns have hollow ends as seen in the video image. Without these prisms, the intensity peaks are non-existent as seen for the irregular particle case seen in Fig. 1.4(a). The theoretical expectations, which are based on the observed particle habits, show similar relationships between the relative intensities of the halo features, thus providing direct verification of the complex ray-tracing algorithms on which they are based. Other polar nephelometer studies have also seen these halo intensity features in the laboratory (Sassen and Liou 1979a) and in the field (Gayet et al. 1998).

### 1.3.5.2 Aerosol scattering and inversion of PN data

Angular scattering information can be used to determine the optical and physical properties of particles. It has been shown theoretically that the determination of the real refractive index and size distribution parameters is possible from angular scattering measurements (Hodgson 2000; Shaw 1979) provided the particles are spherical and homogeneous. Spherical homogeneity allows the use of the MieLorenz scattering solution. Researchers have successfully used several approaches to invert scattering data. These include direct inversion (Zhao 1999; Jones et al. 1994), manual trial and error (Kuik et al. 1991; Quinby-Hunt et al. 1997), table lookup (Verhaege et al. 2008) and optimization methods (Barkey et al. 2007; Lienert et al. 2003). The intensity of light as a function of the scattering angle is very sensitive to the size and composition of a single particle thus providing a means to study the particle's composition, optical properties and growth and evaporation rates (Pluchino 1987; Swanson et al. 1999).

An important application of PN measurements is the determination of the real refractive index of secondary organic aerosols (SOA). SOAs are ubiquitous in nature (Hallquist et al. 2009). While estimates of optical properties are available from organic materials with similarities to some of the components that make up complex SOA (Kanakidou et al. 2005) measurement of real SOA are few and until recently very rough. Shown in Fig. 1.5 are UCLA PN angular scattering measurements from SOA particles generated from ozonolysis of $\alpha$-pinene in an outdoor solar reaction chamber. The particles grew from about 200 nm at $12: 58 \mathrm{pm}$ to about 450 nm in diameter at 14:55 pm. The experiment is discussed in detail in Kim et al. (2010). The retrieved real refractive index and fitness values for each plot are derived as described in section 1.4.2 below. The UCLA PN monitors scattering with incident light polarized both perpendicular (lower plot of each pair in Fig. 1.5) and parallel (upper plots) to the scattering plane. The earlier measurements are at the lower limit of the UCLA PN response. As the particle sizes and concentrations increase, the signal-to-noise ratio in the measurement increases and the angular scattering measurements become smoother. The 'shape' of the angular intensities change as the particles grow. For example the minimum intensity for the measured
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Fig. 1.5. UCLA PN scattering measurements of $\alpha$-pinene-based SOA in which the particles grow from a diameter of about 200 nm at $12: 58 \mathrm{pm}$ to 450 nm at $14: 55 \mathrm{pm}$. The two lines per time are with incident light polarized parallel (upper line) and perpendicular (lower line) to the measurement plane (Kim et al. 2010).
intensity with parallel incident light moves from about $90^{\circ}$ to near $120^{\circ}$ as the particle diameter increases. As the signal-to-noise ratio increases, the fitness value increases to near 0.96, indicating more confidence in the retrieved refractive index. A fitness value of ' 1 ' is optimal as described in section 1.4.2. This PN measurement is invaluable in not only providing values of the refractive indices for these volatile particles, but because of the fast response time of the measurement provides clues to the growth process of SOA.

### 1.4 UCLA polar nephelometer

This section describes the polar nephelometer (Fig. 1.6) developed at UCLA for the purpose of measuring the scattering properties of ice particles and aerosols. The first version was used had 33 fiber-optic light guides arranged to collect light scattered from $5^{\circ}$ to $175^{\circ}$ and was used to measure light scattering properties of ice particles as discussed above in section 1.3.5.1. Later, the instrument was modified to allow for the measurement of aerosol scattering. Enhancements included a sheath flow to better control the placement of the aerosols, installation of a higher power laser ( $670 \mathrm{~nm}, 350$ milliwatts) and the incorporation of a half-wave plate and mechanical actuator to allow the incident light to be polarized parallel or perpendicular to the scattering plane. This prototype also replaced the fiber-optic light guides with detector aperture holes that more precisely controlled the angular resolution and greatly reduced the amount of stray light resulting from incomplete absorption of multiply reflected light in the scattering volume.


Fig. 1.6. Three-dimensional view of the UCLA polar nephelometer sensing geometry. The 21 photodetectors view the volume where the laser beam intersects the aerosol stream through 40 mm long holes that define the optical field of view. The aerosol stream is confined to the center of the detection array in a sheath flow. A half-wave plate rotates the polarization plane of the incident light to be either parallel or perpendicular to the detection plane.

### 1.4.1 Instrument description

The current UCLA polar nephelometer is an upgraded version of the unit described in (Barkey et al. 2007). Geometrically, the new polar nephelometer is similar to that unit but with significant improvements to the geometry, sample volume sealing and to the electromagnetic shielding to improve the sensitivity of the instrument. The original prototype was fabricated from plywood, while the new unit is machined to precise specifications from aluminum. The instrument consists of 21 large-area silicon photodiode detectors arranged in a two-dimensional plane (Figs. 1.6 and Fig. 1.2(b)) to measure the light scattered from a stream of particles that intersect a collimated laser beam directed across the plane. The stream of particles which is directed downwards perpendicular to the scattering plane is confined to the center of the array by a sheath flow of filtered air. The aerosol stream has a rectangular cross-section about 3 by 12 mm , oriented so that its long axis is parallel to the laser beam direction. The laser is easily changed. Data shown here was collected with a 350 milliwatt diode laser that directs a 670 nm wavelength beam of light with a profile height of about 3 mm and a width of 1 mm across the scattering volume. An electromechanically operated half-wave plate periodically changes the polarization plane of the incident light to be either parallel or perpendicular to the scattering measurement plane. The detectors are placed behind 40 mm long holes that act as apertures to define the field of view of each detector. The sensing
geometry is described above in section 1.2.1. Detector signals are amplified and an embedded computer and data acquisition system sends the measurements to an external PC for storage. The detectors are positioned to sense light scattered from $10^{\circ}$ to $170^{\circ}$ in $8^{\circ}$ increments and have improved electromagnetic shielding such that the detector noise level is at least 10 times lower than the previous version. Single particle scattering as defined by Mishchenko et al. (2004) can be assumed because the detector distance to the sample volume $\left(R_{d}\right)$ is about 75 mm , which is larger than the maximum dimension ( 12 mm ) of the scattering volume. The average distance between each particle for a high particle concentration of $2.5 \times 10^{6} \mathrm{~cm}^{3}$ is about $40 \mu \mathrm{~m}$, which is much larger than the largest average particle size of about $0.5 \mu \mathrm{~m}$. Finally $R_{d} / \lambda \gg 1$, where $\lambda$ is the wavelength of the laser light.

### 1.4.2 Method of GA refractive index retrieval

The light scattered from a particle is dependent on the particle size, shape and refractive index. Real refractive indices ( $m_{r}$ ) can be retrieved effectively using the genetic algorithm (GA) approach (Goldberg 1989). This optimization method has been shown to be effective despite the complex solution space of this problem and is effective in the presence of significant noise levels (Hodgson 2000). The GA method mimics the way in which biological systems find the 'best' individual. For instance, a 'population' of solutions consisting of real refractive indices and size distribution parameters are randomly selected from within a predefined search space. Then theoretical scattering expectations are determined for each 'member' and adjusted to match the UCLA PN sensing geometry as discussed in section 1.2.1. To date, we have primarily used the Mie-Lorenz method of determining the scattering properties for the spherical homogeneous particle, although any theoretical solution can be used as the GA method is an optimization scheme, and not a direct inversion. The particle size distribution for $N$ particles with diameter $d$ is assumed to be single mode lognormal via;

$$
\begin{equation*}
N(d, \mu, \sigma)=\frac{N}{x \sigma \sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left(\frac{\ln (d)-\mu}{\sigma}\right)^{2}\right] \tag{5}
\end{equation*}
$$

in which $\mu=\sum_{1}^{N} N_{i} \ln \left(d_{i}\right) / N$ and, $\sigma=\left[\sum_{1}^{N} N_{i}\left(\mu-\ln \left(d_{i}\right)\right)^{2} / N\right]^{1 / 2}$ are the mean and standard deviation of the log transformed size distribution data. Experimentally, size distribution data is usually obtained in discrete bins in which $N_{i}$ is the number of particles in the bin centered about $d_{i}$. The parameters of each set are then compared to the measured scattering intensities with a fitness parameter defined via:

$$
\begin{equation*}
F_{p}=1-\frac{1}{N_{c}} \sum_{i=1}^{N_{c}}\left|\log \left(I_{p, t h y}\left(\theta_{i}, m_{r}, \mu, \sigma\right)\right)-\log \left(I_{p, \text { meas }}\left(\theta_{i}\right)\right)\right| \tag{6}
\end{equation*}
$$

for each scattering channel for $i=1$ to $N_{c}$ and the subscript ' $p$ ' indicates the polarization state of the incident light. $I_{p, t h y}\left(\theta_{i}, m_{r}, \mu, \sigma\right)$ is the expected intensity value at the angular position $\theta_{i}$ as calculated via eq. (2) using the GA parameters $m_{r}, \mu$ and $\sigma$, and the Mie-Lorentz solution for scattering from a sphere. $I_{p, \text { meas }}\left(\theta_{j}\right)$
is fitted to the theory using the method of least squares. The log factor ensures that the fitness is not biased toward higher intensities (Lienert et al. 2003). The total fitness value is $F_{t}=\left(F_{l}+F_{r}\right) / 2$, where $r$ corresponds to the incident light polarized perpendicular to the scattering plane and $l$ is for light polarized parallel. The population members with the best fitness values are digitally 'mated' to produce 'offspring' that should fit the solution better. The number of optimal members in the GA search population is determined operationally. For the case in which the sample is assured to be homogeneous and spherical and the size distribution is known, a population level of 40 to 50 is sufficient for the solution of synthetic results (discussed below) converging to the correct result in 3 generations. In practice, doubling the population level for experimental results assures convergence and successful retrieval has been demonstrated using both PSL particles and particles developed from a solution of ammonium sulfate and water. The GA results used in this paper are calculated using the C++ GA library developed by Wall (1996). Fig. 1.7 shows the measured scattering properties of ammonium sulfate water droplets $\left(\left(\mathrm{NH}_{4}\right)_{2} \mathrm{SO}_{4}-\mathrm{H}_{2} \mathrm{O}\right)$. The droplets were generated from a mixture of $0.25 \%$ by weight ammonium sulfate in deionized water with a Colison (BGI Inc.) spray nebulizer and then partially dried by passage through a dessicant drier. Also shown are the GA determined angular scattering intensities determined using a population of 100 that ran for 3 generations. The retrieved $m_{r}=1.414 \pm 0.03$, is in excellent agreement with the expected value of 1.414-1.413 for the measured relative humidity of about $60 \%$ (Tang and Munkelwitz 1991; 1994).


Fig. 1.7. The measured angular relative intensities from droplets consisting of a mixture of ammonium sulfate and water with the incident light polarized parallel ( $\bullet$ ) and perpendicular ( $\boldsymbol{\bullet}$ ) to the measurement scattering plane. The lines indicate the expectation developed from a GA search of these experimental results in which a real refractive index of $1.414 \pm 0.03$ was found to fit the measurement. The expected value, based on the measured humidity, is 1.413 to 1.414 (Barkey et al. 2007).

### 1.4.3 Noise/accuracy analysis

Accuracy of the GA retrieved refractive index depends on errors from several sources including electronic noise, calibration errors, due to saturation in one or more of the detector channels or from the GA method itself. Measurements made at the lower limit of the instrument response have a low signal-to-noise ratio which for this instrument occurs when the signal voltage level is less than about 0.0001 Vdc . Also the zero light signal levels for each detector are not the same, which introduces an error that becomes more prominent at lower concentrations. At these low levels the measured intensities can be very different than the expectation despite extensive signal averaging. It has been shown that the GA retrieval of the real refractive index is insensitive to these low-intensity differences up to a maximum of $15 \%$ between the expected value and that measured (Barkey et al. 2007). Errors due to the GA retrieval method are also possible. The search space of a particular problem can be insufficiently searched, defined improperly, i.e., too wide or narrow, or the problem may be ill-constrained. Because the GA method is not an inversion scheme, it is possible for the problem to be ill-posed and for the GA program to still return an 'optimal' solution. The viability of the solution is checked by examining the convergence behavior of the GA retrieved values by performing the search several times and examining the $\%$ CV ( $100 *$ standard deviation/average) of the retrieved values of any parameter of interest. If the solution is tenable, the GA search algorithm will converge to a single solution. For searches of theoretically derived data developed from the Mie-Lorentz scattering solution, the \%CV of the $m_{r}$ of 6 GA searches are less than $1 \%$. These same theoretical GA results with noise synthetically applied can have $\% \mathrm{CV}$ values from $2-5 \%$. GA searches of scattering measurements of particles that are known to be spherical and homogeneous at the lower limit of the polar nephelometer sensitivity also have \%CV values from $2-5 \%$. Operationally it has been determined that $\% \mathrm{CV}$ values greater than this means either the noise level is too high or the problem is ill-constrained.

Key to the accuracy analysis of the PN GA analysis scheme is the fact that the GA retrieval scheme is highly insensitive to instrument noise (Hodgson 2000). The retrieved result is based on the best fit of all of the data and is thus not unduly affected by erroneous data values. It has been shown that for this instrument the GA retrieval of $\mathrm{m}_{r}$ with detector noise levels of over $15 \%$ are accurate to within $\pm 0.03$ (Barkey et al. 2007) as long as the particles are spherical and homogeneous. Thus, in the following analysis, as long as error levels are less than $15 \%$, the $m_{r}$ retrieval is accurate to within 0.03 .

### 1.4.3.1 Errors due to calibration

Because the response of each detector is slightly different, deriving channel specific calibrations is necessary. Polystyrene latex (PSL) microspheres with well characterized size distributions and a manufacturer specified $m_{r}$ of 1.5854 at 670 nm are used for this purpose. Shown in Fig. 1.8(a) is a plot of the light scattered by 800 nm in diameter PSL spheres (Duke Scientific Inc., 3800A) as measured by the PN before calibration and the Mie-Lorenz-determined scattering properties based on the manufacturer's specified size distribution parameters and refractive index. The


Fig. 1.8. (a) The measured uncalibrated angular scattering intensities from an almost monodisperse distribution of 800 nm in diameter PSL particles with the incident light polarized parallel and perpendicular to the scattering plane along with expectations using the Mie-Lorenz scattering solution based on the particle distribution and a refractive index of 1.5854 - i0.0. (b) Multiplicative calibration constants developed separately from measurements of the 800 nm PSL particles and similar monodisperse PSL particles with a diameter of 596 nm . The calibration constants are similar showing that the detector response is not a function of the scattering particle size.

PSL particles were aerosolized in a Colison spray nebulizer (BGI Inc.) and then directed through sufficient desiccant tubes to dry them completely. Multiplicative calibration constants are developed from these measurements via:

$$
\begin{equation*}
C_{i}=\frac{I_{\text {thy }}\left(\theta_{i}, m_{r}, \mu, \sigma\right)}{I_{\text {meas }}\left(\theta_{i}\right)} \tag{7}
\end{equation*}
$$

where $\mu$ and $\sigma$ are from the manufacturers specifications, $I_{t h y}\left(\theta_{i}, m_{r}, \mu, \sigma\right)$ are as defined in eq. (6) (as discussed in section 1.4.2) and $I_{\text {meas }}\left(\theta_{i}\right)$, is the intensity at detector $i$, which is linearly proportional to the measured voltage. The theoretical results are fitted to the measurement using the method of least squares. The values for the far forward $\left(10^{\circ}\right)$ and far reverse angles $\left(170^{\circ}\right)$ cannot be calibrated at this time due to their highly variable signals levels caused by laser beam drift. Work is under way to correct this problem. Shown in Fig. 1.8(b) are the calibration constants, ranging from about 0.5 to 1.8 , developed using measurements of the 800 nm PSL particles (part a of Fig. 1.8), as well as for those developed using similar measurements of PSL particles with a mean diameter of 596 nm (Duke Scientific Inc., 5060 A ). These constants, $C_{i}$, correct the measured voltages to match voltages expected if each detector had identical response characteristics. These calibration constants should be similar to one another as the detector response should not be dependent on the particle size. Any differences in $C_{i}$ are due to instrument noise or differences in the amount of unwanted signal from stray reflections within the scattering volume. Calibration constants are derived from scattering measurements that are relatively isotropic, i.e., the parallel incident light results of the 800 nm PSL particles shown in Fig. 1.8(a) rather than the highly variable scattering pattern for the perpendicular incident light for the same particle. Signal response at angles with low intensities (i.e., the dips near $60^{\circ}$ and $100^{\circ}$ in Fig. 1.8(a)) are more susceptible to noise and multiple internal reflections within the scattering volume and thus produce calibration constants that are very different from those derived from more isotropic scattering patterns. The average percent difference between the calibration constants for 596 nm and 800 nm PSL size particles is about $2.5 \%$, with the maximum difference of $8 \%$ at $74^{\circ}$. These results indicate that spurious reflections within the scattering volume are at an acceptable level. Also, these error levels are well below $15 \%$ thus calibration errors do not contribute to $m_{r}$ retrieval uncertainties greater than 0.03 as discussed above. PSL particles smaller than about 500 nm , are not used for calibration as they have a tendency to clump into 2 particle dimers which cannot be modeled with the single particle Mie-Lorenz solution.

### 1.4.3.2 The number of available channels

Although the laser power in the polar nephelometer can be adjusted over a range of about a factor of 10 and the instrument detectors have a dynamic range of about 5 decades, light scattered in the instrument can easily saturates the detectors in the forward and reverse directions. When this occurs, the saturated signal values are nonlinear and cannot be used in the refractive index retrieval. Therefore here we discuss a test of the number of channels required to accurately determine the real refractive index. The goal of this analysis is to determine the validity of the retrieved refractive index under the specific saturation conditions which are sometimes seen in our experiments.

Synthetic scattering intensities were developed using the Mie-Lorentz scattering theory for particles with a refractive index of 1.4 - i0.0, and with a lognormal distribution average radius of $0.13 \mu \mathrm{~m}$, and a standard deviation of $0.04 \mu \mathrm{~m}$. These are similar to the particles seen in some of our aerosol experiments. Random noise
was applied to the synthetic scattering intensities using the following expression:

$$
\begin{equation*}
I^{\prime}\left(\theta_{i}\right)=I\left(\theta_{i}\right)\left[1+N_{\max }\left(1-2 n_{r}\right)\right] \tag{8}
\end{equation*}
$$

where $I\left(\theta_{\iota}\right)$ is the original non-noisy synthetic signal at scattering angle $\theta_{i}, I\left(\theta_{i}\right)$ is the noisy result, $N_{\max }$ is the maximum noise level and $n_{r}$ is a random number between 0 and 1. Fig. 1.9(a) shows the GA determined $m_{r}$ vs. the number of missing channels. The channels are eliminated from the test in the manner in which they would saturate, i.e., the far forward channel at $10^{\circ}$ is removed first, and then the far reverse channel at $170^{\circ}$, then the next forward channel and so on. As the retrieved value is within 0.015 of the expected $m_{r}$, it is seen that for synthetic data, the problem is over constrained and the fitness level during these test remain constant at about 0.99 . A fitness value ( $F_{t}$ in eq. (9)) of 1.0 indicates a perfect fit. The high fitness value of 0.99 is expected for synthetic data that do not have calibration errors combined with the insensitivity of the GA method to noise as discussed above.

In Fig. 1.9(b) is a similar analysis of the number of available channels but using experimental data from aerosols formed from the ozonolysis of $\beta$-pinene without scavenger (Kim et al. 2010). The aerosols are generated in a $24 \mathrm{~m}^{3}$ Teflon bag in which gaseous precursors are injected. When ozone was well mixed and its concentration became stable in the chamber, the hydrocarbon ( $\beta$-pinene) was injected and the chamber mixed manually to minimize inhomogeneities. The GA retrieval of the refractive index for two PN measurements made once the particles had grown to 255 nm in diameter (labeled ' 255 nm ' in Fig. 1.9(b)) at a particle concentration of about $9 \times 10^{5} \mathrm{~cm}^{-3}$. Also shown is a similar result for particles formed earlier in the experiment when the particle mean diameter was about 145 nm at a lower concentration of $2 \times 10^{5} \mathrm{~cm}^{-3}$. None of the detectors in any of these UCLA PN measurements were saturated. Because of the laser beam drift (above) the forward and reverse channels are not included hence the number of missing channels starts at 2 in Fig. 1.9(b). As in the synthetic case, the retrieved refractive index is relatively insensitive to the number of omitted channels although the retrieved $m_{r}$ values varied about 0.042 for the 255 nm particles and 0.075 for the 145 nm particles. The range of the retrieved $m_{r}$ for the synthetic results is 0.015 . The retrieved $m_{r}$ varies more with the number of missing channels for the 145 nm case than either the 255 nm cases or the synthetic cases which we believe is because there is more noise in the retrieved signal for the 145 nm case which had an overall smaller scattering signal. The fitness values for all the experimental cases range from 0.96 to 0.97 .

### 1.4.4 GA retrieval of the imaginary index

In this section GA retrieval of synthetic data is used to determine how well the GA retrieval scheme can determine the real and imaginary $\left(m_{i}\right)$ refractive indices of absorbing particles using data from the UCLA PN. There are many ways to measure the absorption (or imaginary component) of bulk materials (Toon et al, 1976) but aerosols do not come in the pure state of the measured components and are often mixed inhomogeneously with various, often unknown materials. Therefore there is a need for measuring the absorption component of materials in their aerosol state.

(a) number of missing channels


Fig. 1.9. (a) The GA determined real refractive index for Mie-Lorenz synthetic results developed for particles with a refractive index of $1.4-\mathrm{i} 0.0$. It is seen that the inversion problem is overdetermined as the GA retrieved $m_{r}$ are within 0.015 of the expected value even when the number of missing channels or data points is increased to 10. (b) The same as (a) but for experimental measurements of $\alpha$-pinene based secondary organic aerosol at 3 points in its growth cycle where the measured particle mean diameter is indicated.

Cavity ring down technology offers the capability to measure the extinction properties of ambient level aerosols in reasonable path lengths and are well suited for this task (Abo Riziq et al. 2007; Lang-Yona 2010). A previous attempt at retrieval of the imaginary component by (Jones et al. 1994) was unsuccessful, but the instrument in that study had only one incident polarization. (Zhao 1999) however achieved success by the including several Stokes parameters in his measurement; however, the accuracy of the imaginary component was only $50 \%$. A sensitivity analysis of the retrieval capabilities of the imaginary index using another goniometer type dual
polarization nephelometer design was shown to be possible for particles with moderate absorption, $10^{-4} \leq m_{i} \leq 0.5$ (Verhaege et al. 2008). Thus, the possibility of determining the imaginary component of the refractive index is dependent on the instrument configuration and which scattering properties are measured. In order to determine the feasibility of $m_{i}$ determination with the UCLA PN, a sensitivity test is performed on synthetic data. Finally the refractive index developed from the GA inversion of aerosolized nigrosin is presented.

### 1.4.4.1 Theoretical examination of the search space

Synthetic data for aerosol particles with a refractive index of 1.7-i0.3 was generated for lognormal size distributions with mean and standard deviation values between 20 and 140 nm in 10 nm steps. The size distribution parameters are based on the sizes common to our experiments. The refractive index was chosen to be similar to that of nigrosin, which is a short-chain polyaniline compound consisting of 8 nitrogen-linked aromatic carbon rings $\left(\mathrm{C}_{48} \mathrm{~N}_{9} \mathrm{H}_{51}\right)$ (Bond et al. 1999). Nigrosin forms spheres when aerosolized by the Colison nebulizer and dried completely when passed through a dessicant drier. The measured refractive index varies from 1.65 to 1.7 in the real part and from 0.24 to 0.31 in the imaginary component (Abo Riziq et al. 2007; Garvey and Pinnick 1983; Lack et al. 2006). The GA search was performed with a population of 50 and ran for 3 generations. A noise level of $15 \%$ is applied to the synthetic data as described by eq. (8). Shown in Fig. 1.10(a) is a plot of the retrieved average $m_{i}$ of 6 separate GA searches of these synthetic data at each distribution size and standard deviation. The results show that the imaginary component is returned reasonably accurately for most combinations of the mean and standard deviation (within $7 \%$ for standard deviations greater than 50 nm ), however for narrow distributions, the retrieval becomes consistently inaccurate and can deviate from the expected value by over $200 \%$.

In Fig. 1.10(b) is shown the $\% \mathrm{CV}$ of the 6 searches, indicating the convergence properties of the GA retrieval as discussed above in section 1.4.3. As in the $m_{i}$ retrieval, the uncertainty increases as the distribution width narrows. For standard deviations values greater than 50 nm , the average $\% \mathrm{CV}$ is about $15 \%$, however, the maximum $\% \mathrm{CV}$ is over $50 \%$ at the larger mean sizes in this region. The real refractive index (not shown) is much better retrieved with an average $m_{r}=1.70 \pm$ 0.02 when the standard deviation is greater than 60 nm . The $\% \mathrm{CV}$ for the $m_{r}$ retrievals is about $2.5 \%$. As in the imaginary case, the GA $m_{r}$ retrievals are slightly more uncertain for smaller standard deviations.

These results are somewhat contrary to the results of Verhaege et al. (2008) who have shown that the retrieval of the real and imaginary component of the refractive index is possible with moderate absorption ( $10^{-4} \leq m_{i} \leq 0.5$ ) while our results show that the retrieved imaginary component is uncertain by at least $10 \%$, but often by much more. There are several possible reasons for this, our retrieval method and experimental setup is different and we have not analyzed a large space of possible mean sizes, refractive indices and distributions widths, only those that we have seen in our experiments. Also, the resolution of this experimental study (i.e., the $10-\mathrm{nm}$ step size in the mean and standard deviation) is much larger than that in the Verhaege study. There may be a localized minimum in the \%CV of GA retrieval that we have missed.


Fig. 1.10. (a) The GA determined imaginary refractive index for Mie-Lorenz-based synthetic results for particles with a refractive index similar to that of nigrosin (1.7-i0.3) for distribution parameters chosen to be similar to those seen in our experiments. Except for the distributions with standard deviations less than 60 nm , the maximum retrieved $m_{i}$ is 0.33 and the minimum is 0.23 . (b) The $\% \mathrm{CV}$ of 6 separate searches for the $m_{i}$ in part (a). As in part (a), the \%CV, or uncertainty in the retrieved $m_{i}$ due to the inversion being ill-posed is much higher for the narrower distributions.

### 1.4.4.2 Experimental results

Droplets of nigrosin and water from a Colison spray aerosolizer are sent through a dessicant drier and then separately sized by a scanning mobility particle sizer (SMPS, TSI Inc. Model 3080) or sent to the UCLA PN. Various particle distribution mean sizes and widths were generated by varying the concentration of the nigrosin in the solution. GA searches for the real and imaginary refractive indices using a population of 200 for 3 generations was performed for the measured PN angular scattering data. The size distribution search space was set at $\pm 5 \%$ of the SMPS mean size and standard deviation as listed in Table 1.5. As expected, in Table 1.5, the real refractive indices were determined more accurately than the imaginary component. In almost all cases the levels of error are much higher than the errors seen in the theoretical study. This may arise from a handful of sources, the synthetic results do not have any noise or effects from multiple internal reflections, the actual refractive index of the nigrosin may be somewhat different from the accepted value due to batch-to-batch variations in the nigrosin, and the fact that it is difficult to be certain the particles are completely dry, and the particle size distributions may be distorted from lognormal. The retrieved refractive index values for the particles with the largest sizes differ more than the smaller sizes from the expected value, and their fitness values are lowest in these tests, which is probably because at these larger sizes, the measured distributions exhibit a dual mode behavior. A study of how distortions in the distribution, i.e., departure from lognormal, have been done for non-absorbing particles (Barkey et al. 2010). It was shown that widening the GA search space on both the measured mean and standard deviation beyond the SMPS accepted error of $\pm 5 \%$ for UCLA PN measurements made from aerosols with distorted distributions (within a quantifiable level) can be done to retrieve the real refractive index to within 0.014 . However, this analysis has yet to be performed for absorbing particles.

Table 1.5. GA determined nigrosin real and imagined refractive indicies from experimental measurements.

| Mean diameter <br> $(\mathrm{nm})$ | Standard <br> deviation | GA $m_{r}$ | \%difference* | GA $m_{i}$ | \%difference** | Fitness |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 71.0 | 38.5 | 1.54 | $8 \%$ | 0.45 | $73 \%$ | 0.94 |
| 47.7 | 21.9 | 1.56 | $7 \%$ | 0.40 | $54 \%$ | 0.96 |
| 70.7 | 38.1 | 1.63 | $3 \%$ | 0.48 | $86 \%$ | 0.92 |
| 72.9 | 39.4 | 1.59 | $5 \%$ | 0.52 | $100 \%$ | 0.92 |
| 134.0 | 96.0 | 1.69 | $1 \%$ | 0.46 | $75 \%$ | 0.96 |
| 136.8 | 126.2 | 1.43 | $14 \%$ | 0.07 | $74 \%$ | 0.88 |
| 112.0 | 94.0 | 1.40 | $16 \%$ | 0.15 | $41 \%$ | 0.83 |

[^0]
### 1.4.4.3 Discussion of the retrieval of the imaginary index

The UCLA PN and the GA retrieval method of determining the real refractive index has been shown to be accurate to within $\pm 0.03$ for particles which are known to be spherical and homogeneous. Uncertainties arising from errors in the calibration, from instrument noise and from missing, i.e., saturated, channels affect the retrieved refractive indices only slightly because of the insensitivity of the GA retrieval method to noise and because this retrieval problem is over-constrained. Preliminary studies of the effectiveness of the retrieval of the imaginary component of the refractive index is at most accurate to within $10 \%$ under optimal, i.e., no noise, conditions. Experimentally, however, errors up to $100 \%$ in the retrieved value of the index are seen although additional investigations may yield more accurate retrievals in the future. Within the size limits seen, in our laboratory, the retrieval accuracy of the imaginary refractive index is more dependent on the mean size and standard deviation of the measured particles than is the real part.
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# 2 Light scattering by irregularly shaped particles with sizes comparable to the wavelength 

Evgenij S. Zubko

### 2.1 Introduction

Light scattering by single irregularly shaped particles whose sizes are comparable with wavelength plays an important role in numerous remote-sensing applications. It especially concerns applications dealing with both terrestrial and cosmic dust particles having truly irregular and random structure. The knowledge of the scattering by single irregular particles is absolutely necessary for a realistic modeling and successful interpretation of measurements of light scattering by a powder-like surface, such as, soils, sand-drift or planetary regolith. Note that, though the multiple scattering between constituent particles could significantly dominate over single scattering, it is quite evident that the one is a function of other.

The study light scattering by cosmic dust particles is a difficult problem, in particular, because there is an obvious lack of information on the structure of such particles. Indeed, unlike terrestrial dust, a sampling of cosmic dust within the Solar system is an extremely delicate and expensive undertaking; whereas, the sampling of dust particles beyond the Solar system is practically impossible. So far, there is only one successful attempt at such sampling, namely, the Stardust mission to comet 81P/Wild 2 (see, e.g., Brownlee et al., 2006). This space probe collected dust particles in the environment of a cometary nucleus (the closest distance was 236 km ) onto extremely porous silica foam, called aerogel. Though the density of aerogel varies in the range $0.01-0.05 \mathrm{~g} / \mathrm{cm}^{3}$, this substance is quite tenacious. For instance, a piece of aerogel weighing only 2 grams can support a brick having a weight of 2.5 kg (see picture in http://stardust.jpl.nasa.gov/photo/aerogel.html). When capturing dust particles, Stardust approached comet 81P/Wild 2 at a relative velocity of $6 \mathrm{~km} / \mathrm{s}$. Therefore, cometary particles experienced a highly energetic collision with the aerogel collector. Interestingly, the typical length of tracks of dust particles captured in aerogel is about one centimeter (Burnett, 2006), which implies a very fast deceleration of particles. As a consequence, micron-sized dust particles did not preserve their original structure; they were broken down into many small compact constituents and heated above $\sim 2000 \mathrm{~K}$ (Brownlee et al., 2006).

A significantly less-destructive method to sample cosmic dust particles is to collect them in the Earth stratosphere using high-altitude airplanes (e.g., Brownlee et al., 1995; Jessberger et al., 2001; Busemann et al., 2009). For example, Fig. 2.1


Fig. 2.1. Images of four interplanetary dust particles (IDPs) collected in the stratosphere, having probable cometary origin (adapted from Dai and Bradley, 2001; Hanner and Bradley, 2001; Jessberger et al., 2001). The white line in each panel corresponds to $1 \mu \mathrm{~m}$ size.
presents images of four interplanetary dust particles (IDPs) collected in this way (adapted from Dai and Bradley, 2001; Jessberger et al., 2001; Hanner and Bradley, 2004) and probably having a cometary origin. In general, IDPs originated either from asteroids or comets (e.g., Brownlee et al., 1995). Though IDPs enter the atmosphere at velocities typically higher than $12 \mathrm{~km} / \mathrm{s}$, the air does not affect their structure as strongly as aerogel. Therefore, micron-sized particles may preserve their original structure. Indeed, as one can see in Fig. 2.1, IDPs with fluffy structure can be captured in the stratosphere. On the other hand, the specific parent bodies of IDPs captured in the stratosphere are not as well known as in the case of sampling directly near a comet or asteroid and, thus, additional efforts are required to determine the origin of collected particles (Brownlee et al., 1995). Nevertheless, when sampling dust particles shortly after Earth passes through the dust tail of some comet, the origin of the collected particles can be established with some confidence. Using such a dedicated sampling method in the stratosphere, there were successful campaigns to catch dust particles from comet 26P/Grigg-Skjellerup (Busemann et al., 2009). Fig. 2.2 reproduces images of some samples obtained by Busemann et al. (2009).

As one can see in Figs. 2.1 and 2.2, all IDPs are quite irregular in appearance. On the other hand, there is also a dramatic difference between particles; evidently, they do not belong to one morphologic type. Particles shown in Figs. 2.1 and 2.2 could be classified into, at least, two distinctive groups, namely, relatively compact


Fig. 2.2. Images of dust particles originating from comet 26P/Grigg-Skjellerup (adapted from Busemann et al., 2009).
and fluffy. However, the difference in morphology of dust particles has an influence on their light scattering and understanding that interrelationship is necessary for the successful development of remote-sensing techniques.

The primary goal of this review is to show how different parameters of light scattering, such as angular profiles of intensity and degree of linear polarization, geometric and single-scattering albedo, asymmetry parameter, cross-sections of extinction and absorption, vary for different types of irregularly shaped particles. Note that, due to random variations in the structure of different samples belonging to one morphologic type, their light-scattering properties can vary dramatically. Therefore, in order to discriminate the impact of a particular characteristic morphology type from that caused by peculiarities of a given sample particle, it is necessary to perform a statistically reliable averaging of light-scattering properties over many samples for each type of particles.

Using the discrete dipole approximation (DDA), we simulate light scattering by six substantially different types of irregularly shaped particles. In most of cases, light-scattering properties of each type of irregular particles have been averaged over a few hundreds of samples. Simultaneously, each type of irregularly shaped particle is studied at three different refractive indices $m$, representing the abundant species of cosmic dust, such as, water ice, magnesium-rich silicates, and organic refractory in the visible band. Note that these refractive indices also can be associated with some terrestrial aerosols. Furthermore, each case of $m$ is considered over a wide range of particle sizes comparable with wavelength $\lambda$ of the incident radiation. The large generated data set allows us to make a systematic comparison of light-scattering properties of irregularly shaped particles with different morphology.

### 2.2 Modeling light scattering by irregularly shaped particles

### 2.2.1 Models of irregularly shaped particles

We study six types of irregularly shaped particles that could be labeled as follows: agglomerated debris particles, pocked spheres, rough-surface spheres, strongly damaged spheres, debris of spheres, and Gaussian random particles. Example images


Fig. 2.3. Samples of irregularly shaped particles of six different types.
of these particles are shown in Fig. 2.3. One can see that all particles appear to be essentially non-spherical and reveal a wide variety of particle structures. Indeed, there are highly compact structures, such as rough-surface spheres and Gaussian random particles. Fluffy structure is represented in agglomerated debris particles and pocked spheres, while heavily damaged spheres and debris of spheres correspond to moderate cases.

Except for the Gaussian random particles, irregularly shaped particles have been generated using one algorithm, which is as follows. In computer memory, a spherical volume is filled with a regular cubic lattice that is considered as the initial matrix of the irregular particles. We consider the initial matrix consisting of 137,376 cells. In the process, the elements of the cubic lattice inside the initial matrix are assigned material properties corresponding to the refractive indices of the particles. All cubic cells forming this initial matrix are divided into two groups: cells belonging to the surface layer and cells internal to the surface layer. The depth of the surface layer is a parameter of our model. For instance, in the case of agglomerated debris particles and rough-surface spheres, the depth takes a value of only $0.5 \%$ of the radius of the initial matrix; i.e., the surface layer is formed only by dipoles having direct contact with the surrounding empty space. In the case of pocked spheres, the depth is $12.5 \%$ of the radius of the initial matrix. Strongly damaged spheres and debris of spheres are generated having no surface layer; i.e., all cells of the initial matrix are treated as internal.

Once cells forming the initial matrix are divided into two sub-groups, we choose seed cells for empty space and material at random. In general, we distinguish two types of seed cells for empty space: those belonging to the surface layer and those belonging to the internal volume; whereas, seed cells for the material are allocated only among internal cells. For instance, agglomerated debris particles are generated
with 100 seed cells of empty space randomly chosen in the surface layer, 20 seed cells of empty space, and 21 seed cells of material randomly allocated throughout the internal volume. For rough-surface spheres, the numbers of seed cells are 1,200 for empty space in the surface layer, 150 for material and 0 for empty space within the interior. In the case of pocked spheres they are 100, 50, and 0 , respectively. Because heavily damaged spheres and debris of spheres are generated with zero depth of the surface layer, it implies that the number of seed cells for empty space allocated in the surface layer is 0 . For strongly damaged spheres, there are 20 seed cells of empty space and 21 seed cells of material; whereas, for debris of spheres the numbers of seed cells of empty space and material are both equal to 4 . The final stage of generating a target particle is to evaluate the rest of the cells forming the initial matrix: step-by-step, each cell distinct from the seed cells is assigned with the same optical properties as that of the nearest seed cell. Agglomerated debris particles, pocked spheres, rough-surface spheres, and heavily damaged spheres have been previously studied in Zubko et al. (2006; 2009a); in these papers, further images of particles can be also found.

Using the algorithm described in Muinonen et al. (1996), we have generated a set of 100 samples of random Gaussian particles. This type of particle is parameterized by the relative radius standard deviation $\sigma$ and power law index in the covariance function of the logarithmic radius $\nu$, which take values of 0.245 and 4 , respectively. Unlike other types of irregular particles involved in this study, random Gaussian particles have a quite smooth surface; nevertheless, their shape is significantly nonspherical. Note that light scattering by exactly the same ensemble of shapes of random Gaussian particles have been studied in Zubko et al. (2007), and additional images of sample particles can be found therein.

Two important parameters characterizing irregularly shaped particles are the radius of the circumscribing sphere $r_{c s}$ and the packing density $\rho$ of particle material. Note that these parameters do not describe completely the properties of a particle. The more complicated the structure, the more parameters are needed to describe it. Nevertheless, even considering the effects of varying these two parameters may significantly improve our understanding of scattering peculiarities of irregularly shaped particles. In cases of non-Gaussian irregular particles, the radius of the circumscribing sphere is close to the radius of the initial matrix; the difference does not exceed $1 \%$. We approximate the circumscribing sphere with the largest sample from the set of 100 particles to preserve the size distribution of random Gaussian particles obtained with original algorithm described by Muinonen et al. (1996). We define the packing density $\rho$ of a particle as the ratio of volume occupied by the particle material to volume of the circumscribing sphere. We would like to stress that, in the general case, different sample particles of given morphology do not have the same volume of material, so $\rho$ varies randomly from one sample to another. Fig. 2.4 shows the probability distribution of packing density $\rho$ for all six types of irregular particles. Here, curve (1) corresponds to agglomerated debris particles, (2) to pocked spheres, (3) to rough-surface spheres, (4) to heavily damaged spheres, (5) to debris of spheres, and (6) to random Gaussian particles. As one can see, the compact morphologies, such as rough-surface spheres and random Gaussian particles reveal quite narrow distributions of $\rho$. Pocked spheres also demonstrate a rather narrow distribution of $\rho$, though not as much as particles


Fig. 2.4. Probability distribution of packing density $\rho$ for six types of irregularly shaped particles.
with compact structure. Simultaneously, agglomerated debris particles have a significantly relaxed distribution of packing density, which, to some extent, is similar to that of heavily damaged spheres. Finally, debris of spheres reveal a quite wide distribution of $\rho$. Note that three types of irregular particles, namely, rough-surface spheres, heavily damaged spheres, and debris of spheres have almost the same average values of packing density $\langle\rho\rangle: 0.523,0.512$, and 0.500 , respectively. In the case of pocked spheres, $\langle\rho\rangle$ is 0.336 ; whereas, the average packing density of agglomerated debris particles is 0.236 . Note that, according to our definition of packing density, its average is an anomalously low value of 0.139 in the case of random Gaussian particles. However, as one can see in Fig. 2.3, these particles are quite compact in appearance. Obviously, such an underestimation of the average packing density results from the elongated shape of the Gaussian particles. Therefore, in what follows, we refer random Gaussian particles as those having quite compact structure. Since non-Gaussian irregular particles are more or less equally elongated in all directions, in these cases, our definition provides accurate estimations of the average packing density.

### 2.2.2 The DDA method and parameters

We use the DDA to perform our light-scattering calculations (e.g., Draine, 1988; Draine and Flatau, 1994; Yurkin and Hoekstra, 2007; Zubko et al., 2010). This approach allows us to consider particles with arbitrary shape and internal composition. In the DDA, a target particle is modeled with an array of small constituent volumes that together reproduce the shape and internal optical properties of the original particles. These constituent volumes must be significantly smaller than the wavelength of the incident electromagnetic wave, and their scattering properties take the form of a simple analytic expression (i.e., Rayleigh approximation). Due to such a replacement, one can reduce the light-scattering problem to a system of linear algebraic equations. One optional restriction on constituent volumes is that they be located in a regular cubic lattice to allow use of the fast Fourier transformation (FFT) and, thus, dramatically accelerate computations (Goodman
et al., 1991). We use our well-tested implementation of the DDA to perform the calculations of this manuscript (Zubko et al., 2003, 2010; Penttilä et al., 2007).

An important parameter specifying the DDA applicability is the size of the cubic lattice $d$. In application to irregular particles, the DDA provides accurate numerical result under the condition $k d|m| \leq 1$, where wavenumber $k=2 \pi / \lambda, \lambda$ is the wavelength of the incident electromagnetic wave, and $m$ is the refractive index of the particle (Zubko et al., 2010). Note that throughout this study, the parameter $k d|m|$ remains less than 0.85 .

In general, light scattering by a small particle is determined primarily by the complex refractive index $m$ of the particle material and the ratio of the particle radius expressed as $r_{c s}$ to the wavelength $\lambda: x=2 \pi r_{c s} / \lambda$ (e.g., Bohren and Huffman, 1983); note, this ratio is referred to as the size parameter. While we use the radius of the circumscribing sphere $r_{c s}$ to express particle size, another parameter used is the radius of an equal-volume sphere $r_{e q}$. We denote the size parameter of the equal-volume sphere as $x_{e q}$ and note that $x_{e q}$ can be derived from $x$ and the average packing density $\langle\rho\rangle$ as follows: $x_{e q}=\langle\rho\rangle^{1 / 3} x$.

We consider irregularly shaped particles having 3 different refractive indices $m$, which are representative of materials in cosmic and terrestrial dust: $m=1.313+0 i$, $1.6+0.0005 i$, and $1.5+0.1 i$. In all these cases, $x$ is varied from 2 to 14 with a fixed step of 2 .

### 2.2.3 Averaging of light scattering characteristics

Light-scattering properties of irregularly shaped particles are averaged over sample shape and orientation at each set of $m$ and $x$. In all cases, except those of random Gaussian particles, we consider a minimum of 500 sample particle shapes. Light scattering by each sample particle has been computed for one random orientation of the incident electromagnetic wave and averaged over 100 scattering planes evenly distributed around the propagation direction of the incident light. This averaging over scattering planes does not require significant computational efforts; however, it improves significantly the statistical reliability of numerical results.

To test for convergence, we perform averaging in two sub-processes, each based on half of the scattering planes used in each sample (i.e., on 50 scattering planes). We compare results of both sub-processes to the results obtained when averaging over 100 scattering planes. As a quantitative indicator of the averaging, we use the standard deviation of the linear degree of polarization obtained with 100 and 50 scattering planes. This standard deviation depends stochastically on the geometry of light scattering, which could be described, for instance, with phase angle $\alpha$. Note, $\alpha$ is the angle between two lines, one connecting the source of light to the target particle and the other connecting the target particle to the observer. Obviously, $\alpha$ is equal to $0^{\circ}$ in the backscattering direction and $180^{\circ}$ in the forward-scattering direction. It also needs to be mentioned that phase angle $\alpha$ is supplementary to the scattering angle $\theta$. We continue averaging over particle shape while fluctuations of the standard deviation of the degree of linear polarization over the entire range of phase angle $\alpha$ exceed $1 \%$; therefore, the actual number of sample particles considered very often exceeds 500 .

For the random Gaussian particles, we consider a set of 100 sample particles. Therefore, in order to achieve a desirable accuracy, we consider each sample particle in more than one random orientation of the incident electromagnetic wave. The minimum number of orientations is 5 per sample particle. Although the criterion for termination of the averaging process is the same as for non-Gaussian irregular particles, there is a significant difference: when a given number of orientations of random Gaussian particles does not provide a desirable accuracy of the averaging, we add one additional random orientation for each sample particle from the ensemble and only then check the accuracy again. Therefore, at the termination of the averaging process, light-scattering properties of each sample particle are averaged over the same number of random orientations.

It should be emphasized that while many of the irregularly shaped particles considered in the current review have been studied in Zubko et al. (2006; 2007), we have significantly improved the quality of the averaging, so the present results are more statistically reliable. For instance, the minimum number of sample particles used in Zubko et al. (2006) was 200; whereas, here it is 500 .

### 2.3 Comparative study of light scattering by irregular particles with different morphology

In general, the parameters describing light scattering by a particle can be classified into two groups, sometimes, referred as integral and differential parameters. For instance, cross-sections for absorption $C_{\text {abs }}$ and extinction $C_{\text {ext }}$ belong to integral parameters. Simultaneously, intensity $I$ and degree of linear polarization $P$ of the scattered light are examples of differential parameters. An essential feature of integral parameters is that they are independent of the conditions of observation; whereas, differential parameters are functions of two angles specifying the direction of scattered light to a detector. However, in the case of azimuthally symmetric targets, the angular dependence of differential parameters takes a significantly simpler form depending upon only phase angle $\alpha$ or, equivalently, the scattering angle $\theta$. Note that statistically reliable averaging of light-scattering properties over sample particles and/or their orientations obviously makes differential parameters azimuthally averaged; therefore, in this case, the differential parameters also depend upon only one angle.

In the first part of this section, we analyze integral parameters of light scattering by irregularly shaped particles, such as the cross-sections for absorption $C_{\text {abs }}$ and extinction $C_{\text {ext }}$, single-scattering albedo $\omega$, asymmetry parameter $g$, and radiation pressure efficiency $Q_{\mathrm{pr}}$. Most of these parameters play a key role in the simulation of the transparency of the interstellar medium and radiation transfer in planetary atmospheres including Earth; whereas, the radiation pressure efficiency determines the motion of cosmic dust particles. In the second part of the section, we focus on differential parameters, such as, geometric albedo $A$, linear and circular polarization ratios $\mu_{\mathrm{L}}$ and $\mu_{\mathrm{C}}$ at backscattering $\alpha=0^{\circ}$, and the dependencies of intensity $I$ and degree of linear polarization $P$ on phase angle $\alpha$. These parameters are widely exploited in remote sensing applications of atmospheric aerosols, comets and other Solar system bodies.

### 2.3.1 Comparison of integral parameters of light scattering by irregularly shaped particles with different morphology

### 2.3.1.1 Cross-sections for absorption and extinction $C_{\text {abs }}$ and $C_{\text {ext }}$

Interaction of electromagnetic radiation with particles decreases the energy flux of the incident wave. The total loss of the energy flux can be quantified in terms of area, which is normal to the incident beam and intercepts the lost flux of energy. Such an area is referred to as the cross-section for extinction $C_{\text {ext }}$. In the general case, the interaction of electromagnetic radiation with a particle results in absorption and scattering. The part of the total area that corresponds to loss due to absorption is referred to as the cross-section for absorption $C_{\mathrm{abs}}$; whereas, the rest corresponds to the cross-section for scattering $C_{\text {sca }}$. These three values are obviously related as follows: $C_{\mathrm{ext}}=C_{\mathrm{abs}}+C_{\mathrm{sca}}$.

In Fig. 2.5, we present cross-sections for absorption $C_{\text {abs }}$ (left) and extinction $C_{\text {ext }}$ (right) as functions of size parameter $x$ for irregularly shaped particles of six different types of morphology. Here, the top panels correspond to the case of $m=1.313+0 i$, the middle to $m=1.6+0.0005 i$, and the bottom to $m=1.5+0.1 i$. Note that, though light scattering by particles comparable with wavelength depends on the dimensionless ratio of particle size to wavelength, $C_{\text {abs }}$ and $C_{\text {ext }}$ are not dimensionless; they are measured in units of area. For instance, the quantities in Fig. 2.5 are given for wavelength $\lambda=0.628 \mu \mathrm{~m}$ (wavenumber $k=2 \pi / \lambda \approx 10$ ). However, if necessary, they can be easily recalibrated for another $\lambda$.

As one can see in Fig. 2.5, except the case of $C_{\text {abs }}$ at $m=1.313+0 i$, crosssections for absorption and extinction grow rapidly with size parameter $x$; whereas, in the case of non-absorbing material, the cross-section for absorption remains predictably equal to zero through all $x$. Interestingly, curves in Fig. 2.5 reveal qualitatively similar behavior for all types of irregular particles, though there are visible quantitative distinctions. The latter are caused by differences in morphology and material volume between various types of irregularly shaped particles. On the other hand, for equidimensional target particles at small $x$, one could expect that the impact of particle morphology on light scattering has to be rather small because, in this case, light-scattering properties can be described quite well with only an isotropic electric dipole (e.g., Bohren and Huffman, 1983). However, the upper limit for the range of $x$ where $C_{\text {abs }}$ and $C_{\text {ext }}$ are insensitive to morphology is unknown and, thus, its determination is of high practical interest.

In order to eliminate the impact of different volumes of material, one can consider ratios $C_{\text {abs }} /\langle\rho\rangle$ and $C_{\text {ext }} /\langle\rho\rangle$ instead of pure cross-sections for absorption and extinction. These normalized quantities are shown in Fig. 2.6. As one can see, agreement between different types of irregularly shaped particles becomes much better, namely, all curves nearly coincide, at least for $x \leq 4$. Moreover, in some cases, the coincidence is extended to much larger $x$. Particularly, the extinction cross-section of icy particles (i.e., $m=1.313+0 i$ ) does not depend on their morphology for $x \leq 8$. Interestingly, the differential parameters of light scattering, such as the angular profiles of intensity $I$ and degree of linear polarization $P$, reveal significant deviations depending on morphology at $m=1.313+0 i$ and $x=6$ (see top panels in Fig. 2.10). Surprisingly, in the case of weak absorption, the absorption cross-section


Fig. 2.5. Cross-sections for absorption $C_{\text {abs }}$ (left) and extinction $C_{\text {ext }}$ (right) computed at $\lambda=0.628 \mu \mathrm{~m}$, as functions of size parameter $x$ for six types of irregularly shaped particles. The top panels show the case of $m=1.313+0 i$, the middle panels show the case of $m=1.6+0.0005 i$, and the bottom panels show the case of $m=1.5+0.1 i$.
remains insensitive to particles morphology over the entire range of $x$ investigated in the current work (see left middle panel in Fig. 2.6).

Finally, we would like to note that within each morphology class of irregular particles, the cross-section for extinction $C_{\text {ext }}$ attains similar absolute values at $m$ $=1.5+0.1 i$ and $m=1.6+0.0005 i$ (see Figure 5). One can conclude that the imaginary part of refractive index $\operatorname{Im}(m)$ does not significantly affect $C_{\text {ext }}$. Therefore, considerable extinction of radiation does not necessarily mean the presence of highly absorbing particles. However, $\operatorname{Im}(m)$ has a significant impact on absorption cross-section $C_{\mathrm{abs}}$, and therefore also on the scattering cross-section $C_{\text {sca }}$.


Fig. 2.6. The same as Fig. 2.5 but, $C_{\text {abs }}$ and $C_{\text {ext }}$ are normalized to an average packing density $\langle\rho\rangle$ of irregularly shaped particles.

### 2.3.1.2 Single-scattering albedo $\omega$ and asymmetry parameter $g$

Fig. 2.7 shows another pair of integral parameters of light scattering, namely, singlescattering albedo $\omega$ and asymmetry parameter $g$. The former is defined as the ratio $\omega=C_{\mathrm{sca}} / C_{\text {ext }}=\left(C_{\text {ext }}-C_{\text {abs }}\right) / C_{\text {ext }}$; it varies from 0 and to 1 and presents a sort of efficiency of light scattering. The parameter $g$ indicates the distribution of the scattered electromagnetic energy between forward and backward hemispheres with respect to the direction of the incident beam propagation:

$$
\begin{equation*}
g=\frac{\int_{2 \pi} \int_{\pi} I(\theta, \varphi) \cos \theta \sin \theta d \theta d \varphi}{\int_{2 \pi} \int_{\pi} I(\theta, \varphi) \sin \theta d \theta d \varphi} \tag{1}
\end{equation*}
$$



Fig. 2.7. Single-scattering albedo $\omega$ (left) and asymmetry parameter $g$ (right) as a function of size parameter $x$ for six types of irregularly shaped particles. The top panels show the case of $m=1.313+0 i$, the middle panels show the case of $m=1.6+0.0005 i$, and the bottom panels show the case of $m=1.5+0.1 i$.

Here, $\theta$ and $\varphi$ are the scattering and azimuthal angles, $I(\theta, \varphi)$ is the intensity of scattering of unpolarized light. The denominator is equal to the scattering crosssection $C_{\text {sca }}$. Note that scattering intensity is a function of two angles in the general case; whereas, averaging over sample particles and/or their orientation removes the dependence on azimuthal angle $\varphi$. Asymmetry parameter $g$ varies in the range from -1 to 1 . It takes a positive value if the scattering into the forward hemisphere dominates over that into backward hemisphere, and $g=0$ if the energy is distributed equally between hemispheres and is negative otherwise. Note that both single-scattering albedo $\omega$ and asymmetry parameter $g$ are important parameters
in computations of radiative transfer in discrete media (e.g., Bowell et al., 1989; Bauer et al., 2007).

As one could expect, single-scattering albedo $\omega$ of non-absorbing particles is exactly equal to unity. This means that all incident electromagnetic energy intercepted by a target particle is being scattered into surrounding space (see Fig. 2.7). However, a small imaginary part of refractive index $\operatorname{Im}(m)=0.0005$ does not significantly affect $\omega$ either; for instance, the albedo remains higher than $98.5 \%$ for all types of particles and sizes. In case of highly absorbing material with $\operatorname{Im}(m)=0.1$, there is a significant dependence of $\omega$ on $x$. Nevertheless, for the case of $m=1.5+0.1 i$ shown in Fig. 2.7, all profiles $\omega$ vs. $x$ are quite similar to each other. Namely, in the range of $x$ from 2 to 4-6, single-scattering albedo grows rapidly with size parameter $x$; then, it slowly decreases. Note that $\omega$ remains higher than 0.4 through all cases considered.

Interestingly, except in the case of rough-surface spheres, there is quite good quantitative agreement between albedo $\omega$ of particles with different morphologies. On the other hand, as was shown in Zubko et al. (2006), light scattering by the rough-surface spheres is very close to that of a perfect sphere of equivalent volume. Therefore, one may conclude, once irregular particles substantially differ from a perfect sphere, their single-scattering albedo $\omega$ does not depend significantly on their morphology. This statement is consistent with findings in Nousiainen and Muinonen (2007), where random Gaussian spheres having appreciably different shapes were studied. Nevertheless, in the case of irregular particles with some specific morphologies, such as extremely sparse ballistic cluster-cluster aggregates (BCCAs) and ballistic particle-cluster aggregates (BPCAs), the size dependence of single-scattering albedo $\omega$ may be substantially different from the profiles shown in Fig. 2.7. Notice, there is quite good quantitative agreement between single-scattering albedo of BCCAs and BPCAs (Kimura and Mann, 1998).

As one can see in the right panels of Fig. 2.7, the asymmetry parameter $g$ shows more or less the same dependence on the size parameter $x$ for all types of irregularly shaped particles. Note that, as in the case of single-scattering albedo $\omega$, the most notable deviations from the general behavior are caused by rough-surface spheres. These deviations become apparent in cases of non- and weakly absorbing materials; whereas, in the case of $m=1.5+0.1 i$, rough-surface spheres do not reveal visible distinctions from the behavior of irregular particles with other morphologies.

Interestingly, irregular particles with different degrees of absorption reveal visibly different trends of curves $g$ vs. $x$. Indeed, as one can see in Fig. 2.7, curves corresponding to weakly absorbing particles show a maximum at $x \approx 10-12$ $(m=1.313+0 i)$ and $x \approx 4-6(m=1.6+0.0005 i)$. Note that similar non-monotonic behavior was found for particles with regular structure (Mishchenko, 1994; Bauer et al., 2007), although in the case of irregular particles the maximum is located at systematically higher $x$. Simultaneously, profiles for highly absorbing particles approach the level $g=1$ asymptotically, having no extremum. This behavior is also consistent with findings for spheres with large material absorption (Mishchenko, 1994). However, in this case, there is also rather good quantitative agreement between asymmetry parameters $g$ for spheres and irregular particles.

We would like to note that the sign of the asymmetry parameter $g$ for all six types of irregular particles is positive throughout the entire range of size parameter
$x$ considered in Fig. 2.7. In practice this means that the amount of electromagnetic energy scattered in the forward hemisphere is greater than that scattered in the backward hemisphere. This result is consistent with findings for other types of particles, such as single spheres, randomly oriented oblate spheroids and Chebyshev particles (Mishchenko, 1994), particles with multiple internal inclusions (Macke and Mishchenko, 1996), BCCA and BPCA (Kimura and Mann, 1998), and layered spheres (Bauer et al., 2007).

Putting a target particle into some electromagnetic field disturbs its initial structure. In order to express analytically the resulting (i.e., disturbed) electromagnetic field in space with respect to the particle, it is assumed that the total electromagnetic field is the sum of the initial electromagnetic field (i.e., the field existing in the absence of the obstacle) and the scattered electromagnetic field (i.e., all the rest). As it turns out, such a decomposition of the electromagnetic field in space is quite convenient for a subsequent analysis of electromagnetic scattering (Bohren and Huffman, 1983). However, in what follows, only the scattered electromagnetic field is studied; whereas, the incident electromagnetic field is ignored. Note that the definition of $g$ eq. (1) presents exactly this case. Evidently, omitting the incident field corresponds to the case when the detector of radiation is isolated from the direct incident electromagnetic field. While this occurs in the vast majority of experiments and observations of light scattering, it does not hold true in the case of multiple scattering between closely packed particles. Indeed, in this case, the detector is a neighboring particle, which is irradiated by not only the electromagnetic wave scattered from the target particle but by the incident wave as well. Therefore, when considering the asymmetry parameter $g$ for constituent particles forming a discrete medium, the intensity of scattering in relationship (1) has to be replaced with the intensity of the full electromagnetic field, which is based on the amplitude of the full electromagnetic field. Therefore, one can summarize that data for asymmetry parameter $g$ shown in Fig. 2.7 can be used only in applications to single-scattering particles or constituents of clusters with very sparse and random structure; whereas, in the case of closely packed clusters, asymmetry parameter $g$ needs to be computed in a way different from eq. (1).

### 2.3.1.3 Efficiency for radiation pressure $Q_{p r}$

The radiation-pressure efficiency $Q_{\mathrm{pr}}$ determines the motion of cosmic dust particles. It is defined as follows:

$$
\begin{equation*}
Q_{\mathrm{pr}}=C_{\mathrm{pr}} / G=\left(C_{\mathrm{ext}}-g C_{\mathrm{sca}}\right) / G \tag{2}
\end{equation*}
$$

Here, $G$ is the geometric cross-section of the particle and $C_{\mathrm{pr}}$ is the cross-section for radiation pressure (e.g., van de Hulst, 1981); whereas, $C_{\text {ext }}, C_{\text {sca }}$, and $g$ are, as given previously, the cross-sections for extinction and scattering, and asymmetry parameter, respectively. Note that the motion of cosmic dust particles near a star depends on the ratio of the radiation-pressure force to the star's gravitational force, which is designated as $\beta$ (e.g., Burns et al., 1979; Artymowicz, 1988; Fulle, 2004). Some details on the difference between the orbit of the parent body and an ejected dust particle caused by radiation pressure acting on the particle can be found, e.g., in Augereau and Beust (2006). By definition, the ratio $\beta$ is in direct proportion to
radiation pressure: $\beta \propto Q_{\mathrm{pr}}$ (e.g., Fulle, 2004). However, there is an obvious lack of $Q_{\text {pr }}$ data for irregularly shaped particles. For most applications, computations of $\beta$ are based on the radiation-pressure efficiency of a single sphere obtained using Mie theory (Burns et al., 1979; Artymowicz, 1988; Fulle, 2004; Augereau and Beust, 2006). Nevertheless, in some cases, particles with more complicated structure have been considered, such as, BCCA and BPCA clusters (Kimura and Mann, 1998; Kimura et al., 2002) or layered spheres (Wickramasinghe and Wickramasinghe, 2003).

In Fig. 2.8, we present radiation-pressure efficiencies $Q_{\text {pr }}$ vs. size parameter $x$ of irregularly shaped particles having six different types of morphology. One can immediately conclude that particles with $m=1.313+0 i$ behave peculiarly. In


Fig. 2.8. Radiation-pressure efficiency $Q_{\text {pr }}$ (i.e., the ratio of radiation pressure crosssection $C_{\text {pr }}$ to geometric cross-section $G$ ) as a function of size parameter $x$ for six types of irregularly shaped particles. The top panels show the case of $m=1.313+0 i$, the middle panels show the case of $m=1.6+0.0005 i$, and the bottom panels show the case of $m=1.5+0.1$ i.
comparison to this case, values of $Q_{\mathrm{pr}}$ for particles with $m=1.6+0.0005 i$ and $m=1.5+0.1 i$ are surprisingly close to each other; although radiation-pressure efficiency for highly absorbing particles systematically exceeds that for weakly absorbing particles. Interestingly, through all the studied refractive indices $m$ and size parameters $x, Q_{\mathrm{pr}}$ for agglomerated debris particles and pocked spheres nearly coincide with each other. Both types of particles have fluffy irregular structure but with different packing densities. Quantitative resemblance also can be seen between curves for strongly damaged spheres and debris of spheres; whereas, rough-surface spheres and Gaussian random particles show individual dependences of $Q_{\mathrm{pr}}$ on $x$.

Note that in numerous practical applications, it is assumed that $Q_{\mathrm{pr}} \approx 1$ for very large particles with sizes significantly exceeding $1 \mu \mathrm{~m}$ (e.g., Burns et al., 1979; Fulle, 2004). However, as one can see in Fig. 2.8, while increasing size parameter $x$, the radiation-pressure efficiency $Q_{\mathrm{pr}}$ of non-optically soft irregular particles clearly approaches 1 . For instance, at the largest size parameter $x=14$ achieved in this study, the relative deviations of $Q_{\mathrm{pr}}$ from 1 do not exceed $20-25 \%$; whereas, in the case of particles with fluffy structure (i.e., agglomerated debris particles and pocked spheres), these deviations are even smaller. Therefore, in the case of nonoptically soft irregular particles, the efficiency for radiation pressure $Q_{\text {pr }}$ can be assumed approximately equal to 1 when the particle size is larger than only a few micrometers in visible.

### 2.3.2 Comparison of differential parameters of light scattering by irregularly shaped particles with different morphology

There are a few different ways to describe properties of the scattered electromagnetic radiation. One of them is the formalism of the four-dimensional Stokes vector:

$$
\boldsymbol{S}=\left(\begin{array}{l}
I  \tag{3}\\
Q \\
U \\
V
\end{array}\right)
$$

In eq. (3), the Stokes parameter $I$ represents the total intensity of the electromagnetic wave, the Stokes parameters $Q$ and $U$ describe its linear polarization with respect to a given scattering plane, e.g., the plane containing the source of incident light, target particle, and observer; finally, the Stokes parameter $V$ characterizes circular polarization of the electromagnetic wave. The most important advantage of such an approach is the simplicity in representation of the natural unpolarized light. Indeed, a monochromatic electromagnetic wave is polarized always $100 \%$; whereas, unpolarized electromagnetic radiation appears as a superposition of numerous completely but stochastically polarized waves. However, for instance, within formalism based on amplitude and phase of electromagnetic wave, it is practically impossible to represent unpolarized light; whereas, in terms of the Stokes vector it can be quite easily expressed as follows:

$$
\boldsymbol{S}=\left(\begin{array}{l}
I  \tag{4}\\
0 \\
0 \\
0
\end{array}\right)
$$

i.e., in the case of unpolarized light, the Stokes parameters $Q, U$, and $V$ are assumed to be equal to zero. For convenience, the intensity of the incident light is assumed very often to be equal to 1 .

Within the formalism of the Stokes vectors, the act of light scattering by a particle can be described with the help of a matrix-vector product $\mathbf{S}^{s c}=\mathbf{M} \mathbf{S}^{i n c}$. Here, $\mathbf{S}^{i n c}$ and $\mathbf{S}^{s c}$ are Stokes vectors for the incident and scattered light, respectively; whereas, $\mathbf{M}$ denotes a special $4 \times 4$ matrix, which describes the light-scattering properties of the target particle. Note that this matrix contains all possible differential parameters of light scattering. It is called the Mueller matrix (e.g., van de Hulst, 1981; Bohren and Huffman, 1983) and sometimes the scattering matrix (Bohren and Huffman, 1983). In general, all sixteen elements of the Mueller matrix are nonzero and depend on phase angle $\alpha$.

It should be emphasized that the Stokes vector and the Mueller matrix are both specified within a given scattering plane. In order to obtain the actual values of the Mueller matrix elements for a given target particle and a given scattering plane, it is necessary to compute the electromagnetic scattering by that particle for two incident waves having orthogonal polarization states. The complete Mueller matrix can be derived from the resulting scattered fields with the help of simple formulae presented, e.g., in Bohren and Huffman (1983). Note that a change of the scattering plane, for instance, caused by rotation of the target particle around the direction of incident wave propagation, requires a complete recalculation of the Mueller matrix. In other words, the Mueller matrix of a single particle corresponding to one scattering plane cannot be easily transformed to the Mueller matrix associated with another scattering plane. Nevertheless, this procedure can be substantially accelerated owing to the linearity of Maxwell equations.

Averaging of light-scattering properties over sample particles and their orientations substantially simplifies the resulting Mueller matrix. In particular, half of the elements in the average Mueller matrix are equal to zero; whereas, some of the nonzero elements are not independent. In general, the average Mueller matrix takes on the following form (e.g., van de Hulst, 1981):

$$
\mathbf{M}=\frac{1}{(k R)^{2}}\left(\begin{array}{llll}
M_{11} & M_{12} & 0 & 0  \tag{5}\\
M_{12} & M_{22} & 0 & 0 \\
0 & 0 & M_{33} & M_{34} \\
0 & 0 & -M_{34} & M_{44}
\end{array}\right)
$$

As one can see in (5), there are only six truly independent elements, although this number can be even less in the case of some special target particles. For instance, the Mueller matrix for a sphere consists of four independent elements; whereas $M_{11}=M_{22}$ and $M_{33}=M_{44}$ (Bohren and Huffman, 1983). When defining the Mueller matrix, it is common to distinguish the factor $(k R)^{-2}$, which describes the energy attenuation of the spherical wave with distance $R$ and is common for all elements of the matrix (Bohren and Huffman, 1983).

In practice, when measuring light scattering by micron-sized particles, a cumulative signal coming simultaneously from enormous numbers of particles, is registered. Except in a few quite specific cases (e.g., Rosenbush et al., 2007), these particles are randomly oriented. Therefore, the form of the matrix retrieved in practice usually takes the form of eq. (5) (e.g., Muñoz et al., 2000; Hovenier et al., 2003; Volten
et al., 2007). In astronomical applications, the incident light typically is emitted by some star, and such electromagnetic radiation is substantially unpolarized. As a consequence, the light-scattering parameters which are most commonly available in astronomical observations are defined by product of the Mueller matrix (eq. (5)) and the Stokes vector (eq. (4)), i.e.:

$$
\mathbf{S}^{s c}=\frac{1}{(k R)^{2}}\left(\begin{array}{l}
M_{11}  \tag{6}\\
M_{12} \\
0 \\
0
\end{array}\right)
$$

Obviously, the Stokes vector (6) remains valid for passive measurements of light scattering by atmospheric aerosols, i.e., with the Sun as the source of light (e.g., Kokhanovsky, 2008).

As one can see in (6), there are only two nonzero Stokes parameters containing information. However, the commonly measured values are the intensity of the scattered light $I=(k R)^{-2} M_{11}$ and its degree of linear polarization $P=-M_{12} / M_{11}$. Typically polarization is expressed in percent. Note that, taking into account the definitions for the Mueller matrix elements $M_{11}$ and $M_{12}$ (Bohren and Huffman, 1983), one can reformulate definitions for the intensity and degree of linear polarization alternatively as follows: $I=I_{\perp}+I_{\| \mid}$and $P=\left(I_{\perp}-I_{\| \mid}\right) /\left(I_{\perp}+I_{\| \mid}\right)$. Here, $I_{\perp}$ denotes the intensity of the component of scattered light that is polarized perpendicular to the scattering plane; whereas, $I_{| |}$denotes the intensity of the component polarized within the scattering plane. While intensity $I$ always takes positive and nonzero values, the degree of linear polarization $P$ can take positive and negative values and also be equal to zero. Note also that sometimes the dependence of intensity $I$ on phase angle $\alpha$, which is normalized to the scattering cross-section $C_{\text {sca }}$, is called the phase function (e.g., van de Hulst, 1981; Bohren and Huffman, 1983; Kokhanovsky, 2008).

### 2.3.2.1 Full phase dependencies of the intensity and degree of linear polarization

Figs. 2.9-2.12 show the phase dependencies of intensity $I$ normalized to its value at the backscattering (left) and degree of linear polarization $P$ (right) for particles with size parameter $x=2,6,10$, and 14 , correspondingly. The upper panels show the results for particles with $m=1.313+0 i$, results with $m=1.6+0.0005 i$ are shown in the middle, and results with $m=1.5+0.1 i$ are shown in the bottom. For all the refractive indices presented in Fig. 2.9, the phase dependencies of intensity are not symmetric, having a wide peak of forward scattering. The intensity of forward scattering is up to about two orders of magnitude higher than that of bsackscattering; however, in the case of optically soft particles with $m=1.313+0 i$, this difference is less pronounced. As one can see in Fig. 2.9, even the smallest particles with $x=2$ reveal noticeable differences in the intensity depending upon the particle morphology. On the other hand, curves for particles with similar morphology are generally in good quantitative agreement. For instance, the intensity profiles for agglomerated debris particles and pocked spheres are quite similar to


Fig. 2.9. Intensity $I$ (left) and degree of linear polarization $P$ (right) as functions of phase angle $\alpha$ for six types of irregularly shaped particles with $x=2$. The top panels show the case of $m=1.313+0 i$, the middle panels show the case of $m=1.6+0.0005 i$, and the bottom panels show the case of $m=1.5+0.1 i$.
each other for all refractive indices studied. The same is observed for strongly damaged spheres and debris of spheres, except the case of $m=1.313+0 i$. We would like to emphasize that such similarities remain in the angular profiles of the degree of linear polarization (see right panels in Fig. 2.9) for agglomerated debris particles and pocked spheres, and for strongly damaged spheres and debris of spheres.

As one can see in Fig. 2.9, the degree of linear polarization, for all types of irregular particles with $x=2$, remains substantially positive through all phase angles and refractive indices. The phase curves of linear polarization have a bell-like shape. In most cases, the maximum of positive polarization is located near $\alpha=90^{\circ}$; and only in the case of the rough-surface spheres, the maximum of linear polarization
is noticeably shifted toward smaller phase angles. Through all the cases considered in Fig. 2.9, the maximum amplitude of linear polarization exceeds $60 \%$; however, in many cases, the amplitude is even higher, reaching almost $100 \%$. For instance, at $m=1.313+0 i$, all irregularly shaped particles have a very high maximum linear polarization. Such angular profiles of linear polarization nearly coincide with the result of the Rayleigh approximation for an extremely small particle, i.e., with $x \ll 1$ (e.g., van de Hulst, 1981; Bohren and Huffman, 1983). On the other hand, the Rayleigh approximation also predicts a symmetric phase function of small particles, which is not observed for the irregular particles with $x=2$. Therefore, one can conclude that, in the case of small size parameter $x$, the angular dependence of the intensity is considerably more sensitive to particles' morphology than the degree of linear polarization. Interestingly, while the size of the particles grows, becoming comparable with the wavelength, the degree of linear polarization becomes more sensitive to properties of particles than the intensity (e.g., Zubko et al., 2007; Nousiainen, 2009).

Fig. 2.10 shows phase dependencies of intensity $I$ and degree of linear polarization $P$ for irregular particles of $x=6$. There is a dramatic difference from the curves for $x=2$ presented in Fig. 2.9. The forward-scattering peak is substantially narrower in the case of $x=6$. For optically soft and highly absorbing particles, the difference between intensities in the forward and backward scattering is an order of magnitude higher than for $x=2$; however, in the case of $m=1.6+0.0005 i$, this difference is not so great. Unlike for the case of $x=2$, angular profiles of the intensity and degree of linear polarization are accompanied with oscillations, which are most apparent for rough-surface spheres. The locations of these oscillations are close with those of the corresponding equal volume sphere (Zubko et al., 2006). Among morphologies considered through this study, particles with agglomerated structure (i.e., agglomerated debris particles and pocked spheres) show the smoothest overall profiles of the intensity and degree of linear polarization. Moreover, as for $x=2$, one can see quite good quantitative agreement between the curves corresponding to these two types of particles. Interestingly the similarities between strongly damaged spheres and debris of sphere, which are found for small particles with $x=2$, do not seem to be present for $x=6$.

Weakly absorbing particles reveal enhancement of the intensity near backscattering $\alpha=0^{\circ}$; whereas, in case of highly absorbing particles, the intensity curve is flattened around $\alpha=0^{\circ}$. In general, the enhancement of intensity near backscattering correlates qualitatively with the negative polarization branch (NPB), which also appears at small phase angles (see right panels in Fig. 2.10). Nevertheless, a quantitative interrelation between the enhancement of intensity near backscattering and the NPB does not take a simple form. For instance, at $m=1.6+0.0005 i$, the enhancement of intensity produced by rough-surface spheres does not significantly differ from that for strongly damaged spheres. However, NPBs of these particles diverge dramatically. One can see also that the width of the intensity surge near backscattering does not correlate unambiguously with the width of the NPB. Finally, there exists a dramatic decrease of the NPB due to the high absorption. Indeed, particles of all morphologies with $m=1.5+0.1 i$ almost do not show NPB.

Fig. 2.11 shows the phase curves of intensity $I$ and degree of linear polarization $P$ for particles with $x=10$. As one can see, the further increase of particles size


Fig. 2.10. The same as Fig. 2.9 but, for $x=6$.
causes changes in the curves of intensity and linear polarization, which generally are consistent with those previously found between $x=2$ and 6 ; however, they are much less dramatic. The smaller impact of size increase can be explained as follows. The growth of $x$ from 2 to 6 equates to a threefold increase of particle size; whereas, the change from $x=6$ to 10 equates to less than a twofold increase. The most noticeable change in light-scattering properties concerns the oscillations on phase curves of intensity and polarization. Indeed, in the case of $x=10$, their number is significantly higher than at $x=6$; simultaneously, the amplitude of oscillations is substantially damped, though, for rough-surface spheres, the oscillations remain quite dramatic in appearance.

It is interesting to compare the phase dependencies of intensity and polarization for rough-surface spheres and random Gaussian particles presented in Figs. 2.102.12. As was previously mentioned, these are two types of particles having compact


Fig. 2.11. The same as Fig. 2.9 but, for $x=10$.
morphology. However, rough-surface spheres have an overall shape that is more or less spherical, but with significant surface roughness. The overall shape of a random Gaussian particle differs significantly from that of a sphere, yet its surface remains quite smooth (see in Fig. 2.3). As one can see, the phase curves of intensity and degree of linear polarization for rough-surface spheres reveal visibly more oscillatory behavior than random Gaussian particles. One can conclude that overall nonsphericity in particle shape is more efficient at eliminating light-scattering resonances than the surface roughness.

As one can see in Fig. 2.11, there is not a systematic resemblance between curves for agglomerated debris particles and pocked spheres with $x=10$, like that seen for $x=2$ and 6 . Except for the angular profile of intensity for $m=1.5+0.1 i$, irregularly shaped particles with different morphology produce completely distinctive phase


Fig. 2.12. The same as Fig. 2.9 but, for $x=14$.
dependencies of intensity and degree of linear polarization at $x=10$. Note that in Fig. 2.12, the same conclusions are valid for the case of $x=14$.

Except for the case of rough-surface spheres with $m=1.5+0.1 i$, all irregular particles with $x=10$ show a noticeable enhancement of intensity near backscattering and a NPB. Manifestation of both effects is visibly damped in highly absorbing particles. Note that, in the case of $x=10$, as well as $x=6$, the shape of the NPB is visibly non-symmetric, as the minimum of polarization is shifted toward the inversion point of polarization sign, i.e., $P\left(\alpha \neq 0^{\circ}\right)=0 \%$, rather than toward $\alpha=0^{\circ}$. This kind of non-symmetry in shape of NPB has been found for other non-spherical particles with $x<10$ (e.g., Lumme et al., 1997; Zubko et al., 2001; 2003; 2004; 2006; 2007; Kimura and Mann, 2004; Vilaplana et al., 2006; Muinonen et al., 2007; Nousiainen and Muinonen, 2007; Lindqvist et al., 2009; Shen et al.,
2009). For weakly absorbing particles, while size parameter $x$ increases, the NPB tends to become more symmetric (e.g., Zubko et al., 2004; 2006). This effect can be observed in Fig. 2.12. Note that further growth of particle size can make the shape of the NPB again non-symmetric but inversely to that of $x<10$; for instance, in Fig. 2.12, consider the curve for agglomerated debris particles with $x=14$ and $m=1.6+0.0005 i$. For highly absorbing particles, an increase of $x$ does not significantly affect the symmetry of the NPB. However, it may cause a small additional branch of positive polarization near $\alpha=0^{\circ}$. Examples of such angular profiles of the NPB can be found for debris of spheres at $x=10$ and $m=1.5+0.1 i$ (Fig. 2.11) or for a few types of particles with $x=14$ and $m=1.5+0.1 i$ (Fig. 2.12). Note that, this additional positive polarization branch near backscattering also was found in other numerical simulations of light scattering by finite targets (see also Videen, 2002; Zubko et al., 2009a); it seems that the effect appears predominately in the case of weak NPB.

Finally, we consider the rather deep negative polarization (up to $-20 \%$ ) produced by random Gaussian particles with $x=10-14$ and $m=1.6+0.0005 i$, which is located at intermediate phase angles (see, Figs. 2.11 and 2.12). Interestingly, the presence of the negative polarization under given phase angles was also found in laboratory measurements of rutile (Muñoz et al., 2006); whereas, an exhaustive explanation of this effect has been recently proposed by Tyynelä et al. (2010).

### 2.3.2.2 Parameters $P_{\text {min }}, \alpha_{\text {min }}, P_{\text {max }}$, and $\alpha_{\text {max }}$, describing the angular profile of degree of linear polarization

The angular dependence of the degree of linear polarization observed for the Moon (e.g., Dollfus and Bowell, 1971; Shkuratov et al., 1992; Shkuratov and Opanasenko, 1992), asteroids (e.g., Zellner and Gradie, 1976), comets (e.g., Kiselev and Chernova, 1981; Chernova et al., 1993), and zodiacal light (e.g., Dumont and Sanchez, 1975; Levasseur-Regourd et al., 1990) consists of two prominent features: the NPB at small phase angles and a positive polarization branch ( PPB ) in the remaining range of phase angles. Transition of NPB to PPB happens at the inversion angle $\alpha_{\mathrm{inv}}$, which varies from $15^{\circ}$, in the cases of F-type asteroids (Belskaya et al., 2005) and nucleus of comet 2P/Enke (Boehnhardt et al., 2008), up to $30^{\circ}$ in cases of circumnuclear haloes of various comets (Hadamcik and Levasseur-Regourd, 2003) and asteroid 234 Barbara (Cellino et al., 2006). Simultaneously, within the Moon, $\alpha_{\text {inv }}$ varies within a relatively narrow range of values 19-24 (Shkuratov et al., 1992).

Numerous laboratory measurements of light scattering by single particles having various properties show that their average angular profile of degree of linear polarization is qualitatively similar to that found for astronomical targets (Muñoz et al., 2000; 2001; Hovenier et al., 2003). The same is found in measurements of light scattering by powder-like surfaces (e.g., Woessner and Hapke, 1987; Shkuratov and Opanasenko, 1992; Hadamcik et al., 2002; Shkuratov et al., 2006).

The principal parameters characterizing the overall profile of angular dependence of linear polarization degree are the amplitudes of the NPB and PPB, $P_{\text {min }}$ and $P_{\max }$, and their locations, $\alpha_{\min }$ and $\alpha_{\max }$ (e.g., Dollfus and Bowell, 1971; Shkuratov et al., 1992). Note that the inversion angle $\alpha_{\mathrm{inv}}$ and slope of the polarization
curve $h$ near the inversion angle are also considered as valuable characteristics of the linear polarization profile (e.g., Zellner and Gradie, 1976; Chernova et al., 1993). Nevertheless, it is obvious that the latter two parameters are not independent; whereas, to a large extent, they are defined through peculiarities of the NPB and PPB. As a consequence, the slope $h$ has no simple connection with dust-particle properties (Zubko et al., 2011).

In the top and middle panels of Figs. 2.13-2.15, we present the principal characteristics of angular dependence of linear polarization $P_{\min }, \alpha_{\min }, P_{\max }$, and $\alpha_{\max }$ for irregular particles with different morphology and refractive indices $m$. Note that the minimum of negative polarization was sought only within a small phase angle range $\alpha=0-45^{\circ}$. Such a limitation on the range of phase angles is introduced in order to prevent misidentification of the NPB, which can be provoked by very deep negative polarization produced by some particles at intermediate phase angles, as, for instance, in the case of random Gaussian particles with $x=14$ and $m=1.6+0.0005 i$ (see Fig. 2.12). Similarly, we search for the maximum of positive polarization in a range of phase angles $\alpha=0-135^{\circ}$, in order to exclude from our consideration the resonant-like spikes in the polarization profile occurring near forward scattering angles, which can be observed, for example, for rough-surface spheres with $x=10$ and $m=1.5+0.1 i$ (see Fig. 2.11). Obviously, such features are not related to the angular dependence of the degree of linear polarization observed for cosmic dust particles and most samples measured under laboratory conditions.

As one can see in Fig. 2.13, irregularly shaped particles with various morphologies have surprisingly similar behavior in the parameters $P_{\min }, \alpha_{\min }, P_{\max }$, and $\alpha_{\max }$ with size parameter $x$; whereas, for fixed $x$, their angular profiles of polarization are completely different (see Figs. 2.10-2.12). For instance, all types of particles do not produce the negative polarization at $x=2$; whereas, the effect appears within the range of $x=4-8$ and, then, grows almost monotonically up to largest size parameter that we considered $x=14$. The profiles for rough-surface spheres and debris of spheres show slightly oscillatory behavior around the average profile. We have already mentioned the resonance behavior of rough-surface spheres, and this could be another manifestation. While the amplitude of negative polarization substantially varies for different types of irregular particles, the locations of the polarization minima reveal good quantitative agreement between some particles types with $x \geq 8$. In general, one can distinguish two groups of particles and one specific case of rough-surface spheres. The first group consists of strongly damaged spheres and debris of spheres. Simultaneously, the second group includes agglomerated debris particles, pocked spheres, and random Gaussian particles. Interestingly, the particles within these groups produce quantitatively similar profiles for $P_{\min }$ even though these particles have completely different structure and values for packing density $\langle\rho\rangle$ (see sub-section 2.2.1).

Fig. 2.14 shows data for irregular particles with $m=1.6+0.0005 i$. The size dependence of $P_{\min }$ has more structure than for the previous case of $m=$ $1.313+0 i$. The size dependence of $P_{\min }$ has the largest negative polarization around $x=4-8$; whereas, the negative polarization appears in tighter range within $x=4-6$. The NPBs for all the morphologies appear at smaller size parameter $x$ with $m=1.6+0.0005 i$ than for $m=1.313+0 i$. Similar conclusions can be reached for the highly absorbing particles with $m=1.5+0.1 i$. As one can see in


Fig. 2.13. Parameters describing the NPB at small phase angles ( $P_{\min }$ and $\alpha_{\min }$ ) and PPB at intermediate phase angles ( $P_{\max }$ and $\alpha_{\max }$ ), linear and circular polarization ratios $\mu_{\mathrm{L}}$ and $\mu_{\mathrm{C}}$ as functions of size parameter $x$ for six types of irregularly shaped particles with $m=1.313+0 i$.

Fig. 2.15, except for the case of rough-surface spheres, the NPB of highly absorbing particles appears in the range $x=6-8$, and the largest values of the negative polarization occurs around $x=8-10$. Owing to such rapid growth, the spectral dependence of the negative polarization may exhibit a blue polarimetric color, i.e., when the decrease in wavelength $\lambda$ invokes the increase of negative polarization. Indeed, according to the definition of size parameter $x$, if some irregular particles have $x=4$ at $\lambda=0.7 \mu \mathrm{~m}$, then the same particles have $x=8$ at $\lambda=0.35 \mu \mathrm{~m}$. However, as one can see in Figs. 2.13-2.15, the particles with $x=4-5$ are generally too small in order to produce NPB; whereas, at $x=8-10$, almost all of them show


Fig. 2.14. The same as Fig. 2.13 but, for $m=1.6+0.0005 i$.
quite noticeable NPBs. As a consequence, the decrease of $\lambda$ may cause a significant increase of the NPB. This very simple explanation has been successfully used in the quantitative interpretation of blue polarimetric color observed for comet 17P/Holmes during its mega-outburst in October, 2007 (Zubko et al., 2009b).

Again, we consider the distinctive behavior of rough-surface particles with $m=1.6+0.0005 i$ and $1.5+0.1 i$. At $x=4$, both give rise to an extremely pronounced negative polarization with $\left|P_{\min }\right|=80-90 \%$. In the case of highly absorbing particles, a similar but less dramatic spike of negative polarization also happens at $x=8$. Obviously, such a pronounced negative polarization results from the significant sphericity preserved in the shape of the rough-surface particles.

The size dependencies of the phase angle of the polarization minimum $\alpha_{\text {min }}$ for irregular particles with $m=1.6+0.0005 i$ (see Fig. 2.14) are qualitatively consistent


Fig. 2.15. The same as Fig. 2.13 but, for $m=1.5+0.1 i$.
with those for $m=1.313+0 i$ (compare with Fig. 2.13). That is to say, once the NPB becomes well-developed, the further increase of $x$ decreases $\alpha_{\min }$ monotonically, though nonlinearly. However, particles with larger real part of refractive index produce, in general, higher values of $\alpha_{\min }$. The profiles of $\alpha_{\min }$ as a function of $x$ are different for highly absorbing particles (Fig. 2.15) and weakly absorbing particles. Again, the most irregular behavior corresponds to rough-surface spheres. The other cases have qualitatively similar size-dependences of $\alpha_{\text {min }}$. For instance, in the size range $x<8-10$, the increase of size parameter $x$ increases the phase angle of polarization minimum $\alpha_{\text {min }}$; whereas, the further increase of size parameter results in a decrease of $\alpha_{\min }$. Note that such a profile of $\alpha_{\min }$ vs. $x$ is qualitatively consistent with what was found for weakly absorbing particles, though, in the case of highly absorbing particles, the growth of $\alpha_{\min }$ to its maximal value is not that
rapid. Finally, for particles with $m=1.5+0.1 i$, the profiles $\alpha_{\min }$ vs. $x$ can be distorted by a small surge of positive polarization, appearing near backscattering $\alpha=0^{\circ}$ (see Figs. 2.11 and 2.12).

As one can see in Fig. 2.13, while the size parameter $x$ grows, the maximal value of linear polarization $P_{\text {max }}$ almost systematically decreases with only one exception for rough-surface spheres near $x=8$. Although differences between profiles $P_{\max }$ vs. $x$ for particles with different morphology are quite visible, they are not dramatic. Qualitatively the same conclusions can be made for particles with $m=1.6+$ $0.0005 i$ (see Fig. 2.14). However, the particles with higher refractive index have substantially greater nonlinear profiles $P_{\max }$ vs. $x$. Note also that, for the case of $m=1.313+0 i, P_{\max }$ decreases about three times through the studied range $x$; whereas, for $m=1.6+0.0005 i$, that decrease is about an order of magnitude. Unlike the cases of weak absorption, irregular particles with $m=1.5+0.1 i$ show non-monotonic behavior through the range of $x=2-14$ (see Fig. 2.15). Except for the case of pocked spheres, all size-dependencies of $P_{\text {max }}$ show a minimum in the $x=8-12$ range. For instance, in the case of agglomerated debris particles, the minimum occurs at $x=12$; whereas, growth of $P_{\text {max }}$ between $x=12$ and 14 is only slight. Therefore, one can suppose that the case of pocked spheres is not really exceptional; instead, the profile $P_{\max }$ vs. $x$ a has minimum at $x>14$ and is beyond our calculated range.

Among four parameters describing the angular profile of linear polarization presented in Figs. 2.13-2.15, phase angle of the maximum of positive polarization $\alpha_{\max }$ has the most ambiguous dependence on size parameter $x$. In the case of optically soft particles (Fig. 2.13), $\alpha_{\max }$ tends to decrease while $x$ increases; whereas, the common profiles are accompanied with significant oscillations. Nevertheless, for particles with $m=1.6+0.0005 i$, it is very difficult to identify a systematic behavior (see Fig. 2.14). Note that the significant oscillations are presented also on the generally flat profiles $\alpha_{\max }$ vs. $x$, corresponding to highly absorbing particles (Fig. 2.15).

### 2.3.2.3 Linear and circular polarization ratios $\mu_{\mathrm{L}}$ and $\mu_{\mathrm{C}}$, and geometric albedo $A$

In radar applications, two important parameters quantifying electromagnetic scattering are the linear and circular polarization ratios $\mu_{\mathrm{L}}$ and $\mu_{\mathrm{C}}$ (e.g., Ostro, 1993; Mishchenko and Liu, 2007; Zubko et al., 2008). In the case of a fully polarized incident light, the scattered light can be expressed as consisting of two fully polarized components. One component has the same state of polarization as the incident light and is often referred to as the co-polarized component. The cross-polarized component is orthogonally polarized to the incident wave. In the case of linearly polarized incident light, the linear polarization ratio is defined as the ratio of crossto co-polarized parts of the scattered light; whereas, for circularly polarized incident light, it is more convenient do define the circular polarization ratio as the ratio of co- to cross-polarized parts of the scattered light (Ostro, 1993). In terms of the Mueller matrix elements the ratios are expressed as follows (e.g., Mishchenko and Liu, 2007):

$$
\begin{equation*}
\mu_{\mathrm{L}}=\frac{M_{11}-M_{22}}{M_{11}+2 M_{12}+M_{22}}, \quad \mu_{\mathrm{C}}=\frac{M_{11}+M_{44}}{M_{11}-M_{44}} \tag{7}
\end{equation*}
$$

Obviously, in the general case, both ratios depend on phase angle $\alpha$. However, in radar applications, the most frequently used case corresponds to backscattering $\alpha=0^{\circ}$. Note that, for such specific geometry of electromagnetic scattering, averaging over an ensemble of sample particles and/or their orientations provides $M_{12}=0$. Therefore, the definition for $\mu_{\mathrm{L}}$ in eq. (7) can be simplified. According to radar measurements of all planetary targets, $\mu_{\mathrm{L}}<1$ and $\mu_{\mathrm{L}}<\mu_{\mathrm{C}}$ (Ostro, 1993). Moreover, as shown in previous studies of agglomerates of perfect spheres (e.g., Mishchenko and Liu, 2007; Mishchenko et al., 2009) and irregularly shaped compact and fluffy particles (Zubko et al., 2008), the same relations hold true for targets comparable with wavelength. It is interesting that at exact backscattering, the ensemble of independent randomly oriented dipoles result in $\mu_{\mathrm{L}}=1 / 3$ and $\mu_{\mathrm{C}}=1$ (Long, 1965; Ostro, 1993).

In the bottom panels of Figs. 2.13-2.15, we show data for the linear (left) and circular (right) polarization ratios of irregular particles with different morphology. The relationships $\mu_{\mathrm{L}}<1$ and $\mu_{\mathrm{L}}<\mu_{\mathrm{C}}$ found for planetary targets, agglomerates of spherical and non-spherical grains, and independently scattering dipoles remain valid for all morphologies, refractive indices $m$, and size parameters $x$, presented in the current review. For instance, the ratio of linear polarization $\mu_{\mathrm{L}}$ remains less than 0.5 . In the case of optically soft particles (see Fig. 2.13) $\mu_{\mathrm{L}}$ grows almost monotonically with $x$. To a large extent, such behavior can be found for $m=$ $1.6+0.0005 i$ (Fig. 2.14). However, in the latter case, there are some exceptions; the most visible of them being for the debris of spheres. In the case of highly absorbing particles (Fig. 2.15), the size-dependencies of $\mu_{\mathrm{L}}$ for all particle morphologies are not monotonic, having a maximum in the range $x=6-12$. Note that in the case of high material absorption, the amplitude of curves $\mu_{\mathrm{L}}$ vs. $x$ is systematically less than in the case of weak material absorption.

As mentioned previously, the circular polarization ratio $\mu_{\mathrm{C}}$ systematically exceeds the linear polarization ratio $\mu_{\mathrm{L}}$; however, it remains less than 2 for the case of weak absorption, and 1 for highly absorbing particles. The profiles $\mu_{\mathrm{C}}$ vs. $x$ are consistent with those for $\mu_{\mathrm{L}}$. In particular, from Figs. 2.13-2.15, one could conclude that for a given morphology of irregular particles and refractive index $m$, curves for $\mu_{\mathrm{C}}$ and $\mu_{\mathrm{L}}$ are different only by a scaling factor.

Another parameter of light scattering by single particles defined at $\alpha=0^{\circ}$ is the geometric albedo $A$. This parameter describes the ratio of the intensity backscattered by the particle to that scattered by a white disk of the same geometric crosssection $G$ in accordance with Lambert's law (e.g., Hanner et al., 1981; Hanner, 2003):

$$
\begin{equation*}
A=\frac{M_{11}\left(0^{\circ}\right) \pi}{k^{2} G} \tag{8}
\end{equation*}
$$

Here, $M_{11}\left(0^{\circ}\right)$ is the corresponding element of the Mueller matrix at $\alpha=0^{\circ}$ and $k$ is the wavenumber. In other words, the geometric albedo $A$ equates to the backscattering efficiency of target particles.

As one can see in Fig. 2.16, the geometric albedo $A$ is substantially varied through the range of size parameter $x=2-14$. In general, the profile $A$ vs. $x$ has one of two distinctive features. The geometric albedo $A$ may continuously grow with size parameter $x$, as in the case of optically soft particles and random Gaussian particles and both types of fluffy particles with $m=1.6+0.0005 i$. Alternatively, the size-


Fig. 2.16. Geometric albedo $A$ as a function of size parameter $x$ for six types of irregularly shaped particles. The top panels show the case of $m=1.313+0 i$, the middle panels show the case of $m=1.6+0.0005 i$, and the bottom panels show the case of $m=1.5+0.1$ i.
dependence of $A$ may be non-monotonic, having a maximum in the range $x=2-8$. Note that all the highly absorbing particles reveal a maximum in their geometric albedo $A$ in the $x=2-4$ range; whereas, rough-surface spheres, strongly damaged spheres, and debris of spheres produce maximum $A$ at larger size parameters $x \sim 8$.

We note that the differences in the overall amplitude of albedo for particles with different refractive indices $m$ are especially great. For instance, the highest geometric albedo $A$ (up to 0.6 ) is produced by irregular particles with $m=1.6+0.0005 i$. Simultaneously, optically soft particles present a moderate am-
plitude in curves $A$ vs. $x$ (up to 0.18 ); whereas, the lowest albedo (up to only 0.04 ) can be found for highly absorbing particles. Interestingly, the lowest geometric albedo for particles with $m=1.6+0.0005 i$ observed at $x=2$, is nearly coincident with the highest albedo for particles with $m=1.5+0.1 i$. Note, the geometric albedo of cometary dust particles averaged over the entire coma is estimated as $A=0.05$ (Hanner, 2003). As one can see in Fig. 2.16, such a low geometric albedo can be obtained with either very small $(x \leq 2)$ or highly absorbing particles. However, the average coma produces a NPB at small phase angles (e.g., Kiselev and Chernova, 1981; Chernova et al., 1993; Hadamcik and Levasseur-Regourd, 2003), which is inconsistent with small particles (see Figs. 2.13-2.15 for size-dependences of $P_{\text {min }}$ ). Therefore, low geometric albedo $A$ of cometary dust particles suggests high absorption material.

### 2.4 Conclusion

In the present review, we have presented and discussed numerous aspects of light scattering by irregularly shaped particles having different morphologies and sizes comparable with the wavelength of incident radiation. Almost all characteristics of light scattering substantially depend on the morphology, constituent material, and size of particles. One principle goal is to make some principal characterization of the target particles (such as, the packing density, degree of absorption, real part of refractive index and size parameter $x$ ) from their light scattering. Of course, some $a$ priori information on target particles will significantly simplify the remote-sensing inversion.

In general, the differential light-scattering parameters are more sensitive to the physical properties of particles than are the integral parameters. One of the most informative characteristic of light scattering is the angular dependence of the degree of linear polarization. In particular, the presence of the NPB at small phase angles indicates the particles are comparable with wavelength. Moreover, the shape of NPB and location of the polarization minimum $\alpha_{\min }$ strongly and, more or less predictably, depend on the size parameter of the particles; whereas, a simultaneous analysis of characteristics of NPB and positive polarization branch (PPB) at intermediate phase angles can be used to retrieve material absorption.
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# 3 Finite-difference time-domain solution of light scattering by arbitrarily shaped particles and surfaces 

Wenbo Sun, Gorden Videen, Qiang Fu, Stoyan Tanev, Bing Lin, Yongxiang Hu, Zhaoyan Liu, and Jianping Huang

### 3.1 Introduction

The scattering and absorption of electromagnetic waves by irregularly shaped particles and arbitrary surfaces occur in the atmosphere, ocean, and optical devices. In this chapter, we present the finite-difference time-domain (FDTD) method [1-6] that can be used to calculate light scattering by arbitrary particles and surfaces. The FDTD technique is a numerical solution to Maxwell's equations and is formulated by replacing temporal and spatial derivatives in Maxwell's equations with their finite-difference equivalences. This method can be accurately applied to general electromagnetic structures including arbitrary particles and surfaces. The FDTD technique has been successfully applied to calculate light scattering and absorption by particles of different shapes in free space [5] and in absorbing medium [6]. Recently, an advanced FDTD model to calculate the interaction of electromagnetic radiation with arbitrary dielectric surfaces has been developed [7]. In the following sections, these FDTD light-scattering models are reviewed.

### 3.2 Finite-difference time-domain method for light scattering by particles

Remote-sensing studies require precise knowledge of scattering and absorption by non-spherical particles. To date, however, except for some simple particle shapes, such as spheres [8], double-sphere systems [9,10], spheroids [11, 12], circular cylinders [13,14], Chebyshev particles [15,16], finite circular cylinders [17-19], and cubelike particles $[20,21]$, analytic solutions are not available for light scattering by irregularly shaped particles. In the small particle limit, the Rayleigh theory [22] and the quasi-static approximation [23] can be applied, and when the size parameter is larger than $\sim 40$, the geometric optics method [24] can be used for non-spherical particles. However, in the resonant region [25], these methods completely break down. To obtain accurate solutions for light scattering by particles of arbitrary shapes, numerical approaches such as the discrete dipole approximation [26] (DDA) and the FDTD algorithms $[5,6]$ have been developed.

Pioneered by the research of Yee [1] and many other electrical engineers, the FDTD solutions of Maxwell's equations have been applied extensively to electromagnetic problems such as antenna design, radar cross-section computation, waveguide analysis, and some other open-structure problems. This method can be applied accurately to general electromagnetic structures including particles of arbitrary shapes $[5,6]$.

### 3.2.1 Scattered/total-field finite-difference time-domain method

The FDTD technique can be used to calculate the electromagnetic scattering and absorption in the time domain by directly solving the finite-differenced Maxwell's equations $[1-6]$. The spatial and temporal derivatives of the electric and magnetic fields are approximated using a finite-difference scheme with spatial and temporal discretizations selected to limit the numerical dispersion errors and ensure numerical stability of the algorithm [3]. The scatterer is embedded in a finite computational domain bounded by a truncation boundary [27-36]. The electromagnetic properties of the scatterer and the host medium are specified by assigning the permittivity, permeability, and conductivity at each grid point. A time-stepping iteration is used to simulate the field variation with time. The time series at each grid point is transformed into the fields in frequency domain using the discrete Fourier transform (DFT) [5, 6]. The scattering and absorption quantities are calculated with the fields in the frequency domain.

The FDTD scheme with the split-field perfectly matched layer (PML) absorbing boundary condition (ABC) $[33,34]$ was applied successfully to calculate the light scattering and absorption by optically thin particles with size parameters as large as 40 in a free space [5], which was the first accurate FDTD result for light scattering by particles with such size parameter. The same scheme also has been used to calculate light scattering and absorption by particles with refractive indices as large as $7.1499+2.914 \mathrm{i}[37]$. In this section, we will review the FDTD technique, which is suitable to calculate light scattering and absorption by particles embedded in a more general host medium, one that can be absorbing (with non-absorbing as its special case) [6].

In the finite-difference time-domain-algorithm, the field updating equations are simply the finite-difference correspondences of Maxwell's equations in the time domain:

$$
\begin{align*}
\nabla \times \boldsymbol{E} & =-\mu \frac{\partial \boldsymbol{H}}{\partial t}  \tag{2.1a}\\
\nabla \times \boldsymbol{H} & =\varepsilon \frac{\partial \boldsymbol{E}}{\partial t} \tag{2.1b}
\end{align*}
$$

where $\mu$ and $\varepsilon$ denote the absolute permeability and absolute permittivity, respectively. Assuming the absolute permeability and absolute permittivity in vacuum are $\mu_{0}$ and $\varepsilon_{0}$, respectively, the absolute permeability and absolute permittivity of a medium can be expressed as $\mu=\mu^{\prime} \mu_{0}$ and $\varepsilon=\varepsilon^{\prime} \varepsilon_{0}$, where $\mu^{\prime}$ and $\varepsilon^{\prime}$ denote the relative permeability and relative permittivity, respectively. Since the (relative) refractive index $m=\left(\varepsilon^{\prime} \mu^{\prime}\right)^{1 / 2}$ and for non-ferromagnetic medium $\mu^{\prime}=1$, the real and imaginary parts of $\varepsilon^{\prime}$ can be expressed by the real and imaginary parts of $m$ in the form $\varepsilon_{r}^{\prime}=m_{r}^{2}-m_{i}^{2}$ and $\varepsilon_{i}^{\prime}=2 m_{r} m_{i}$, respectively.

Following Sun et al. [5] the explicit finite-difference approximation of Maxwell's equations can be derived by assuming that the time-dependent part of the electromagnetic field is $\exp (-i \omega t)$, so the electric and the magnetic fields can be written in the form

$$
\begin{align*}
\mathbf{E}(x, y, z, t) & =\mathbf{E}(x, y, z) \exp (-i \omega t)  \tag{2.2a}\\
\mathbf{H}(x, y, z, t) & =\mathbf{H}(x, y, z) \exp (-i \omega t) \tag{2.2b}
\end{align*}
$$

where $\omega$ is the angular frequency of the light. Inserting Eqs. (2.2) into Eq. (2.1b) we have

$$
\begin{equation*}
\nabla \times \mathbf{H}(x, y, z)=-i \omega\left(\varepsilon_{r}+\varepsilon_{i} i\right) \mathbf{E}(x, y, z) \tag{2.3}
\end{equation*}
$$

where $\varepsilon_{i}$ and $\varepsilon_{r}$ are the absolute imaginary and real permittivity, respectively. Multiplying Eq. (2.3) with $\exp (-i \omega t)$ and using Eqs. (2.2), we obtain

$$
\begin{equation*}
\nabla \times \mathbf{H}(x, y, z, t)=\omega \varepsilon_{i} \mathbf{E}(x, y, z, t)+\varepsilon_{r} \frac{\partial \mathbf{E}(x, y, z, t)}{\partial t} \tag{2.4}
\end{equation*}
$$

Equation (2.4) can be rewritten in a form

$$
\begin{equation*}
\frac{\exp (\tau t)}{\varepsilon_{r}} \nabla \times \mathbf{H}(x, y, z, t)=\frac{\partial[\exp (\tau t) \mathbf{E}(x, y, z, t)]}{\partial t} \tag{2.5}
\end{equation*}
$$

where $\tau=\omega \varepsilon_{i} / \varepsilon_{r}$. Using the central finite-difference approximation for the temporal derivative in Eq. (2.5) over the time interval $[n \Delta t,(n+1) \Delta t]$, we have

$$
\begin{align*}
\mathbf{E}^{n+1}(x, y, z)= & \exp (-\tau \Delta t) \mathbf{E}^{n}(x, y, z)+\exp (-\tau \Delta t / 2) \frac{\Delta t}{\varepsilon_{r}} \nabla \\
& \times \mathbf{H}^{n+1 / 2}(x, y, z) \tag{2.6}
\end{align*}
$$

where $\Delta t$ is the time increment and $n$ is an integer denoting time step. Eq. (2.6) shows that the electric and magnetic fields are evaluated at alternating half time steps.

By discretizing Eq. (2.1a) over the time interval of $[(n-1 / 2) \Delta t,(n+1 / 2) \Delta t]$, which is a half time step earlier than the time step when the electric field is evaluated, we have

$$
\begin{equation*}
\mathbf{H}^{n+1 / 2}(x, y, z)=\mathbf{H}^{n-1 / 2}(x, y, z)-\frac{\Delta t}{\mu} \nabla \times \mathbf{E}^{n}(x, y, z) \tag{2.7}
\end{equation*}
$$

Furthermore, the spatial derivatives in Eqs. (2.6) and (2.7) can be approximated by the ratio of fields' differences at discrete spatial points and the spatial increment $(\Delta s)$. For example, in a Cartesian grid system the $x$ components of magnetic and electric fields, e.g., are in the forms

$$
\begin{align*}
& H_{x}^{n+1 / 2}(i, j+1 / 2, k+1 / 2) \\
& =H_{x}^{n-1 / 2}(i, j+1 / 2, k+1 / 2)+\frac{\Delta t}{\mu(i, j+1 / 2, k+1 / 2) \Delta s} \\
& \times\left[E_{y}^{n}(i, j+1 / 2, k+1)-E_{y}^{n}(i, j+1 / 2, k)+E_{z}^{n}(i, j, k+1 / 2)\right. \\
& \left.\quad-E_{z}^{n}(i, j+1, k+1 / 2)\right] \tag{2.8a}
\end{align*}
$$

$$
\begin{align*}
& E_{x}^{n+1}(i+1 / 2, j, k)=\exp \left[-\frac{\varepsilon_{i}(i+1 / 2, j, k)}{\varepsilon_{r}(i+1 / 2, j, k)} \omega \Delta t\right] E_{x}^{n}(i+1 / 2, j, k) \\
& \quad+\exp \left[-\frac{\varepsilon_{i}(i+1 / 2, j, k)}{\varepsilon_{r}(i+1 / 2, j, k)} \omega \Delta t / 2\right] \frac{\Delta t}{\varepsilon_{r}(i+1 / 2, j, k) \Delta s} \\
& \quad \times\left[H_{y}^{n+1 / 2}(i+1 / 2, j, k-1 / 2)-H_{y}^{n+1 / 2}(i+1 / 2, j, k+1 / 2)\right. \\
& \left.\quad+H_{z}^{n+1 / 2}(i+1 / 2, j+1 / 2, k)-H_{z}^{n+1 / 2}(i+1 / 2, j-1 / 2, k)\right] \tag{2.8b}
\end{align*}
$$

where $E_{x}, E_{y}, E_{z}$ and $H_{x}, H_{y}, H_{z}$ denote electric and magnetic components, respectively. To guarantee the numerical stability of the FDTD scheme in the absorbing medium, we use $\Delta t=\Delta s / 2 c$, where $c$ is the light speed in free space. This is a more strict stability criterion than the Courant-Friedrichs-Levy condition [2]. The coordinates $(i, j, k)$ denote the center positions of the cubic cells in the FDTD grid. The positions of the magnetic and electric field components on a cubic cell are shown in Fig. 3.1.


Fig. 3.1. Positions of the electric- and the magnetic-field components in an elementary cubic cell of the FDTD lattice.

Note here that, when the host medium is a free space, the FDTD field updating equations have no difference from those for a non-free host space [5]. The host medium is integrated in the computational domain by assigning the host material properties at the grid points outside the scattering particle.

### 3.2.2 Incident wave source conditions for open dielectric medium space

On the FDTD grid points, we use the total- and scattered-field formulation [29, $38,39]$ to excite the magnetic and electric fields in order to simulate a linearly polarized plane wave propagating in a finite region of a homogeneous dielectric medium. In this formulation, a closed inner surface is assumed in the computational domain. Based on the equivalence theorem [38], the existence of wave-excitation in the spatial domain enclosed by the closed inner surface can be replaced by the equivalent electric and magnetic currents on the inner surface. If there is a scatterer inside the closed surface, the interior fields are the total fields (incident and scattered) and the fields outside are just the scattered fields. In this study, on a rectangular closed interface between the total- and scattered-field zones as shown in Fig. 3.2, the magnetic and electric wave sources are implemented. For example, in a host medium the $x$ components of the magnetic and electric fields on the rectangular faces of the closed interface are as follows $[3,6]$ :


Fig. 3.2. Configuration of the one-dimensional auxiliary FDTD grid and the closed rectangular interface of the total field and scattered field. Here $i_{a}$ and $i_{b}$ denote the start and end positions of the total-field space, respectively, in the $x$ direction; $j_{a}$ and $j_{b}$ denote the start and end positions of the total-field space, respectively, in the $y$ direction; and $k_{a}$ and $k_{b}$ denote the start and end positions of the total-field space, respectively, in the $z$ direction.

At the face $y=j_{a}-1 / 2\left(i=i_{a}, \ldots, i_{b} ; j=j_{a}-1 / 2 ; k=k_{a}+1 / 2, \ldots, k_{b}-1 / 2\right)$,

$$
\begin{align*}
& H_{x}^{n+1 / 2}\left(i, j_{a}-1 / 2, k\right) \\
& \quad=\left\{H_{x}^{n+1 / 2}\left(i, j_{a}-1 / 2, k\right)\right\}_{(2.8 a)}+\frac{\Delta t}{\mu\left(i, j_{a}-1 / 2, k\right) \Delta s} E_{z, \text { inc }}^{n}\left(i, j_{a}, k\right) \tag{2.9a}
\end{align*}
$$

At the face $y=j_{b}+1 / 2\left(i=i_{a}, \ldots, i_{b} ; j=j_{b}+1 / 2 ; k=k_{a}+1 / 2, \ldots, k_{b}-1 / 2\right)$,

$$
\begin{align*}
& H_{x}^{n+1 / 2}\left(i, j_{b}+1 / 2, k\right) \\
& \quad=\left\{H_{x}^{n+1 / 2}\left(i, j_{b}+1 / 2, k\right)\right\}_{(2.8 a)}-\frac{\Delta t}{\mu\left(i, j_{b}+1 / 2, k\right) \Delta s} E_{z, \text { inc }}^{n}\left(i, j_{b}, k\right) . \tag{2.9b}
\end{align*}
$$

At the face $z=k_{a}-1 / 2\left(i=i_{a}, \ldots, i_{b} ; j=j_{a}+1 / 2, \ldots, j_{b}-1 / 2 ; k=k_{a}-1 / 2\right)$,

$$
\begin{align*}
& H_{x}^{n+1 / 2}\left(i, j, k_{a}-1 / 2\right) \\
& \quad=\left\{H_{x}^{n+1 / 2}\left(i, j, k_{a}-1 / 2\right)\right\}_{(2.8 a)}-\frac{\Delta t}{\mu\left(i, j, k_{a}-1 / 2\right) \Delta s} E_{y, \mathrm{inc}}^{n}\left(i, j, k_{a}\right) \tag{2.9c}
\end{align*}
$$

At the face $z=k_{b}+1 / 2\left(i=i_{a}, \ldots, i_{b} ; j=j_{a}+1 / 2, \ldots, j_{b}-1 / 2 ; k=k_{b}+1 / 2\right)$,

$$
\begin{align*}
& H_{x}^{n+1 / 2}\left(i, j, k_{b}+1 / 2\right) \\
& \quad=\left\{H_{x}^{n+1 / 2}\left(i, j, k_{b}+1 / 2\right)\right\}_{(2.8 a)}+\frac{\Delta t}{\mu\left(i, j, k_{b}+1 / 2\right) \Delta s} E_{y, \text { inc }}^{n}\left(i, j, k_{b}\right) . \tag{2.9d}
\end{align*}
$$

At the face $y=j_{a}\left(i=i_{a}+1 / 2, \ldots, i_{b}-1 / 2 ; j=j_{a} ; k=k_{a}, \ldots, k_{b}\right)$,

$$
\begin{align*}
& E_{x}^{n+1}\left(i, j_{a}, k\right)=\left\{E_{x}^{n+1}\left(i, j_{a}, k\right)\right\}_{(2.8 b)} \\
& \quad-\exp \left[-\frac{\varepsilon_{i}\left(i, j_{a}, k\right)}{\varepsilon_{r}\left(i, j_{a}, k\right)} \omega \Delta t / 2\right] \frac{\Delta t}{\varepsilon_{r}\left(i, j_{a}, k\right) \Delta s} H_{z, \text { inc }}^{n+1 / 2}\left(i, j_{a}-1 / 2, k\right) . \tag{2.10a}
\end{align*}
$$

At the face $y=j_{b}\left(i=i_{a}+1 / 2, \ldots, i_{b}-1 / 2 ; j=j_{b} ; k=k_{a}, \ldots, k_{b}\right)$,

$$
\begin{align*}
& E_{x}^{n+1}\left(i, j_{b}, k\right)=\left\{E_{x}^{n+1}\left(i, j_{b}, k\right)\right\}_{(2.8 b)} \\
& \quad+\exp \left[-\frac{\varepsilon_{i}\left(i, j_{b}, k\right)}{\varepsilon_{r}\left(i, j_{b}, k\right)} \omega \Delta t / 2\right] \frac{\Delta t}{\varepsilon_{r}\left(i, j_{b}, k\right) \Delta s} H_{z, \text { inc }}^{n+1 / 2}\left(i, j_{b}+1 / 2, k\right) \tag{2.10b}
\end{align*}
$$

At the face $z=k_{a}\left(i=i_{a}+1 / 2, \ldots, i_{b}-1 / 2 ; j=j_{a}, \ldots, j_{b} ; k=k_{a}\right)$,

$$
\begin{align*}
& E_{x}^{n+1}\left(i, j, k_{a}\right)=\left\{E_{x}^{n+1}\left(i, j, k_{a}\right)\right\}_{(2.8 b)} \\
& \quad+\exp \left[-\frac{\varepsilon_{i}\left(i, j, k_{a}\right)}{\varepsilon_{r}\left(i, j, k_{a}\right)} \omega \Delta t / 2\right] \frac{\Delta t}{\varepsilon_{r}\left(i, j, k_{a}\right) \Delta s} H_{y, \text { inc }}^{n+1 / 2}\left(i, j, k_{a}-1 / 2\right) . \tag{2.10c}
\end{align*}
$$

At the face $z=k_{b}\left(i=i_{a}+1 / 2, \ldots, i_{b}-1 / 2 ; j=j_{a}, \ldots, j_{b} ; k=k_{b}\right)$,

$$
\begin{align*}
& E_{x}^{n+1}\left(i, j, k_{b}\right)=\left\{E_{x}^{n+1}\left(i, j, k_{b}\right)\right\}_{(2.8 b)} \\
& \quad-\exp \left[-\frac{\varepsilon_{i}\left(i, j, k_{b}\right)}{\varepsilon_{r}\left(i, j, k_{b}\right)} \omega \Delta t / 2\right] \frac{\Delta t}{\varepsilon_{r}\left(i, j, k_{b}\right) \Delta s} H_{y, \text { inc }}^{n+1 / 2}\left(i, j, k_{b}+1 / 2\right) . \tag{2.10d}
\end{align*}
$$

Note that in Eqs. (2.9) and (2.10), $\left\{H_{x}^{n+1 / 2}(i, j, k)\right\}_{(2.8 a)}$ and $\left\{E_{x}^{n+1}(i, j, k)\right\}_{(2.8 b)}$ denote the magnetic and electric fields directly from Eqs. (2.8a) and (2.8b), respectively. The incident field $E_{y, \text { inc }}^{n}, E_{z, \text { inc }}^{n}$ and $H_{y, \text { inc }}^{n+1 / 2}, H_{z, \text { inc }}^{n+1 / 2}$ in Eqs. (2.9) and (2.10) are from the linear interpolation of the fields produced by an auxiliary onedimensional FDTD scheme. This interpolation treatment numerically can significantly reduce the computational time for obtaining incident fields at the grid points on the total/scattered-field interface. This scheme can simulate the propagation of an incident plane wave on the one-dimensional grid starting at $m=0$ (origin of the 3 D grid) and stretching in the incident direction to a maximum position $m=m_{\max }$, as shown in Fig. 3.1. The incident wave vector $\mathbf{k}_{\mathrm{inc}}$ is oriented with a zenith angle $\theta$ and an azimuth angle $\phi$. The parameter $m_{\text {max }}$ is chosen to be half of the total simulation time steps for the incident wave propagation in a dielectric medium. Because we cannot use a transmitting boundary condition (TBC) in the medium that is absorbing for the truncation of the one-dimensional spatial domain, the selected $m_{\text {max }}$ value is necessary so that no numerical reflection occurs at the forward end of the one-dimensional domain before the 3D FDTD simulation ends. A Gaussian-pulse hard wave source is positioned at the one-dimensional grid point $m=2$ in the form [3-6]

$$
\begin{equation*}
E_{\mathrm{inc}}^{n}(m=2)=\exp \left[-\left(\frac{t}{30 \Delta t}-5\right)^{2}\right] \tag{2.11}
\end{equation*}
$$

Using the hard wave source rather than a soft one [3] at $m=2$, the field at the grid points $m=0$ and 1 do not affect the field at the grid points $m \geq 2$, therefore no boundary conditions need to be considered at this grid end. In practice, Eq. (2.11) cannot produce a perfect spatial Gaussian distribution in an absorbing medium. The front part of the pulse becomes steeper, but the rear part becomes flatter in the absorbing medium than in free space. However, the FDTD simulation does not require a perfect spatial shape of the pulse. Any pulse which contains the required frequency should be able to be used.

In a dielectric medium, assuming a plane wave is incident from the coordinate origin to the closed interface of the total and scattered fields as shown in Fig. 3.2, the one-dimensional FDTD equations are

$$
\begin{align*}
& H_{\mathrm{inc}}^{n+1 / 2}(m+1 / 2)=H_{\mathrm{inc}}^{n-1 / 2}(m+1 / 2) \\
& \quad+\frac{\Delta t}{\mu(m+1 / 2) \Delta s\left[\frac{v_{p}(\theta=0, \phi=0)}{v_{p}(\theta, \phi)}\right]} \\
& \quad \times\left[E_{\mathrm{inc}}^{n}(m)-E_{\mathrm{inc}}^{n}(m+1)\right],  \tag{2.12a}\\
& E_{\mathrm{inc}}^{n+1}(m)=\exp \left[-\frac{\varepsilon_{i}(m)}{\varepsilon_{r}(m)} \omega \Delta t\right] E_{\mathrm{inc}}^{n}(m) \\
& \quad+\exp \left[-\frac{\varepsilon_{i}(m)}{\varepsilon_{r}(m)} \omega \Delta t / 2\right] \frac{\Delta t}{\varepsilon_{r}(m) \Delta s\left[\frac{v_{p}(\theta=0, \phi=0)}{v_{p}(\theta, \phi)}\right]} \\
& \quad \times\left[H_{\mathrm{inc}}^{n+1 / 2}(m-1 / 2)-H_{\mathrm{inc}}^{n+1 / 2}(m+1 / 2)\right], \tag{2.12b}
\end{align*}
$$

where $\varepsilon_{i}(m)$ and $\varepsilon_{r}(m)$ denote the imaginary and real permittivity of the host medium at position $m$, respectively, and $\mu(m+1 / 2)$ is the permeability of the host medium at position $(m+1 / 2)$. The equalization factor

$$
\left[\frac{v_{p}(\theta=0, \phi=0)}{v_{p}(\theta, \phi)}\right] \leq 1
$$

is a ratio of numerical phase velocities in the 3D FDTD grid. Using the same spatial and temporal increments in the one-dimensional source and the 3D FDTD simulations, the wave in the source grid would propagate more slowly than the wave in the 3D grid. This is because the wave in the source grid behaves as if it were on axis in the 3D grid. Therefore, if the incident wave is not in the direction of the axis of the 3D grid, it is necessary to use an equalization factor to slightly speed up the wave in the one-dimensional source grid to equalize the numerical phase velocities of the incident wave in the 3D and one-dimensional source grids. The equalization factor

$$
\left[\frac{v_{p}(\theta=0, \phi=0)}{v_{p}(\theta, \phi)}\right]
$$

can be calculated using Newton's method for a solution of the numerical dispersion relation in the 3D FDTD algorithm [3].

### 3.2.3 Uniaxial perfectly matched layer absorbing boundary condition

When the medium between the target and the absorbing boundary is not free space, the uniaxial PML (UPML) developed by Sacks et al. [35] should be used to truncate the computational domain in the FDTD calculation. The UPML is a physical model based on an anisotropic, perfectly matched medium. For a single interface, the anisotropic medium is uniaxial and is composed of both electric permittivity and magnetic permeability tensors. For the scattered/total field formulation of the FDTD method, the conventional UPML formulations can be applied directly; however, for the scattered-field formulation of the FDTD method, the UPML ABC must be modified to account for the incident-wave source terms.

Generally, to match a UPML along a planar boundary to a isotropic half-space characterized by permittivity $\varepsilon$ and conductivity $\sigma$, the time-harmonic Maxwell's equations can be written in the form [36]:

$$
\begin{align*}
\nabla \times \mathbf{H}(x, y, z) & =(i \omega \varepsilon+\sigma) \overline{\bar{s}} \mathbf{E}(x, y, z),  \tag{2.13a}\\
\nabla \times \mathbf{E}(x, y, z) & =-i \omega \mu_{0} \overline{\bar{s}} \mathbf{H}(x, y, z), \tag{2.13b}
\end{align*}
$$

where $\overline{\bar{s}}$ is the diagonal tensor defined by

$$
\begin{align*}
\overline{\bar{s}} & =\left[\begin{array}{lll}
s_{x}^{-1} & 0 & 0 \\
0 & s_{x} & 0 \\
0 & 0 & s_{x}
\end{array}\right]\left[\begin{array}{lll}
s_{y} & 0 & 0 \\
0 & s_{y}^{-1} & 0 \\
0 & 0 & s_{y}
\end{array}\right]\left[\begin{array}{lll}
s_{z} & 0 & 0 \\
0 & s_{z} & 0 \\
0 & 0 & s_{z}^{-1}
\end{array}\right] \\
& =\left[\begin{array}{lll}
s_{y} s_{z} s_{x}^{-1} & 0 & 0 \\
0 & s_{x} s_{z} s_{y}^{-1} & 0 \\
0 & 0 & s_{x} s_{y} s_{z}^{-1}
\end{array}\right] \tag{2.14}
\end{align*}
$$

where

$$
s_{x}=\kappa_{x}+\frac{\sigma_{x}}{i \omega \varepsilon_{0}}, \quad s_{y}=\kappa_{y}+\frac{\sigma_{y}}{i \omega \varepsilon_{0}}, \text { and } s_{z}=\kappa_{z}+\frac{\sigma_{z}}{i \omega \varepsilon_{0}} .
$$

Note here that the UPML properties $\left(\kappa_{x}, \sigma_{x}\right),\left(\kappa_{y}, \sigma_{y}\right)$, and $\left(\kappa_{z}, \sigma_{z}\right)$ are independent of the medium permittivity $\varepsilon$ and conductivity $\sigma$, and are assigned to the FDTD grids in the UPML with the following strategy: (1) at the $x_{\min }$ and $x_{\max }$ boundaries, $\sigma_{y}=\sigma_{z}=0$ and $\kappa_{y}=\kappa_{z}=1$; at the $y_{\min }$ and $y_{\max }$ boundaries, $\sigma_{x}=\sigma_{z}=0$ and $\kappa_{x}=\kappa_{z}=1$; at the $z_{\text {min }}$ and $z_{\text {max }}$ boundaries, $\sigma_{y}=\sigma_{x}=0$ and $\kappa_{y}=\kappa_{x}=1$; (2) at the $x_{\min }, x_{\max }$ and $y_{\min }, y_{\max }$ overlapping dihedral corners, $\sigma_{z}=0$ and $\kappa_{z}=1$; at the $y_{\text {min }}, y_{\max }$ and $z_{\min }, z_{\text {max }}$ overlapping dihedral corners, $\sigma_{x}=0$ and $\kappa_{x}=1$; at the $z_{\min }, z_{\max }$ and $x_{\min }, x_{\max }$ overlapping dihedral corners, $\sigma_{y}=0$ and $\kappa_{y}=1$; (3) at all overlapping trihedral corners, the complete general tensor in Eq. (2.14) is used. To reduce the numerical reflection from the UPML, several profiles have been suggested for grading $\left(\kappa_{x}, \sigma_{x}\right),\left(\kappa_{y}, \sigma_{y}\right)$ and $\left(\kappa_{z}, \sigma_{z}\right)$ when they do not adopt the aforesaid specific values. In practice, a polynomial grading of the UPML material parameters is used; e.g., we can simply specify $\left(\kappa_{x}, \sigma_{x}\right)$ as [36]

$$
\begin{align*}
& \kappa_{x}(x)=1+(x / d)^{m}\left(\kappa_{x, \max }-1\right)  \tag{2.15a}\\
& \sigma_{x}(x)=(x / d)^{m} \sigma_{x, \max } \tag{2.15b}
\end{align*}
$$

where $x$ is the depth in the UPML and $d$ is the UPML thickness in this direction. The parameters $\kappa_{x, \text { max }}$ and $\sigma_{x, \text { max }}$ denote the maximum $\kappa_{x}$ and $\sigma_{x}$ at the outermost layer of the UPML; e.g., considering an $x$-directed plane wave impinging at angle $\theta$ upon a PEC-backed UPML with polynomial grading material properties, the reflection factor can be derived as [33]

$$
\begin{equation*}
R(\theta)=\exp \left[-\frac{2 \cos \theta}{\varepsilon_{0} c} \int_{0}^{d} \sigma(x) d x\right]=\exp \left[-\frac{2 \sigma_{x, \max } d \cos \theta}{\varepsilon_{0} c(m+1)}\right] \tag{2.16}
\end{equation*}
$$

Therefore, with a reflection factor $R(0)$ for normal incidence, $\sigma_{x, \text { max }}$ can be defined as

$$
\begin{equation*}
\sigma_{x, \max }=-\frac{(m+1) \varepsilon_{0} c \ln [R(0)]}{2 d} \tag{2.17}
\end{equation*}
$$

As an accurate approach, $R(0)$ can be $10^{-12}$ to $10^{-5}$, and $\kappa_{x, \text { max }}$ can be a real number from 1 to 30 .

In this study, we implement the UPML only in the boundary layers to reduce the memory and CPU time requirement. In the non-UPML region, the common FDTD formulations of Eq. (2.8) are used.

To obtain explicitly the updating equations for the magnetic field in the UPML using Eq. (2.13b), the three components of an auxiliary vector field variable $B$ are introduced as [36]

$$
\begin{align*}
& B_{x}(x, y, z)=\mu\left(\frac{s_{z}}{s_{x}}\right) H_{x}(x, y, z),  \tag{2.18a}\\
& B_{y}(x, y, z)=\mu\left(\frac{s_{x}}{s_{y}}\right) H_{y}(x, y, z)  \tag{2.18b}\\
& B_{z}(x, y, z)=\mu\left(\frac{s_{y}}{s_{z}}\right) H_{z}(x, y, z) \tag{2.18c}
\end{align*}
$$

Then Eq. (2.13b) can be expressed as

$$
\left[\begin{array}{l}
\frac{\partial E_{y}(x, y, z)}{\partial z}-\frac{\partial E_{z}(x, y, z)}{\partial y}  \tag{2.19}\\
\frac{\partial E_{z}(x, y, z)}{\partial x}-\frac{\partial E_{x}(x, y, z)}{\partial z} \\
\frac{\partial E_{x}(x, y, z)}{\partial y}-\frac{\partial E_{y}(x, y, z)}{\partial x}
\end{array}\right]=i \omega\left[\begin{array}{ccc}
s_{y} & 0 & 0 \\
0 & s_{z} & 0 \\
0 & 0 & s_{x}
\end{array}\right]\left[\begin{array}{l}
B_{x}(x, y, z) \\
B_{y}(x, y, z) \\
B_{z}(x, y, z)
\end{array}\right] .
$$

On the other hand, inserting the definitions of $s_{x}, s_{y}$ and $s_{z}$ into Eq. (2.18) and reformulating yields the following:

$$
\begin{align*}
& \left(i \omega \kappa_{x}+\frac{\sigma_{x}}{\varepsilon_{0}}\right) B_{x}(x, y, z)=\left(i \omega \kappa_{z}+\frac{\sigma_{z}}{\varepsilon_{0}}\right) \mu H_{x}(x, y, z)  \tag{2.20a}\\
& \left(i \omega \kappa_{y}+\frac{\sigma_{y}}{\varepsilon_{0}}\right) B_{y}(x, y, z)=\left(i \omega \kappa_{x}+\frac{\sigma_{x}}{\varepsilon_{0}}\right) \mu H_{y}(x, y, z)  \tag{2.20b}\\
& \left(i \omega \kappa_{z}+\frac{\sigma_{z}}{\varepsilon_{0}}\right) B_{z}(x, y, z)=\left(i \omega \kappa_{y}+\frac{\sigma_{y}}{\varepsilon_{0}}\right) \mu H_{z}(x, y, z) \tag{2.20c}
\end{align*}
$$

Applying the inverse Fourier transform using the identity $i \omega f(\omega) \rightarrow \partial f(t) / \partial t$ to Eqs. (2.19) and (2.20) yields the equivalent time-domain differential equations:

$$
\begin{align*}
& {\left[\begin{array}{l}
\frac{\partial E_{y}(x, y, z, t)}{\partial z}-\frac{\partial E_{z}(x, y, z, t)}{\partial y} \\
\frac{\partial E_{z}(x, y, z, t)}{\partial x}-\frac{\partial E_{x}(x, y, z, t)}{\partial z} \\
\frac{\partial E_{x}(x, y, z, t)}{\partial y}-\frac{\partial E_{y}(x, y, z, t)}{\partial x}
\end{array}\right]=\frac{\partial}{\partial t}\left[\begin{array}{lll}
\kappa_{y} & 0 & 0 \\
0 & \kappa_{z} & 0 \\
0 & 0 & \kappa_{x}
\end{array}\right]\left[\begin{array}{l}
B_{x}(x, y, z, t) \\
B_{y}(x, y, z, t) \\
B_{z}(x, y, z, t)
\end{array}\right]} \\
&  \tag{2.21}\\
& +\frac{1}{\varepsilon_{0}}\left[\begin{array}{lll}
\sigma_{y} & 0 & 0 \\
0 & \sigma_{z} & 0 \\
0 & 0 & \sigma_{x}
\end{array}\right]\left[\begin{array}{l}
B_{x}(x, y, z, t) \\
B_{y}(x, y, z, t) \\
B_{z}(x, y, z, t)
\end{array}\right], \\
&  \tag{2.22a}\\
& \kappa_{x} \frac{\partial B_{x}(x, y, z, t)}{\partial t}+\frac{\sigma_{x}}{\varepsilon_{0}} B_{x}(x, y, z, t)=\mu \kappa_{z} \frac{\partial H_{x}(x, y, z, t)}{\partial t}+\mu \frac{\sigma_{z}}{\varepsilon_{0}} H_{x}(x, y, z, t),  \tag{2.22b}\\
& \kappa_{y} \frac{\partial B_{y}(x, y, z, t)}{\partial t}+\frac{\sigma_{y}}{\varepsilon_{0}} B_{y}(x, y, z, t)=\mu \kappa_{x} \frac{\partial H_{y}(x, y, z, t)}{\partial t}+\mu \frac{\sigma_{x}}{\varepsilon_{0}} H_{y}(x, y, z, t), \\
& \kappa_{z} \frac{\partial B_{z}(x, y, z, t)}{\partial t}+\frac{\sigma_{z}}{\varepsilon_{0}} B_{z}(x, y, z, t)=\mu \kappa_{y} \frac{\partial H_{z}(x, y, z, t)}{\partial t}+\mu \frac{\sigma_{y}}{\varepsilon_{0}} H_{z}(x, y, z, t) .
\end{align*}
$$

After discretizing Eqs. (2.21) and (2.22) on the Yee mesh points [1], we obtain the explicit FDTD formulations for the magnetic field components in the UPML. For example, we have

$$
\begin{align*}
& B_{x}^{n+1 / 2}(i, j+1 / 2, k+1 / 2) \\
&=\left(\frac{2 \varepsilon_{0} \kappa_{y}-\sigma_{y} \Delta t}{2 \varepsilon_{0} \kappa_{y}+\sigma_{y} \Delta t}\right) B_{x}^{n-1 / 2}(i, j+1 / 2, k+1 / 2)+\left(\frac{2 \varepsilon_{0} \Delta t / \Delta s}{2 \varepsilon_{0} \kappa_{y}+\sigma_{y} \Delta t}\right) \\
& \times {\left[E_{y}^{n}(i, j+1 / 2, k+1)-E_{y}^{n}(i, j+1 / 2, k)+E_{z}^{n}(i, j, k+1 / 2)\right.} \\
&\left.\quad-E_{z}^{n}(i, j+1, k+1 / 2)\right]  \tag{2.23}\\
& H_{x}^{n+1 / 2}(i, j+1 / 2, k+1 / 2) \\
&=\left(\frac{2 \varepsilon_{0} \kappa_{z}-\sigma_{z} \Delta t}{2 \varepsilon_{0} \kappa_{z}+\sigma_{z} \Delta t}\right) H_{x}^{n-1 / 2}(i, j+1 / 2, k+1 / 2) \\
&+\left(\frac{1 / \mu}{2 \varepsilon_{0} \kappa_{z}+\sigma_{z} \Delta t}\right) \\
& \times {\left[\left(2 \varepsilon_{0} \kappa_{x}+\sigma_{x} \Delta t\right) B_{x}^{n+1 / 2}(i, j+1 / 2, k+1 / 2)\right.} \\
& \quad\left.-\left(2 \varepsilon_{0} \kappa_{x}-\sigma_{x} \Delta t\right) B_{x}^{n-1 / 2}(i, j+1 / 2, k+1 / 2)\right] . \tag{2.24}
\end{align*}
$$

Similarly, for the electric field in the UPML, two auxiliary field variables $\mathbf{P}$ and $\mathbf{Q}$ are introduced as follows [36]:

$$
\begin{align*}
P_{x}(x, y, z) & =\left(\frac{s_{y} s_{z}}{s_{x}}\right) E_{x}(x, y, z),  \tag{2.25a}\\
P_{y}(x, y, z) & =\left(\frac{s_{x} s_{z}}{s_{y}}\right) E_{y}(x, y, z),  \tag{2.25b}\\
P_{z}(x, y, z) & =\left(\frac{s_{x} s_{y}}{s_{z}}\right) E_{z}(x, y, z),  \tag{2.25c}\\
Q_{x}(x, y, z) & =\left(\frac{1}{s_{y}}\right) P_{x}(x, y, z)  \tag{2.26a}\\
Q_{y}(x, y, z) & =\left(\frac{1}{s_{z}}\right) P_{y}(x, y, z)  \tag{2.26b}\\
Q_{z}(x, y, z) & =\left(\frac{1}{s_{x}}\right) P_{z}(x, y, z) \tag{2.26c}
\end{align*}
$$

Inserting Eq. (2.25) into Eq. (2.13a), and following the steps in deriving Eq. (2.24), we obtain the updating equations for the $\mathbf{P}$ components, e.g.

$$
\begin{align*}
& P_{x}^{n+1}(i+1 / 2, j, k)=\left(\frac{2 \varepsilon-\sigma \Delta t}{2 \varepsilon+\sigma \Delta t}\right) P_{x}^{n}(i+1 / 2, j, k)+\left(\frac{2 \Delta t / \Delta s}{2 \varepsilon+\sigma \Delta t}\right) \\
& \quad \times\left[H_{y}^{n+1 / 2}(i+1 / 2, j, k-1 / 2)-H_{y}^{n+1 / 2}(i+1 / 2, j, k+1 / 2)\right. \\
& \left.\quad+H_{z}^{n+1 / 2}(i+1 / 2, j+1 / 2, k)-H_{z}^{n+1 / 2}(i+1 / 2, j-1 / 2, k)\right] \tag{2.27}
\end{align*}
$$

Similarly, inserting Eq. (2.26) into Eq. (2.13b), and following the steps in deriving Eq. (2.24), we obtain the updating equations for the $\mathbf{Q}$ components, e.g.

$$
\begin{align*}
& Q_{x}^{n+1}(i+1 / 2, j, k)=\left(\frac{2 \varepsilon_{0} \kappa_{y}-\sigma_{y} \Delta t}{2 \varepsilon_{0} \kappa_{y}+\sigma_{y} \Delta t}\right) Q_{x}^{n}(i+1 / 2, j, k)+\left(\frac{2 \varepsilon_{0}}{2 \varepsilon_{0} \kappa_{y}+\sigma_{y} \Delta t}\right) \\
& \quad \times\left[P_{x}^{n+1}(i+1 / 2, j, k)-P_{x}^{n}(i+1 / 2, j, k)\right] . \tag{2.28}
\end{align*}
$$

Inserting Eq. (2.25) into Eq. (2.26) and also following the procedure in deriving Eq. (2.24), we can derive the electric field components in the UPML, e.g.

$$
\begin{align*}
& E_{x}^{n+1}(i+1 / 2, j, k)=\left(\frac{2 \varepsilon_{0} \kappa_{z}-\sigma_{z} \Delta t}{2 \varepsilon_{0} \kappa_{z}+\sigma_{z} \Delta t}\right) E_{x}^{n}(i+1 / 2, j, k)+\left(\frac{1}{2 \varepsilon_{0} \kappa_{z}+\sigma_{z} \Delta t}\right) \\
& \quad \times\left[\left(2 \varepsilon_{0} \kappa_{x}+\sigma_{x} \Delta t\right) Q_{x}^{n+1}(i+1 / 2, j, k)-\left(2 \varepsilon_{0} \kappa_{x}-\sigma_{x} \Delta t\right) Q_{x}^{n}(i+1 / 2, j, k)\right] . \tag{2.29}
\end{align*}
$$

Note that the absorbing host material properties $\varepsilon$ and $\sigma$ in Eq. (2.27) explicitly show that the host material properties are extended into the UPML. In other words, the UPML matches the electromagnetic material properties of the truncated domain.

Using the UPML for the truncation of the conductive media, 3 auxiliary arrays for the magnetic field and 6 auxiliary arrays for the electric field are needed. By applying the UPML scheme to the truncation of lossless media, we can use a different formulation to calculate the electric field components in the UPML where only 3 auxiliary arrays are needed for the electric field.

### 3.2.4 Formulation of the single scattering properties

For light scattering by particles in free space, the far-field approximation for the electromagnetic field is usually used to calculate the particle scattering and extinction cross-sections. The far-field approach also has been used by Mundy et al. [40], Chylek [41], and Bohren and Gilra [42] to study scattering and absorption by a spherical particle in an absorbing host medium. However, when the host medium is absorptive the scattering and extinction rates based on the far-field approximation depend on the distance from the particle, which do not represent the actual scattering and extinction of the particle. Recently, the single-scattering properties of a sphere in a medium have been derived using the electromagnetic fields on the surface of the particle based on Mie theory [43-46]. In this study we derive the absorption and extinction rates for an arbitrarily shaped particle in an absorbing medium using the electric field inside the particle. This method can generally be applied to a particle in a medium with or without absorption. The absorption and extinction rates calculated in this way depend on the size, shape and optical properties of the particle and the surrounding medium, but they do not depend on the distance from the particle, which is different from the far-field approximation approach. $[47,48]$. In non-absorbing host media, the near-field solution and the farfield approximation solution of the scattering and extinction cross-sections have no difference. In a non-absorbing host medium, the scattered waves that flow in nonradial directions in the near field, though they have complicated path, will finally arrive at the far-field zone in radial direction without losing any energy. However, in an absorbing medium the scattered radiation is absorbed in the absorbing medium but it is not necessarily exponentially damped with the radial distance, especially in the region near the particle. Therefore, in an absorbing host medium, the scattering and extinction cross-sections calculated with the far-field approximation have a nonlinear relationship with the near-field ones. Although attention has been paid to this problem [45], further studies are still needed to resolve this issue.

The flow of energy and the direction of the electromagnetic wave propagation are represented by the Poynting vector. In the frequency domain, a complex Poynting vector can be written in the form

$$
\begin{equation*}
\mathbf{s}=\mathbf{E} \times \mathbf{H}^{*} \tag{2.30}
\end{equation*}
$$

where the asterisk denotes the complex conjugate and $\mathbf{E}$ and $\mathbf{H}$ are the complex electric and magnetic fields, respectively. To derive the absorption and extinction rates of a particle embedded in an absorbing medium, we start from Maxwell's equations in the frequency domain:

$$
\begin{gather*}
\nabla \times \mathbf{H}=-i \omega\left(\varepsilon_{r}+i \varepsilon_{i}\right) \mathbf{E}  \tag{2.31a}\\
\nabla \times \mathbf{E}=i \omega \mu \mathbf{H} \tag{2.31b}
\end{gather*}
$$

So we have

$$
\begin{align*}
\nabla \cdot s & =\nabla \cdot\left(\mathbf{E} \times \mathbf{H}^{*}\right)=\mathbf{H}^{*} \cdot(\nabla \times \mathbf{E})-\mathbf{E} \cdot\left(\nabla \times \mathbf{H}^{*}\right) \\
& =i \omega\left(\mu \mathbf{H} \cdot \mathbf{H}^{*}-\varepsilon_{r} \mathbf{E} \cdot \mathbf{E}^{*}\right)-\omega \varepsilon_{i} \mathbf{E} \cdot \mathbf{E}^{*} . \tag{2.32}
\end{align*}
$$

For the convenience of the following discussion, we define the real and imaginary permittivity for the particle as $\varepsilon_{t r}$ and $\varepsilon_{t i}$, and for the host medium as $\varepsilon_{h r}$ and $\varepsilon_{h i}$, respectively. The rate of energy absorbed by the particle is [6]

$$
\begin{align*}
w_{a} & =-\frac{1}{2} \operatorname{Re}\left[\oiint_{s} n \cdot s(\xi) d^{2} \xi\right] \\
& =-\frac{1}{2} \operatorname{Re}\left[\iiint_{v} \nabla \cdot s(\xi) d^{3} \xi\right] \\
& =\frac{\omega}{2} \iiint_{v} \varepsilon_{t i}(\xi) \mathbf{E}(\xi) \cdot \mathbf{E}^{*}(\xi) d^{3} \xi \tag{2.33}
\end{align*}
$$

where $\mathbf{n}$ denotes the outward-pointing unit vector normal to the particle surface. The surface and volume integrals are performed over the particle.

The total electric and magnetic field vectors $\mathbf{E}$ and $\mathbf{H}$ are the superposition of the incident and scattered fields. Consequently, the scattered field vectors can be written as

$$
\begin{align*}
\mathbf{E}_{s} & =\mathbf{E}-\mathbf{E}_{i}  \tag{2.34a}\\
\mathbf{H}_{s} & =\mathbf{H}-\mathbf{H}_{i} \tag{2.34b}
\end{align*}
$$

where $\mathbf{E}_{i}$ and $\mathbf{H}_{i}$ denote the incident electric and magnetic field vector, respectively. Therefore the rate of energy scattered by the particle can be taken as

$$
\begin{align*}
w_{s} & =\frac{1}{2} \operatorname{Re}\left[\oiint_{s} n \cdot\left(\mathbf{E}_{s} \times \mathbf{H}_{s}^{*}\right) d^{2} \xi\right] \\
& =\frac{1}{2} \operatorname{Re}\left\{\oiint_{s} n \cdot\left[\left(\mathbf{E}-\mathbf{E}_{i}\right) \times\left(\mathbf{H}^{*}-\mathbf{H}_{i}^{*}\right)\right] d^{2} \xi\right\} . \tag{2.35}
\end{align*}
$$

Because both absorption and scattering remove energy from the incident waves, the rate of the energy extinction can be defined as [6]

$$
\begin{align*}
w_{e} & =w_{s}+w_{a} \\
& =\frac{1}{2} \operatorname{Re}\left\{\oiint_{s} n \cdot\left[\left(\mathbf{E}-\mathbf{E}_{i}\right) \times\left(\mathbf{H}^{*}-\mathbf{H}_{i}^{*}\right)\right] d^{2} \xi\right\}-\frac{1}{2} \operatorname{Re}\left[\oiint_{s} n \cdot\left(\mathbf{E} \times \mathbf{H}^{*}\right) d^{2} \xi\right] \\
& =\frac{1}{2} \operatorname{Re}\left[\oiint_{s} n \cdot\left(\mathbf{E}_{i} \times \mathbf{H}_{i}^{*}-\mathbf{E}_{i} \times \mathbf{H}^{*}-\mathbf{E} \times \mathbf{H}_{i}^{*}\right) d^{2} \xi\right] \\
& =\frac{1}{2} \operatorname{Re}\left[\iiint_{v} \nabla \cdot\left(\mathbf{E}_{i} \times \mathbf{H}_{i}^{*}-\mathbf{E}_{i} \times \mathbf{H}^{*}-\mathbf{E} \times \mathbf{H}_{i}^{*}\right) d^{3} \xi\right] . \tag{2.36}
\end{align*}
$$

In a similar derivation to that of Eq. (2.33), we can use Eq. (2.31) and Eq. (2.36) to obtain [6]

$$
\begin{align*}
w_{e} & =w_{a}+w_{s} \\
& =\frac{\omega}{2} \iiint_{v}\left[\varepsilon_{t i}(\xi)+\varepsilon_{h i}(\xi)\right] \operatorname{Re}\left[\mathbf{E}_{i}(\xi) \cdot \mathbf{E}^{*}(\xi)\right] d^{3} \xi \\
& -\frac{\omega}{2} \iiint_{v}\left[\varepsilon_{t r}(\xi)-\varepsilon_{h r}(\xi)\right] \operatorname{Im}\left[\mathbf{E}_{i}(\xi) \cdot \mathbf{E}^{*}(\xi)\right] d^{3} \xi \\
& -\frac{\omega}{2} \iiint_{v} \varepsilon_{h i}(\xi)\left[\mathbf{E}_{i}(\xi) \cdot \mathbf{E}_{i}^{*}(\xi)\right] d^{3} \xi . \tag{2.37}
\end{align*}
$$

Assuming the rate of energy incident on a particle of arbitrary shape is $f$, then the absorption, scattering and extinction efficiencies are $Q_{a}=w_{a} / f, Q_{s}=\left(w_{e}-w_{a}\right) / f$ and $Q_{e}=w_{e} / f$, respectively. The single scattering albedo is consequently $\tilde{\omega}=$ $Q_{s} / Q_{e}$.

In an absorbing medium, the rate of energy incident on the particle depends on the position and intensity of the wave source, the optical properties of the host medium, and the particle size parameter and shape. Following Mundy et al. [40], if the intensity of the incident light at the center of the computational domain is $I_{0}$ when no particle is positioned in the absorbing medium, the rate of energy incident on a spherical scatterer centered within the 3D computational domain is

$$
\begin{equation*}
f=\frac{2 \pi a^{2}}{\eta^{2}} I_{0}\left[1+(\eta-1) e^{\eta}\right] \tag{2.38}
\end{equation*}
$$

where $a$ is the radius of the spherical particle, $\eta=4 \pi a m_{h i} / \lambda_{0}$ and $I_{0}=$ $\frac{1}{2}\left(m_{h r} / c \mu\right)\left|\mathbf{E}_{0}\right|^{2}, \lambda_{0}$ is the incident wavelength in free space, $m_{h r}$ and $m_{h i}$ are the real and imaginary refractive index of the host medium, respectively, and $\left|E_{0}\right|$ denotes the amplitude of the incident electric field at the center of the 3D computational domain. For non-spherical particles, the rate of energy incident on the particle may only be calculated numerically.

The scattering phase function represents the angular distribution of scattered energy at a large distance from the scatterer, which can be derived using far-field approximation. The scattering phase function and asymmetry factor are calculated by using the 4 elements of the amplitude scattering matrix [49].

The amplitude scattering matrix for a particle immersed in an absorbing dielectric medium is derived as follows. For electromagnetic waves with time dependence $\exp (-i \omega t)$ propagating in a charge-free dielectric medium, Maxwell's equations in the frequency domain are

$$
\begin{align*}
\nabla \cdot \mathbf{D} & =0  \tag{2.39a}\\
\nabla \cdot \mathbf{H} & =0  \tag{2.39b}\\
\nabla \times \mathbf{E} & =i \omega \mu \mathbf{H}  \tag{2.39c}\\
\nabla \times \mathbf{H} & =-i \omega \mathbf{D} \tag{2.39~d}
\end{align*}
$$

In this study, we define the material properties of the host medium as the background permittivity and permeability. So the electric displacement vector is defined as

$$
\begin{equation*}
\mathbf{D}=\varepsilon_{h} \mathbf{E}+\boldsymbol{P}=\varepsilon \mathbf{E}, \tag{2.40}
\end{equation*}
$$

where $\mathbf{P}$ is the polarization vector. Therefore, Eqs. (2.39a) and (2.39d) can be rewritten as

$$
\begin{align*}
\nabla \cdot \mathbf{E} & =-\frac{1}{\varepsilon_{h}} \nabla \cdot \boldsymbol{P}  \tag{2.41a}\\
\nabla \times \mathbf{H} & =-i \omega\left(\varepsilon_{h} \mathbf{E}+\boldsymbol{P}\right) \tag{2.41b}
\end{align*}
$$

Using Eqs. (2.39c), (2.41a) and (2.41b) in evaluating $\nabla \times(\nabla \times \mathbf{E})$ yields a sourcedependent form of the electromagnetic wave equation

$$
\begin{equation*}
\left(\nabla^{2}+k_{h}^{2}\right) \mathbf{E}=-\frac{1}{\varepsilon_{h}}\left[k_{h}^{2} \mathbf{P}+\nabla(\nabla \cdot \mathbf{P})\right] \tag{2.42}
\end{equation*}
$$

where $k_{h}=\omega \sqrt{\mu \varepsilon_{h}}$ is the complex wave number in the host medium. Using the unit dyad $\mathbf{I I}=\mathbf{x x}+\mathbf{y y}+\mathbf{z z}$ (where $\mathbf{x}, \mathbf{y}$ and $\mathbf{z}$ are unit vectors in $x, y$ and $z$ direction, respectively), we can rewrite the polarization vector $\mathbf{P}$ as II•P, therefore Eq. (2.42) can be rewritten as

$$
\begin{equation*}
\left(\nabla^{2}+k_{h}^{2}\right) \mathbf{E}=-\frac{1}{\varepsilon_{h}}\left(k_{h}^{2} \mathbf{I I}+\nabla \nabla\right) \cdot \mathbf{P} \tag{2.43}
\end{equation*}
$$

Note that based on the definition in Eq. (2.40), we have $\mathbf{P}=\left(\varepsilon-\varepsilon_{h}\right) \mathbf{E}$, which means $\mathbf{P}$ is nonzero only within the particle. The general solution for Eq. (2.43) is given by a volume integral equation in the form[50]

$$
\begin{equation*}
\mathbf{E}(\mathbf{R})=\mathbf{E}_{0}(\mathbf{R})+\iiint_{v} G(\mathbf{R}, \xi)\left(k_{h}^{2} \mathbf{I I}+\nabla_{\xi} \nabla_{\xi}\right) \cdot\left(\mathbf{P} / \varepsilon_{h}\right) d^{3} \xi \tag{2.44}
\end{equation*}
$$

where $\mathbf{E}_{0}(\mathbf{R})$ mathematically can be any solution of $\left(\nabla^{2}+k_{h}^{2}\right) \mathbf{E}=0$, while physically the only nontrivial solution is the incident field in the host medium. The domain of the integration $v$ is the region inside the particle, and $G(\mathbf{R}, \xi)$ is the 3D Green function in the host medium

$$
\begin{equation*}
G(\mathbf{R}, \xi)=\frac{\exp \left(i k_{h}|\mathbf{R}-\xi|\right)}{4 \pi|\mathbf{R}-\xi|} \tag{2.45}
\end{equation*}
$$

The scattered field in the far-field region can be derived from Eq. (2.44), i.e.
$\left.\mathbf{E}_{s}(\vec{R})\right|_{k_{h} \mathbf{R} \rightarrow \infty}=\frac{k_{h}^{2} \exp \left(i k_{h} \mathbf{R}\right)}{4 \pi \mathbf{R}} \iiint_{v}\left[\frac{\varepsilon(\xi)}{\varepsilon_{h}}-1\right]\{\mathbf{E}(\xi)-\mathbf{r}[\mathbf{r} \cdot \mathbf{E}(\xi)]\} \exp \left(-i k_{h} \mathbf{r} \cdot \xi\right) d^{3} \xi$.

To calculate the amplitude scattering matrix elements, the scattered field is decomposed into the components parallel and perpendicular to the scattering plane as shown in Fig. 3.3 [4]. So we have

$$
\begin{equation*}
\mathbf{E}_{s}(\mathbf{R})=\alpha \mathbf{E}_{s, \alpha}(\mathbf{R})+\beta \mathbf{E}_{s, \beta}(\mathbf{R}) \tag{2.47}
\end{equation*}
$$



Fig. 3.3. Incident and scattering geometries for the far-field formulation.

Based on the definition of the amplitude scattering matrix, we can write the transformation equation for light scattering by particles as

$$
\binom{E_{s, \alpha}(\mathbf{R})}{E_{s, \beta}(\mathbf{R})}=\frac{\exp \left(i k_{h} R\right)}{-i k_{h} R}\left[\begin{array}{ll}
s_{2} & s_{3}  \tag{2.48}\\
s_{4} & s_{1}
\end{array}\right]\binom{E_{0, \alpha}}{E_{0, \beta}},
$$

where $E_{0, \alpha}$ and $E_{0, \beta}$ are the parallel and perpendicular incident field components with respect to the scattering plane. $E_{0, \alpha}$ and $E_{0, \beta}$ are related to the $x$-polarized and $y$-polarized incident fields used in the FDTD simulation with

$$
\binom{E_{0, \alpha}}{E_{0, \beta}}=\left[\begin{array}{cc}
\boldsymbol{\beta} \cdot \mathbf{x} & -\boldsymbol{\beta} \cdot \mathbf{y}  \tag{2.49}\\
\boldsymbol{\beta} \cdot \mathbf{y} & \boldsymbol{\beta} \cdot \mathbf{x}
\end{array}\right]\binom{E_{0, y}}{E_{0, x}} .
$$

Rewriting Eq. (2.46) in a matrix form yields

$$
\begin{equation*}
\binom{E_{s, \alpha}(\mathbf{R})}{E_{s, \beta}(\mathbf{R})}=\frac{k_{h}^{2} \exp \left(i k_{h} R\right)}{4 \pi R} \iiint_{v}\left[\frac{\varepsilon(\xi)}{\varepsilon_{h}}-1\right]\binom{\boldsymbol{\alpha} \cdot \mathbf{E}(\xi)}{\boldsymbol{\beta} \cdot \mathbf{E}(\xi)} \exp \left(-i k_{h} r \cdot \xi\right) d^{3} \xi \tag{2.50}
\end{equation*}
$$

From Eqs. (2.48)-(2.50), we can derive the amplitude scattering matrix as [3]

$$
\left[\begin{array}{ll}
s_{2} & s_{3}  \tag{2.51}\\
s_{4} & s_{1}
\end{array}\right]=\left[\begin{array}{ll}
F_{\alpha, y} & F_{\alpha, x} \\
F_{\beta, y} & F_{\beta, x}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{\beta} \cdot \mathbf{x} & \boldsymbol{\beta} \cdot \mathbf{y} \\
-\boldsymbol{\beta} \cdot \mathbf{y} & \boldsymbol{\beta} \cdot \mathbf{x}
\end{array}\right]
$$

where $\boldsymbol{\beta}$ denotes the unit vector perpendicular to the scattering plane, and $\mathbf{x}$ and $\mathbf{y}$ are the unit vector in the $x$ and $y$ directions, respectively, as shown in Fig. 3.2. The quantities $F_{\alpha, x}, F_{\beta, x}$ and $F_{\alpha, y}, F_{\beta, y}$ are calculated for $x$-polarized incident light and $y$-polarized incident light, respectively, in the forms [50]:
(1) for $x$-polarized incident light,

$$
\begin{equation*}
\binom{F_{\alpha, x}}{F_{\beta, x}}=\frac{i k_{h}^{3}}{4 \pi} \iiint_{v}\left[1-\frac{\varepsilon(\xi)}{\varepsilon_{h}}\right]\binom{\boldsymbol{\alpha} \cdot \mathbf{E}(\xi)}{\boldsymbol{\beta} \cdot \mathbf{E}(\xi)} \exp \left(-i k_{h} r \cdot \xi\right) d^{3} \xi \tag{2.52a}
\end{equation*}
$$

(2) for $y$-polarized incident light,

$$
\begin{equation*}
\binom{F_{\alpha, y}}{F_{\beta, y}}=\frac{i k_{h}^{3}}{4 \pi} \iiint_{v}\left[1-\frac{\varepsilon(\xi)}{\varepsilon_{h}}\right]\binom{\boldsymbol{\alpha} \cdot \mathbf{E}(\xi)}{\boldsymbol{\beta} \cdot \mathbf{E}(\xi)} \exp \left(-i k_{h} r \cdot \xi\right) d^{3} \xi \tag{2.52b}
\end{equation*}
$$

In Eq. (2.52), $k_{h}=\omega \sqrt{\mu \varepsilon_{h}}$ and $\varepsilon_{h}$ is the complex permittivity of the host medium. $\mathbf{r}$ is the unit vector in the scattering direction, $\alpha$ is the unit vector parallel to the scattering plane, and $\beta \times \alpha=r$. When $\varepsilon_{h}=\varepsilon_{0}$ and $\mu=\mu_{0}$, Eq. (2.52) will degenerate to a formulation for light scattering by particles in free space.

### 3.2.5 Numerical results

In principle the FDTD method can be accurately applied to particles of arbitrary shapes. However, there are numerical errors involved in the FDTD technique. These errors can be attributed to the numerical dispersion of the finite-difference analog, the approximation of a specific particle shape by a pseudostructure constructed by cubic grid cells, the representation of the near field by the discretized data that do not account for the field variation within each cell, and the reflection from the truncation boundaries. Conventionally, the accuracy of the FDTD method is evaluated by comparing the FDTD results with exact solutions for spherical particles $\dagger[5]$. This has been standard practice for numerical techniques like the FDTD and DDA algorithms because an exact solution exists for these particles by which a comparison can be made. Since these particles have morphology that both excites strong resonances and is not easily replicated by a Cartesian grid, the errors in such comparisons are significantly higher than are achieved for nonspherical particles [51]. Figure 3.4 shows the phase-matrix elements for a spherical particle with a size parameter of $2 \pi a / \lambda_{0}=56.55$, where $a$ is the radius of the spherical particle and $\lambda_{0}$ is the incident wavelength in free space. The black curves are computed with Mie theory and the red curves are the FDTD results. The host medium is free space and the refractive index of the particle is $1.0893+0.18216 \mathrm{i}$. In the FDTD calculations, a FDTD cell size of $\Delta s=\lambda_{0} / 30$ is used. The extinction efficiency $Q_{e}$, scattering efficiency $Q_{s}$, absorption efficiency $Q_{a}$, asymmetry factor $g$ and the errors of the FDTD results are listed in Fig. 3.4. We can see that the FDTD results are very close to the exact Mie solutions.

To demonstrate the applicability of the UPML FDTD scheme for light scattering by a non-spherical particle embedded in an absorbing medium. We assume a phytoplankton cell with a shape of a spheroid which can be described by a surface function

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1
$$



Fig. 3.4. The nonzero phase matrix elements for a spherical particle with a size parameter of $2 \pi a / \lambda_{0}=56.55$, where $a$ is the radius of the spherical particle and $\lambda_{0}$ is the incident wavelength in free space. The host medium is free space and the refractive index of the particle is $1.0893+0.18216 \mathrm{i}$.
where $a, b$, and $c$ are the half axes of the spheroid with $a=3 b=6 c$. As shown in Fig. 3.5, the light is incident on the spheroid in a direction with a zenith angle of $45^{\circ}$ and an azimuth angle of $45^{\circ}$. The size parameter of the spheroid is defined by its half axis $a$, and $2 \pi a / \lambda_{0}=30$. The host medium is assumed to have a refractive index of 1.34 and $1.34+0.05 i$. The refractive index of the phytoplankton cell is assumed to be 1.407 . Figure 3.6 shows some of the azimuthally averaged elements of the scattering phase matrix for the spheroid and incidence geometries illustrated in Fig. 2.5. A FDTD cell size of $\Delta s=\lambda_{0} / 30$ is used in this simulation. We can see that the absorption by the host medium affects the phase function of the nonspherical particle significantly, similar to what was found in Fu and Sun [45] for spherical particles.

Numerical techniques like the FDTD are ideally suited for solving the light scattered by irregularly shaped particles. Figure 3.7 shows sample Gaussian particle shapes [52] with a correlation angle of $\Gamma=30^{\circ}$ and relative standard deviation $\sigma$


Fig. 3.5. Configuration of a spheroid with half axes $a, b$, and $c$. The light is incident on the spheroid in a direction with a zenith angle of $45^{\circ}$ and an azimuth angle of $45^{\circ}$.
as: (a) $0.0,(b) 0.05,(c) 0.1,(d) 0.2,(e) 0.4$, and (f) 0.8 . The nonzero elements of the scattering phase matrix as functions of scattering angle calculated with the FDTD technique for these single, randomly oriented Gaussian ice particles are given in Fig. 3.8 [52]. The incident wavelength $\lambda=0.55 \mu \mathrm{~m}$ and the refractive index of ice at this wavelength is 1.311 . The particle size parameter $x=2 \pi a / \lambda=\pi$, where $a$ denotes the mean half-size of the particle. In the FDTD calculation, a spatial cell size of $\lambda / 20$ is used. We can see that with the increase of the surface deformation, the strong oscillations in the conventional phase function (P11) gradually disappear. This is a very important finding that can greatly simplify the modeling of the radiative transfer in ice clouds. The degree of linear polarization P12/P11 also shows a smooth trend with increasing surface deformation, which suggests the linear polarization properties of irregular ice crystals are significantly different from those of spherical cloud particles. The differences in linear polarization properties between spherical and non-spherical particles may help in the development of methods to detect cloud phase using polarized sensors. The ratios of other elements to P11 also demonstrate a reduced oscillatory pattern when surface deformation increases, except in element P22/P11. Most significant is the shape of the normalized polarization matrix elements ( $\mathrm{P} 12 / \mathrm{P} 11, \mathrm{P} 33 / \mathrm{P} 11, \mathrm{P} 43 / \mathrm{P} 11$, and $\mathrm{P} 44 / \mathrm{P} 11$ ) when the particle shape becomes extremely irregular $(\sigma=0.8)$. These elements in this case bear a very strong resemblance to those of a Rayleigh sphere.


Fig. 3.6. The azimuthally (around the incident direction) averaged elements of the scattering phase matrix for the spheroid and incidence geometries illustrated in Fig. 3.5.

### 3.3 FDTD method for electromagnetic beam interaction with surfaces

The interaction of electromagnetic radiation with arbitrary dielectric surfaces is one of the major issues for terrestrial or extraterrestrial remote-sensing applications [53]. It is of significant importance in various other fields of applied physics and detection engineering, such as measurement of surface defects or contamination [54], characterization of particles over a rough surface background [55], and noninvasive detection of concealed targets such as improvised explosive devices (IEDs)


Fig. 3.7. The sample Gaussian particle shapes. The correlation angle $\Gamma=30^{\circ}$ and the relative standard deviation $\sigma$ is chosen as: (a) 0.0 , (b) 0.05 , (c) 0.1 , (d) 0.2 , (e) 0.4 , and (f) 0.8 .
[56]. Some modern detection techniques of biological particles, based on surface enhanced Raman scattering (SERS) obtained as they pass near nanostructures on surfaces, require an accurate analysis of the light scattering from the particle near the nanostructure for signal optimization. Light illuminating these particles emits SERS at chemically specific wavelengths, allowing accurate identification. The signal intensity is dependent on the aerosol particle and surface composition and morphology. Because SERS signals are relatively weak, precise measurement or modeling of the elastic scattering fields are extremely important for obtaining accurate Raman scattering signals.

One striking aspect of SERS-related research is that the great bulk of it is performed experimentally. The reason for this is that no accurate method exists to calculate the interaction of electromagnetic radiation with an arbitrary surface. The frequently used algorithms on wave scattering from rough surfaces are pri-


Fig. 3.8. The nonzero elements of the scattering phase matrix as functions of scattering angle calculated with the FDTD technique for randomly oriented Gaussian ice particles.
marily analytical approximate approaches, such as the small perturbation model (SPM) [57-60], the Kirchhoff approximation (KA) [60-62], the integral equation method (IEM) [64-67], and other methods [68]. Such approximate approaches for light scattering by rough surfaces have limited applicability when a precise description of the near field is required. For example, the SPM is valid only for surfaces with roughness scale much smaller than the incident wavelength; whereas, the KA is only valid when the surface roughness level is much greater than the wavelength. When the surface roughness scale is similar to the wavelength, neither the SPM nor the KA are applicable. Although the IEM model was developed to bridge the gap between the SPM and the KA models, as an approximate method, its accuracy is
still not sufficient to calculate the near fields accurately [68-72]. With the advancement of computational capabilities, numerical light-scattering solutions such as the finite element method (FEM) [73,74], the DDA [26,75,76], and the FDTD technique [1-6,77,78] play important roles in the accurate calculation of electromagnetic wave scattering. While some analytical methods based on the $T$-matrix algorithm are extremely efficient at calculating light scattering from specific, relatively regular morphologies such as spheres [79-84], cylinders [85-87], and other particles near surfaces [88-92], these generally have limited applicability to real-world, non-ideal systems. The DDA has been developed to calculate the light scattered from arbitrary surface structures. However, DDA has two shortcomings [93, 94]: First, the Green functions used in this algorithm are for dipoles placed above a planar substrate. As such, the system is less general as it cannot be used to simulate substrates that may have heterogeneities or grooves carved into them. And second, there can be difficulties with convergence when the particles have very high complex refractive indices [95]. Since SERS applications generally address metallic structures on metallic or semi-conducting substrates, this can be a problem. The discrete sources method (DSM) also has been used successfully on surface irregularities, but it also is ideally suited for surface structures on a planar substrate [96]. The FDTD algorithm has been developed to study the interaction of electromagnetic waves with arbitrarily shaped particles on surfaces [76]. While this algorithm has been optimized to handle large complex refractive indices, like those used to generate SERS, it is accurate only when the surface is illuminated normally; i.e., the direction of the incident electromagnetic field is perpendicular to that of the substrate [97]. When this condition is broken, substantial errors result. These errors are especially large in the near-field region, the region of most relevance to SERS studies.

In previous work [7], a novel absorbing boundary condition was developed to truncate the computational domain of the scattered-field FDTD method [98-100], which also can be applied accurately to any FDTD algorithms having source terms in the field-updating equations. For light scattering by particles in free space, the source terms exist only inside the particles, so a regular source-free boundary condition is good enough. However, if the host medium is not free space, the source terms in the scattered-field FDTD updating equations exist everywhere in the computational domain, including the absorbing boundary. To maintain the continuity of the electromagnetic fields crossing the interface between the regular computational domain and the absorbing boundary, the field updating equations inside the absorbing boundary must also have source terms. With use of this novel boundary condition, a scattered-field FDTD algorithm is developed for surface scattering studies. Because the scattered-field FDTD equations include incident-wave source terms, this FDTD algorithm allows the inclusion of an arbitrary incident source beam. Therefore, this FDTD algorithm removes the normally incident plane wave condition that restricts previously developed FDTD methods in surface studies. The incident field can be a plane wave beam incident at non-normal angles with respect to the surface or it can be a Gaussian beam like those emitted by lasers commonly used in surface science, etc. This development provides a robust numerical algorithm for arbitrary surface studies including the calculation of light scattering from particles near nanostructures used for SERS detection.

### 3.3.1 Scattered-field finite-difference time-domain method

The primary objective of this section is to review the FDTD computer algorithm that can be used to calculate accurately the electromagnetic field in and around a rough surface that may include heterogeneities. This FDTD algorithm includes source terms, so that the incident electromagnetic field may be completely arbitrary; e.g., it will provide accurate scattered near fields from an arbitrary rough surface illuminated by a non-perpendicularly incident, arbitrarily shaped beam. To allow more flexibility in the specification of the form of the incident fields, such as creating an incident beam to have arbitrary amplitude and phase at a given grid point and propagating that beam to the material surface at any preferred angle, we use the pure scattered field formulation of the FDTD equations rather than the total field/scattered field formulation.

The total electromagnetic fields $(\mathbf{E}$ and $\mathbf{H})$ can be decomposed as the sum of incident fields ( $\mathbf{E}^{i}$ and $\mathbf{H}^{i}$ ) and scattered fields $\left(\mathbf{E}^{s}\right.$ and $\left.\mathbf{H}^{s}\right)$ as

$$
\begin{align*}
\mathbf{H} & =\mathbf{H}^{s}+\mathbf{H}^{i},  \tag{3.1a}\\
\mathbf{E} & =\mathbf{E}^{s}+\mathbf{E}^{i} \tag{3.1b}
\end{align*}
$$

In a medium with a permittivity $\varepsilon$, conductivity $\sigma$, and permeability $\mu_{0}$, Maxwell's equations for the total electromagnetic fields $(\mathbf{E}$ and $\mathbf{H})$ and incident fields $\left(\mathbf{E}^{i}\right.$ and $\mathbf{H}^{i}$ ) can be expressed as

$$
\begin{align*}
& \mu_{0} \frac{\partial \mathbf{H}}{\partial t}=-\nabla \times \mathbf{E}  \tag{3.2a}\\
& \varepsilon \frac{\partial \mathbf{E}}{\partial t}+\sigma \mathbf{E}=\nabla \times \mathbf{H} \tag{3.2b}
\end{align*}
$$

and

$$
\begin{align*}
\mu_{0} \frac{\partial \mathbf{H}^{i}}{\partial t} & =-\nabla \times \mathbf{E}^{i}  \tag{3.2c}\\
\varepsilon_{0} \frac{\partial \mathbf{E}^{i}}{\partial t} & =\nabla \times \mathbf{H}^{i} \tag{3.2d}
\end{align*}
$$

From Eqs. (3.1) and (3.2) we can derive the scattered-field equations as follows:

$$
\begin{align*}
\mu_{0} \frac{\partial \mathbf{H}^{s}}{\partial t} & =-\nabla \times \mathbf{E}^{s}  \tag{3.3a}\\
\varepsilon \frac{\partial \mathbf{E}^{s}}{\partial t}+\sigma \mathbf{E}^{s} & =\nabla \times \mathbf{H}^{s}-\sigma \mathbf{E}^{i}-\left(\varepsilon-\varepsilon_{0}\right) \frac{\partial \mathbf{E}^{i}}{\partial t} \tag{3.3b}
\end{align*}
$$

The pure scattered field FDTD method is simply a discretization of Eqs. (3.3a) and (3.3b). The continuous space and time $(x, y, z, t)$ is replaced by discrete spatial and temporal points, and the field components are calculated only at these discrete points. In a Cartesian grid system the $x$ components of the magnetic and electric fields, e.g., are in the forms [100]

$$
\begin{align*}
& H_{x}^{s, n+1 / 2}(i, j+1 / 2, k+1 / 2)=H_{x}^{s, n-1 / 2}(i, j+1 / 2, k+1 / 2)+\frac{\Delta t}{\mu_{0} \Delta s} \\
& \quad \times\left[E_{y}^{s, n}(i, j+1 / 2, k+1)-E_{y}^{s, n}(i, j+1 / 2, k)+E_{z}^{s, n}(i, j, k+1 / 2)\right. \\
& \left.\quad-E_{z}^{s, n}(i, j+1, k+1 / 2)\right],  \tag{3.4a}\\
& E_{x}^{s, n+1}(i+1 / 2, j, k)=\left(\frac{2 \varepsilon-\sigma \Delta t}{2 \varepsilon+\sigma \Delta t}\right) E_{x}^{s, n}(i+1 / 2, j, k) \\
& \quad+\left(\frac{2 \Delta t / \Delta s}{2 \varepsilon+\sigma \Delta t}\right)\left[H_{y}^{s, n+1 / 2}(i+1 / 2, j, k-1 / 2)-H_{y}^{s, n+1 / 2}(i+1 / 2, j, k+1 / 2)\right. \\
& \left.\quad+H_{z}^{s, n+1 / 2}(i+1 / 2, j+1 / 2, k)-H_{z}^{s, n+1 / 2}(i+1 / 2, j-1 / 2, k)\right] \\
& \quad-\left(\frac{\sigma \Delta t}{2 \varepsilon+\sigma \Delta t}\right)\left[E_{x}^{i, n+1}(i+1 / 2, j, k)+E_{x}^{i, n}(i+1 / 2, j, k)\right] \\
& \quad-\left(\frac{2 \varepsilon-2 \varepsilon_{0}}{2 \varepsilon+\sigma \Delta t}\right)\left[E_{x}^{i, n+1}(i+1 / 2, j, k)-E_{x}^{i, n}(i+1 / 2, j, k)\right] \tag{3.4b}
\end{align*}
$$

where $\Delta s$ and $\Delta t$ denote the cubic cell size and time increment, respectively. To guarantee the numerical stability of the FDTD scheme in the medium, we use $\Delta t=\Delta s /(2 c)$, where $c$ is the light speed in free space. The indices $(i, j, k)$ denote the central positions of the cubic cells in the FDTD grid. The time step is denoted by integer $n$. Note that the electric and magnetic fields are on different spatial positions and are evaluated at alternating half time steps. The positions of the magnetic and electric field components on a cubic cell are identical to those illustrated in Sun et al [5].

In the calculation of the scattering patterns in Sun et al. [5,6,37,52,77,101,102], the complex form of the uniform plane wave incident field is $\mathbf{A}_{0} \exp (-i \mathbf{k} \cdot \mathbf{r})$, where $\mathbf{A}_{0}$ is a constant vector, $\mathbf{k}$ is the wavenumber vector, and $\mathbf{r}$ denotes the spatial position vector. In this study, we define an arbitrary incident beam as

$$
\begin{equation*}
\mathbf{E}^{i}=\mathbf{A}(\mathbf{r}) \exp (-i \mathbf{k} \cdot \mathbf{r}) \tag{3.5}
\end{equation*}
$$

where $\mathbf{A}(\mathbf{r})$ is an arbitrary complex vector with functional dependence on spatial position $\mathbf{r}$. A(r) can be defined as any beam shape modulated in both amplitude and phase as functions of location in the computational domain, such as a Gaussian beam [103], Bessel beam [104], etc., depending on the application. In this study, for simplicity and calculation efficiency, we define an artificial beam with

$$
\begin{equation*}
\mathbf{A}(\mathbf{r})=\mathbf{A}_{0} \exp \left[-\left(\frac{\rho}{\delta}\right)\right] \tag{3.6}
\end{equation*}
$$

where $\rho$ is the distance from a spatial point perpendicular to the central axis of the incident beam, and $\delta$ is the half-width of the beam. The FDTD program requires the incident field to be specified in the time domain, which is accomplished using

$$
\begin{equation*}
\mathbf{E}^{i}(\mathbf{r}, t)=\operatorname{Re}[\mathbf{A}(\mathbf{r}) \exp (i \omega t-i \mathbf{k} \cdot \mathbf{r})] \tag{3.7}
\end{equation*}
$$

where Redenotes the real value operation. The total field is the superposition of the incident and scattered fields: $\mathbf{E}=\mathbf{E}^{s}+\mathbf{E}^{i}$. The simulation is run either until
steady state if a continuous incident field is applied or until the pulsed response fades within the computational domain if an incident pulse is used. The frequencydomain values of the total fields and scattered fields are obtained from the discrete Fourier transform (DFT) of the times series of the fields.

### 3.3.2 Scattered-field uniaxial perfectly matched layer absorbing boundary condition

For applications in the scattered-field FDTD algorithm, Eqs. (2.6a) and (2.6b) also must be modified into their scattered-field forms. Within the absorbing boundary layers, Eqs. (2.6a) and (2.6b) yield the following:

$$
\begin{align*}
\nabla \times\left[\mathbf{H}^{s}(x, y, z)+\mathbf{H}^{i}(x, y, z)\right] & =(i \omega \varepsilon+\sigma) \overline{\bar{s}}\left[\mathbf{E}^{s}(x, y, z)+\mathbf{E}^{i}(x, y, z)\right]  \tag{3.8a}\\
\nabla \times\left[\mathbf{E}^{s}(x, y, z)+\mathbf{E}^{i}(x, y, z)\right] & =-i \omega \mu_{0} \overline{\bar{s}}\left[\mathbf{H}^{s}(x, y, z)+\mathbf{H}^{i}(x, y, z)\right] \tag{3.8b}
\end{align*}
$$

For the incident fields only,

$$
\begin{align*}
& \nabla \times \mathbf{H}^{i}(x, y, z)=i \omega \varepsilon_{0} \overline{\bar{s}} \mathbf{E}^{i}(x, y, z)  \tag{3.8c}\\
& \nabla \times \mathbf{E}^{i}(x, y, z)=-i \omega \mu_{0} \overline{\bar{s}} \mathbf{H}^{i}(x, y, z) \tag{3.8d}
\end{align*}
$$

thus,

$$
\begin{align*}
\nabla \times \mathbf{H}^{s}(x, y, z) & =(i \omega \varepsilon+\sigma) \overline{\bar{s}} \mathbf{E}^{s}(x, y, z)+\left[i \omega\left(\varepsilon-\varepsilon_{0}\right)+\sigma\right] \overline{\bar{s}} \mathbf{E}^{i}(x, y, z)  \tag{3.9a}\\
\nabla \times \mathbf{E}^{s}(x, y, z) & =-i \omega \mu_{0} \overline{\bar{s}} \mathbf{H}^{s}(x, y, z) \tag{3.9b}
\end{align*}
$$

To obtain the updating equations for the scattered electric field in the UPML using Eq. (3.9a), we introduce three components of an auxiliary vector field variable $P^{s}$, three components of an auxiliary vector field variable $Q^{s}$, three components of an auxiliary vector field variables $P^{i}$, and three components of an auxiliary vector field variable $\mathbf{Q}^{i}$, respectively, in the form $[6,7,36]$

$$
\begin{align*}
P_{x}^{s}(x, y, z) & =\left(\frac{s_{y} s_{z}}{s_{x}}\right) E_{x}^{s}(x, y, z),  \tag{3.10a}\\
P_{y}^{s}(x, y, z) & =\left(\frac{s_{x} s_{z}}{s_{y}}\right) E_{y}^{s}(x, y, z),  \tag{3.10b}\\
P_{z}^{s}(x, y, z) & =\left(\frac{s_{x} s_{y}}{s_{z}}\right) E_{z}^{s}(x, y, z),  \tag{3.10c}\\
Q_{x}^{s}(x, y, z) & =\left(\frac{1}{s_{y}}\right) P_{x}^{s}(x, y, z),  \tag{3.11a}\\
Q_{y}^{s}(x, y, z) & =\left(\frac{1}{s_{z}}\right) P_{y}^{s}(x, y, z),  \tag{3.11b}\\
Q_{z}^{s}(x, y, z) & =\left(\frac{1}{s_{x}}\right) P_{z}^{s}(x, y, z) . \tag{3.11c}
\end{align*}
$$

$$
\begin{align*}
P_{x}^{i}(x, y, z) & =\left(\frac{s_{y} s_{z}}{s_{x}}\right) E_{x}^{i}(x, y, z),  \tag{3.12a}\\
P_{y}^{i}(x, y, z) & =\left(\frac{s_{x} s_{z}}{s_{y}}\right) E_{y}^{i}(x, y, z),  \tag{3.12b}\\
P_{z}^{i}(x, y, z) & =\left(\frac{s_{x} s_{y}}{s_{z}}\right) E_{z}^{i}(x, y, z),  \tag{3.12c}\\
Q_{x}^{i}(x, y, z) & =\left(\frac{1}{s_{y}}\right) P_{x}^{i}(x, y, z),  \tag{3.13a}\\
Q_{y}^{i}(x, y, z) & =\left(\frac{1}{s_{z}}\right) P_{y}^{i}(x, y, z),  \tag{3.13b}\\
Q_{z}^{i}(x, y, z) & =\left(\frac{1}{s_{x}}\right) P_{z}^{i}(x, y, z) . \tag{3.13c}
\end{align*}
$$

Then Eq. (3.9a) can be expressed as

$$
\begin{align*}
{\left[\begin{array}{l}
\frac{\partial H_{y}^{s}(x, y, z)}{\partial z}-\frac{\partial H_{z}^{s}(x, y, z)}{\partial y} \\
\frac{\partial H_{z}^{s}(x, y, z)}{\partial x}-\frac{\partial H_{x}^{s}(x, y, z)}{\partial z} \\
\frac{\partial H_{x}^{s}(x, y, z)}{\partial y}-\frac{\partial H_{y}^{s}(x, y, z)}{\partial x}
\end{array}\right] } & =(i \omega \varepsilon+\sigma)\left[\begin{array}{c}
P_{x}^{s}(x, y, z) \\
P_{y}^{s}(x, y, z) \\
P_{z}^{s}(x, y, z)
\end{array}\right] \\
& +\left[i \omega\left(\varepsilon-\varepsilon_{0}\right)+\sigma\right]\left[\begin{array}{l}
P_{x}^{i}(x, y, z) \\
P_{y}^{i}(x, y, z) \\
P_{z}^{i}(x, y, z)
\end{array}\right] \tag{3.14}
\end{align*}
$$

Applying the inverse Fourier transform to Eq. (3.14) and using the identity $i \omega f(\omega) \rightarrow \partial f(t) / \partial t$, we find its equivalent time-domain differential equation as

$$
\begin{align*}
{\left[\begin{array}{l}
\frac{\partial H_{y}^{s}(x, y, z)}{\partial z}-\frac{\partial H_{z}^{s}(x, y, z)}{\partial y} \\
\frac{\partial H_{z}^{s}(x, y, z)}{\partial x}-\frac{\partial H_{x}^{s}(x, y, z)}{\partial z} \\
\frac{\partial H_{x}^{s}(x, y, z)}{\partial y}-\frac{\partial H_{y}^{s}(x, y, z)}{\partial x}
\end{array}\right]=} & {\left[\begin{array}{l}
\frac{\partial P_{x}^{s}(x, y, z)}{\partial t} \\
\frac{\partial P_{y}^{s}(x, y, z)}{\partial t} \\
\frac{\partial P_{z}^{s}(x, y, z)}{\partial t}
\end{array}\right]+\sigma\left[\begin{array}{l}
P_{x}^{s}(x, y, z) \\
P_{y}^{s}(x, y, z) \\
P_{z}^{s}(x, y, z)
\end{array}\right] } \\
& +\left(\varepsilon-\varepsilon_{0}\right)\left[\begin{array}{l}
\frac{\partial P_{x}^{i}(x, y, z)}{\partial t} \\
\frac{\partial P_{y}^{i}(x, y, z)}{\partial t} \\
\frac{\partial P_{z}^{i}(x, y, z)}{\partial t}
\end{array}\right]+\sigma\left[\begin{array}{l}
P_{x}^{i}(x, y, z) \\
P_{y}^{i}(x, y, z) \\
P_{z}^{i}(x, y, z)
\end{array}\right] \tag{3.15}
\end{align*}
$$

The discretization of Eq. (3.15) yields the updating equations of $\mathbf{P}^{s}$. As an example, the $x$ component of $\mathbf{P}^{s}$ can be expressed as

$$
\begin{align*}
& P_{x}^{s, n+1}(i+1 / 2, j, k)=\left(\frac{2 \varepsilon-\sigma \Delta t}{2 \varepsilon+\sigma \Delta t}\right) P_{x}^{s, n}(i+1 / 2, j, k)+\left(\frac{2 \Delta t / \Delta s}{2 \varepsilon+\sigma \Delta t}\right) \\
& \quad \times\left[H_{y}^{s, n+1 / 2}(i+1 / 2, j, k-1 / 2)-H_{y}^{s, n+1 / 2}(i+1 / 2, j, k+1 / 2)\right. \\
& \left.\quad+H_{z}^{s, n+1 / 2}(i+1 / 2, j+1 / 2, k)-H_{z}^{s, n+1 / 2}(i+1 / 2, j-1 / 2, k)\right] \\
& \quad-\left(\frac{\sigma \Delta t}{2 \varepsilon+\sigma \Delta t}\right)\left[P_{x}^{i, n+1}(i+1 / 2, j, k)+P_{x}^{i, n}(i+1 / 2, j, k)\right] \\
& \quad-\left(\frac{2 \varepsilon-2 \varepsilon_{0}}{2 \varepsilon+\sigma \Delta t}\right)\left[P_{x}^{i, n+1}(i+1 / 2, j, k)-P_{x}^{i, n}(i+1 / 2, j, k)\right] . \tag{3.16}
\end{align*}
$$

Similarly, from Eqs. (3.11a), (3.11b), and (3.11c), we can derive the updating equations for $\mathbf{Q}^{s}$, e.g.,

$$
\begin{align*}
& Q_{x}^{s, n+1}(i+1 / 2, j, k)=\left(\frac{2 \varepsilon_{0} \kappa_{y}-\sigma_{y} \Delta t}{2 \varepsilon_{0} \kappa_{y}+\sigma_{y} \Delta t}\right) Q_{x}^{s, n}(i+1 / 2, j, k)+\left(\frac{2 \varepsilon_{0}}{2 \varepsilon_{0} \kappa_{y}+\sigma_{y} \Delta t}\right) \\
& \quad \times\left[P_{x}^{s, n+1}(i+1 / 2, j, k)-P_{x}^{s, n}(i+1 / 2, j, k)\right] . \tag{3.17}
\end{align*}
$$

Inserting Eqs. (3.10a), (3.10b), and (3.10c) into Eqs. (3.11a), (3.11b), and (3.11c), respectively, we can derive the electric field components in the UPML, e.g.,

$$
\begin{align*}
& E_{x}^{s, n+1}(i+1 / 2, j, k)=\left(\frac{2 \varepsilon_{0} \kappa_{z}-\sigma_{z} \Delta t}{2 \varepsilon_{0} \kappa_{z}+\sigma_{z} \Delta t}\right) E_{x}^{s, n}(i+1 / 2, j, k)+\left(\frac{1}{2 \varepsilon_{0} \kappa_{z}+\sigma_{z} \Delta t}\right) \\
& \times\left[\left(2 \varepsilon_{0} \kappa_{x}+\sigma_{x} \Delta t\right) Q_{x}^{s, n+1}(i+1 / 2, j, k)-\left(2 \varepsilon_{0} \kappa_{x}-\sigma_{x} \Delta t\right) Q_{x}^{s, n}(i+1 / 2, j, k)\right] . \tag{3.18}
\end{align*}
$$

In a manner similar to the derivations of Eqs. (3.16), (3.17), and (3.18), we can derive the updating equations for $\mathbf{P}^{i}$ used in Eq. (3.16) from the known incident field $\mathbf{E}^{i}$ through the ancillary vector $\mathbf{Q}^{i}$. For example, from Eqs. (3.12a) and (3.12b), the $x$ component of $\mathbf{Q}^{i}$ can be expressed as

$$
\begin{equation*}
Q_{x}^{i}(x, y, z)=\left(\frac{1}{s_{y}}\right) P_{x}^{i}(x, y, z)=\frac{s_{z}}{s_{x}} E_{x}^{i}(x, y, z) \tag{3.19}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\left(\kappa_{x}+\frac{\sigma_{x}}{i \omega \varepsilon_{0}}\right) Q_{x}^{i}(x, y, z)=\left(\kappa_{z}+\frac{\sigma_{z}}{i \omega \varepsilon_{0}}\right) E_{x}^{i}(x, y, z) \tag{3.20}
\end{equation*}
$$

Eq. (3.20) can be expressed as

$$
\begin{equation*}
\left(i \omega \varepsilon_{0} \kappa_{x}+\sigma_{x}\right) Q_{x}^{i}(x, y, z)=\left(i \omega \varepsilon_{0} \kappa_{z}+\sigma_{z}\right) E_{x}^{i}(x, y, z) \tag{3.21}
\end{equation*}
$$

Applying the inverse Fourier transform to Eq. (3.21) and using the identity $i \omega f(\omega) \rightarrow \partial f(t) / \partial t$ yield

$$
\begin{equation*}
\varepsilon_{0} \kappa_{x} \frac{\partial Q_{x}^{i}}{\partial t}+\sigma_{x} Q_{x}^{i}=\varepsilon_{0} \kappa_{z} \frac{\partial E_{x}^{i}}{\partial t}+\sigma_{z} E_{x}^{i} \tag{3.22}
\end{equation*}
$$

Eq. (3.22) can be discretized and reformulated as

$$
\begin{align*}
& Q_{x}^{i, n+1}(i+1 / 2, j, k)=\left(\frac{2 \varepsilon_{0} \kappa_{x}-\sigma_{x} \Delta t}{2 \varepsilon_{0} \kappa_{x}+\sigma_{x} \Delta t}\right) Q_{x}^{i, n}(i+1 / 2, j, k) \\
& \quad+\left(\frac{\sigma_{z} \Delta t}{2 \varepsilon_{0} \kappa_{x}+\sigma_{x} \Delta t}\right)\left[E_{x}^{i, n+1}(i+1 / 2, j, k)+E_{x}^{i, n}(i+1 / 2, j, k)\right] \\
& \quad+\left(\frac{2 \kappa_{z} \varepsilon_{0}}{2 \varepsilon_{0} \kappa_{x}+\sigma_{x} \Delta t}\right)\left[E_{x}^{i, n+1}(i+1 / 2, j, k)-E_{x}^{i, n}(i+1 / 2, j, k)\right] \tag{3.23}
\end{align*}
$$

On the other hand, Eq. (3.13a) can be rewritten as

$$
\begin{equation*}
P_{x}^{i}(x, y, z)=s_{y} Q_{x}^{i}(x, y, z)=\left(\kappa_{y}+\frac{\sigma_{y}}{i \omega \varepsilon_{0}}\right) Q_{x}^{i}(x, y, z) \tag{3.24}
\end{equation*}
$$

from which we can derive

$$
\begin{equation*}
\varepsilon_{0} \frac{\partial P_{x}^{i}}{\partial t}=\varepsilon_{0} \kappa_{y} \frac{\partial Q_{x}^{i}}{\partial t}+\sigma_{y} Q_{x}^{i} \tag{3.25}
\end{equation*}
$$

Discretizing Eq. (3.25), we obtain

$$
\begin{align*}
& P_{x}^{i, n+1}(i+1 / 2, j, k)=P_{x}^{i, n}(i+1 / 2, j, k) \\
& \quad+\left(\frac{\sigma_{y} \Delta t}{2 \varepsilon_{0}}\right)\left[Q_{x}^{i, n+1}(i+1 / 2, j, k)+Q_{x}^{i, n}(i+1 / 2, j, k)\right] \\
& \quad+\kappa_{y}\left[Q_{x}^{i, n+1}(i+1 / 2, j, k)-Q_{x}^{i, n}(i+1 / 2, j, k)\right] . \tag{3.26}
\end{align*}
$$

In summary, once the incident field is specified, we can calculate $Q_{x}^{i}$ using Eq. (3.23) and then calculate $P_{x}^{i}$ using Eq. (3.26). After $P_{x}^{i}$ is obtained, $P_{x}^{s}$ can be found using Eq. (3.26). Using Eqs. (3.16) and (3.17), $E_{x}^{s}$ can be calculated up to the absorbing boundary.

Using Eq. (3.9b), the updating equations of the scattered magnetic field in the absorbing boundary can be derived in the same way as for Eqs. (2.16) and (2.17). For example,

$$
\left.\left.\begin{array}{l}
B_{x}^{s, n+1 / 2}(i, j+1 / 2, k+1 / 2)=\left(\frac{2 \varepsilon_{0} \kappa_{y}-\sigma_{y} \Delta t}{2 \varepsilon_{0} \kappa_{y}+\sigma_{y} \Delta t}\right) B_{x}^{s, n-1 / 2}(i, j+1 / 2, k+1 / 2) \\
\quad+\left(\frac{2 \varepsilon_{0} \Delta t / \Delta s}{2 \varepsilon_{0} \kappa_{y}+\sigma_{y} \Delta t}\right) \\
\times \\
\quad\left[E_{y}^{s, n}(i, j+1 / 2, k+1)-E_{y}^{s, n}(i, j+1 / 2, k)+E_{z}^{s, n}(i, j, k+1 / 2)\right. \\
\left.\quad-E_{z}^{s, n}(i, j+1, k+1 / 2)\right], \\
H_{x}^{s, n+1 / 2}(i, j+1 / 2, k+1 / 2)=\left(\frac{2 \varepsilon_{0} \kappa_{z}-\sigma_{z} \Delta t}{2 \varepsilon_{0} \kappa_{z}+\sigma_{z} \Delta t}\right) H_{x}^{s, n-1 / 2}(i, j+1 / 2, k+1 / 2) \\
\quad+\left(\frac{1 / \mu_{0}}{2 \varepsilon_{0} \kappa_{z}+\sigma_{z} \Delta t}\right) \\
\quad \times \tag{3.28}
\end{array}\right]\left(2 \varepsilon_{0} \kappa_{x}+\sigma_{x} \Delta t\right) B_{x}^{s, n+1 / 2}(i, j+1 / 2, k+1 / 2)\right] .
$$

Using the equations reported in this section in the time-domain, a scattered-field formulation of the FDTD that includes the source term can be implemented inside the UPML. The scattered-field UPML (SF-UPML) provides the first accurate absorbing boundary condition for a source-dependent FDTD algorithm, which has great flexibility in simulations of electromagnetic wave scattering and transmission by arbitrary dielectric surface under an arbitrarily incident beam.

### 3.3.3 Numerical results

We examine the accuracy of the algorithm by comparing the resulting scattered field intensities with those calculated using the Fresnel equations for a smooth planar surface illuminated by a plane wave at normal incidence. The observation point is located on the central axis of the incident beam, one $\Delta s$ from the material surface in free space. The beam half-width $\delta$ is set to be $30 \Delta s$, where $\Delta s=\lambda / 30$. We choose an observation point close to the material surface and use a relatively wide beam to reduce the effect of using a non-planar wave in the numerical simulations. Table 3.1 shows the comparison of the reflectivity from the two methods for different refractive indices of the material space. The errors of the FDTD results are within approximately $1 \%$ of that obtained using analytical Fresnel solution. To demonstrate the capability of the algorithm in calculating the near-field of the scattered wave from a surface, we design a simple system as illustrated in Fig. 3.9, which shows the FDTD computational domain enclosed by the SF-UPML with a beam incident on a dielectric material half-space with a refractive index of $n_{2}=3$. The computational domain size parameter is

$$
\frac{\pi d_{x}}{\lambda} \times \frac{\pi d_{y}}{\lambda} \times \frac{\pi d_{z}}{\lambda}=15 \times 15 \times 5
$$

where $d_{x}, d_{y}$, and $d_{z}$ are the domain sizes in the $\mathbf{x}, \mathbf{y}$, and $\mathbf{z}$ directions of a righthand Cartesian coordinate system. We use a FDTD spatial cell size $\Delta s=\lambda / 30$ in the simulations; thus, the computational domain is a three-dimensional grid space with $143 \times 143 \times 47$ cubic cells bounded by the 6 - $\Delta s$-thick SF-UPML. The interface between the material and free space (an $x-z$ plane) passes through the center of the computational domain. The central axis of the incident beam passes through the center of the computational domain within the $x-y$ plane. The polarization

Table 3.1. Comparison of the reflectivity from a planar substrate calculated using the FDTD method and the Fresnel equation.

| Material space | Reflectivity |  |
| :---: | :---: | :---: |
| refractive index <br> $\left(n_{r}\right)$ | FDTD | Fresnel $\left[\left(\frac{n_{r}-1}{n_{r}+1}\right)^{2}\right]$ |
| 1.1 | 0.0223922 | 0.0226757 |
| 1.2 | 0.0082158 | 0.0082644 |
| 1.3 | 0.0170212 | 0.0170132 |
| 1.4 | 0.0279624 | 0.0277777 |
| 1.5 | 0.0405093 | 0.0400000 |



Fig. 3.9. Illustration of the FDTD computational domain enclosed by the SF-UPML and the beam incident on a dielectric surface. The interface between the material and free space passes through the center of the computational domain. The central axis of the incident beam passes through the center of the computational domain within the $x-y$ plane.
direction of the incident electric field is normal to the central axis of the beam and is located within the $x-y$ plane. The incident beam is a continuous wave described by Eqs. (3.5) and (3.6) with a half-width $\delta$ of $12 \Delta s$.

Figure 3.10 shows the total electric field intensity $\left(|\mathbf{E}|^{2}\right)$ for an electromagnetic beam incident on the smooth surface at $45^{\circ}$ when the particle refractive index is set to be $n_{\text {particle }}=1.0$. The fields shown here are those on the $x-y$ plane passing through the center of the computational domain. The upper panel and lower panel are from the 300th and 900th FDTD time step, respectively. The incident electric field intensity at the central axis of the beam is normalized to 1 . From this figure, we can see clearly the refracted waves and reflected waves passing smoothly into the SF-UPML absorbing boundary (i.e. at the edges of these figures) without distorting their shapes. This means the artificial reflection from the truncation of the computational domain is very small. In principle, the novel SF-UPML for the scattered-field FDTD algorithm should have a numerical accuracy similar to that of the conventional UPML for source-free FDTD equations. When there is a particle located near the surface, a very different scattering pattern emerges.

Figure 3.11 is the same as Fig. 3.10, but there is a spherical particle with a size parameter of $2 \pi a / \lambda=\pi$, where $a$ is the sphere radius, and a refractive index of $n_{\text {particle }}=3$ on the smooth surface. As in Fig. 3.10, the upper panel and lower panel are from the 300th and 900th time step, respectively. The presence of the sphere changes the near fields significantly. We can see clearly that the presence of the sphere scatters the fields in all directions. We present these results to illustrate the capabilities of the FDTD. More importantly, the algorithm developed is completely general and can accommodate any surface irregularities or medium heterogeneities


Fig. 3.10. Total electric field intensity $\left(|\mathbf{E}|^{2}\right)$ for an electromagnetic beam incident on a smooth surface at $45^{\circ}$. The refractive index of the material space is $n_{2}=3$. The incident beam is a continuous wave described by Eqs. (3.5) and (3.6) with a half-width $\delta$ of $12 \Delta s$, where $\Delta s=\lambda / 30$. The fields shown here are those on the $x-y$ plane passing through the center of the computational domain. The central axis of the incident beam and the polarization direction of the incident electric field are also in this $x-y$ plane. The upper panel and lower panel are from the 300th and 900th FDTD time step, respectively. The incident electric field intensity at the central axis of the beam is normalized to 1 .


Fig. 3.11. Same as in Fig. 3.10, but with a spherical particle with a size parameter of $2 \pi a / \lambda=\pi$ and a refractive index of $n_{\text {particle }}=3$ resting on the smooth surface.
that are described by their refractive indices. This could have potential applications in many research fields such as surface remote sensing, nanotechnology and IED detection. At present the algorithm is not optimized for computational efficiency and additional work is required to implement practical incident fields, like Gaussian and Bessel beams.

### 3.4 Summary

The 3D FDTD techniques with uniaxial perfectly matched layer (UPML) absorbing boundary condition (ABC) to simulate light scattering and absorption by arbitrarily shaped particles embedded in a dielectric medium with or without absorption have been reviewed. We have formulated a numerical scheme to simulate the propagation of a plane wave in a finite region of a homogeneous dielectric medium. We also have derived scattering phase functions, extinction and absorption rates by using a volume integration of the electric field inside the particle for particles embedded in a dielectric medium. It is found that the errors in the extinction and absorption efficiencies from the UPML FDTD are smaller than $\sim 2 \%$. The errors in the scattering phase functions are typically smaller than $\sim 5 \%$. The errors in the asymmetry factors are smaller than $\sim 0.1 \%$. For light scattering by particles in free space, the UPML FDTD scheme has a similar accuracy as the PML FDTD model [5]. The UPML FDTD method, which can be applied to both absorbing and freespace hosts, is a more general approach than the PML FDTD. Using the UPML FDTD technique, the problem of light scattering and absorption by non-spherical particles embedded in absorbing media can be accurately solved. Also, using the UPML ABC, the memory requirement for boundary layer is $25 \%$ less than using the split-field PML and the simulation can be done on a personal computer for a size parameter as large as 20. This generalized FDTD scheme has applications ranging from remote sensing of aerosols, clouds, ocean water color, modeling target response to ground penetration radar (GPR) wave, and biomedical studies.

In this chapter, we have also reviewed the numerical algorithm to calculate an arbitrary beam's interaction with an arbitrary dielectric surface based on the scattered-field FDTD method. With incident source terms in the FDTD equations, this development enables an arbitrary source to be incident onto an arbitrary dielectric surface or particle. For light scattering by particles in free space, the source terms exist only inside the particles, so a regular source-free boundary condition can work. However, if the host medium is not free space, the source terms in the scattered-field FDTD updating equations exist everywhere in the computational domain, including the absorbing boundary, the field updating equations inside the absorbing boundary must also have source terms. Therefore, a scattered-field uniaxial perfectly matched layer (SF-UPML) absorbing boundary condition (ABC) is developed to truncate the computational domain of the scattered-field FDTD grid. The SF-UPML FDTD algorithm removes the normally incident plane wave condition that restricts previously developed FDTD methods in surface studies. The incident field can be a plane wave beam incident at non-normal angles with respect to the surface or it can be a Gaussian beam like those emitted by lasers commonly used in surface science, etc. The SF-UPML FDTD algorithm is general and can accommodate any type of fabricated system. This development has potential applications in various research fields such as surface and particle characterization, canceled target detection, substrate fabrication, and remote-sensing studies. While the SF-UPML FDTD algorithm provides great flexibility in implementing different wave sources for calculation of light scattering by different objects, because the wave sources are implemented at all grid points where there is not a vacuum, the
computational time required by this algorithm is larger than that needed by the total/scattered-field FDTD method.
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# 4 Advances in finite-difference time-domain calculation methods 

James B. Cole, Naoki Okada, and Saswatee Banerjee

## Introduction

Although the finite-difference time-domain (FDTD) method was developed in the 1960s, beginning with Yee's famous algorithm [1], and many advances have been made since then, FDTD is still an active field of research.

One reason that FDTD is so appealing is that it derives directly from the original Maxwell's equations without using any 'black box' mathematical artifices. The algorithm is simple and easy to program. Nevertheless when one tries to actually use FDTD to solve practical problems, one soon finds many 'devils in the details.' In this chapter we introduce some new advances in the FDTD methodology, and directly address some of the devilish details.

In section 4.1 (mainly written by J. B. Cole), we introduce our recent work in nonstandard finite difference models, which have led to great improvements in the accuracy of the basic FDTD algorithm.

In section 4.2 (mainly written by N. Okada), we have applied our methods to compute whispering gallery modes with very high accuracy, and derive a highaccuracy, low-cost NS-FDTD algorithm for the coupled wave equation.

In section 4.3 (mainly written by S. Banerjee), an improved version of FDTD recursion convolution ( RC ) algorithm for computing propagation in dispersive materials is introduced. Numerical instability has long been a major drawback of the RC method. Here rigorous stability criteria are given. Also extensions of RC-FDTD to the wave equation are given.

The overall goal is to lay out our methods clearly and in detail with a minimum of obfuscating formalism.

### 4.1 Advances in nonstandard finite-difference time-domain theory and its implementation

### 4.1.1 Standard versus nonstandard FDTD

The conventional finite-difference time-domain (FDTD) algorithms to solve the wave equation and Maxwell's equations [2] are simple and easy to program, but accuracy is low because second-order finite difference (FD) approximations are used.

Although accuracy can be improved by using higher-order FD approximations, this approach not only complicates the algorithm, but it is often numerically unstable. Mickens [3] has shown that when the order of the FD approximation exceeds the order of the original differential equation, the difference equation has unstable spurious solutions that have nothing to do with those of the original differential equation. Using what is called a nonstandard (NS) finite-difference model [3] of the wave equation and Maxwell's equations it is possible construct high-accuracy FDTD algorithms without using higher-order FD approximations [4]-[6].

## NS-FD model of the derivative

The conventional, or standard (S), second-order central FD approximation to the first derivative is,

$$
\begin{equation*}
\frac{d}{d t} \psi(t) \cong \frac{d_{t} \psi(t)}{\Delta t} \tag{1.1}
\end{equation*}
$$

where the difference operator, $d_{t}$, is defined by

$$
\begin{equation*}
d_{t} \psi(t)=\psi(t+\Delta t / 2)-\psi(t-\Delta t / 2) \tag{1.2}
\end{equation*}
$$

The most general NS-FD model of the first derivative at $t=\tau(t \leq \tau \leq t+\Delta t)$, is

$$
\begin{equation*}
\left.\frac{d}{d t} \psi(t)\right|_{t=\tau} \cong \frac{\psi(t+\Delta t)-\sigma(\Delta t) \psi(t)}{s(\Delta t)} \tag{1.3}
\end{equation*}
$$

where $\sigma$ and $s$ are chosen to minimize the error with respect to a certain class of functions. For our purposes it is sufficient to consider a NS-FD model of the form

$$
\begin{equation*}
\frac{d}{d t} \psi(t) \cong \frac{d_{t} \psi(t)}{s(\Delta t)} \tag{1.4}
\end{equation*}
$$

It might seem that choosing

$$
\begin{equation*}
s(\Delta t)=\frac{d_{t} \psi(t)}{\psi^{\prime}(t)} \tag{1.5}
\end{equation*}
$$

would yield an exact FD expression for the derivative, but (1.5) is not always valid. To guarantee that

$$
\begin{equation*}
\lim _{\Delta t \rightarrow 0} \frac{d_{t} \psi(t)}{s(\Delta t)}=\frac{d}{d t} \psi(t) \tag{1.6}
\end{equation*}
$$

$s$ must satisfy the constraints,

$$
\begin{align*}
\lim _{\Delta t \rightarrow 0} s(\Delta t) & =0  \tag{1.7}\\
s^{\prime}(0) & =1 \tag{1.8}
\end{align*}
$$

In addition, $s$ must not depend on $t$; if it did $s$ would not be useful in practical algorithms.

For example, let $\psi(t)=e^{ \pm i \omega t}$ ( $\omega$ complex). We find that $s$ as given by (1.5) satisfies (1.7) and (1.8). Defining

$$
\begin{equation*}
s(\omega, \Delta t)=\frac{2}{\omega} \sin (\omega \Delta t / 2) \tag{1.9}
\end{equation*}
$$

and inserting the choice $s(\Delta t)=s(\Delta t, \omega)$ into (1.4) yields an exact NS-FD expression for $\psi^{\prime}(t)$.

## NS-FD model of the one-dimensional wave equation

Let us now seek an exact NS-FD model for the one-dimensional wave equation,

$$
\begin{equation*}
\left(\partial_{t}^{2}-v^{2} \partial_{x}^{2}\right) \psi(x, t)=0 \tag{1.10}
\end{equation*}
$$

where $v$ is the phase velocity. The S-FD approximation to the second derivative is

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \psi(t) \cong \frac{d_{t}^{2} \psi(t)}{\Delta t^{2}} \tag{1.11}
\end{equation*}
$$

where $d_{t}^{2}=d_{t} d_{t}$. It is easy to show that

$$
\begin{equation*}
d_{t}^{2} \psi(t)=\psi(t+\Delta t)+\psi(t-\Delta t)-2 \psi(t) . \tag{1.12}
\end{equation*}
$$

Replacing the derivatives in (1.10) with S-FD expressions yields the S-FD model

$$
\begin{equation*}
\left(d_{t}^{2}-\frac{v^{2} \Delta t^{2}}{\Delta x^{2}} d_{x}^{2}\right) \psi(x, t)=0 \tag{1.13}
\end{equation*}
$$

Using (1.12) to expand $d_{t}^{2} \psi(x, t)$ and solving for $\psi(x, t+\Delta t)$ gives the conventional or standard (S)-FDTD algorithm,

$$
\begin{equation*}
\psi(x, t+\Delta t)=-\psi(x, t-\Delta t)+\left[2+\frac{v^{2} \Delta t^{2}}{\Delta x^{2}} d_{x}^{2}\right] \psi(x, t) \tag{1.14}
\end{equation*}
$$

Solutions to the free space one-dimensional wave equation are $\varphi(x, t)=e^{i(k x \mp \omega t)}$, where $v=\omega / k$. Inserting $\varphi$, into the S-FD model (1.13) we find

$$
\begin{equation*}
\left(d_{t}^{2}-\frac{v^{2} \Delta t^{2}}{\Delta x^{2}} d_{x}^{2}\right) \varphi(x, t)=\varepsilon \varphi(x, t) \tag{1.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon=4\left[-\sin ^{2}(\omega \Delta t / 2)+\frac{v^{2} \Delta t^{2}}{\Delta x^{2}} \sin ^{2}(k \Delta x / 2)\right] . \tag{1.16}
\end{equation*}
$$

The fact that $\varepsilon \neq 0$ (except for the special case $v^{2} \Delta t^{2} / \Delta x^{2}=1$ ) means that $\varphi$ is not generally a solution of (1.13), so the wave equation and its FD model have different solutions.

Let us now regard $v \Delta t / \Delta x$ as a free parameter - call it $u$. It is easy to show that $\varepsilon=0$ for the choice

$$
\begin{equation*}
u=\frac{\sin (\omega \Delta t / 2)}{\sin (k \Delta x / 2)} \tag{1.17}
\end{equation*}
$$

Thus the difference equation

$$
\begin{equation*}
\left(d_{t}^{2}-u^{2} d_{x}^{2}\right) \psi(x, t)=0 \tag{1.18}
\end{equation*}
$$

has the same solutions as the wave equation (1.10). This is an example of a NS-FD [3] model.

We have extended NS-FD models to the wave equation and Maxwell's equations in two and three dimensions [4]-[6].

## NS-FD model of the two- and three-dimensional wave equation

In two and three dimensions the homogeneous wave equation is given by

$$
\begin{equation*}
\left(\partial_{t}^{2}-\frac{v_{0}^{2}}{n^{2}} \nabla^{2}\right) \psi(\mathbf{x}, t)=0 \tag{1.19}
\end{equation*}
$$

where $v_{0}$ is the vacuum phase velocity, and $n=n(\mathbf{x})$ is the refractive index at $\mathbf{x}=(x, y, z)$. Taking $\Delta x=\Delta y=\Delta z=h$, the S-FD approximations for $\nabla \psi(\mathbf{x})$ and $\nabla^{2} \psi(\mathbf{x})$ are

$$
\begin{gather*}
\nabla \psi(\mathbf{x}) \cong \frac{\mathbf{d} \psi(\mathbf{x})}{h}  \tag{1.20}\\
\nabla^{2} \psi(\mathbf{x}) \cong \frac{\mathbf{d}^{2} \psi(\mathbf{x})}{h^{2}} \tag{1.21}
\end{gather*}
$$

where $\mathbf{d}=\left(d_{x}, d_{y}, d_{z}\right)$ is a vector difference operator, and $\mathbf{d}^{2}=\mathbf{d} \cdot \mathbf{d}=d_{x}^{2}+d_{y}^{2}+d_{z}^{2}$. The S-FD model of (1.19) becomes

$$
\begin{equation*}
\left(d_{t}^{2}-\frac{v_{0}^{2} \Delta t^{2}}{n^{2} h^{2}} \mathbf{d}^{2}\right) \psi(\mathbf{x}, t)=0 \tag{1.22}
\end{equation*}
$$

In each region of constant $n$ a general monochromatic solution of the wave equation is a superposition of plane wave waves of the form,

$$
\begin{equation*}
\psi(\mathbf{x}, t)=e^{-i \omega_{0} t} \sum_{\hat{\mathbf{k}}} c_{\hat{\mathbf{k}}} \varphi_{\hat{\mathbf{k}}}(\mathbf{x}) \tag{1.23}
\end{equation*}
$$

where $\varphi_{\hat{\mathbf{k}}}(\mathbf{x})=e^{i n k_{0} \hat{\mathbf{k}} \cdot \mathbf{x}}, k_{0}$ is the vacuum wavenumber, $\omega_{0}=k_{0} v_{0}$, and the $c_{\hat{\mathbf{k}}}$ are constants. The summation is over all propagation directions ( $\hat{\mathbf{k}}$ is a unit vector). There is no NS-FD expression for $\nabla^{2} \varphi_{\hat{k}}$ that is exact for all $\hat{\mathbf{k}}$ directions, but a
nearly exact one can be formed with the replacements $\mathbf{d}^{2} \rightarrow \mathbf{d}_{0}^{2}, h \rightarrow s(k, h)$ in (1.21), where

$$
\begin{equation*}
s(k, h)=(2 / k) \sin (k h / 2) \tag{1.24}
\end{equation*}
$$

$k=n k_{0}$, and $\mathbf{d}_{0}^{2}$ is a new operator defined by

$$
\begin{align*}
& \mathbf{d}_{0}^{2}=\mathbf{d}^{2}+\gamma_{1} d_{x}^{2} d_{y}^{2}  \tag{1.25}\\
& \mathbf{d}_{0}^{2}=\mathbf{d}^{2}+\gamma_{1}\left(d_{x}^{2} d_{y}^{2}+d_{x}^{2} d_{z}^{2}+d_{y}^{2} d_{z}^{2}\right)+\gamma_{2} d_{x}^{2} d_{y}^{2} d_{z}^{2} \tag{1.26}
\end{align*}
$$

in two dimensions, and three dimensions, respectively. The parameters $\gamma_{1}$ and $\gamma_{2}$ are defined in section 4.1.7, and the details of the derivation are given in [4] and [6]. Assuming solutions in the form of (1.23), we substitute the exact NS-FD expression,

$$
\begin{equation*}
\partial_{t}^{2} \psi=\frac{d_{t}^{2} \psi}{s\left(\omega_{0}, \Delta t\right)^{2}}, \tag{1.27}
\end{equation*}
$$

and the nearly exact one,

$$
\begin{equation*}
\nabla^{2} \psi \cong \frac{\mathbf{d}_{0}^{2}(n) \psi}{s\left(n k_{0}, h\right)^{2}} \tag{1.28}
\end{equation*}
$$

into (1.19) and obtain NS-FD model,

$$
\begin{equation*}
\left[d_{t}^{2}-\frac{u_{0}^{2}}{\tilde{n}^{2}} \mathbf{d}_{0}^{2}(n)\right] \psi(\mathbf{x}, t)=0 \tag{1.29}
\end{equation*}
$$

where $u_{0}=\sin \left(\omega_{0} \Delta t / 2\right) / \sin \left(k_{0} h / 2\right)$, and

$$
\begin{equation*}
\tilde{n}=\frac{\sin \left(n k_{0} h / 2\right)}{\sin \left(k_{0} h / 2\right)} . \tag{1.30}
\end{equation*}
$$

The quantity $\tilde{n}$ can be regarded as the effective local refractive index, and $u=u_{0} / \tilde{n}$ as the effective phase velocity of waves on the grid. Since $\gamma_{1}$ and $\gamma_{2}$ are functions of $n$, so is $\mathbf{d}_{0}^{2}$. Solving (1.29) for $\psi(\mathbf{x}, t+\Delta t)$ gives the NS-FDTD algorithm,

$$
\begin{equation*}
\psi(\mathbf{x}, t+\Delta t)=-\psi(\mathbf{x}, t-\Delta t)+\left[2+\frac{u_{0}^{2}}{\tilde{n}^{2}} \mathbf{d}_{0}^{2}(n)\right] \psi(\mathbf{x}, t) \tag{1.31}
\end{equation*}
$$

Notice that that (1.28) is exact with respect to $\varphi_{\hat{\mathbf{k}}}$ for $\hat{\mathbf{k}}=\hat{\mathbf{x}}, \hat{\mathbf{y}}$, or $\hat{\mathbf{z}}$.

### 4.1.2 Wave equation for the scattered field and its NS-FD model

## Scattered-field wave equation

Let a scatterer of refractive index $n$ be illuminated by an incident field, $\psi_{0}$. The total field, $\psi$, is the sum of the incident $\left(\psi_{0}\right)$ and the scattered field $\left(\psi_{\mathrm{s}}\right)$, thus

$$
\begin{equation*}
\psi_{\mathrm{s}}=\psi-\psi_{0} \tag{1.32}
\end{equation*}
$$

Whereas the propagation of $\psi$ is governed by (1.19), by definition $\psi_{0}$ propagates according to

$$
\begin{equation*}
\left(\partial_{t}^{2}-v_{0}^{2} \nabla^{2}\right) \psi_{0}(\mathbf{x}, t)=0 \tag{1.33}
\end{equation*}
$$

In other words, the incident field propagates as if there were no scatterer. Subtracting (1.33) from (1.19) we obtain

$$
\begin{equation*}
\left[\partial_{t}^{2}-\frac{v_{0}^{2}}{n^{2}} \nabla^{2}\right] \psi_{\mathbf{s}}(\mathbf{x}, t)=-\left(\frac{n^{2}-1}{n^{2}}\right) \partial_{t}^{2} \psi_{0}(\mathbf{x}, t) \tag{1.34}
\end{equation*}
$$

The term on the right of (1.34) is an effective source term which produces the scattered field, and which vanishes outside the scatterer.

## Standard finite-difference model of the scattered field

The S-FD model for the scattered field is obtained by replacing the derivatives on the left of (1.34) with SFD approximations,

$$
\begin{equation*}
\left[d_{t}^{2}-\frac{v_{0}^{2} \Delta t^{2}}{n^{2} h^{2}} \mathbf{d}^{2}\right] \psi_{\mathbf{s}}(\mathbf{x}, t)=-\Delta t^{2}\left(\frac{n^{2}-1}{n^{2}}\right) \partial_{t}^{2} \psi_{0}(\mathbf{x}, t) \tag{1.35}
\end{equation*}
$$

Up until now we constructed the NS-FD model with the replacements $\Delta t \rightarrow$ $s(\omega, \Delta t), h \rightarrow s(n k, h)$, and $\mathbf{d}^{2} \rightarrow \mathbf{d}_{0}^{2}(n)$. The NS-FDTD algorithm derived from this model is much more accurate than the S-FDTD algorithm, but it is not quite correct because of the way that the source term in (1.34) is modeled. We now proceed to derive a better NS-FD model of the scattered field wave equation.

## Nonstandard finite-difference model of the scattered field

The NS-FD model for the propagation of $\psi_{0}$ is given by (1.29) with $n=1 \Rightarrow \tilde{n}=1$. Let the incident field be

$$
\begin{equation*}
\psi_{0}=e^{i\left(k_{0} \hat{\mathbf{k}} \cdot \mathbf{x}-\omega_{0} t\right)} \tag{1.36}
\end{equation*}
$$

Subtracting

$$
\begin{equation*}
\left[d_{t}^{2}-u_{0}^{2} \mathbf{d}_{0}^{2}(1)\right] \psi_{0}=0 \tag{1.37}
\end{equation*}
$$

from (1.29), and using $d_{t}^{2} \psi_{0}=-4 \sin ^{2}\left(\omega_{0} \Delta t / 2\right) \psi_{0}$, we obtain

$$
\begin{equation*}
\left[d_{t}^{2}-\frac{u_{0}^{2}}{\tilde{n}^{2}} \mathbf{d}_{0}^{2}(n)\right] \psi_{\mathbf{s}}(\mathbf{x}, t)=S_{\mathrm{NS}}(\mathbf{x}, t) \tag{1.38}
\end{equation*}
$$

where the NS source term is

$$
\begin{equation*}
S_{\mathrm{NS}}(\mathbf{x}, t)=\frac{1}{\tilde{n}^{2}}\left[4\left(\tilde{n}^{2}-1\right) \sin ^{2}\left(\omega_{0} \Delta t / 2\right)+u_{0}^{2} \Delta \mathbf{d}_{0}^{2}(n)\right] \psi_{0}(\mathbf{x}, t) \tag{1.39}
\end{equation*}
$$

and $\Delta \mathbf{d}_{0}^{2}(n)=\mathbf{d}_{0}^{2}(n)-\mathbf{d}_{0}^{2}(1)$. The NS-FDTD algorithm for the scattered field is thus,

$$
\begin{align*}
\psi_{\mathrm{s}}(\mathbf{x}, t+\Delta t) & =-\psi_{\mathrm{s}}(\mathbf{x}, t-\Delta t) \\
& +\left[2+\frac{u_{0}^{2}}{\tilde{n}^{2}} \mathbf{d}_{0}^{2}(n)\right] \psi_{\mathrm{s}}(\mathbf{x}, t)+S_{\mathrm{NS}}(\mathbf{x}, t) \tag{1.40}
\end{align*}
$$

Since the incident field is known, $\Delta \mathbf{d}_{0}^{2}(n) \psi_{0}$ can be analytically evaluated. In two dimensions

$$
\begin{equation*}
\Delta \mathbf{d}_{0}^{2}(n)=\left[\gamma_{1}\left(n k_{0}\right)-\gamma_{1}\left(k_{0}\right)\right] d_{x}^{2} d_{y}^{2} \tag{1.41}
\end{equation*}
$$

From equation (1.106) we find $\gamma_{1}\left(n k_{0}\right)-\gamma_{1}\left(k_{0}\right)=\left(n^{2}-1\right) k_{0}^{2} h^{2} / 180+\cdots$. Obviously, the larger the refractive index contrast between the scatterer and the environment in which it is immersed the larger $\Delta \mathbf{d}_{0}^{2}(n)$. If the incident field direction is $\hat{\mathbf{k}}=\hat{\mathbf{x}}$, $\hat{\mathbf{y}}$, or $\hat{\mathbf{z}}$ it is easy to show that $\Delta \mathbf{d}_{0}^{2}(n) \psi_{0}=0$ in both two and three dimensions; and, furthermore (1.37) is exact in this case because (1.28) is an exact expression for $\psi=\psi_{0}$.

## Difference from previously published NS-FD algorithm

Finally, let us note that in [4]-[6] we implicitly assumed that

$$
\begin{equation*}
S_{\mathrm{NS}}(\mathbf{x}, t)=\left[4\left(\frac{n^{2}-1}{n^{2}}\right) \sin ^{2}\left(\omega_{0} \Delta t / 2\right)\right] \psi_{0}(\mathbf{x}, t) \tag{1.42}
\end{equation*}
$$

In the new formulation, $(1.39), n$ is replaced by $\tilde{n}$ and the $\Delta \mathbf{d}_{0}^{2}(n)$-term is taken into account.

### 4.1.3 Extension to the absorbing wave equation

The above methodology is easily extended to the absorbing wave equation,

$$
\begin{equation*}
\left(\partial_{t}^{2}-\frac{v_{0}^{2}}{n^{2}} \nabla^{2}+2 \alpha \partial_{t}\right) \psi(\mathbf{x}, t)=0 \tag{1.43}
\end{equation*}
$$

where $\alpha \geq 0$ is the absorption (factor of 2 is customary).

## S-FD model

Replacing the derivatives of (1.43) with S-FD approximations yields the S-FD model,

$$
\begin{equation*}
\left(d_{t}^{2}-\frac{v_{0}^{2}}{n^{2}} \mathbf{d}^{2}+\alpha \Delta t d_{t}^{\prime}\right) \psi(\mathbf{x}, t)=0 \tag{1.44}
\end{equation*}
$$

Because $\psi$ is computed only at $t=0, \Delta t, 2 \Delta t, \cdots$, we use $\partial_{t} \psi \cong d_{t}^{\prime} \psi / 2 \Delta t$, where $d_{t}^{\prime} \psi(\mathbf{x}, t)=\psi(\mathbf{x}, t+\Delta t)-\psi(\mathbf{x}, t-\Delta t)$. Solving for $\psi(\mathbf{x}, t+\Delta t)$ yields the S-FDTD algorithm

$$
\begin{equation*}
\psi(\mathbf{x}, t+\Delta t)=-\frac{A_{-}^{(\mathrm{S})}}{A_{+}^{(\mathrm{S})}} \psi(\mathbf{x}, t-\Delta t)+\frac{1}{A_{+}^{(\mathrm{S})}}\left[2+\frac{v_{0}^{2} \Delta t^{2}}{n^{2} h^{2}} \mathbf{d}^{2}\right] \psi(\mathbf{x}, t) \tag{1.45}
\end{equation*}
$$

where $A_{ \pm}^{(\mathrm{S})}=1 \pm \alpha \Delta t$.

In [4], we introduced a high-accuracy NS-FDTD algorithm. In each region of constant $n$ and $\alpha,(1.43)$ has solutions of the form

$$
\begin{equation*}
\psi(\mathbf{x}, t)=e^{-i \omega^{\prime} t} e^{-\alpha t} \sum_{\hat{\mathbf{k}}} c_{\hat{\mathbf{k}}} \varphi_{\hat{\mathbf{k}}}(\mathbf{x}) \tag{1.46}
\end{equation*}
$$

where $\omega^{\prime 2}=\omega_{0}^{2}-\alpha^{2}$. The NS-model of the absorbing wave equation is

$$
\begin{equation*}
\left(d_{t}^{2}-\frac{u_{0}^{2}}{\tilde{n}^{2}} \mathbf{d}_{0}^{2}(n)+a d_{t}^{\prime}\right) \psi(\mathbf{x}, t)=0 \tag{1.47}
\end{equation*}
$$

where

$$
\begin{align*}
a & =\tanh (\alpha \Delta t)  \tag{1.48}\\
u^{2} & =\frac{\sin ^{2}\left(\omega^{\prime} \Delta t / 2\right)+\sinh ^{2}(\alpha \Delta t / 2)}{\sin ^{2}\left(n k_{0} h / 2\right) \cosh (\alpha \Delta t)}  \tag{1.49}\\
\tilde{n} & =\frac{u}{u_{0}} \tag{1.50}
\end{align*}
$$

The effective index of refraction, $\tilde{n}$ given by (1.50), reduces to (1.30) for $\alpha=0$. The NS-FDTD algorithm is

$$
\begin{equation*}
\psi(\mathbf{x}, t+\Delta t)=-\frac{A_{-}^{(\mathrm{NS})}}{A_{+}^{(\mathrm{NS})}} \psi(\mathbf{x}, t-\Delta t)+\frac{1}{A_{+}^{(\mathrm{NS})}}\left[2+\frac{u_{0}^{2}}{\tilde{n}^{2}} \mathbf{d}_{0}^{2}\right] \psi(\mathbf{x}, t) \tag{1.51}
\end{equation*}
$$

where $A_{ \pm}^{(\mathrm{NS})}=1 \pm a$.

## Scattered-field wave equation with absorption

Decomposing $\psi$ into scattered and incident fields, the incident field propagates according to (1.33). Subtracting (1.33) from (1.43) yields

$$
\begin{equation*}
\left(\partial_{t}^{2}-\frac{v_{0}^{2}}{n^{2}} \nabla^{2}+2 \alpha \partial_{t}\right) \psi_{\mathbf{s}}(\mathbf{x}, t)=-\left[2 \alpha \partial_{t}+\left(\frac{n^{2}-1}{n^{2}}\right) \partial_{t}^{2}\right] \psi_{0}(\mathbf{x}, t) \tag{1.52}
\end{equation*}
$$

## S-FD model

Replacing the derivatives in (1.52) with S-FD approximations gives the standard model for the scattered field

$$
\begin{align*}
& \left(d_{t}^{2}-\frac{v_{0}^{2} \Delta t^{2}}{h^{2} n^{2}} \mathbf{d}^{2}+\alpha \Delta t d_{t}^{\prime}\right) \psi(\mathbf{x}, t)= \\
& \quad-\Delta t^{2}\left[2 \alpha \partial_{t}+\left(\frac{n^{2}-1}{n^{2}}\right) \partial_{t}^{2}\right] \psi_{0}(\mathbf{x}, t) \tag{1.53}
\end{align*}
$$

## NS-FD model

We derive the NS model by subtracting the NS model for the incident field (1.37) from that for the total field (1.47). Taking the incident field to be (1.36) we find,

$$
\begin{equation*}
\left(d_{t}^{2}-\frac{u_{0}^{2}}{\tilde{n}^{2}} \mathbf{d}_{0}^{2}(n)+a d_{t}^{\prime}\right) \psi_{\mathbf{s}}(\mathbf{x}, t)=S_{\mathrm{NS}}(\mathbf{x}, t) \tag{1.54}
\end{equation*}
$$

where the source term which gives rise to the scattered field is

$$
\begin{array}{r}
S_{\mathrm{NS}}(\mathbf{x}, t)=\left[4\left(\frac{\tilde{n}^{2}-1}{\tilde{n}^{2}}\right) \sin ^{2}\left(\omega_{0} \Delta t / 2\right)+2 i a \sin \left(\omega_{0} \Delta t\right)\right. \\
\left.+\frac{u_{0}^{2}}{\tilde{n}^{2}} \Delta \mathbf{d}_{0}^{2}(n)\right] \psi_{0}(\mathbf{x}, t) \tag{1.55}
\end{array}
$$

When $\alpha=0$, (1.55) reduces to (1.39), and $\Delta \mathbf{d}_{0}^{2}(n) \psi_{0}=0$ if the incident field direction is along one of the coordinate axes. The NS-FDTD algorithm for the scattered field becomes

$$
\begin{align*}
\psi(\mathbf{x}, t+\Delta t) & =-\frac{A_{-}^{(\mathrm{NS})}}{A_{+}^{(\mathrm{NS})}} \psi(\mathbf{x}, t-\Delta t) \\
& +\frac{1}{A_{+}^{(\mathrm{NS})}}\left[2+\frac{u_{0}^{2}}{\tilde{n}^{2}} \mathbf{d}_{0}^{2}\right] \psi(\mathbf{x}, t)+S_{\mathrm{NS}}(\mathbf{x}, t) \tag{1.56}
\end{align*}
$$

### 4.1.4 Maxwell's equations for the scattered-field and improved NS-Yee algorithm

In a linear non-dispersive non-conducting medium Maxwell's equations are,

$$
\begin{align*}
\mu \partial_{t} \mathbf{H}(\mathbf{x}, t) & =-\nabla \times \mathbf{E}(\mathbf{x}, t),  \tag{1.57}\\
\varepsilon \partial_{t} \mathbf{E}(\mathbf{x}, t) & =\nabla \times \mathbf{H}(\mathbf{x}, t), \tag{1.58}
\end{align*}
$$

where $\mu$ is the magnetic permeability, and $\varepsilon$ the relative electric permittivity.

## Standard Yee algorithm

Replacing the derivatives with the S-FD approximations we obtain the S-FD model,

$$
\begin{align*}
d_{t} \mathbf{H}(\mathbf{x}, t) & =-\frac{1}{\mu} \frac{\Delta t}{h} \mathbf{d} \times \mathbf{E}(\mathbf{x}, t)  \tag{1.59}\\
d_{t} \mathbf{E}(\mathbf{x}, t+\Delta t / 2) & =\frac{1}{\varepsilon} \frac{\Delta t}{h} \mathbf{d} \times \mathbf{H}(\mathbf{x}, t+\Delta t / 2) \tag{1.60}
\end{align*}
$$

where $h=\Delta x=\Delta y=\Delta z$. In order to use central finite difference approximations, each electromagnetic field component is evaluated at a different position on the numerical grid, so there is one $\varepsilon$ array for each $\mathbf{E}$ component and one $\mu$ array for each $\mathbf{H}$ component. For the sake of notational simplicity, this complication is
suppressed in the notation. The standard (S) Yee algorithm, derives from (1.59) and (1.60). In many materials $\mu$ is almost equal to its free-space value, $\mu_{0}$. To simplify the following developments, we henceforth assume $\mu=\mu_{0}$ everywhere, while $\varepsilon$ may vary with position. Furthermore, let $\varepsilon$ denote relative electric permittivity, so the vacuum wave velocity is $v_{0}^{2}=1 / \mu_{0}$. To develop the new NS-FD model let us first construct an alternative S-FD model. Defining $\mathbf{H}^{\prime}=\mu h \mathbf{H} / \Delta t$, we obtain

$$
\begin{array}{rlc}
d_{t} \mathbf{H}^{\prime}(\mathbf{x}, t) & = & -\mathbf{d} \times \mathbf{E}(\mathbf{x}, t), \\
d_{t} \mathbf{E}(\mathbf{x}, t+\Delta t / 2) & =\frac{v_{0}^{2}}{\varepsilon} \frac{\Delta t^{2}}{h^{2}} \mathbf{d} \times \mathbf{H}^{\prime}(\mathbf{x}, t+\Delta t / 2) . \tag{1.62}
\end{array}
$$

## Improved NS-Yee algorithm

We previously introduced [4] (also see section 4.1.7) the vector difference operator $\mathbf{d}_{0}$ with the property that

$$
\begin{equation*}
\mathbf{d} \cdot \mathbf{d}_{0}=\mathbf{d}_{0} \cdot \mathbf{d}=\mathbf{d}_{0}^{2} . \tag{1.63}
\end{equation*}
$$

Note that while $\mathbf{d} \cdot \mathbf{d}=\mathbf{d}^{2}, \mathbf{d}_{0} \cdot \mathbf{d}_{0} \neq \mathbf{d}_{0}^{2}$; thus $\mathbf{d}_{0}^{2}$ is merely a symbol. In two dimensions $\mathbf{d}_{0}=\left(d_{x}^{(0)}, d_{y}^{(0)}\right)$, where

$$
\begin{align*}
d_{x}^{(0)} & =d_{x}\left[1+\frac{\gamma_{1}}{2} d_{y}^{2}\right]  \tag{1.64}\\
d_{y}^{(0)} & =d_{y}\left[1+\frac{\gamma_{1}}{2} d_{x}^{2}\right] \tag{1.65}
\end{align*}
$$

In three dimensions $\mathbf{d}_{0}=\left(d_{x}^{(0)}, d_{y}^{(0)}, d_{z}^{(0)}\right)$, where

$$
\begin{align*}
d_{x}^{(0)} & =d_{x}\left[1+\frac{\gamma_{1}}{2}\left(d_{y}^{2}+d_{z}^{2}\right)+\frac{\gamma_{2}}{3} d_{y}^{2} d_{z}^{2}\right]  \tag{1.66}\\
d_{y}^{(0)} & =d_{y}\left[1+\frac{\gamma_{1}}{2}\left(d_{x}^{2}+d_{z}^{2}\right)+\frac{\gamma_{2}}{3} d_{x}^{2} d_{z}^{2}\right]  \tag{1.67}\\
d_{z}^{(0)} & =d_{z}\left[1+\frac{\gamma_{1}}{2}\left(d_{y}^{2}+d_{z}^{2}\right)+\frac{\gamma_{2}}{3} d_{y}^{2} d_{z}^{2}\right] \tag{1.68}
\end{align*}
$$

$\mathbf{d}_{0}=\mathbf{d}_{0}(\sqrt{\varepsilon})$, and $\varepsilon=n^{2}(\mu=$ constant $)$.
Here we diverge from our previous papers [4]-[6] to introduce an improved version of the NS-Yee algorithm for $\mu=\mu_{0}$. Making the substitutions $\mathbf{d} \rightarrow \mathbf{d}_{0}$ and $\Delta t^{2} v_{0}^{2} /\left(h^{2} \varepsilon\right) \rightarrow u_{0}^{2} / \tilde{\varepsilon}$ in (1.62) we obtain a new NS-FD model of Maxwell's equations. The $\mathbf{H}^{\prime}$ field is given by (1.61), and $\mathbf{E}$ by

$$
\begin{equation*}
d_{t} \mathbf{E}(\mathbf{x}, t+\Delta t / 2)=\frac{u_{0}^{2}}{\tilde{\varepsilon}} \mathbf{d}_{0}(\sqrt{\varepsilon}) \times \mathbf{H}^{\prime}(\mathbf{x}, t+\Delta t / 2) \tag{1.69}
\end{equation*}
$$

The effective value of $\varepsilon$ on the numerical grid is

$$
\begin{equation*}
\tilde{\varepsilon}=\frac{\sin ^{2}\left(\sqrt{\varepsilon} k_{0} h / 2\right)}{\sin ^{2}\left(k_{0} h / 2\right)} \tag{1.70}
\end{equation*}
$$

Solving (1.61) and (1.69) for $\mathbf{H}^{\prime}(\mathbf{x}, t+\Delta t / 2)$ and $\mathbf{E}(\mathbf{x}, t+\Delta t)$, yields the new NS-Yee algorithm

$$
\begin{align*}
\mathbf{H}^{\prime}(\mathbf{x}, t+\Delta t / 2) & =\mathbf{H}^{\prime}(\mathbf{x}, t-\Delta t / 2)-\mathbf{d} \times \mathbf{E}(\mathbf{x}, t)  \tag{1.71}\\
\mathbf{E}(\mathbf{x}, t+\Delta t) & =\mathbf{E}(\mathbf{x}, t)+\frac{u_{0}^{2}}{\tilde{\varepsilon}} \mathbf{d}_{0}(\sqrt{\varepsilon}) \times \mathbf{H}^{\prime}(\mathbf{x}, t+\Delta t / 2) \tag{1.72}
\end{align*}
$$

This algorithm is different from the one introduced in [4]. We find that it gives better results when $\mu$ is constant, as discussed in section 4.1.7.

## Maxwell's equations for the scattered field

Assuming uniform $\mu$, let a scatterer of relative permittivity $\varepsilon$ be illuminated by an incident electromagnetic field $\left(\mathbf{H}_{0}, \mathbf{E}_{0}\right)$. By definition the incident fields obey

$$
\begin{align*}
\mu \partial_{t} \mathbf{H}_{0} & =-\nabla \times \mathbf{E}_{0}  \tag{1.73}\\
\partial_{t} \mathbf{E}_{0} & =\nabla \times \mathbf{H}_{0} \tag{1.74}
\end{align*}
$$

The scattered fields are $\mathbf{H}_{\mathrm{s}}=\mathbf{H}-\mathbf{H}_{0}$ and $\mathbf{E}_{\mathrm{s}}=\mathbf{E}-\mathbf{E}_{0}$. Subtracting (1.73) from (1.57), and (1.74) from (1.58) yields Maxwell's equations for the scattered fields,

$$
\begin{align*}
\mu \partial_{t} \mathbf{H}_{\mathrm{s}} & =-\nabla \times \mathbf{E}_{\mathrm{s}}  \tag{1.75}\\
\varepsilon \partial_{t} \mathbf{E}_{\mathrm{s}} & =\nabla \times \mathbf{H}_{\mathrm{s}}-(\varepsilon-1) \partial_{t} \mathbf{E}_{0} \tag{1.76}
\end{align*}
$$

The last term on the right of (1.76) is an effective source current which gives rise to the scattered electromagnetic field.

## NS-FD model of the scattered field

The NS-FD model for the scattered field is constructed by subtracting the NS model for the incident field,

$$
\begin{align*}
d_{t} \mathbf{H}_{0}^{\prime}(\mathbf{x}, t) & =-\mathbf{d} \times \mathbf{E}_{0}(\mathbf{x}, t)  \tag{1.77}\\
d_{t} \mathbf{E}_{0}(\mathbf{x}, t+\Delta t / 2) & =u_{0}^{2} \mathbf{d}_{0}(1) \times \mathbf{H}_{0}^{\prime}(\mathbf{x}, t+\Delta t / 2) \tag{1.78}
\end{align*}
$$

from the NS model for the total field, (1.71) and (1.72). Let the incident electric field to be an infinite plane wave of unit amplitude polarized in the $\hat{\mathbf{e}}_{0}$-direction and propagating in the $\hat{\mathbf{k}}_{0}$ - direction,

$$
\begin{equation*}
\mathbf{E}_{0}=\hat{\mathbf{e}}_{0} e^{i\left(k_{0} \hat{\mathbf{k}}_{0} \cdot \mathbf{x}-\omega_{0} t\right)} \tag{1.79}
\end{equation*}
$$

where $\hat{\mathbf{k}}_{0} \cdot \hat{\mathbf{e}}_{0}=0$. From (1.57) we have $\mu_{0} \omega_{0} \mathbf{H}_{0}=k_{0} \hat{\mathbf{k}}_{0} \times \hat{\mathbf{e}}_{0}$, hence

$$
\begin{equation*}
\mathbf{H}_{0}^{\prime}=\frac{h}{v_{0}} \hat{\mathbf{h}}_{0} \psi_{0} \tag{1.80}
\end{equation*}
$$

where $\hat{\mathbf{h}}_{0}=\hat{\mathbf{k}}_{0} \times \hat{\mathbf{e}}_{0}$ and $\psi_{0}$ is given by (1.36). The NS-FD model for the scattered field now becomes

$$
\begin{align*}
d_{t} \mathbf{H}_{\mathrm{s}}^{\prime}(\mathbf{x}, t) & =-\mathbf{d} \times \mathbf{E}_{\mathrm{s}}(\mathbf{x}, t)  \tag{1.81}\\
d_{t} \mathbf{E}_{\mathrm{s}}(\mathbf{x}, t+\Delta t / 2) & =\frac{u_{0}^{2}}{\tilde{\varepsilon}} \mathbf{d}_{0}(\sqrt{\varepsilon}) \times \mathbf{H}_{\mathrm{s}}^{\prime}(\mathbf{x}, t+\Delta t / 2) \\
& -\mathbf{J}_{\mathrm{NS}}(\mathbf{x}, t+\Delta t / 2) \tag{1.82}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{J}_{\mathrm{NS}}=\left(\frac{\tilde{\varepsilon}-1}{\tilde{\varepsilon}}\right) d_{t} \mathbf{E}_{0}-\frac{u_{0}^{2}}{\tilde{\varepsilon}}\left[\mathbf{d}_{0}(\sqrt{\varepsilon})-\mathbf{d}_{0}(1)\right] \times \mathbf{H}_{0}^{\prime} \tag{1.83}
\end{equation*}
$$

is the current that gives rise to the scattered field. Since $\mathbf{J}_{\mathrm{NS}}$ vanishes outside the scatterer, the scatterer is the effective source of the scattered field.

It is also possible to derive another expression for the source current of the scattered field in the form,

$$
\begin{equation*}
\mathbf{J}_{\mathrm{NS}}=u_{0}^{2}\left[\frac{\mathbf{d}_{0}(\sqrt{\varepsilon})}{\tilde{\varepsilon}}-\mathbf{d}_{0}(1)\right] \times \mathbf{H}_{0}^{\prime} \tag{1.84}
\end{equation*}
$$

While (1.84) is not exactly equivalent to (1.83) the two expressions converge in the limit $h \rightarrow 0$. Numerical experiments show that (1.83) is slightly more accurate than (1.84) on a coarse grid.

The NS-Yee algorithm for the scattered field now becomes

$$
\begin{align*}
\mathbf{H}_{\mathrm{s}}^{\prime}(\mathbf{x}, t+\Delta t / 2) & =\mathbf{H}_{\mathrm{s}}^{\prime}(\mathbf{x}, t-\Delta t / 2)-\mathbf{d} \times \mathbf{E}_{\mathrm{s}}(\mathbf{x}, t)  \tag{1.85}\\
\mathbf{E}_{\mathrm{s}}(\mathbf{x}, t+\Delta t) & =\mathbf{E}_{\mathrm{s}}(\mathbf{x}, t)+\frac{u_{0}^{2}}{\tilde{\varepsilon}} \mathbf{d}_{0}(\sqrt{\varepsilon}) \times \mathbf{H}_{\mathrm{s}}^{\prime}(\mathbf{x}, t+\Delta t / 2)  \tag{1.86}\\
& -\mathbf{J}_{\mathrm{NS}}(\mathbf{x}, t+\Delta t / 2)
\end{align*}
$$

Both to clarify our condensed notation in the previous developments and to provide a useful example, we now give the NS-Yee algorithm for the TE mode in two-dimensions where $\mathbf{E}=\left(E_{x}, E_{y}, 0\right)$ and $\mathbf{H}=\left(0,0, H_{z}\right)$. Taking the incident fields to be $\mathbf{E}^{0}=\left(-\sin \theta_{0}, \cos \theta_{0}, 0\right) \psi_{0}$ and $\mathbf{H}^{0}=\left(0,0, \psi_{0} / v_{0}\right)$. We find

$$
\begin{align*}
H_{z}^{\prime \mathrm{s}}(t+\Delta t / 2) & =H_{z}^{\mathrm{s}}(t-\Delta t / 2)-d_{y} E_{x}^{\mathrm{s}}(t)-d_{x} E_{y}^{\mathrm{s}}(t)  \tag{1.87}\\
E_{x}^{\mathrm{s}}(t+\Delta t) & =E_{x}^{\mathrm{s}}(t)+\frac{u_{0}^{2}}{\tilde{\varepsilon}_{x}} d_{y}^{(0)}\left(\sqrt{\varepsilon_{x}}\right) H_{z}^{\mathrm{s}}(t+\Delta t / 2)  \tag{1.88}\\
& -J_{x}^{\mathrm{NS}}(t+\Delta t / 2) \\
E_{y}^{\mathrm{s}}(t+\Delta t) & =E_{y}^{\mathrm{s}}(t)-\frac{u_{0}^{2}}{\tilde{\varepsilon}_{y}} d_{x}^{(0)}\left(\sqrt{\varepsilon_{y}}\right) H_{z}^{\prime \mathrm{s}}(t+\Delta t / 2)  \tag{1.89}\\
& -J_{y}^{\mathrm{NS}}(t+\Delta t / 2)
\end{align*}
$$

where the electromagnetic fields and source currents are all evaluated at position $\mathbf{x}$, and the ' S ' superscript denotes the scattered field.

Evaluating $\mathbf{J}_{\mathrm{NS}}$ for $\hat{\mathbf{k}}_{0}=\left(k_{x}^{(0)}, k_{y}^{(0)}, 0\right)=\left(\cos \theta_{0}, \sin \theta_{0}, 0\right)$ we find

$$
\begin{align*}
J_{x}^{\mathrm{NS}} & =2 i\left[\sin \left(\omega_{0} \Delta t / 2\right) \sin \theta_{0} \Delta \tilde{\varepsilon}_{x}\right.  \tag{1.90}\\
& \left.+2 \frac{u_{0}^{2}}{v_{0}} \sin \left(k_{y}^{(0)} h / 2\right) \sin ^{2}\left(k_{x}^{(0)} h / 2\right) \Delta \gamma_{1 x}\right] \psi_{0} \\
J_{y}^{\mathrm{NS}} & =-2 i\left[\sin \left(\omega_{0} \Delta t / 2\right) \cos \theta_{0} \Delta \tilde{\varepsilon}_{y}\right.  \tag{1.91}\\
& \left.+2 \frac{u_{0}^{2}}{v_{0}} \sin \left(k_{x}^{(0)} h / 2\right) \sin ^{2}\left(k_{y}^{(0)} h / 2\right) \Delta \gamma_{1 y}\right] \psi_{0}
\end{align*}
$$

where $\Delta \tilde{\varepsilon}_{x}=\left(\tilde{\varepsilon}_{x}-1\right) / \tilde{\varepsilon}_{x}, \Delta \gamma_{1 x}\left(\sqrt{\varepsilon_{x}}\right)=\left[\gamma_{1}\left(\sqrt{\varepsilon_{x}}\right)-\gamma_{1}(1)\right] / \tilde{\varepsilon}_{x}$, and similarly for $\Delta \tilde{\varepsilon}_{y}$ and $\Delta \gamma_{1 y}\left(\sqrt{\varepsilon_{y}}\right)$.

### 4.1.5 Extension to the linearly conducting Maxwell's equations

In a linear medium of conductivity $\sigma$ Maxwell's equations are given by (1.57) and

$$
\begin{equation*}
\varepsilon \partial_{t} \mathbf{E}(\mathbf{x}, t)=\nabla \times \mathbf{H}(\mathbf{x}, t)-\sigma \mathbf{E}(\mathbf{x}, t) \tag{1.92}
\end{equation*}
$$

## Alternative SFD model

Following section 4.4, we derive the alternative SFD model analogous to (1.61) and (1.62) for the conducting case. The $\mathbf{H}^{\prime}$ field is given by (1.61). Since $\mathbf{E}$ is computed only at $t=0, \Delta t, 2 \Delta t, \cdots$, we use the approximation $\mathbf{E}(\mathbf{x}, t+\Delta t / 2) \cong$ $[\mathbf{E}(\mathbf{x}, t)+\mathbf{E}(\mathbf{x}, t+\Delta t)] / 2$ and find that $\mathbf{E}$ is given by

$$
\begin{align*}
d_{t} \mathbf{E}(\mathbf{x}, t+\Delta t / 2) & =\frac{1}{\varepsilon \mu} \frac{\Delta t^{2}}{h^{2}} \mathbf{d} \times \mathbf{H}^{\prime}(\mathbf{x}, t+\Delta t / 2) \\
& -\frac{\sigma}{2 \varepsilon}[\mathbf{E}(\mathbf{x}, t)+\mathbf{E}(\mathbf{x}, t+\Delta t)] \tag{1.93}
\end{align*}
$$

In [5] we derived a NS-Yee algorithm for the conducting Maxwell's equations. Following section 4.4 we introduce an improved version for uniform $\mu$.

## Improved NS-FD model for the linearly conducting Maxwell equations

The equation for $\mathbf{H}^{\prime}$ is given by (1.61), while for $\mathbf{E}$ we have

$$
\begin{align*}
d_{t} \mathbf{E}(\mathbf{x}, t+\Delta t / 2) & =\frac{u_{0}^{2}}{\tilde{\varepsilon}} \mathbf{d}_{0}(\sqrt{\varepsilon}) \times \mathbf{H}^{\prime}(\mathbf{x}, t+\Delta t / 2) \\
& -a[\mathbf{E}(\mathbf{x}, t)+\mathbf{E}(\mathbf{x}, t+\Delta t)] \tag{1.94}
\end{align*}
$$

where $\tilde{\varepsilon}=\tilde{n}^{2}(\tilde{n}$ is given by (1.50) with $\alpha \rightarrow \sigma / 2 \varepsilon)$, and $a=\tanh (\sigma \Delta t / 2 \varepsilon)$. Here equations (5.6a,b) of ref. [5] have been replaced with (1.61) and (1.94), respectively.

The update for $\mathbf{H}^{\prime}$ is given by (1.71). Solving (1.94) for $\mathbf{E}(\mathbf{x}, t+\Delta t)$, the new NSYee algorithm becomes

$$
\begin{equation*}
\mathbf{E}(\mathbf{x}, t+\Delta t)=\frac{A_{-}^{(\mathrm{NS})}}{A_{+}^{(\mathrm{NS})}} \mathbf{E}(\mathbf{x}, t)+\frac{1}{A_{+}^{(\mathrm{NS})}} \frac{u_{0}^{2}}{\tilde{\varepsilon}} \mathbf{d}_{0}(\sqrt{\varepsilon}) \times \mathbf{H}^{\prime}(\mathbf{x}, t+\Delta t / 2) \tag{1.95}
\end{equation*}
$$

For uniform $\mu$, this version of the NS-Yee algorithm for the conducting Maxwell's equations is simpler, easier to implement, and more accurate than the one given in [5].

## Scattered field for linearly conducting Maxwell's equations

Next let us derive Maxwell's equations for the scattered fields. The propagation of $\mathbf{H}_{\mathbf{s}}$ is governed by (1.75), while the propagation of $\mathbf{E}_{\mathrm{s}}$ is found by subtracting (1.74) from (1.92) to obtain

$$
\begin{equation*}
\varepsilon \partial_{t} \mathbf{E}_{\mathrm{s}}=\nabla \times \mathbf{H}_{\mathrm{s}}-\left[(\varepsilon-1) \partial_{t}+\sigma\right] \partial_{t} \mathbf{E}_{0} \tag{1.96}
\end{equation*}
$$

## New NS-FD Model for the scattered field

We can now derive the new NS-FD model for the scattered fields. The $\mathbf{H}_{\mathrm{s}}^{\prime}$ field is given by (1.81), while $\mathbf{E}_{\mathrm{s}}$ is found by subtracting (1.78) from (1.94). We obtain

$$
\begin{align*}
d_{t} \mathbf{E}_{\mathrm{s}}(\mathbf{x}, t+\Delta t / 2) & =\frac{u_{0}^{2}}{\tilde{\varepsilon}} \mathbf{d}_{0}(\sqrt{\varepsilon}) \times \mathbf{H}_{\mathrm{s}}^{\prime}(\mathbf{x}, t+\Delta t / 2)  \tag{1.97}\\
& -a\left[\mathbf{E}_{\mathrm{s}}(\mathbf{x}, t)+\mathbf{E}_{\mathrm{s}}(\mathbf{x}, t+\Delta t)\right]-\mathbf{J}_{\mathrm{NS}}(\mathbf{x}, t+\Delta t / 2)
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{J}_{\mathrm{NS}}=\left(\frac{\tilde{\varepsilon}-1}{\tilde{\varepsilon}}\right) d_{t} \mathbf{E}_{0} & -\frac{u_{0}^{2}}{\tilde{\varepsilon}}\left[\mathbf{d}_{0}(\sqrt{\varepsilon})-\mathbf{d}_{0}(1)\right] \times \mathbf{H}_{0}^{\prime}  \tag{1.98}\\
& +2 a \cos \left(\omega_{0} \Delta t / 2\right) \mathbf{E}_{0}
\end{align*}
$$

is the effective source current. Since the time dependence of the incident field is harmonic, we have used $\mathbf{E}_{0}(\mathbf{x}, t)+\mathbf{E}_{0}(\mathbf{x}, t+\Delta t)=2 \cos \left(\omega_{0} \Delta t / 2\right) \mathbf{E}_{0}(\mathbf{x}, t+\Delta t / 2)$ in (1.98). When $\alpha=0,(1.98)$ reduces to (1.83). Solving (1.97) for $\mathbf{E}_{\mathrm{s}}(\mathbf{x}, t+\Delta t)$ we obtain the NS-Yee algorithm for the scattered fields. The $\mathbf{H}_{\mathrm{s}}^{\prime}$ update is given by (1.85), while the $\mathbf{E}_{\mathrm{s}}$ update is

$$
\begin{align*}
\mathbf{E}_{\mathrm{s}}(\mathbf{x}, t+\Delta t) & =\frac{A_{-}^{(\mathrm{NS})}}{A_{+}^{(\mathrm{NS})}} \mathbf{E}_{\mathrm{s}}(\mathbf{x}, t)+\frac{u_{0}^{2}}{\tilde{\varepsilon}} \mathbf{d}_{0}(\sqrt{\varepsilon}) \times \mathbf{H}_{\mathrm{s}}^{\prime}(\mathbf{x}, t+\Delta t / 2) \\
& -\frac{1}{A_{+}^{(\mathrm{NS})}} J_{\mathrm{NS}}(\mathbf{x}, t+\Delta t / 2) \tag{1.99}
\end{align*}
$$

### 4.1.6 Verifications and practical tests

In Figs. 4.1-4.3, we compare the S-FDTD and NS-FDTD calculations with Mie theory [7]. An infinite plane wave (vacuum wavelength $=\lambda_{0}$ ) propagates in the $+x$ direction and scatters from an infinite dielectric cylinder (radius $=0.65 \lambda_{0}$, refractive index $n=1.8$ ). The cylinder is parallel to the $z$-axis, and the incident electric field is parallel to $\hat{z}$ (TM polarization). In the TM mode it can be shown [8] that Maxwell's equations for $\mathbf{E}$ (but not $\mathbf{H}$ ) reduce to the wave equation when $\mu$ is constant.

In Fig. 4.1 the scattered electric field intensity, $\left|\mathbf{E}_{\mathrm{s}}\right|^{2}$, is visualized in shades of red (black $=0$ ) for the analytic solution, the NS-FDTD, and the S-FDTD calculations. For both FDTD calculations the spatial discretization was $\lambda_{0} / h=8$ outside the cylinder, and $\lambda_{0} / n h \cong 4.4$ inside.


Fig. 4.1. Mie scattering from an infinite dielectric cylinder. Scattered electric field intensity visualized in shades of red, incident electric field parallel to the cylinder axis; cylinder radius $=0.65 \lambda_{0}, \lambda_{0}=$ vacuum wavelength, refractive index $=1.8, \lambda_{0} / h=8$.

In Fig. 4.2(a) $\left|\mathbf{E}_{\mathrm{s}}\right|^{2}$ (vertical axis) is plotted as a function of scattering angle (horizontal axis) from the $+x$-axis on a circular contour, $C$, of radius $\lambda_{0}$ centered on the cylinder axis. For $\lambda_{0} / h=8$ the root mean square errors for the NS-FDTD and S-FDTD calculations (NSFD-8 and SFD-8, respectively) are $\varepsilon_{\mathrm{NS}-8}=0.04$ and $\varepsilon_{S-8}=0.20$, respectively. In Fig. 4.2(b) the S-FDTD calculation using $\lambda_{0} / h=24$ (SFD-24) is compared with the analytic solution. The root mean square error is $\varepsilon_{S-24}=0.04$ the same as the NS-FDTD algorithm at $\lambda_{0} / h=8$. Thus for $\lambda_{0} / h=8$ the NS-FDTD algorithm delivers the same accuracy as the S-FDTD one does at $\lambda_{0} / h=24$, but the computational cost of NSFD-8 is only $1 / 27$ th that SFD-24.


Fig. 4.2. Angular distribution of scattered electric field intensity (data of Fig. 4.1) (a) Analytic solution (black) compared with NSFD-8 (red) and SFD-8 (blue). FDTD calculations use $\lambda_{0} / h=8$. (b) Analytic solution (black) compared with SFD-24 (blue, $\lambda_{0} / h=24$ ).

In Fig. 4.3, using $\lambda_{0} / h=8$, we compare the new NS-FDTD algorithm with earlier version described in [4]-[6]. In the old version $S_{\text {NS }}$ is given by (1.42), while in the present version it is given by (1.39). The greater the refractive index contrast between the scatterer and the surrounding medium, the greater the advantage of using (1.39). Taking $\lambda_{0} / h=8$, for $S_{\text {NS }}$ given by (1.39) the root mean square deviation of the NS-FDTD calculations from the analytic solution along $C$ is $\varepsilon_{\mathrm{NS}-8}=0.04$, while for $S_{\mathrm{NS}}$ given by $(1.42) \varepsilon_{\mathrm{ONS}-8}=0.13$. Thus the incorrect model of $S_{\mathrm{NS}}$ causes considerable error, since $\varepsilon_{S-8}=0.20$.

We carried out similar comparisons for the TE mode [8].

## New Versus Old Model of Scattered Field Source Term



Fig. 4.3. Comparison of old scattered field source model, eqn. (1.42), with the new one, eqn. (1.39). Angular distribution of scattered intensity electric field about a circular contour of radius $\lambda_{0}$, centered on cylinder axis, cylinder radius $=0.65 \lambda_{0}, \lambda_{0}=$ vacuum wavelength, refractive index $=1.8, \lambda_{0} / h=8$.

### 4.1.7 Supplementary derivations

## NS difference operators

In previous papers we have defined the nonstandard finite difference operators. Here we give more compact expressions that both yield more insight into their mathematical meaning and are easier to implement.

## - Laplacian difference operators

Defining $d_{x}^{2}$ and $d_{y}^{2}$ analogously to (1.12), the S-FD approximation for $\nabla^{2} \psi$ in two dimensions is given by (1.21). There is a second FD approximation to $\nabla^{2} \psi$, $\nabla^{2} \psi \cong \mathbf{d}_{2}^{2} \psi / h^{2}$, where $\mathbf{d}_{2}^{2}$ is defined by

$$
\begin{align*}
2 \mathbf{d}_{2}^{2} \psi(x, y) & =\psi(x+h, y+h)+\psi(x-h, y+h) \\
& +\psi(x+h, y-h)+\psi(x-h, y-h)-4 \psi(x, y) \tag{1.100}
\end{align*}
$$

Using the fact that $\psi(x+h)+\psi(x-h)=d_{x}^{2} \psi(x)+2 \psi(x)$ it is easily shown that

$$
\begin{equation*}
\mathbf{d}_{2}^{2}=\mathbf{d}^{2}+\frac{1}{2} d_{x}^{2} d_{y}^{2} \tag{1.101}
\end{equation*}
$$

Let us now construct a weighted superposition of the two Laplacian difference operators, $\mathbf{d}_{0}^{2}=\gamma \mathbf{d}^{2}+(1-\gamma) \mathbf{d}_{2}^{2}$. Let $\varphi_{\mathbf{k}}(\mathbf{x})=e^{i \mathbf{k} \cdot \mathbf{x}}$, where $\mathbf{x}=(x, y)$ and $\mathbf{k}=$ $k(\cos \theta, \sin \theta)$. We choose $\gamma$ to minimize the approximation error

$$
\begin{equation*}
\epsilon_{\mathrm{NS}}=\frac{1}{\varphi_{\mathbf{k}}}\left(\frac{\mathbf{d}_{0}^{2}}{s(k, h)^{2}}-\nabla^{2}\right) \varphi_{\mathbf{k}} \tag{1.102}
\end{equation*}
$$

It can be shown [4], [6] that the optimal value of $\gamma$ is

$$
\begin{equation*}
\gamma=\frac{2}{3}-\frac{1}{90}(k h)^{2}-\frac{1}{15120}(k h)^{4}(11-5 \sqrt{2})-\cdots \tag{1.103}
\end{equation*}
$$

and for this value of $\gamma$ the Taylor expansion of $\epsilon_{\mathrm{NS}}$ is

$$
\begin{equation*}
\epsilon_{\mathrm{NS}}=\frac{1}{24192}(k h)^{6}\left[(\sqrt{2}-1) \sin ^{2}(2 \theta)-\frac{1}{2} \sin ^{4}(2 \theta)\right]+\cdots . \tag{1.104}
\end{equation*}
$$

The factor of $1 / 24192$ corrects an error in [4]-[6]. On the other hand the error of the S-FD approximation (1.2) is

$$
\begin{align*}
\epsilon_{\mathrm{S}} & =\frac{1}{\varphi_{\mathbf{k}}}\left(\frac{\mathbf{d}^{2}}{h^{2}}-\nabla^{2}\right) \varphi_{\mathbf{k}},  \tag{1.105}\\
& =-\frac{1}{12} k^{2} h^{2}+\frac{1}{24} k^{2} h^{2} \sin ^{2}(2 \theta)+\cdots .
\end{align*}
$$

Using (1.101) is easily shown that $\gamma_{1}$ in (1.25) is given by

$$
\begin{align*}
\gamma_{1} & =\frac{1-\gamma}{2} \\
& \cong \frac{1}{6}+\frac{1}{180}(k h)^{2}+\frac{1}{7698}(k h)^{4}+\cdots \tag{1.106}
\end{align*}
$$

In three dimensions, besides $\mathbf{d}^{2}$, there are two additional FD operators for $\nabla^{2} \psi$, $\mathbf{d}_{2}^{2}$ and $\mathbf{d}_{3}^{2}$, given by

$$
\begin{align*}
4 \mathbf{d}_{2}^{2} \psi(x, y, z)= & \psi(x+h, y+h, z+h)+\psi(x+h, y+h, z-h)  \tag{1.107}\\
+ & \psi(x+h, y-h, z+h)+\psi(x+h, y-h, z-h) \\
+ & \psi(x-h, y+h, z+h)+\psi(x-h, y+h, z-h) \\
+ & \psi(x-h, y-h, z+h)+\psi(x-h, y-h, z-h)-8 \psi(x, y, z) . \\
4 \mathbf{d}_{3}^{2} \psi(x, y, z) & =\psi(x, y+h, z+h)+\psi(x, y-h, z+h)  \tag{1.108}\\
& +\psi(x, y+h, z-h)+\psi(x, y-h, z-h) \\
& +\psi(x+h, y, z+h)+\psi(x-h, y, z+h) \\
& +\psi(x+h, y, z-h)+\psi(x-h, y, z-h) \\
& +\psi(x+h, y+h, z)+\psi(x-h, y+h, z) \\
& +\psi(x+h, y-h, z)+\psi(x-h, y-h, z)-12 \psi(x, y, z) .
\end{align*}
$$

These operators can be expressed in the form,

$$
\begin{align*}
& \mathbf{d}_{2}^{2}=\mathbf{d}^{2}+\frac{1}{2}\left(d_{x}^{2} d_{y}^{2}+d_{x}^{2} d_{z}^{2}+d_{y}^{2} d_{z}^{2}\right)+\frac{1}{4} d_{x}^{2} d_{y}^{2} d_{z}^{2}  \tag{1.109}\\
& \mathbf{d}_{3}^{2}=\mathbf{d}^{2}+\frac{1}{4}\left(d_{x}^{2} d_{y}^{2}+d_{x}^{2} d_{z}^{2}+d_{y}^{2} d_{z}^{2}\right) \tag{1.110}
\end{align*}
$$

Thus a superposition of all three Laplacian difference operators can be expressed in the general form

$$
\begin{equation*}
\mathbf{d}_{0}^{2}=\mathbf{d}^{2}+\gamma_{1}^{\prime}\left(d_{x}^{2} d_{y}^{2}+d_{x}^{2} d_{z}^{2}+d_{y}^{2} d_{z}^{2}\right)+\gamma_{2} d_{x}^{2} d_{y}^{2} d_{z}^{2} \tag{1.111}
\end{equation*}
$$

When $\partial_{z} \varphi_{\hat{\mathbf{k}}}=0$, the three-dimensional version of $\mathbf{d}_{0}^{2}$ must reduce to the twodimensional form (1.25), thus $\gamma_{1}^{\prime}=\gamma_{1}$. We now determine $\gamma_{2}$ such that $\varepsilon_{N S}$ (1.102) is minimized in three dimensions. We find that

$$
\begin{align*}
\gamma_{2} & =\frac{\gamma(1-\eta)}{12} \\
& \cong \frac{1}{30}-\frac{1}{905}(k h)^{2}-\frac{1}{7698}(k h)^{4}+\cdots \tag{1.112}
\end{align*}
$$

where

$$
\begin{align*}
\eta & =\frac{2}{5}+\left(\frac{1913}{50400}-\frac{5}{252} \sqrt{2}\right)(k h)^{2}  \tag{1.113}\\
& +\left(\frac{1457}{151200}-\frac{17}{30240} \sqrt{2}\right)(k h)^{4}+\cdots
\end{align*}
$$

This rather complicated definition of $\gamma_{2}$ is contrived to maintain consistency with previous publications. It can be shown that

$$
\begin{equation*}
\epsilon_{\mathrm{NS}} \cong-(k h)^{6}\left[\frac{1}{16277} \sin ^{2} \theta+\frac{1}{3714} \sin ^{4} \theta\right]+\cdots \tag{1.114}
\end{equation*}
$$

whereas

$$
\begin{align*}
\epsilon_{\mathrm{S}} & =-\frac{(k h)^{2}}{12}-\frac{(k h)^{2}}{3}\left(\sin ^{2} \theta-\frac{\sin ^{2}(2 \phi)}{12}\right) \\
& +\frac{(k h)^{2}}{24} \sin ^{2}(2 \theta)\left(1-\frac{\sin ^{2}(2 \phi)}{4}\right)+\cdots \tag{1.115}
\end{align*}
$$

## - Partial difference operators

In two dimensions, besides $\partial_{x} \psi \cong d_{x} \psi / h$, there is a second FD approximation given by $\partial_{x} \psi \cong d_{x}^{(2)} \psi / h$, where

$$
\begin{align*}
2 d_{x}^{(2)} \psi(x, y) & =\psi(x+h / 2, y+h)+\psi(x+h / 2, y-h)  \tag{1.116}\\
& -\psi(x-h / 2, y+h)-\psi(x-h / 2, y-h)
\end{align*}
$$

It is easy to show that

$$
\begin{equation*}
d_{x}^{(2)}=d_{x}\left(1+\frac{1}{2} d_{y}^{2}\right), \tag{1.117}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{y}^{(2)}=d_{y}\left(1+\frac{1}{2} d_{x}^{2}\right) . \tag{1.118}
\end{equation*}
$$

Forming the vector difference operator $\mathbf{d}_{2}=\left(d_{x}^{(2)}, d_{y}^{(2)}\right)$, we define the superposition

$$
\begin{equation*}
\mathbf{d}_{0}=\alpha \mathbf{d}+(1-\alpha) \mathbf{d}_{2} . \tag{1.119}
\end{equation*}
$$

The components of $\mathbf{d}_{0}$ can be put into the general form

$$
\begin{align*}
d_{x}^{(0)} & =d_{x}\left[1+\beta_{1} d_{y}^{2}\right]  \tag{1.120}\\
d_{y}^{(0)} & =d_{y}\left[1+\beta_{1} d_{x}^{2}\right] . \tag{1.121}
\end{align*}
$$

Requiring that $\mathbf{d} \cdot \mathbf{d}_{0}=\mathbf{d}_{0} \cdot \mathbf{d}=\mathbf{d}_{0}^{2}$ we find that

$$
\begin{equation*}
\beta_{1}=\frac{\gamma_{1}}{2} . \tag{1.122}
\end{equation*}
$$

In three dimensions, besides $d_{x}$, there are two additional FD operators for $\partial_{x}$, defined by

$$
\begin{align*}
4 d_{x}^{(2)} \psi(x, y, z) & =\psi(x+h / 2, y+h, z+h)+\psi(x+h / 2, y+h, z-h)  \tag{1.123}\\
& +\psi(x+h / 2, y-h, z+h)+\psi(x+h / 2, y-h, z-h) \\
& -\psi(x-h / 2, y+h, z+h)+\psi(x-h / 2, y+h, z-h) \\
& -\psi(x-h / 2, y-h, z+h)+\psi(x-h / 2, y-h, z-h), \\
&  \tag{1.124}\\
4 d_{x}^{(3)} \psi(x, y, z) & =\psi(x+h / 2, y+h, z) \\
& +\psi(x+h / 2, y, z+h) \\
& +\psi(x+h / 2, y-h, z) \\
& -\psi(x-h / 2, y+h, z) \\
& -\psi(x-h / 2, y, z+h) \\
& +\psi(x-h / 2, y-h, z) \\
& +\psi(x-h / 2, y, z-h) .
\end{align*}
$$

It can now be shown that

$$
\begin{align*}
& d_{x}^{(2)}=d_{x}\left(1+\frac{1}{2} d_{y}^{2}+\frac{1}{2} d_{z}^{2}+\frac{1}{4} d_{y}^{2} d_{z}^{2}\right)  \tag{1.125}\\
& d_{x}^{(3)}=d_{x}\left(1+\frac{1}{4} d_{y}^{2}+\frac{1}{4} d_{z}^{2}\right) . \tag{1.126}
\end{align*}
$$

Similarly for $\partial_{y}$ and $\partial_{z}, d_{y}^{(2)}$ and $d_{x}^{(2)}$ are given by

$$
\begin{align*}
& d_{y}^{(2)}=d_{y}\left(1+\frac{1}{2} d_{x}^{2}+\frac{1}{2} d_{z}^{2}+\frac{1}{4} d_{x}^{2} d_{z}^{2}\right)  \tag{1.127}\\
& d_{z}^{(2)}=d_{z}\left(1+\frac{1}{2} d_{x}^{2}+\frac{1}{2} d_{y}^{2}+\frac{1}{4} d_{x}^{2} d_{y}^{2}\right) \tag{1.128}
\end{align*}
$$

while $d_{y}^{(3)}$ and $d_{x}^{(3)}$ are given by

$$
\begin{align*}
d_{y}^{(3)} & =d_{y}\left(1+\frac{1}{4} d_{x}^{2}+\frac{1}{4} d_{z}^{2}\right)  \tag{1.129}\\
d_{z}^{(3)} & =d_{z}\left(1+\frac{1}{4} d_{x}^{2}+\frac{1}{4} d_{y}^{2}\right) \tag{1.130}
\end{align*}
$$

Thus the superpositions $\left(d_{x}^{(0)}, d_{y}^{(0)}, d_{z}^{(0)}\right)$ can be expressed in the general form,

$$
\begin{align*}
d_{x}^{(0)} & =d_{x}\left[1+\beta_{1}^{\prime}\left(d_{y}^{2}+d_{z}^{2}\right)+\beta_{2} d_{y}^{2} d_{z}^{2}\right]  \tag{1.131}\\
d_{y}^{(0)} & =d_{y}\left[1+\beta_{1}^{\prime}\left(d_{x}^{2}+d_{z}^{2}\right)+\beta_{2} d_{x}^{2} d_{z}^{2}\right],  \tag{1.132}\\
d_{z}^{(0)} & =d_{z}\left[1+\beta_{1}^{\prime}\left(d_{y}^{2}+d_{z}^{2}\right)+\beta_{2} d_{y}^{2} d_{z}^{2}\right] . \tag{1.133}
\end{align*}
$$

Because the three-dimensional form of $\mathbf{d}_{0}$ must reduce to the two-dimensional form for $\partial_{z} \varphi_{\hat{\mathbf{k}}}=0$, we have $\beta_{1}^{\prime}=\gamma_{1} / 2$. Requiring that $\mathbf{d} \cdot \mathbf{d}_{0}=\mathbf{d}_{0} \cdot \mathbf{d}=\mathbf{d}_{0}^{2}$, we find

$$
\begin{equation*}
\beta_{2}=\frac{\gamma_{2}}{3} . \tag{1.134}
\end{equation*}
$$

## - Order of the NS Difference Operators

At first sight it might seem strange to call NS difference operators, with combinations such as $d_{x}^{2} d_{y}^{2}$, 'second-order.' With respect to each individual spatial variable, however, they are still second-order. Moreover, in the numerator of (1.28) only $s\left(n k_{0}, h\right)^{2} \cong h^{2}$ appears and, unlike a higher-order FD expression, no higher powers of $h$ appear.

## Stability

A detailed analysis of stability was given in [6] which we briefly summarize. Let us write a generalized FD model of the homogeneous wave equation in the form

$$
\begin{equation*}
\left(d_{t}^{2}-\bar{u}^{2} \overline{\mathbf{d}}^{2}\right) \psi(\mathbf{x}, t)=0 \tag{1.135}
\end{equation*}
$$

where $\bar{u}$ stands for either $v \Delta t / h$ (S-FD model) or

$$
\begin{equation*}
u=\frac{\sin (\omega \Delta t / 2)}{\sin (k h / 2)} \tag{1.136}
\end{equation*}
$$

(NS-FD model) and $\overline{\mathbf{d}}^{2}$ stands for either $\mathbf{d}^{2}$ (S-FD model) or $\mathbf{d}_{0}^{2}$ (NS-FD model). Equation (1.135) is a difference equation; let us postulate solutions of the form $\psi$ $=\varphi(\mathbf{x}) \Lambda^{t}$, where $\varphi=e^{i \mathbf{k} \cdot \mathbf{x}}, \mathbf{k}=\left(k_{x}, k_{y}, k_{z}\right)$, and $\Lambda$ is a constant. For mathematical convenience define $\overline{\mathbf{d}}^{2} \varphi=-2 D^{2} \varphi$, where $D=D(\mathbf{k})$. Inserting this solution into (1.135) and dividing by $\Lambda^{t-\Delta t} \varphi$ we are left with

$$
\begin{equation*}
\lambda^{2}-2 \lambda\left(1-\bar{u}^{2} D^{2}\right)+1=0 \tag{1.137}
\end{equation*}
$$

where $\lambda=\Lambda^{\Delta t}$. Solving for $\lambda$ we find $\lambda=\lambda_{ \pm}$, where

$$
\begin{equation*}
\lambda_{ \pm}=1-\bar{u}^{2} D^{2} \pm \sqrt{\left(1-\bar{u}^{2} D^{2}\right)^{2}-1} \tag{1.138}
\end{equation*}
$$

We now require that $\psi$ be a stable (non-monotonically increasing) oscillatory solution. For this to be true, $\Lambda^{t}$ must be finite for all $t$, whence the condition $|\lambda| \leq 1$, and hence the stability condition

$$
\begin{equation*}
\left|\lambda_{ \pm}\right| \leq 1 \tag{1.139}
\end{equation*}
$$

It can be shown that (1.139) leads to the condition $\left(1-\bar{u}^{2} D^{2}\right)^{2} \leq 1$, which implies that $\left|\lambda_{ \pm}\right|=1$. The most conservative stability condition can then be written in the form

$$
\begin{equation*}
\bar{u}^{2} \leq \frac{2}{\max \left(D^{2}\right)} \tag{1.140}
\end{equation*}
$$

where $\max \left(D^{2}\right)$ is the maximum value of $D^{2}$ over all possible values of $\mathbf{k}$.

## - S-FD stability

In the S-FD model $\overline{\mathbf{d}}^{2}=\mathbf{d}^{2}$, and we find that $D^{2}=D_{\mathrm{S}, 2}^{2}, D_{\mathrm{S}, 3}^{2}$ in two and three dimensions, respectively, where

$$
\begin{align*}
D_{\mathrm{S}, 2}^{2} & =2\left[\sin ^{2}\left(k_{x} h / 2\right)+\sin ^{2}\left(k_{y} h / 2\right)\right]  \tag{1.141}\\
D_{\mathrm{S}, 3}^{2} & =2\left[\sin ^{2}\left(k_{x} h / 2\right)+\sin ^{2}\left(k_{y} h / 2\right)+\sin ^{2}\left(k_{z} h / 2\right)\right] \tag{1.142}
\end{align*}
$$

Putting $k_{x} h=k_{y} h=k_{z} h=\pi$, we find $\max \left(D^{2}\right)=2,4,6$ in one, two, and three dimensions, respectively. Putting $\bar{u}=v \Delta t / h$ we obtain

$$
\begin{equation*}
\frac{v \Delta t}{h} \leq \frac{1}{\sqrt{d i m}} \tag{1.143}
\end{equation*}
$$

where $\operatorname{dim}$ is the number of spatial dimensions.

- NS-FD stability

The NS-FD stability analysis is similar, but evalating $\max \left(D^{2}\right)$ is much more tedious, and putting the result into the form of (1.143) more difficult. We omit the details and simply quote the results:

$$
\begin{equation*}
\frac{v \Delta t}{h} \leq c_{\mathrm{NS}, \operatorname{dim}} \tag{1.144}
\end{equation*}
$$

where $c_{\mathrm{NS}, 1}=1, c_{\mathrm{NS}, 2}=0.79$, and $c_{\mathrm{NS}, 3}=0.74$. These limits are slightly more conservative than those given in [6], and are valid down to the lowest discretization consistent with the Nyquist limit.

Finally it is interesting to note that we can 'design' stability conditions by adjusting the values of $\gamma_{1}$ and $\gamma_{2}$, although they would not be the optimal ones.

## Old vs. new NS-Yee algorithm

Taking $\mu$ to be spatially constant, the old (O) NS-Yee algorithm (eq. 41 in [4]) for each electromagnetic field component can be derived from the S-FD model of (1.59) and (1.60). In vacuum $(\varepsilon=1), v_{0}=1 / \sqrt{\mu}$, thus $1 / \mu=\left(v_{0} / \sqrt{\varepsilon}\right) \sqrt{\varepsilon / \mu}$ and $1 / \varepsilon=\left(v_{0} / \sqrt{\varepsilon}\right) \sqrt{\mu / \varepsilon}$. Making the substitution $\left(v_{0} \Delta t / h \sqrt{\varepsilon}\right) \rightarrow u_{0} / \sqrt{\tilde{\varepsilon}}$, yields the ONS-Yee algorithm,

$$
\begin{align*}
d_{t} H_{i} & =-\frac{u_{0}}{\sqrt{\tilde{\varepsilon}_{?}}} \sqrt{\frac{\varepsilon_{?}}{\mu}}\left[\mathbf{d}_{0}(?) \times \mathbf{E}\right]_{i}  \tag{1.145}\\
d_{t} E_{i} & =\frac{u_{0}}{\sqrt{\tilde{\varepsilon}_{i}}} \sqrt{\frac{\mu}{\varepsilon_{i}}}[\mathbf{d} \times \mathbf{H}]_{i} \tag{1.146}
\end{align*}
$$

where '?' denotes an indeterminate parameter and $i=x, y, z$.
In (1.145) which component of $\varepsilon$ should be used to compute $\mathbf{d}_{0}$, and which one should be used in the denominator? Since $\mathbf{H}$ is given by (1.59), it might seem reasonable to use $\varepsilon$ at the grid positions of $H_{i}$. This is what we did in the ONS-Yee algorithm. This approach is, however, unsatisfactory because $\mathbf{d}_{0}$ acts on different components of $\mathbf{E}$, each of which is evaluated at a different grid position and associated with a different value of $\varepsilon$. Moreover $\mathbf{d}_{0}$ is a complicated computational molecule, so when it acts across boundaries between regions of different $\varepsilon, \mathbf{d}_{0}$ is likely induce more errors than $\mathbf{d}$. By interchanging the positions of $\mathbf{d}_{0}$ and $\mathbf{d}$ between (1.145) and (1.146) [8] we can circumvent these problems, because $\mathbf{d}$ is a simpler computational molecule and is not a function of $\varepsilon$.

Which value of $\varepsilon$ to use in the denominator of (1.145) is still ambiguous. In the ONS-Yee algorithm we used $\varepsilon$ at $H_{i}$, but this is not necessarily correct. To circumvent this problem we define $\mathbf{H}^{\prime}=\mu h \mathbf{H} / \Delta t$, so that

$$
\begin{equation*}
d_{t} \mathbf{H}^{\prime}=-\mathbf{d} \times \mathbf{E} \tag{1.147}
\end{equation*}
$$

in the NS-FD model. This resolves the ambiguity for $\mathbf{H}$. In the alternative S-FD model (1.62) it is clear that

$$
\begin{equation*}
d_{t} E_{i}=\frac{1}{\varepsilon_{i} \mu} \frac{\Delta t^{2}}{h^{2}}\left[\mathbf{d} \times \mathbf{H}^{\prime}\right]_{i} \tag{1.148}
\end{equation*}
$$

where $\varepsilon_{i}$ is the value of $\varepsilon$ at the grid positions of $E_{i}$. From this it logically follows that $\Delta t^{2} / h^{2} \varepsilon_{i} \mu \rightarrow u_{0}^{2} / \tilde{\varepsilon}_{i}$ in the NS-FD model. Away from boundaries the NS-FD model of Maxwell's equations reduces to the NS-FD model of the wave equation in each $\mathbf{E}$ component,

$$
\begin{equation*}
d_{t}^{2} E_{i}=\frac{u_{0}^{2}}{\tilde{\varepsilon}_{i}} \mathbf{d}_{0}^{2}\left(\sqrt{\varepsilon_{i}}\right) E_{i} \tag{1.149}
\end{equation*}
$$

thus in (1.148) $\left[\mathbf{d} \times \mathbf{H}^{\prime}\right]_{i} \rightarrow\left[\mathbf{d}_{0}\left(\sqrt{\varepsilon_{i}}\right) \times \mathbf{H}^{\prime}\right]_{i}$. The full form of (1.72) is thus

$$
\begin{equation*}
E_{i}\left(\mathbf{x}_{i}, t+\Delta t\right)=E_{i}\left(\mathbf{x}_{i}, t\right)+\frac{u_{0}^{2}}{\tilde{\varepsilon}_{i}}\left[\mathbf{d}_{0}\left(\sqrt{\varepsilon_{i}}\right) \times \mathbf{H}^{\prime}(\mathbf{x}, t+\Delta t / 2)\right]_{i} \tag{1.150}
\end{equation*}
$$

where $\mathbf{x}_{i}$ denotes the position of $E_{i}$ on the grid.
For the scattered fields and the conducting case similar considerations apply. We tested our methodology in numerical experiments by comparing NS-FDTD calculations with analytical solutions in the Mie regime [8].

### 4.1.8 Summary of nonstandard FDTD methods

Instead of simply substituting finite difference approximations for derivatives in a differential equation (the procedure used to derive the standard FDTD algorithms), in the nonstandard FDTD method we seek a difference equation which has the same (or nearly the same) solutions as the original differential equation. For the wave equation in one dimension, it is sufficient to replace the phase velocity in the the differential equation with something else, but in two and three dimensions and for Maxwell's equations more complicated finite difference operators must be used. Although we have developed the NS-FDTD methodology for monochromatic solutions, it can also be extended to the wide band (but with lower accuracy) see [10].

### 4.2 High-accuracy simulation of whispering gallery modes

### 4.2.1 Whispering gallery modes

## What is a whispering gallery mode?

Whispering gallery modes (WGMs) are resonances in the interior of highly symmetric structures. The WGMs were first observed as acoustic resonances in the interiors of such structures as cathedral domes (Fig. 4.4), and were analytically described by Lord Rayleigh [11]. Optical WGMs can be excited in dielectric and conducting objects. Since Garrett's experimental work [12], WGMs have been used to measure spherical particle sizes, refractive index, and temperature [13]. In recent years much research effort has focused on micro-resonators, narrow band filters, optical switches, and bio-sensors using the properties of WGMs [14].


Fig. 4.4. Armenian Church in Jerusalem (photographed by Andrew E. Larsen).

## Why calculate WGMs?

For simple highly symmetric shapes such as infinite cylinders and spheres, Mie theory provides analytic solutions, including WGMs [7]. But for more complicated shapes, no analytic solutions exist and numerical calculations are necessary. It is important to validate numerical algorithms by comparing with analytic solutions in simple problems.

On the WGM resonance (especially when there are sub-wavelength features), the electromagnetic fields outside the structure are weakly coupled to the inside, and several thousand wave periods are needed to obtain convergence. Error accumulates with each iteration causing accuracy to fall. In addition the WGM calculation is very sensitive to the representation of media interfaces on the numerical grid. Because of this, the computation of WGMs in the Mie regime is a severe test of any numerical algorithm. Although the fact that an algorithm can correctly compute WGMs in the Mie regime for highly symmetric objects is not necessarily a guarantee that it gives accurate results for other problems, it is a good diagnostic.

### 4.2.2 Infinite cylindrical WGMs

For simplicity, let us consider two-dimensional scattering, in which an infinite plane wave of vacuum wavelength $\lambda$ impinges upon an infinite dielectric circular cylinder parallel to the $z$-axis as shown in Fig. 4.5. This problem can be separated into two modes: the transverse magnetic (TM) and transverse electric (TE) modes,

$$
\begin{align*}
\mathrm{TM} & : \mathbf{E} \| \text { media interface } \Rightarrow E_{x}=E_{y}=H_{z}=0  \tag{2.1}\\
\mathrm{TE} & : \mathbf{E} \perp \text { media interface } \Rightarrow E_{z}=H_{x}=H_{y}=0 \tag{2.2}
\end{align*}
$$

where $\mathbf{E}=\left(E_{x}, E_{y}, E_{z}\right)$ is the electric field and $\mathbf{H}=\left(H_{x}, H_{y}, H_{z}\right)$ is the magnetic field.


Fig. 4.5. Infinite plane wave impinging on an infinite dielectric cylinder ( $a=$ radius, $k=$ wave vector). TM and TE polarizations are shown. Wave propagates along $+x$ axis.

When $\lambda \ll a$ ( $a=$ cylinder radius), the resonance wavelength is given by geometrical optics theory,

$$
\begin{equation*}
2 \pi a=\ell \frac{\lambda}{n} \tag{2.3}
\end{equation*}
$$

where $r$ is the cylinder radius, $n$ is the refractive index of the cylinder, $\lambda$ is the wavelength inside the cylinder, and $\ell$ is the mode number (integer). The light is confined by total internal reflection.

When $\lambda \sim a$, the resonance condition is given by Mie theory. In the TM mode, Maxwell's equations reduce to the Helmholtz equation for $E_{z}$,

$$
\begin{equation*}
\left(\nabla^{2}+n^{2} k^{2}\right) E_{z}=0 \tag{2.4}
\end{equation*}
$$

where $k=2 \pi / \lambda$. The fields are independent of $z$ so $E_{z}=E_{z}(x, y)$. Outside the cylinder, $E_{z}$ is the sum of the incident field $E_{z}^{0}=e^{i k x}$, and the outgoing scattered field, $E_{z}^{\mathrm{s}}$. Taking $(x, y)=r(\cos \theta, \sin \theta), E_{z}^{\mathrm{s}}$ can be expanded in the form,

$$
\begin{equation*}
E_{z}^{\mathrm{s}}(r, \theta)=-\sum_{\ell=-\infty}^{\infty} i^{\ell} b_{\ell} H_{\ell}^{(1)}(k r) e^{i \ell \theta} \tag{2.5}
\end{equation*}
$$

where $H_{\ell}^{(1)}(x)$ is the Hankel function of the first kind and the $b_{\ell}$ are expansion coefficients to be determined. The electric field inside the cylinder, $E_{z}^{\mathrm{i}}$, can be expanded in the form,

$$
\begin{equation*}
E_{z}^{\mathrm{i}}(r, \theta)=\sum_{\ell=-\infty}^{\infty} i^{\ell} d_{\ell} J_{\ell}(n k r) e^{i \ell \theta} \tag{2.6}
\end{equation*}
$$

where $J_{\ell}(x)$ is the Bessel function of the first kind, and the $d_{\ell}$ are expansion coefficients. The expansion coefficients, $b_{\ell}$ and $d_{\ell}$, are determined by the physi-
cal conditions that both $E_{z}$ and its derivative normal to cylinder boundary $\partial_{r} E_{z}$ $\left(\partial_{r}=\partial / \partial r\right)$, must be continuous on the boundary. Using the fact that

$$
\begin{equation*}
E_{z}^{0}=e^{i k x}=\sum_{\ell=-\infty}^{\infty} i^{\ell} J_{\ell}(k r) e^{i \ell \theta} \tag{2.7}
\end{equation*}
$$

we obtain

$$
\begin{align*}
E_{z}^{\mathrm{i}}(r, \theta) & =E_{z}^{0}(a, \theta)+E_{z}^{\mathrm{s}}(a, \theta)  \tag{2.8}\\
\partial_{r} E_{z}^{\mathrm{i}}(r, \theta) & =\partial_{r} E_{z}^{0}(a, \theta)+\partial_{r} E_{z}^{\mathrm{s}}(a, \theta) \tag{2.9}
\end{align*}
$$

Using the identity $Z_{\ell}^{\prime}(x)=Z_{\ell-1}(x)-(\ell / x) Z_{\ell}(x)$, where $Z_{\ell}=J_{\ell}$ or $H_{\ell}^{(1)}$, we can determine the expansion coefficients. Abbreviating $x=k a$, we find

$$
\begin{align*}
b_{\ell}(x, n) & =\frac{n J_{\ell}^{\prime}(n x) J_{\ell}(x)-J_{\ell}(n x) J_{\ell}^{\prime}(x)}{n J_{\ell}^{\prime}(n x) H_{\ell}^{(1)}(x)-J_{\ell}(n x) H_{\ell}^{\prime(1)}(x)}  \tag{2.10}\\
d_{\ell}(x, n) & =\frac{J_{\ell}(x)-b_{\ell}(x) H_{\ell}^{(1)}(x)}{J_{\ell}(n x)}=\frac{J_{\ell-1}(x) H_{\ell}^{(1)}(x)-J_{\ell}(x) H_{\ell-1}^{(1)}(x)}{n J_{\ell}^{\prime}(n x) H_{\ell}^{(1)}(x)-J_{\ell}(n x) H_{\ell}^{\prime(1)}(x)} \tag{2.11}
\end{align*}
$$

The WGM resonance occurs when the $b_{\ell}$ and $d_{\ell}$ become very large. From Eq. (2.10) and Eq. (2.11), we see that the resonance occurs when the $b_{\ell}$ denominator, $b_{\ell}^{\mathrm{d}}$, is small. Thus, for $b_{\ell}^{\mathrm{d}} \rightarrow 0$, we obtain the resonance condition in the TM mode,

$$
\begin{equation*}
\frac{J_{\ell-1}(n k a)}{J_{\ell}(n k a)}=\frac{1}{n} \frac{H_{\ell-1}^{(1)}(k a)}{H_{\ell}^{(1)}(k a)} \tag{2.12}
\end{equation*}
$$

For example, when $a=\lambda / 2, b_{\ell}^{\mathrm{d}}$ vanishes at $n \cong 2.745-i 1.506 \times 10^{-3}$, but this is non-physical because it describes a material that is producing energy, not absorbing it. Thus we do not have a perfect resonance. Examples of resonance conditions in the TM mode are given in Table 4.1.

The TE mode can be analyzed in a similar way, and the resonance condition is given by

$$
\begin{equation*}
\frac{J_{\ell-2}(n k a)}{J_{\ell-1}(n k a)}=n \frac{H_{\ell-2}^{(1)}(k a)}{H_{\ell-1}^{(1)}(k a)}-\frac{(\ell-1)\left(n^{2}-1\right)}{n k a} \tag{2.13}
\end{equation*}
$$

Examples of resonance conditions in the TE mode are given in Table 4.1.
In the TM and TE resonance conditions, the radius shift $\Delta a$ and refractive index shift $\Delta n$ generate the wavelength shift $\Delta \lambda$. We found that $\Delta \lambda$ is approximated by

$$
\begin{equation*}
\Delta \lambda \cong \frac{\lambda_{\ell}}{a_{\ell}} \Delta a+\frac{\lambda_{\ell+1}}{n_{\ell}} \Delta n \tag{2.14}
\end{equation*}
$$

where $\lambda_{\ell}, a_{\ell}, n_{\ell}$ are the wavelength, radius, refractive index on the $\ell$ mode resonance $\left(a_{\ell} \rightarrow a_{\ell}+\Delta a, n_{\ell} \rightarrow n_{\ell}+\Delta n \Rightarrow \lambda_{\ell} \rightarrow \lambda_{\ell}+\Delta \lambda\right)$. The first term in Eq. (2.14) is derived from, $2 \pi a_{\ell} / \lambda_{\ell}=2 \pi\left(a_{\ell}+\Delta a\right) /\left(\lambda_{\ell}+\Delta \lambda\right)$, where the resonance conditions are maintained. The second term in Eq. (2.14) is more complex, and we numerically approximated it. Eq. (2.14) can be used to estimate mode shift due to manufacturing errors.

Table 4.1. Examples of resonance conditions in TM and TE modes

|  | TM mode |  |
| :--- | :---: | :---: |
| radius $a$ | refractive index $n$ | mode number $\ell$ |
| $0.50 \lambda$ | 2.745 | 6 |
| $0.75 \lambda$ | 2.310 | 8 |
| $1.00 \lambda$ | 2.717 | 10 |
|  | TE mode |  |
| radius $a$ | refractive index $n$ | 6 |
| $0.50 \lambda$ | 2.683 | 9 |
| $0.75 \lambda$ | 2.529 | 11 |
| $1.00 \lambda$ | 2.887 |  |



Fig. 4.6. Staircase model. (a) Example grid points. $A$ and $C$ are inside scatterer (gray), $B$ and $D$ are outside (white). (b) Circle center $C_{1}$ is on a grid point, $C_{3}$ is centered in a cell, $C_{2}$ lies between $C_{1}$ and $C_{3}$. (c), (d), (e) are circle models centered at $C_{1}, C_{2}, C_{3}$, respectively.

### 4.2.3 Grid representations

A high-accuracy FDTD algorithm alone does not guarantee a high-accuracy result, because other errors enter into the total calculation. For WGM calculations the largest source of the error is the scatterer representation on the numerical grid.

## Staircase model

The most elementary representation is the staircase model. A grid point is either inside or outside the scatterer. In Fig. 4.6(a), a scatterer of permittivity $\varepsilon_{1}$ (gray


Fig. 4.7. Fuzzy model in the TM mode. (a) Integration of $\mathbf{H}$ on contour about $E_{z}$ grid point. (b) Circle center $C_{1}$ is on a grid point, $C_{3}$ is centered in a cell, $C_{2}$ lies between $C_{1}$ and $C_{3}$. (c), (d), (e) are circle models centered at $C_{1}, C_{2}, C_{3}$, respectively.
region) is immersed in a medium of permittivity $\varepsilon_{2}$ (white region). In the staircase model $\varepsilon(\mathbf{r})=\varepsilon_{1}$ if grid point $\mathbf{r}$ lies within the scatterer $(A$ and $C)$, and $\varepsilon(\mathbf{r})=\varepsilon_{2}$ otherwise ( $B$ and $D$ ).

However, the staircase model obviously cannot include distributions between grid points, and fails to accurately model the shape as shown in Fig. 4.6(c), (d), (e), which gives rise to representation error. For example, consider the circles centered at $C_{1}, C_{2}$, and $C_{3}$ on a uniform grid of spacing $h$ (see Fig. 4.6(b)), and their corresponding staircase representation. As we can see the representation various with the position of circle center (Fig. 4.6(c), (d), (e)).

## Fuzzy model

The fuzzy model is much better than the staircase model, because the scatterer shape is better represented. The fuzzy model is derived from Ampére's law,

$$
\begin{equation*}
\int_{S} \varepsilon \partial_{t} \mathbf{E} \cdot d \mathbf{S}=\int_{C} \mathbf{H} \cdot d \mathbf{s} \tag{2.15}
\end{equation*}
$$

First let us consider the TM mode. Extracting the $E_{z}$ component from the left side of Eq. (2.15), we evaluate the integral over the surface shown in Fig. 4.7(a). If $\Delta x$ and $\Delta y$ are sufficiently small, we find

$$
\begin{equation*}
\int_{S} \varepsilon \partial_{t} \mathbf{E} \cdot d \mathbf{S} \cong \partial_{t} E_{z} \int \varepsilon d x d y \tag{2.16}
\end{equation*}
$$



Fig. 4.8. The fuzzy model in the TE mode. (a) Integration of $\mathbf{H}$ on contour about $E_{x}$ grid point. (b) Integration of $\mathbf{H}$ on contour about $E_{y}$ grid point.

Similarly H is essentially constant in Fig. 4.7(a). Using Stoke's theorem, the right side of Eq. (2.15) becomes

$$
\begin{equation*}
\int_{C} \mathbf{H} \cdot d \mathbf{s}=\int_{S}(\nabla \times \mathbf{H}) \cdot d \mathbf{S} \cong \Delta x \Delta y(\nabla \times \mathbf{H})_{z} \tag{2.17}
\end{equation*}
$$

On the other hand, since $\varepsilon$ must be a constant at a grid point in FDTD calculations, the differential form of Ampére's law is given by

$$
\begin{equation*}
\langle\varepsilon\rangle_{x y} \partial_{t} E_{z}=(\nabla \times \mathbf{H})_{z} \tag{2.18}
\end{equation*}
$$

where $\langle\varepsilon\rangle_{x y}$ means the average of $\varepsilon$ on the $x-y$ surface about the grid point. Comparing Eq. (2.18) with Eqs. (2.16) and (2.17), we obtain

$$
\begin{align*}
\langle\varepsilon\rangle_{x y} & =\frac{1}{\Delta x \Delta y} \int_{S} \varepsilon d x d y \\
& =\varepsilon_{1}\left(\frac{S^{\prime}}{\Delta x \Delta y}\right)+\varepsilon_{2}\left(1-\frac{S^{\prime}}{\Delta x \Delta y}\right) \tag{2.19}
\end{align*}
$$

Thus in the fuzzy model, in the vicinity of the $\varepsilon_{1} / \varepsilon_{2}$ boundary, $\varepsilon$ varies continuously between $\varepsilon_{1}$ and $\varepsilon_{2}$ depending on its proximity to the interface, whereas in the staircase model $\varepsilon$ assumes just one of two possible values. Hence the symmetries are better preserved as shown in Fig. 4.7(c), (d), (e).

In the TE mode, the fuzzy model is derived by integrating $E_{x}$ on the $y$ - $z$ plane and $E_{y}$ on the $x-z$ plane. Because the scatterer distributions are constant in the $z$-direction, $\varepsilon$ is replaced by line averages. For example, in Fig. 4.8(a), $E_{x}$ lies at $\mathbf{r}=(x, y+\Delta y / 2)$. Thus $\varepsilon(\mathbf{r})$ on the $x-y$ surface is replaced by the line integral,

$$
\begin{equation*}
\langle\varepsilon(\mathbf{r})\rangle_{y}=\frac{1}{\Delta y} \int_{y}^{y+\Delta y} \varepsilon(x, y) d y=\varepsilon_{1}\left(\frac{L^{\prime}}{\Delta y}\right)+\varepsilon_{2}\left(1-\frac{L^{\prime}}{\Delta y}\right) \tag{2.20}
\end{equation*}
$$

Table 4.2. Example parameters used to simulate the WGM in the TM mode.

| wavelength | 640 nm |
| :--- | ---: |
| cylinder radius | 320 nm |
| grid spacing | 10 nm |
| mode | 6 |
| refractive index | 2.745 |
| computational space | $1.5 \mu \mathrm{~m} \times 1.5 \mu \mathrm{~m}$ |

Similarly, in Fig. 4.8(b), $E_{y}$ lies at $\mathbf{r}=(x+\Delta x / 2, y)$, and $\varepsilon(\mathbf{r})$ is replaced by $\langle\varepsilon(\mathbf{r})\rangle_{x}=\frac{1}{\Delta x} \int_{x}^{x+\Delta x} \varepsilon(x, y) d x$.

In three dimensions, the fuzzy models at $E_{x}, E_{y}, E_{z}$ are obtained by integration on the $y-z, x-z, x-y$ surfaces, respectively.

## Effects of cylinder center

Although the fuzzy model reduces representation error, it does not completely eliminate it. For circular cylinders, numerical experiments show that representation error is minimized when the cylinder center is placed in the middle of a grid cell (position $C_{3}$ in Fig. 4.7(b)).

### 4.2.4 WGM simulation

## TM mode

In the TM mode, we simulate a WGM using the standard (S) and nonstandard (NS) FDTD algorithms. Example parameters are listed in Table 4.2, where we used a coarse grid to demonstrate the high accuracy of the NS-FDTD algorithm. The resonance condition can be found by numerically solving Eq. (2.12). We terminate the computational domain with the Berenger's perfectly matched layer (PML) [15]. The scatterer is represented on the numerical grid using the fuzzy model.

We calculated the scattered intensity $\left|E_{z}^{\mathrm{s}}\right|^{2}$ for 100,000 time steps (about 1000 wave periods) and compared the results with Mie theory in Fig. 4.9. Figs. 4.9(a), $4.9(\mathrm{~b})$, and $4.9(\mathrm{c})$ visualize $\left|E_{z}^{\mathrm{s}}\right|^{2}$ distributions of analytic and calculated results at steady state. Fig. $4.9(\mathrm{~d})$ is the angular distribution on a circular contour of radius $1.1 a$ around the cylinder center. As shown in Fig. 4.9, the NS-FDTD algorithm is much more accurate than the S-FDTD one.

## TE mode

In the TE mode, similarly, we calculated a WGM using the S-FDTD and NS-FDTD algorithms. Example parameters are listed in Table 4.3. The boundary condition and representation model are the same as in the TM mode.

We calculated the scattered intensity $\left|E_{y}^{\mathrm{s}}\right|^{2}$ at steady state (about 1000 wave periods) and compared the results with Mie theory in Fig. 4.10. Figs. 4.10(a), $4.10(\mathrm{~b})$, and 4.10 (c) visualize $\left|E_{z}^{\mathrm{s}}\right|^{2}$ distributions of analytic and calculated results.


Fig. 4.9. FDTD calculation of a WGM in the TM mode. (a) Analytic solution. (b) S-FDTD result. (c) NS-FDTD result. (d) Angular intensity distributions on a circular contour of radius $1.1 a$ ( $a=$ cylinder radius).

Table 4.3. Example parameters to simulate the WGM in the TE mode.

| wavelength | 640 nm |
| :--- | ---: |
| cylinder radius | 320 nm |
| grid spacing | 10 nm |
| mode | 6 |
| refractive index | 2.683 |
| computational space | $1.5 \mu \mathrm{~m} \times 1.5 \mu \mathrm{~m}$ |

Fig. 4.10(d) is the angular distribution on a circular contour of radius $1.1 a$ around the cylinder center. As shown in Fig. 4.10, the accuracy of the NS-FDTD calculation is far superior to the S-FDTD one. But despite the same grid spacing, the accuracy of the NS-FDTD calculation in the TE mode is lower than in the TM mode.

## Why does the accuracy fall in the TE mode?

As discussed in section 4.2.3, the TM fuzzy model well represents $x-y$ planar distributions, but the TE fuzzy model is essentially a line average and does not capture the planar structure.

A more fundamental reason for the lower accuracy of the TE calculation can be found by examining Gauss's law. In the TM mode, Gauss's law gives $\nabla \cdot(\varepsilon \mathbf{E})=$ $\mathbf{E} \cdot \nabla \varepsilon+\varepsilon \nabla \cdot \mathbf{E}=0$, gives

$$
\begin{equation*}
\mathbf{E} \cdot \nabla \varepsilon=\nabla \cdot \mathbf{E}=0 \tag{2.21}
\end{equation*}
$$



Fig. 4.10. FDTD calculation of a WGM in the TE mode. (a) Analytic solution. (b) S-FDTD result. (c) NS-FDTD result. (d) Angular intensity distributions on a circular contour of radius $1.1 a$ ( $a=$ cylinder radius).
because $\mathbf{E} \perp \nabla \varepsilon$. In this case Maxwell's equations reduce to the homogeneous wave equation,

$$
\begin{equation*}
\left(\partial_{t}^{2}-v^{2} \nabla^{2}\right) \mathbf{E}=0, \tag{2.22}
\end{equation*}
$$

where $v=1 / \sqrt{\varepsilon \mu}(\varepsilon=$ permittivity, $\mu=$ permeability $)$. In the TE mode, however, because $\mathbf{E} \| \nabla \varepsilon \Rightarrow \nabla \cdot \mathbf{E} \neq 0$, and we are left with the coupled wave equation,

$$
\begin{equation*}
\partial_{t}^{2} \mathbf{E}=v^{2}\left(\nabla^{2} \mathbf{E}-\nabla(\nabla \cdot \mathbf{E})\right) . \tag{2.23}
\end{equation*}
$$

Since the NS-FDTD algorithm is optimized to the homogeneous wave equation, it gives excellent results in the TM mode. But, in the TE mode, errors increase at media interfaces because the boundary information, $\nabla \cdot \mathbf{E}=\mathbf{E} \cdot \nabla \varepsilon / \varepsilon$, is ignored in the optimization.

### 4.2.5 Coupled wave equation approach

As discussed in section 4.2.4, the NS-FDTD algorithm for Maxwell's equations is optimized to a uniform region and boundaries are ignored. To accurately include the boundary information, we derive a NS-FDTD algorithm for the coupled wave equation (CWE). The CWE approach can also reduce the computing time relative to the Yee algorithm, because $\mathbf{E}$ is only calculated. $\mathbf{H}$ can be easily computed using Maxwell's equations.

## Standard FDTD algorithm

The central finite difference (FD) approximation to a derivative is given by

$$
\begin{equation*}
\frac{d f(x)}{d x} \simeq \frac{d_{x} f(x)}{\Delta x} \tag{2.24}
\end{equation*}
$$

where $d_{x}$ is difference operator defined by $d_{x} f(x)=f(x+\Delta x / 2)-f(x-\Delta x / 2)$. For reasons that will soon be obvious we call Eq. (2.24) the standard (S) FD approximation. Analogously we define $d_{y}$ and $d_{t}$. For example, the CWE can be expanded for the $E_{x}$ component,

$$
\begin{equation*}
\partial_{t}^{2} E_{x}=v^{2}\left(\partial_{y}^{2} E_{x}+\partial_{z}^{2} E_{x}-\partial_{x} \partial_{y} E_{y}-\partial_{x} \partial_{z} E_{z}\right) \tag{2.25}
\end{equation*}
$$

Replacing the derivatives in Eq. (2.25) with the S-FD approximations, we obtain

$$
\begin{equation*}
d_{t}^{2} E_{x}=\frac{v^{2} \Delta t^{2}}{h^{2}}\left(d_{y}^{2} E_{x}+d_{z}^{2} E_{x}-d_{x} d_{y} E_{y}-d_{x} d_{z} E_{z}\right) \tag{2.26}
\end{equation*}
$$

where $h=\Delta x=\Delta y=\Delta z$. Expanding $d_{t}^{2} E_{x}$ and solving for $E_{x}(x, y, t+\Delta t)$ yields the S-FDTD algorithm for the CWE,

$$
\begin{equation*}
E_{x}^{t+\Delta t}=-E_{x}^{t-\Delta t}+2 E_{x}^{t}+\frac{v^{2} \Delta t^{2}}{h^{2}}\left(d_{y}^{2} E_{x}^{t}+d_{z}^{2} E_{x}^{t}-d_{x} d_{y} E_{y}^{t}-d_{x} d_{z} E_{z}^{t}\right) \tag{2.27}
\end{equation*}
$$

where for simplicity we write $E_{x}(x, y, t) \rightarrow E_{x}^{t}$. The $E_{y}, E_{z}$ formulations are obtained by exchanging $x$ and $y, z$ in Eq. (2.27). Each electric field component lies at a different position on the numerical grid so that central FD approximations can be used for the spatial derivatives. As shown in Fig. 4.11, our arrangements are

$$
\begin{align*}
E_{x}^{t} & \rightarrow E_{x}(x, y+h / 2, z+h / 2, t)  \tag{2.28}\\
E_{y}^{t} & \rightarrow E_{y}(x+h / 2, y, z+h / 2, t)  \tag{2.29}\\
E_{z}^{t} & \rightarrow E_{z}(x+h / 2, y+h / 2, z, t) \tag{2.30}
\end{align*}
$$

The scattered field formula also can be derived easily. The total electric field $\mathbf{E}$ can be decomposed into sum of the incident field $\mathbf{E}^{0}$ and the scattered field $\mathbf{E}^{s}$. Using $v=v_{0}$ in the homogeneous wave equation satisfied $\mathbf{E}^{0}$ and subtracting from the CWE, we obtain the scattered formula of the CWE,

$$
\begin{equation*}
\partial_{t}^{2} \mathbf{E}^{\mathrm{s}}=v^{2}\left(\nabla^{2} \mathbf{E}^{\mathrm{s}}-\nabla\left(\nabla \cdot \mathbf{E}^{\mathrm{s}}\right)\right)+\mathbf{J} \tag{2.31}
\end{equation*}
$$

where $\mathbf{J}$ is the source term and given by

$$
\begin{equation*}
\mathbf{J}=\left(\frac{1}{n^{2}}-1\right) \partial_{t}^{2} \mathbf{E}^{0} \tag{2.32}
\end{equation*}
$$

The FDTD algorithm for the scattered field also can be derived in a similar way.


Fig. 4.11. Layout of the electric field on the numerical grid ( $h=$ grid spacing $)$.

## Nonstandard FDTD algorithm

In one dimension, the nonstandard (NS) FD approximation has the form,

$$
\begin{equation*}
\frac{d f(x)}{d x}=\frac{d_{x} f(x)}{s(\Delta x)} \tag{2.33}
\end{equation*}
$$

where $s(\Delta x)=s(\Delta x)=d_{x} f(x) / f^{\prime}(x)$. For monochromatic waves $e^{i k x}(k=$ wave number) an exact FD expression is obtained by putting $s(\Delta x)=s(k, \Delta x)$, where

$$
\begin{equation*}
s(k, \Delta x)=\frac{2}{k} \sin \left(\frac{k \Delta x}{2}\right) \tag{2.34}
\end{equation*}
$$

Analogously we find $\partial_{t} f(t)=d_{t} f(t) / s(\omega, \Delta t)$ for $f(t)=e^{i \omega t}$ ( $\omega=$ angular frequency).

In two or three dimensions, however, there is no exact NS-FDTD expressions for the spatial derivatives because $s(\mathbf{k}, h)$ depends on direction of the wave, $\mathbf{k}=$ $\left(k_{x}, k_{y}\right)$. We found that the spatial error can be greatly reduced by using NSFD approximations. In the CWE, there are two spatial derivative types, $\partial_{y}^{2}, \partial_{x} \partial_{y}$ (analogously we can derive NS-FD approximations of $\partial_{x}^{2}, \partial_{z}^{2}, \partial_{y} \partial_{z}, \partial_{x} \partial_{z}$ ). First we consider the S-FD approximation of $\partial_{y}^{2} \simeq d_{y}^{2} / h^{2}$. The error is defined by

$$
\begin{equation*}
\epsilon_{y y}^{\mathrm{S}} \varphi=\left(h^{2} \partial_{y}^{2}-d_{y}^{2}\right) \varphi, \tag{2.35}
\end{equation*}
$$

where $\varphi=e^{i\left(k_{x} x+k_{y} y\right)}$, and $\left(k_{x}, k_{y}\right)=k(\cos \theta, \sin \theta)$. Expanding in a Taylor series, we find

$$
\begin{align*}
\epsilon_{y y}^{\mathrm{S}} & =k^{4} h^{4}\left(-\frac{\sin ^{2} \theta}{12}+\frac{\sin ^{2}(2 \theta)}{48}\right) \\
& +k^{6} h^{6}\left(\frac{\sin ^{2} \theta}{360}-\frac{\sin ^{2}(2 \theta)\left(1+\sin ^{2} \theta\right)}{1440}\right)+O\left(k^{8} h^{8}\right) \tag{2.36}
\end{align*}
$$

Putting $h \rightarrow s(k, h)=(2 / k) \sin (k h / 2)$ in Eq. (2.36), the error reduces to

$$
\begin{equation*}
\epsilon_{y y}^{\mathrm{NS}}=k^{4} h^{4} \frac{\sin ^{2}(2 \theta)}{48}-k^{6} h^{6} \frac{\sin ^{2}(2 \theta)\left(1+\sin ^{2} \theta\right)}{1440}+O\left(k^{8} h^{8}\right) \tag{2.37}
\end{equation*}
$$

Next we consider the FD approximation of $\partial_{x} \partial_{y} \simeq d_{x} d_{y} / h^{2}$. Similarly, the error is defined by

$$
\begin{equation*}
\epsilon_{x y}^{\mathrm{S}} \varphi=\left(h^{2} \partial_{x} \partial_{y}-d_{x} d_{y}\right) \varphi . \tag{2.38}
\end{equation*}
$$

Expanding in a Taylor series, we find

$$
\begin{equation*}
\epsilon_{x y}^{\mathrm{S}}=-k^{4} h^{4} \frac{\sin (2 \theta)}{48}+k^{6} h^{6}\left(\frac{\sin (2 \theta)}{3840}+\frac{\sin ^{3}(2 \theta)}{11520}\right)+O\left(k^{8} h^{8}\right) \tag{2.39}
\end{equation*}
$$

Putting $h^{2} \rightarrow s^{\prime}(k, h)^{2}=(2 h / k) \sin (k h / 2)$ in Eq. (2.39), the error can reduce to

$$
\begin{equation*}
\epsilon_{x y}^{\mathrm{NS}}=k^{6} h^{6} \frac{\sin ^{3}(2 \theta)}{11520}+O\left(k^{8} h^{8}\right) \tag{2.40}
\end{equation*}
$$

Replacing derivatives in the CWE of Eq. (2.26) with the NS-FD approximations, we obtain a nonstandard (NS) finite-difference time-domain (FDTD) algorithm to solve the CWE,

$$
\begin{align*}
E_{x}^{t+\Delta t} & =-E_{x}^{t-\Delta t}+2 E_{x}^{t} \\
& +u_{1}\left(d_{y}^{2} E_{x}^{t}+d_{z}^{2} E_{x}^{t}\right)-u_{2}\left(d_{x} d_{y} E_{y}^{t}+d_{x} d_{z} E_{z}^{t}\right)  \tag{2.41}\\
u_{1} & =\frac{\sin ^{2}(\omega \Delta t / 2)}{\sin ^{2}(n k h / 2)}  \tag{2.42}\\
u_{2} & =\frac{2 \sin ^{2}(\omega \Delta t / 2)}{n k h \sin (n k h / 2)} . \tag{2.43}
\end{align*}
$$

The $E_{y}, E_{z}$ formulations are obtained by exchanging $x$ and $y, z$ in Eq. (2.41). Using Eq. (2.32), the NS-FDTD algorithm for the scattered field also can be derived in a similar way.

The stability of the CWE approach in homogeneous medium is the same as Yee algorithm, because $\nabla \cdot \mathbf{E}=0$ is satisfied. In non-homogeneous medium, the stability and performance are shown in [16], which the FDTD calculation of the CWE approach is accurately included the boundary information, $\nabla \cdot \mathbf{E}$, and twice as fast as the Yee algorithm.

### 4.3 A quasi-stable FDTD algorithm for dispersive materials to compute optical characteristics of subwavelength metal gratings

### 4.3.1 Computing light propagation in dispersive materials

In dispersive materials in which the real part of the electric permittivity $(\varepsilon)$ is negative, the ordinary FDTD algorithm is numerically unstable. Even for monochromatic light the frequency-dependence of the electrical permittivity of the material
must be taken into account. One way to do this is to use a method called recursive convolution (RC) FDTD [2, 6].

Two-dimensional structures which are invariant in one dimension (say the $z$ axis) are of great practical and scientific interest, but many commercially available software packages do not provide FDTD in two dimensions. While useful three-dimensional computations require high-end workstations, meaningful and often more insightful two-dimensional FDTD calculations can be done on desktop and even laptop computers. Furthermore, in two-dimensional calculations, in the TM (transverse magnetic) mode (electric field, $\mathbf{E}$ is polarized perpendicular to the plane of incidence, $x-y$ plane), Maxwell's equations reduce to the wave equation in $E_{z}$ (assuming that magnetic permeability is constant, but not the electric permittivity). Thus in the TM mode it is not necessary to compute the magnetic field which greatly reduces the computational cost. Here, we present a new formulation of RC-FDTD for the wave equation that was already introduced in Ref. [18]. In the TE (transverse electric) mode ( $\mathbf{E}$ lies in the $x-y$ plane), the Maxwell curl equations are implemented in the RC-FDTD framework.

RC-FDTD requires an analytical model of dispersion to simulate the material permittivity. Conventionally, RC-FDTD is implemented for pulsed light sources. This requires that the analytical model of permittivity should fit the tabulated permittivities closely over a broadband of frequencies. However, this is not easy to achieve. Various authors have experimented with different permittivity models [19]. It turns out that choice of a particular model depends on the metal being simulated [20]. In this work we choose the first-order Drude model [2]. The broadband Drude parameters are obtained by fitting the analytical model to the tabulated permittivity over a wide range of frequencies. Hence at any particular frequency the Drude permittivity obtained using the fitted parameters might differ substantially from the tabulated values. To be able to use the tabulated permittivity values at all frequencies, we devised a monochromatic version of the RC-FDTD both in TM and TE modes [18]. We computed the Drude parameters at each frequency using the tabulated value of the permittivity and the space-time discretization. In this method, the space-time discretization is chosen to ensure the stability of the algorithm. A stability analysis is presented for our algorithm following Ref. [6], in which the stability constraints are derived as functions of space-time discretization.

One of our objectives is to test the efficacy of the algorithm in solving a real-life problem. To that end we compute the far-field diffraction efficiencies of zero-order subwavelength metal gratings. These gratings are known as wire grid polarizers (WGP) in technical literature. In recent times, the WGPs find application as highly efficient polarizers in liquid crystal based display systems [21]-[27].

In general, a liquid crystal display (LCD) unit consists of a back light unit and a liquid crystal panel unit. The back light unit houses the light source and other optical components to guide light from the source to a flat output surface and to ensure uniformity of brightness over that surface. Both the backlight unit and the liquid crystal panel unit contain multiple polarizing components. Conventionally, dichroic, sheet polarizers are used in the LCD systems [28]. WGPs are fast replacing the conventional sheet polarizers on account of improved performance, such as, higher polarization index, brightness, and light recycling efficiency.

The references reviewed here cover fabrication [21] as well as design and numerical simulation aspects of WGPs [22]-[26]. Three-dimensional FDTD with Lorentz model of dielectric permittivity are used to design finite aperture WGPs [22]. Metallic waveguide theory and finite element method is used to design WGPs meant for liquid crystal on silicon (LCoS) systems [23]. Refs. [24] and [25] use a modal analysis and a differential theory of diffraction gratings respectively to simulate WGPs used in LCoS microdisplays. These studies are significant from the point of view of practical design. However, simulation of two-dimensional WGPs using RC-FDTD and first-order Drude model has not been reported before. Also, how the use of broadband Drude permittivities in FDTD simulations modifies reflection and transmission properties of the WGPs has not been investigated before.

The simulations presented here involve two-dimensional WGPs made of aluminum. The structures are periodic along one direction, finite along a perpendicular direction and invariant along the third orthogonal direction. This fact enables one to simulate these structures in two dimensions reducing the computation time greatly. Also, the chosen grating material being aluminum, the RC-FDTD developed here using first-order Drude model turns out to be a suitable simulation tool.

The reflection, transmission and polarization characteristics of a grating are determined by its spatial period ( $\Lambda$ ), groove height $(h)$, fill factor $(f)$ and the grating profile. The grating fill factor is defined as the ratio of the width of one grating line $(w)$ and the grating spatial period. The spatial period of a zero-order WGP is chosen to be smaller than the wavelength of the incident light, $\lambda_{p}$. This particular choice makes the WGPs zero-order i.e., they can only reflect and transmit light in the specular order while blocking the higher diffraction orders.

WGPs when illuminated with unpolarized light transmit the light component polarized in the TE mode and reflects the light polarized in the TM mode. Note that, the light in TE mode is polarized in a plane perpendicular to the grating lines while light in the TM mode is polarized parallel to the grating lines.

In typical LCD units, a WGP can either be used as a stand-alone polarizing component or combined with other components. The second approach facilitates compactness, miniaturization and cost efficiency. In edge-lit display systems appearing frequently in mobile phones or laptop computers, a light guiding plate is employed to guide light emitted from the light sources placed on one side of the plate to the output surface. A few patents including ours have suggested integrating a WGP on the output surface of such a lightguide.

Here we present simulations of two WGPs; the first one for integration on the output surface of the light guide plate and the second one to be used as a standalone component in a projection display. The first example deals with the simulation of an ordinary WGP, albeit with a larger fillfactor than usual. The second example deals with the simulation of a double-layered, small fill-factor WGP. The first one is entirely metallic while the second one comprises a metallic part and a weakly conducting dielectric part.

Ordinarily the WGPs suggested for integration on lightguide plates employ low fill factor $(f \leq 0.5)$ grating designs that maximize the transmission in the TE mode [24]. Such a WGP mounted on a lightguide would let more light to be transmitted near the light sources and less as the distance from the light sources increase eventually making the brightness distribution to be inhomogeneous on
the surface of the lightguide. From simulations we find out that the amount of light that is transmitted through a WGP integrated on the top surface of such a lightguide depends on the grating fillfactor. As the fillfactor increases the TE mode transmission diminishes at any point on the output surface. However, the brightness gradient or the rate at which brightness falls off as the distance of the exit point from the light source increases tend to flatten out as the fillfactor increases. Hence, a large fillfactor WGP integrated on top of the lightguide ensures that polarized light exiting the output surface of the lightguide spreads more homogeneously over the same surface [26].

For some applications, such as, LCD projectors, the reflected light from the WGP can cause ghost images to form. To prevent the ghost images from forming, the reflected light has to be removed from the system. This is why absorbing WGPs are used [27]. Few patents have proposed the use of multilayered WGPs for this purpose. However, none of these works have studied how the absorption in the coating layer affects the reflection and transmission behaviour of an ordinary WGP in quantitative terms. Our simulations indicate that a double-layered WGP consisting of one metal and another weakly conducting dielectric layer is sufficient in many cases to bring down the reflection to an acceptable level. The trick is to ensure that the weakly conducting dielectric layer possess appropriate refractive and absorptive indices. Semiconductors, such as, silicon and various sulphides and phosphides of indium or gallium turn out to be suitable candidates and are easy to coat on the metal surface. Such a double-layered WGP can show low transmission behavior over a narrow band of frequencies and might be suitable for filtering applications. The simulation of weakly conducting dielectric part is carried out using a non-dispersive FDTD suitable for such media [29].

Each of the WGPs is simulated using two sets of permittivity data for aluminum. The first set of permittivities comprises of the tabulated data [30]. The second set of permittivity values is obtained using a set of best-fit Drude parameters. These Drude parameters are determined from a closest fit of the tabulated values of permittivities to the first-order Drude model over the entire visible domain. A comparison between the two sets of results obtained with two sets of permittivities highlights the dependence of the reflection and transmission spectra of the WGPs on the choice of material properties. The results obtained using exact permittivities can be quite different than those obtained using the wide-band, best-fit Drude parameters.

The monochromatic RC-FDTD algorithm is described in section 4.3.2. In this section, besides RC-FDTD, we include the non-dispersive FDTD field update equations. These update mechanisms are required to update fields in non-conducting and weakly conducting dielectrics. The stability analysis is presented in section 4.3.3. The modeling and simulation of gratings is described in section 4.3.4. Section 4.3.5 presents a brief summary of the work presented in this section.

### 4.3.2 RC-FDTD

In two dimensions the effect of unpolarized light incident on a structure is estimated by the average of optical properties computed in two orthogonal polarization states. In the TE mode, light is polarized parallel to the plane of incidence. In this
mode, Maxwell's equations for materials with frequency-dependent permittivities are given by

$$
\begin{align*}
\mu \partial_{t} \mathbf{H}(\mathbf{r}, t) & =-\nabla \times \mathbf{E}(\mathbf{r}, t),  \tag{3.1}\\
\partial_{t} \mathbf{D}(\mathbf{r}, t) & =\nabla \times \mathbf{H}(\mathbf{r}, t) \tag{3.2}
\end{align*}
$$

In the above $\mu$ is the magnetic permeability taken to be constant and equal to the vacuum permeability, $\mu_{0}, \mathbf{H}$ is the magnetic vector, $\nabla \equiv \hat{\mathbf{x}} \partial_{x}+\hat{\mathbf{y}} \partial_{y}$ is the vector differential operator, $\times$ stands for vector curl operation. In this notation, $\partial_{x}, \partial_{y}$, $\partial_{t}$ denote $\partial / \partial x, \partial / \partial y$ and $\partial / \partial t$ respectively. $\mathbf{D}$ is the displacement current, given by

$$
\begin{equation*}
\mathbf{D}(\mathbf{r}, \omega)=\varepsilon(\mathbf{r}, \omega) \mathbf{E}(\mathbf{r}, \omega) \tag{3.3}
\end{equation*}
$$

where $\mathbf{E}$ is the electric vector and $\varepsilon$ is the permittivity. The time domain behavior of $\mathbf{D}$ is obtained by taking the inverse Fourier transform on both sides of Eq. (3.3), and using the convolution theorem. We find [2]

$$
\begin{equation*}
\mathbf{D}(t)=\int_{0}^{t} \varepsilon(\tau) \mathbf{E}(t-\tau) d \tau \tag{3.4}
\end{equation*}
$$

where $\varepsilon(t)=\mathrm{F}^{-1}\{\varepsilon(\omega)\}$, and $\mathrm{F}^{-1}$ denotes the inverse Fourier transform operator.
In the first-order Drude model, $\varepsilon(\omega)$ is given by

$$
\begin{equation*}
\varepsilon(\omega)=\varepsilon_{0} \varepsilon_{\infty}+\frac{\varepsilon_{0} \omega_{p l}^{2}}{\omega\left(i \nu_{c}-\omega\right)}=\varepsilon_{0} \varepsilon_{\infty}+\varepsilon_{0} \chi(\omega) \tag{3.5}
\end{equation*}
$$

where $\varepsilon_{0}$ is the vacuum permittivity, $\varepsilon_{\infty}$ is the infinite frequency dielectric constant, $\omega_{p l}$ is the plasma frequency, $\nu_{c}$ is the collision frequency and $\chi(\omega)$ is the susceptibility. $\varepsilon_{\infty}$ is taken to be 1 in all subsequent discussions. Taking the inverse Fourier transform of $\chi(\omega)$ we find [2],

$$
\begin{equation*}
\chi(t)=\frac{\omega_{p l}^{2}}{\nu_{c}}\left[1-e^{-\nu_{c} t}\right] U(t), \tag{3.6}
\end{equation*}
$$

where $U(t)$ is a unit step function defined by

$$
U(t)= \begin{cases}0 & (t \leq 0) \\ 1 & (t>0)\end{cases}
$$

In order to evaluate Eq. (3.4), we first replace $\varepsilon(\tau)$ with the Fourier transform of the right-hand side of Eq. (3.5). The resulting form is discretized in keeping with FDTD time-stepping scheme. If $\Delta t$ is the minimum time step, and if $n$ represents the total number of time steps corresponding to time instant $t$, then $t=n \Delta t$. Assuming $\mathbf{E}$ to be constant over any single interval $[m \Delta t,(m+1) \Delta t]$, where $m \in 0, \ldots, n$, the integral in Eq. (3.4) reduces to a partial summation as follows [2]:

$$
\begin{equation*}
\mathbf{D}^{n}=\varepsilon_{0} \mathbf{E}^{n}+\varepsilon_{0} \sum_{m=0}^{n-1} \mathbf{E}^{n-m} \int_{m \Delta t}^{(m+1) \Delta t} \chi(\tau) d \tau \tag{3.7}
\end{equation*}
$$

Eq. (3.7) can be written in the following compact form

$$
\begin{equation*}
\mathbf{D}^{n}=\varepsilon_{0} \mathbf{E}^{n}+\varepsilon_{0} \mathbf{\Psi}^{n} \tag{3.8}
\end{equation*}
$$

where,

$$
\begin{align*}
\mathbf{\Psi}^{n} & =\sum_{m=0}^{n-1} \mathbf{E}^{n-m} \int_{m \Delta t}^{(m+1) \Delta t} \chi(\tau) d \tau \\
& =\sum_{m=0}^{n-1} \mathbf{E}^{n-m} \frac{\omega_{p l}^{2}}{\nu_{c}}\left[\Delta t+\frac{e^{-(m+1) \nu_{c} \Delta t}-e^{-m \nu_{c} \Delta t}}{\nu_{c}}\right] \tag{3.9}
\end{align*}
$$

The vector quantity, $\boldsymbol{\Psi}$, is known as the accumulation field.

## TE mode: FDTD for Maxwell's equations

In this mode, we compute the $H_{z}, E_{x}, E_{y}, \Psi_{x}, \Psi_{y}$ components. The $\mathbf{H}$ update equation follows from Eq. (3.1) and is given by

$$
\begin{equation*}
\mathbf{H}^{n+1 / 2}=\mathbf{H}^{n-1 / 2}-\frac{\Delta t}{\mu_{0} \Delta s} \mathbf{d} \times \mathbf{E}^{n} \tag{3.10}
\end{equation*}
$$

Even in non-dispersive case, the $\mathbf{H}$ update equation retains the same form. We denote the second-order accurate, central finite difference operator by $d_{x}$, where $d_{x} f(x, y)=f(x+\Delta s / 2, y)-f(x-\Delta s / 2, y)$, thus $\partial_{x} f \cong d_{x} f / \Delta s$, and where $\Delta s$ is the minimum space step. FDTD spatial grid is chosen to be square implying $\Delta s$ is the same as $\Delta x$ and $\Delta y$, the minimum space steps respectively in $x$ and $y$ directions. The vector difference operator $\mathbf{d}$ is defined by $\mathbf{d} \equiv \hat{\mathbf{x}} d_{x}+\hat{\mathbf{y}} d_{y}$, thus $\nabla \times$ is approximated by $(1 / \Delta s) \mathbf{d} \times$.

In order to cast Eq. (3.2) into an equivalent standard finite difference form, we approximate $\Delta t \partial_{t} \mathbf{D}$ by $d_{t} \mathbf{D}$, where the latter is given by

$$
\begin{equation*}
d_{t} \mathbf{D}=\mathbf{D}^{n+1}-\mathbf{D}^{n} \tag{3.11}
\end{equation*}
$$

Now, using Eqs. (3.2), (3.11) and (3.8), the $\mathbf{E}$ update equation becomes

$$
\begin{equation*}
\mathbf{E}^{n+1}=\mathbf{E}^{n}-\left(\Psi^{n+1}-\Psi^{n}\right)+\frac{\Delta t}{\varepsilon_{0} \Delta s} \mathbf{d} \times \mathbf{H}^{n+1 / 2} \tag{3.12}
\end{equation*}
$$

where $\boldsymbol{\Psi}^{n+1}-\boldsymbol{\Psi}^{n}$ is given by a recursive relation (see Eq. (3.29)). In Eq. (3.12), d represents the standard, second-order accurate, central finite difference operator same as in Eq. (3.10).

In the non-dispersive case, let us assume that the material to be simulated has a complex permittivity $\tilde{\varepsilon}$, given by

$$
\begin{equation*}
\tilde{\varepsilon}=\varepsilon_{0} \varepsilon_{r}+i \varepsilon_{0} \varepsilon_{i} \tag{3.13}
\end{equation*}
$$

where $\varepsilon_{r}$ and $\varepsilon_{i}$ are respectively the real and imaginary parts of the relative complex permittivity $\left(\tilde{\varepsilon} / \varepsilon_{0}\right)$. We define weakly conducting dielectrics as materials for which $\varepsilon_{r}$ is positive and $\varepsilon_{i} \ll \varepsilon_{r}$. In this case, instead of using Eq. (3.4), we use Eq. (3.13)
directly to replace $\varepsilon$ in Eq. (3.2). Furthermore, assuming harmonic time dependence for the electric fields we can rearrange Eq. (3.2) as follows:

$$
\begin{equation*}
\varepsilon_{0} \varepsilon_{r} \partial_{t} \mathbf{E}(\mathbf{r}, t)=\nabla \times \mathbf{H}(\mathbf{r}, t)-\varepsilon_{0} \varepsilon_{i} \omega \mathbf{E}(\mathbf{r}, t) \tag{3.14}
\end{equation*}
$$

The update equation for the $\mathbf{E}$ field corresponding to Eq. (3.14) is given by

$$
\begin{equation*}
\mathbf{E}^{n+1}=\left(\frac{1-a}{1+a}\right) \mathbf{E}^{n}+\frac{\Delta t}{\varepsilon_{0} \varepsilon_{r} \Delta s}\left(\frac{1}{1+a}\right) \mathbf{d} \times \mathbf{H}^{n+1 / 2} \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\frac{\omega \varepsilon_{i}}{2 \varepsilon_{r}} \Delta t \tag{3.16}
\end{equation*}
$$

The $\mathbf{E}$ update equation given in Eq. (3.15) is stable as long as $\varepsilon_{r}>0$. The results are reliable if $\varepsilon_{i} \ll \varepsilon_{r}$.

In the case of a non-conducting pure dielectric (relative real permittivity, $(\varepsilon)$, putting $a=0$ in Eq. (3.15) $\mathbf{E}$ field update equation becomes

$$
\begin{equation*}
\mathbf{E}^{n+1}=\mathbf{E}^{n}+\frac{\Delta t}{\varepsilon_{0} \varepsilon \Delta s} \mathbf{d} \times \mathbf{H}^{n+1 / 2} \tag{3.17}
\end{equation*}
$$

The nonstandard form of Eqs. (3.15) and Eq. (3.17) are given in section 4.1.

## TM mode: FDTD for wave equation

In TM mode, light is polarized normal to the plane of incidence, and using Eqs. (3.1) and (3.2), Maxwell's equations reduce to the wave equation of the following form:

$$
\begin{equation*}
\mu_{0} \partial_{t}^{2} \mathbf{D}=\nabla^{2} \mathbf{E}-\nabla(\nabla \cdot \mathbf{E}) \tag{3.18}
\end{equation*}
$$

Highly conducting metals can be regarded as electrically neutral because any accumulation of net charge is soon canceled, thus $\nabla \cdot \mathbf{D}=0$ [31]. In a linear medium $\mathbf{D}=\varepsilon \mathbf{E}$, hence $\nabla \cdot \mathbf{D}=0$ implies that $\varepsilon(\nabla \cdot \mathbf{E})+\mathbf{E} \cdot(\nabla \varepsilon)=0$. In a uniform medium where $\varepsilon$ is a constant with respect to position, $\nabla \varepsilon=0$ implying $\nabla \cdot \mathbf{E}=0$ and (3.18) reduces to

$$
\begin{equation*}
\mu_{0} \partial_{t}^{2} \mathbf{D}=\nabla^{2} \mathbf{E} \tag{3.19}
\end{equation*}
$$

At the interface between two different media, $\nabla \varepsilon \neq 0$ and hence Maxwell's equations do not reduce to (3.18) in general. In the TM mode, however, $\nabla \varepsilon$ lies in the $x-y$ plane, and $\mathbf{E}$ is normal to it, thus $\mathbf{E} \cdot(\nabla \varepsilon)=0 \Rightarrow \nabla \cdot \mathbf{E}=0$ and (3.18) reduces to (3.19) even when $\nabla \varepsilon \neq 0$.

To construct the finite-difference model in the TM mode, we replace the second derivatives of $\mathbf{E}$ and $\mathbf{D}$ in Eq. (3.19) by equivalent finite difference operators in space
and time domains respectively. Denoting the equivalent finite difference operator for second time derivative by $d_{t}^{2} \mathbf{D}$, we find

$$
\begin{equation*}
d_{t}^{2} \mathbf{D}=\mathbf{D}^{n+1}+\mathbf{D}^{n-1}-2 \mathbf{D}^{n} \tag{3.20}
\end{equation*}
$$

The above form is obtained by evaluating $d_{t}^{2} \mathbf{D}$ as $d_{t}^{2} \mathbf{D}=d_{t}\left(d_{t} \mathbf{D}\right)$, and by applying Eq. (3.11) twice consecutively.

Finally, the $\mathbf{E}$ update equation is obtained using Eq. (3.8) and is given by

$$
\begin{align*}
\mathbf{E}^{n+1} & =2 \mathbf{E}^{n}-\mathbf{E}^{n-1} \\
& -\left(\boldsymbol{\Psi}^{n+1}+\boldsymbol{\Psi}^{n-1}-2 \boldsymbol{\Psi}^{n}\right)+\frac{\Delta t^{2}}{\mu_{0} \varepsilon_{0} \Delta s^{2}} d^{2} \mathbf{E}^{n} \tag{3.21}
\end{align*}
$$

where we used the relation $\nabla^{2} f \cong d^{2} f / \Delta s^{2}$. The finite-difference operator $d^{2}=$ $\mathbf{d} \cdot \mathbf{d}=d_{x}^{2}+d_{y}^{2}$, where $d_{x}^{2}$ and $d_{y}^{2}$ obtained using equations similar to Eq. (3.20) in space domain. In the above, $\boldsymbol{\Psi}^{n+1}+\boldsymbol{\Psi}^{n-1}-2 \boldsymbol{\Psi}^{n}$ is computed from a recursive relation (see Eq. (3.30)).

Like the previous section, we use a non-dispersive FDTD to update the $\mathbf{E}$ field in TM mode in a weakly conducting dielectric having a complex permittivity ( $\tilde{\varepsilon}$ ) defined by Eq. (3.13), where $\varepsilon_{r}$ is positive and $\varepsilon_{i} \ll \varepsilon_{r}$. In this case, the appropriate form of the wave equation follows from Eqs. (3.1) and (3.14). The corresponding $\mathbf{E}$ update equation is given by

$$
\begin{equation*}
\mathbf{E}^{n+1}=\mathbf{E}^{n}+\left(\frac{1-a}{1+a}\right)\left[\mathbf{E}^{n}-\mathbf{E}^{n-1}\right]+\frac{\Delta t^{2}}{\mu_{0} \varepsilon_{0} \varepsilon_{r} \Delta s^{2}(1+a)} d^{2} \mathbf{E}^{n} \tag{3.22}
\end{equation*}
$$

$a$ in Eq. (3.22) is the same as that given in Eq. (3.16).
In case of a non-conducting pure dielectric (relative real permittivity, $\varepsilon$ ), putting $a=0$ in Eq. (3.22) $\mathbf{E}$ field update equation becomes

$$
\begin{equation*}
\mathbf{E}^{n+1}=2 \mathbf{E}^{n}-\mathbf{E}^{n-1}+\frac{\Delta t^{2}}{\mu_{0} \varepsilon_{0} \varepsilon \Delta s^{2}} d^{2} \mathbf{E}^{n} \tag{3.23}
\end{equation*}
$$

Nonstandard versions of Eqs. (3.22) and Eq. (3.23) are given in section 4.1.

## Recursive relation for the accumulation variable

Let us write Eq. (3.9) as

$$
\begin{equation*}
\mathbf{\Psi}^{n}=\sum_{m=0}^{n-1} \mathbf{E}^{n-m} \chi^{m} \tag{3.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi^{m}=\frac{\omega_{p l}^{2}}{\nu_{c}^{2}}\left[\nu_{c} \Delta t+e^{-m \nu_{c} \Delta t}\left(e^{-\nu_{c} \Delta t}-1\right)\right] . \tag{3.25}
\end{equation*}
$$

From Eq. (3.25), we derive following recursive relation for $\chi^{m+1}$,

$$
\begin{equation*}
\chi^{m+1}=c_{1}+c_{2} \chi^{m} \tag{3.26}
\end{equation*}
$$

where

$$
\begin{gather*}
c_{1}=\frac{\omega_{p l}^{2} \Delta t}{\nu_{c}}\left(1-e^{-\nu_{c} \Delta t}\right), \text { and } c_{2}=e^{-\nu_{c} \Delta t}  \tag{3.27}\\
\boldsymbol{\Psi}^{0}=0, \boldsymbol{\Psi}^{1}=\mathbf{E}^{1} \chi^{0}, \boldsymbol{\Psi}^{2}=\mathbf{E}^{2} \chi^{0}+c_{1} \mathbf{E}^{1}+c_{2} \boldsymbol{\Psi}^{1} \tag{3.28}
\end{gather*}
$$

Hence, we find the following recursive relations

$$
\begin{align*}
\mathbf{\Psi}^{n+1}-\mathbf{\Psi}^{n} & =\chi^{0}\left[\mathbf{E}^{n+1}-\mathbf{E}^{n}\right] \\
& +c_{1}\left[\mathbf{E}^{n}\right]+c_{2}\left[\mathbf{\Psi}^{n}-\mathbf{\Psi}^{n-1}\right]  \tag{3.29}\\
\mathbf{\Psi}^{n+1}+\boldsymbol{\Psi}^{n-1}-2 \mathbf{\Psi}^{n} & =\chi^{0}\left[\mathbf{E}^{n+1}+\mathbf{E}^{n-1}-2 \mathbf{E}^{n}\right] \\
& +c_{1}\left[\mathbf{E}^{n}-\mathbf{E}^{n-1}\right]+c_{2}\left[\mathbf{\Psi}^{n}+\mathbf{\Psi}^{n-2}-2 \mathbf{\Psi}^{n-1}\right] \tag{3.30}
\end{align*}
$$

Now, $\chi^{0}=0$ (from Eq. 3.6), and we set values of $\boldsymbol{\Psi}$ for all $n \leq 0$ to be 0 .

## Calculating $c_{1}, c_{2}$ using the complex permittivities of metals

Equation (3.27) shows that $c_{1}$ and $c_{2}$ are functions of $\omega_{p l}$ and $\nu_{c}$. In simulations presented here we adopted two approaches. In the first approach we computed $c_{1}$ and $c_{2}$ at each frequency using the tabulated values of $\varepsilon$. In the second approach we determined a set of best-fit Drude parameters by fitting the tabulated permittivities to the first-order Drude model over the entire range of visible frequencies.

Let us assume that $\overline{\tilde{\varepsilon}}\left(=\bar{\varepsilon}_{r}+i \bar{\varepsilon}_{i}\right)$ represents the tabulated value of the permittivity at a given frequency $(\omega=\bar{\omega})$. If $\bar{\omega}_{p l}$ and $\bar{\nu}_{c}$ represent the values of $\omega_{p l}$ and $\nu_{c}$ at $\omega=\bar{\omega}$, then $\bar{\omega}_{p l}$ and $\bar{\nu}_{c}$ can be expressed in terms of $\bar{\varepsilon}_{r}, \bar{\varepsilon}_{i}$ using Eq. (3.5). Separating the real and imaginary parts in Eq. (3.5) and rearranging we find following expressions for $\bar{\nu}_{c}$ and $\bar{\omega}_{p l}$ :

$$
\begin{align*}
\bar{\nu}_{c} & =-\frac{\bar{\varepsilon}_{i} \bar{\omega}}{1-\bar{\varepsilon}_{r}}  \tag{3.31}\\
\bar{\omega}_{p l} & =\sqrt{-\frac{\bar{\omega}\left(\bar{\nu}_{c}^{2}+\bar{\omega}^{2}\right) \bar{\varepsilon}_{i}}{\bar{\nu}_{c}}} \tag{3.32}
\end{align*}
$$

Thus at $\omega=\bar{\omega}, c_{1}, c_{2}$ are computed using Eq. (3.27) as

$$
\begin{equation*}
c_{1}=\frac{\bar{\omega}_{p l}^{2} \Delta t}{\bar{\nu}_{c}}\left(1-e^{-\bar{\nu}_{c} \Delta t}\right), \text { and } c_{2}=e^{-\bar{\nu}_{c} \Delta t} \tag{3.33}
\end{equation*}
$$

In the second approach the best-fit Drude parameters ( $\hat{\omega}_{p l}$ and $\hat{\nu}_{c}$ ) are obtained by minimizing a merit function given by

$$
\begin{equation*}
\phi=\frac{1}{N} \sqrt{\sum_{j=1}^{N}\left(\varepsilon_{r, j}-\bar{\varepsilon}_{r, j}\right)^{2}+\sum_{j=1}^{N}\left(\varepsilon_{i, j}-\bar{\varepsilon}_{i, j}\right)^{2}} \tag{3.34}
\end{equation*}
$$

where $\mathbf{N}$ is the total number of frequency points. $\bar{\varepsilon}_{r, j}$ and $\bar{\varepsilon}_{i, j}$ are respectively the real and imaginary parts of tabulated permittivity value at the $j$ th frequency point.
$\varepsilon_{r, j}$ and $\varepsilon_{i, j}$ are given by

$$
\begin{align*}
\varepsilon_{r, j} & =1-\frac{\omega_{p l}^{2}}{\nu_{c}^{2}+\omega_{j}^{2}}  \tag{3.35}\\
\varepsilon_{i, j} & =-\frac{\omega_{p l}^{2} \nu_{c}}{\left(\nu_{c}^{2}+\omega_{j}^{2}\right) \omega_{j}} \tag{3.36}
\end{align*}
$$

The minimization is carried out using a genetic algorithm (GA) scheme. GA is a stochastic intelligent search method. In our implementation the algorithm generates a random population of chromosomes and mimics biological evolution process through a given number of generations. The evolution process is facilitated by a combination of a tournament selection scheme and a uniform crossover scheme. The details pertaining to this version of GA can be found in Ref. [32]. The GA parameters chosen are as follows: population size of chromosomes $=500$, number of generations $=100$, tournament size $=5$, tournament probability $=0.8$, crossover probability $=0.8$, mutation probability $=0.01$. With these parameters the minimum value of $\phi$ comes out to be 0.2958 .
$c_{1}, c_{2}$ are computed using Eq. (3.27) as

$$
\begin{equation*}
c_{1}=\frac{\hat{\omega}_{p l}^{2} \Delta t}{\hat{\nu}_{c}}\left(1-e^{-\hat{\nu}_{c} \Delta t}\right), \text { and } c_{2}=e^{-\hat{\nu}_{c} \Delta t} \tag{3.37}
\end{equation*}
$$

## Normalization of FDTD related parameters

The parameters $\lambda, \omega, \Delta s$, and $\Delta t$ used in the FDTD formulations above are normalized in the following manner. Throughout this manuscript we use a subscript $p$ with a symbol to represent the physical value of the parameter associated with the symbol. The same symbol without a subscript represents the normalized value of the same parameter as used in FDTD formulations.

In this normalization scheme $\Delta s=\Delta t=1$. The physical values of the minimum space and time steps are denoted by symbols $\Delta s_{p}$ and $\Delta t_{p}$ respectively. The number of grid points needed to represent one wavelength on the grid is obtained by taking the ratio of the physical wavelength $\left(\lambda_{p}\right)$ to $\Delta s_{p}$, i.e., $\lambda=\lambda_{p} / \Delta s_{p}, \lambda$ being the number of grid points needed to represent one wavelength. The speed of the wave $v$ on the FDTD grid is decided by the stability requirement of the algorithm. Hence the normalized frequency $\omega$ is given by

$$
\begin{equation*}
\omega=\frac{2 \pi v}{\lambda} \tag{3.38}
\end{equation*}
$$

We find that $\omega$ is related to $\omega_{p}$ by

$$
\begin{equation*}
\omega=\frac{\lambda_{p} v}{\lambda v_{p}} \omega_{p} \tag{3.39}
\end{equation*}
$$

To evaluate Eq. (3.37) we use the physical values of $\hat{\omega}_{p l}, \hat{\nu}_{c}$ and $\Delta t$.

### 4.3.3 Algorithm stability

Following Ref. [6], we show that the algorithm stability critically depends on the choice of $c_{1}$ and $c_{2}$. The stability analysis shows that choosing $c_{1}$ and $c_{2}$ using tabulated permittivity values may or may not make the algorithm stable.

## TE mode

In TE mode the update equations for $\mathbf{E}$ and $\boldsymbol{\Psi}$ (Eqs. (3.12) and (3.29)) can be rearranged using definitions of finite-difference time operators as follows

$$
\begin{align*}
\mathbf{E}^{n+1} & =\mathbf{E}^{n}-\left(d_{t} \mathbf{\Psi}^{n+1 / 2}\right)+\frac{\Delta t}{\varepsilon_{0} \Delta s} \mathbf{d} \times \mathbf{H}^{n+1 / 2}  \tag{3.40}\\
d_{t} \mathbf{\Psi}^{n+3 / 2} & =c_{1}\left[\mathbf{E}^{n+1}\right]+c_{2}\left[d_{t} \mathbf{\Psi}^{n+1 / 2}\right] \tag{3.41}
\end{align*}
$$

The $\mathbf{H}$ update equation (Eq. (3.10)) together with Eqs. (3.40) and (3.41) give the field updates for the algorithm. We can cast the field update equations into a compact form given by

$$
\begin{equation*}
\mathbf{F}^{n+1}=\mathbf{M F}^{n}+\mathbf{N F}^{n+1} \tag{3.42}
\end{equation*}
$$

where

$$
\mathbf{F}^{n+1}=\left[\begin{array}{c}
\mathbf{H}^{n+1 / 2} \\
\mathbf{E}^{n+1} \\
d_{t} \boldsymbol{\Psi}^{n+3 / 2}
\end{array}\right], \text { and } \mathbf{F}^{n}=\left[\begin{array}{c}
\mathbf{H}^{n-1 / 2} \\
\mathbf{E}^{n} \\
d_{t} \mathbf{\Psi}^{n+1 / 2}
\end{array}\right]
$$

$\mathbf{M}$ and $\mathbf{N}$ are coefficient matrices. Solving (3.42) for $\mathbf{F}^{n+1}$ we find

$$
\begin{equation*}
\mathbf{F}^{n+1}=(\mathbf{I}-\mathbf{N})^{-1} \mathbf{M} \mathbf{F}^{n} \tag{3.43}
\end{equation*}
$$

where $\mathbf{I}$ is the identity matrix. The elements of $\mathbf{M}$ and $\mathbf{N}$ are determined below.
For brevity, in Eq. (3.10), we write $\mathbf{p}=\frac{\Delta t}{\Delta s} \frac{1}{\mu_{0}}(\mathbf{d} \times)$. Here, $\mathbf{p}$ is a vector finitedifference operator. The notation $\mathbf{p E}$ does not indicate multiplication but rather it denotes vector operator $\mathbf{p}$ operating on $\mathbf{E}$.

Similarly, in Eq. (3.40), we write $\mathbf{q}=\frac{1}{\varepsilon_{0}} \frac{\Delta t}{\Delta s}(\mathbf{d} \times)$. Note that, $\mathbf{q}$ is a vector finite difference operator. As above, the symbol $\mathbf{q} \mathbf{H}$ represents the operation of $\mathbf{q}$ on $\mathbf{H}$.

Following Eqs. (3.10), (3.40) and (3.41), we find $\mathbf{M}$ and $\mathbf{N}$ as given below

$$
\begin{align*}
& \mathbf{M}=\left[\begin{array}{ccc}
1 & -\mathbf{p} & 0 \\
0 & 1 & -1 \\
0 & 0 & c_{2}
\end{array}\right]  \tag{3.44}\\
& \mathbf{N}=\left[\begin{array}{lll}
0 & 0 & 0 \\
\mathbf{q} & 0 & 0 \\
0 & c_{1} & 0
\end{array}\right] . \tag{3.45}
\end{align*}
$$

For brevity, in Eq. (3.43) we write

$$
\begin{equation*}
\mathbf{C}=(\mathbf{I}-\mathbf{N})^{-1} \mathbf{M} \tag{3.46}
\end{equation*}
$$

Using Eq. (3.46), it follows from Eq. (3.43) that

$$
\begin{equation*}
\mathbf{F}^{n}=\mathbf{C}^{n} \mathbf{F}^{0} \tag{3.47}
\end{equation*}
$$

If $L_{j}$ and $l_{j}$ are the eigenvectors and eigenvalues of $\mathbf{C}$, where $j=1, \ldots, 3$, making use of linear systems theory, we obtain following expressions

$$
\begin{align*}
& \mathbf{F}^{0}=a_{1} L_{1}+a_{2} L_{2}+a_{3} L_{3}  \tag{3.48}\\
& \mathbf{F}^{n}=a_{1} l_{1}^{n} L_{1}+a_{2} l_{2}^{n} L_{2}+a_{3} l_{3}^{n} L_{3} \tag{3.49}
\end{align*}
$$

where $a_{i}$ are constants. For the stability of the algorithm (3.49) we need to ensure that $\left|l_{j}\right| \leq 1$. Hence, to ensure stability of the algorithm, the values of the constants $c_{1}$ and $c_{2}$ at each wavelength must be chosen such that the eigenvalues of $\mathbf{C}$, are $\leq 1$.

In the above derivation, $\mathbf{F}$ has three components. In general, however, $\mathbf{E}$ and $d_{t} \boldsymbol{\Psi}$ both have two components ( $x$ and $y$ ) each. This is the case when light does not propagate along one of the coordinate axes. In this general case $\mathbf{F}$ has five components and accordingly Eqs. (3.48) and (3.49) have to be modified so as to yield five eigenvalues. All these five eigenvalues must be lesser and equal to unity to ensure the algorithm stability. However, if the light propagates along one of the coordinate axes, for example, in case of normal incidence, transmission and reflection, it is enough to consider only one component each of $\mathbf{E}$ and $d_{t} \boldsymbol{\Psi}$. This simplification reduces the number of eigenvalues to just three.

In this mode only the $z$-components of $\mathbf{H}$ and $(\mathbf{p E})$ are nonzero.
Hence, the $z$-component of $(\mathbf{p E})$ is given by

$$
\begin{equation*}
(\mathbf{p E})_{z}=\frac{1}{\mu_{0}} \frac{\Delta t}{\Delta s}\left(d_{x} E_{y}-d_{y} E_{x}\right) \tag{3.50}
\end{equation*}
$$

In general, $\mathbf{q H}$ has two components in TE mode, which we denote as $(\mathbf{q H})_{x}$ and $(\mathbf{q H})_{y} .(\mathbf{q} \mathbf{H})_{x}$ and $(\mathbf{q} \mathbf{H})_{y}$ correspond to $E_{x}$ and $E_{y}$ components respectively and are given by

$$
\begin{align*}
(\mathbf{q} \mathbf{H})_{x} & =\frac{1}{\varepsilon_{0}} \frac{\Delta t}{\Delta s}(\mathbf{d} \times H)_{x}=\frac{1}{\varepsilon_{0}} \frac{\Delta t}{\Delta s}\left(d_{y} H_{z}\right)  \tag{3.51}\\
(\mathbf{q H})_{y} & =\frac{1}{\varepsilon_{0}} \frac{\Delta t}{\Delta s}(\mathbf{d} \times H)_{y}=-\frac{1}{\varepsilon_{0}} \frac{\Delta t}{\Delta s}\left(d_{x} H_{z}\right) \tag{3.52}
\end{align*}
$$

Note that, the quantities $(\mathbf{p E})_{z},(\mathbf{q} \mathbf{H})_{x}$ and $(\mathbf{q} \mathbf{H})_{y}$ are all scalars.
To compute the eigenvalues $\left(l_{j}, j=1,2,3\right)$, we need to evaluate $(\mathbf{p E})_{z},(\mathbf{q H})_{x}$ and $(\mathbf{q} \mathbf{H})_{y}$ numerically. For that purpose, we take $E_{x}, E_{y}$ and $H_{z}$ to be infinite plane waves of the form $E_{x}=E_{0 x} e^{i(\mathbf{k} \cdot \mathbf{r}-\omega t)}, E_{y}=E_{0 y} e^{i(\mathbf{k} \cdot \mathbf{r}-\omega t)}$ and $H_{z}=H_{0 z} e^{i(\mathbf{k} \cdot \mathbf{r}-\omega t)}$. Evaluating $d_{m} G$, where $(m=x, y)$ and $G=E_{x}, E_{y}$ or $H_{z}$ we find,

$$
\begin{equation*}
d_{m} G=\left(e^{i k_{m} \Delta s / 2}-e^{-i k_{m} \Delta s / 2}\right) G \tag{3.53}
\end{equation*}
$$

In Eq. (3.53), the $x$ and $y$ components of propagation constant $k_{x}$ and $k_{y}$, are found to be

$$
\begin{align*}
k_{x} & =\frac{2 \pi \sqrt{\tilde{\varepsilon}}}{\lambda} \cos (\theta)  \tag{3.54}\\
k_{y} & =\frac{2 \pi \sqrt{\tilde{\varepsilon}}}{\lambda} \sin (\theta), \tag{3.55}
\end{align*}
$$

where $\theta$ is the angle propagation direction makes with $x$-axis.

## TM mode

In TM mode, the update equations for $\mathbf{E}$ and $\boldsymbol{\Psi}$ (Eqs. (3.21) and (3.30)) can be rearranged using the definitions of finite-difference time operators as follows:

$$
\begin{align*}
d_{t}^{2} \boldsymbol{\Psi}^{n} & =c_{1}\left[d_{t} \mathbf{E}^{n-1 / 2}\right]+c_{2}\left[d_{t}^{2} \mathbf{\Psi}^{n-1}\right]  \tag{3.56}\\
\mathbf{E}^{n+1} & =d_{t} \mathbf{E}^{n-1 / 2}-\left(d_{t}^{2} \boldsymbol{\Psi}^{n}\right)+(1+b) \mathbf{E}^{n} \tag{3.57}
\end{align*}
$$

For brevity, we write $b=\left(\Delta t^{2} / \mu_{0} \varepsilon_{0} \Delta s^{2}\right) d^{2}$, in Eq. (3.57). Here, $b$ is a scalar finitedifference operator and the notation $b E_{z}$ indicates the operation of the operator $b$ on $z$ component of $\mathbf{E}$. Note that Eqs. (3.56) and (3.57) together can not be cast into a convenient form like Eq. (3.42) because of the presence of an unbalanced $\mathbf{E}^{n}$ on the right-hand side of Eq. (3.57). Hence we add the definition of $d_{t} \mathbf{E}^{n+1 / 2}$ with Eqs. (3.56) and (3.57) as follows:

$$
\begin{equation*}
d_{t} \mathbf{E}^{n+1 / 2}=\mathbf{E}^{n+1}-\mathbf{E}^{n} \tag{3.58}
\end{equation*}
$$

Now Eqs. (3.56)-(3.58) can be written in a compact form such as Eq. (3.42), where $\mathbf{F}^{n+1}, \mathbf{F}^{n} \mathbf{M}$ and $\mathbf{N}$ are given by

$$
\begin{align*}
\mathbf{F}^{n+1} & =\left[\begin{array}{c}
d_{t}^{2} \mathbf{\Psi}^{n} \\
\mathbf{E}^{n+1} \\
d_{t} \mathbf{E}^{n+1 / 2}
\end{array}\right],  \tag{3.59}\\
\mathbf{F}^{n} & =\left[\begin{array}{c}
d_{t}^{2} \mathbf{\Psi}^{n-1} \\
\mathbf{E}^{n} \\
d_{t} \mathbf{E}^{n-1 / 2}
\end{array}\right],  \tag{3.60}\\
\mathbf{M} & =\left[\begin{array}{ccc}
c_{2} & 0 & c_{1} \\
0 & 1+b & 1 \\
0 & -1 & 0
\end{array}\right], \tag{3.61}
\end{align*}
$$

and

$$
\mathbf{N}=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{3.62}\\
-1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right]
$$

We define a coefficient matrix $\mathbf{C}$ following Eq. (3.46), where $\mathbf{M}$ and $\mathbf{N}$ are given by Eqs. (3.61) and (3.62). To ensure stability of the algorithm, the values of the
constants $c_{1}$ and $c_{2}$ used at each wavelength must be such that the eigenvalues of $\mathbf{C}$, are $\leq 1$.

To compute the eigenvalues $\left(l_{j}, j=1,2,3\right)$, we need to evaluate $b E_{z}$ numerically, as in TE mode, we take $E_{z}$ as an infinite plane wave of the form $E_{z}=E_{0 z} e^{i(\mathbf{k} \cdot \mathbf{r}-\omega t)}$. We find

$$
\begin{equation*}
d^{2} E_{z}=\left[\left(e^{i k_{x} \Delta s}+e^{-i k_{x} \Delta s}-2\right)+\left(e^{i k_{y} \Delta s}+e^{-i k_{y} \Delta s}-2\right)\right] E_{z} \tag{3.63}
\end{equation*}
$$

Note that, in this mode only the $z$-component of $\mathbf{E}$ i.e., $E_{z}$ is nonzero. Hence $\mathbf{E}$ can be replaced by a scalar quantity $E_{z}$. Hence, $b E_{z}$ in Eq. (3.57) can be evaluated as follows:

$$
\begin{align*}
b E_{z}= & \frac{\Delta t^{2}}{\mu_{0} \varepsilon_{0} \Delta s^{2}} \times \\
& \times\left[\left(e^{i k_{x} \Delta s}+e^{-i k_{x} \Delta s}-2\right)+\left(e^{i k_{y} \Delta s}+e^{-i k_{y} \Delta s}-2\right)\right] E_{z} \tag{3.64}
\end{align*}
$$

In Eq. (3.64), the $x$ and $y$ components of propagation constant $k_{x}$ and $k_{y}$, are computed using Eqs. (3.54) and (3.55).

In the next section, we compute the eigenvalues $\left(l_{j}, j=1,2,3\right)$ of $\mathbf{C}$, for various simulation wavelengths in TM and TE modes. These eigenvalues are computed using the $c_{1}$ and $c_{2}$ values obtained at each wavelength using the corresponding aluminum permittivity. We use Mathcad 11 built-in utilities to compute the eigenvalues.

### 4.3.4 Simulating subwavelength gratings

In this section, we present the modeling and simulation of subwavelength dielectricmetal or dielectric-metal-semiconductor gratings using a combination of dispersive and non-dispersive FDTD. The semiconductor in the second example is treated as a weakly conducting dielectric. In both cases gratings are realized by mounting a plurality of thin single- or double-layered strips of rectangular cross-sections, parallel to each other on a substrate of transparent material. The material between any two consecutive strips is a medium with permittivity 1 . In practice, the substrate layer is made from either glass or transparent polymers like PMMA (polymethylmethacrylate) with permittivity close to 2.25 . For simulation purposes, the permittivity of the substrate region is taken to be 2.25 . The thickness of the substrate region is very large compared to $\lambda_{p}$. Hence in the simulation we incorporate a substrate with infinite thickness by ending the substrate on the left-hand side with an absorbing boundary condition.

Fig. 4.12 shows a schematic representation of FDTD simulation space employed to simulate the dielectric-metal grating. The figure depicts four periods of a metal grating (an ordinary WGP) on a FDTD spatial grid. Each period contains one rectangular metallic part that represents a cross-section of a metal strip in a plane normal to the long axes of the strips. Each of the metal rectangles is surrounded on three sides by a medium with permittivity 1 . On the fourth side the rectangles are in contact with the substrate. The incident beam is generated by a pair of


Fig. 4.12. Schematic diagram of the FDTD simulation space for the single-layer (aluminum) WGP.
linear phased current source arrays placed in the medium of permittivity 1. Along the propagation direction ( $-x$-axis), the simulation domain is terminated using the nonstandard Mur absorbing boundary condition on both sides [33]. The other two sides of the simulation domain are terminated with a periodic boundary. The gratings and the current sources extend from one end to the other of the simulation domain. Periodic boundary conditions on the top and bottom ends of the source and grating emulate an infinitely periodic grating and infinite plane incident wave for practical purposes. The material of the grating is taken to be aluminum. The tabulated data for complex permittivities of aluminum as a function of frequency are obtained from Ref. [30].

The field values at the grid points on or inside the boundaries of the metal rectangles are updated using RC-FDTD (Eqs. (3.12) and (3.21)). The fields at grid points outside the metal rectangles are updated using the non-dispersive FDTD for non-conducting media (Eqs. (3.17) and (3.23)).

Figure 4.13 shows a schematic diagram of the FDTD simulation space for a double-layered grating (an absorbing WGP). The figure depicts four periods of the grating. Each individual grating line is a composite of two layers; the one in direct contact with the substrate is aluminum while the one on top of the aluminum portion is silicon. The total height of any grating line is $h$, the thickness of the silicon layer is $\delta$, and the thickness of the aluminum layer is $h-\delta$. The field values at the grid points on or inside the boundary of the silicon layer are updated using non-dispersive FDTD for weakly conducting dielectrics (Eqs. (3.15) and (3.22)). The frequency spectrum of complex permittivities of silicon is obtained from Ref. [34].

The incident light propagates along the $-x$-axis in case of normal incidence. The physical value of the spatial discretization $\left(\Delta s_{p}\right)$ of the FDTD mesh is 4 nm . The width of the simulation domain along the $y$-axis is 4 grating periods. Hence the total number of grid points in the $y$-direction $\left(N_{y}\right)$ is given by $4 \Lambda / \Delta s_{p}$. The length of the simulation domain along the $x$-direction is fixed so that both the reflected and transmitted fields propagate through a distance of about $7 \lambda-8 \lambda$ before reaching the detectors where the steady-state field values are recorded and used to compute


Fig. 4.13. Schematic diagram of the FDTD simulation space for the double-layered (aluminum + silicon) WGP.
the diffraction efficiency. The grid equivalent of the detector to grating surface distance $(D)$ is exactly $7 \lambda$ when $\lambda=700 \mathrm{~nm} / \Delta s_{p} . D$ at any other wavelength $(\lambda)$ is given by

$$
\begin{equation*}
D=\frac{7 \times 700}{\lambda \Delta s_{p}} \tag{3.65}
\end{equation*}
$$

The choice of $D$ ensures that the near-fields die out completely before the propagating waves reach the detectors.

Both for the single- and double-layered gratings, the reflectivity $(R)$ and transmissivity ( $T$ ) are computed for 16 wavelengths in the visible range ( 400 nm 700 nm ), sampled at 20 nm interval. In general, the tabulated values of aluminum and silicon permittivities are specified at equal intervals of energy or frequency. Since frequency and wavelength are inversely related, the frequencies at which the permittivities are specified do not correspond to the simulation wavelengths. Hence, we use a cubic spline interpolation algorithm to fit the tabulated data and to determine the permittivity values corresponding to the simulation wavelengths (set 1). In this case the values of $c_{1}$ and $c_{2}$ at each wavelength are computed using Eq. (3.33) with $\overline{\tilde{\varepsilon}}$ representing the permittivity value corresponding to the simulation wavelength. The set 2 permittivity data are obtained using a set of best-fit Drude parameters as described in section 4.3.2. The physical values of the best-fit Drude parameters are $\hat{\omega}_{p l}=2.2637 \times 10^{16} \mathrm{~s}^{-1}$ and $\hat{\nu}_{c}=11.99 \times 10^{13} \mathrm{~s}^{-1} . c_{1}$ and $c_{2}$ are computed using Eq. (3.37). Figure 4.14 shows a comparison between the wavelength spectra of the tabulated aluminum permittivities after interpolation (set 1) and the permittivities obtained using the best-fit Drude parameters (set 2).

The transmissivity $(T)$ and reflectivity $(R)$ computed at any particular wavelength give the total fraction of incident light that is directed in the forward (transmissivity) or backward (reflectivity) directions respectively. $T$ and $R$ are given by

$$
\begin{align*}
T & =\frac{I_{t}}{I_{i}}  \tag{3.66}\\
R & =\frac{I_{r}}{I_{i}} \tag{3.67}
\end{align*}
$$



Fig. 4.14. Comparison between the wavelength spectra of two sets of complex permittivities of aluminum; set 1: the tabulated permittivities; set 2 : the permittivities obtained using best-fit Drude parameters $\hat{\omega}_{p l}=2.2637 \times 10^{16} \mathrm{~s}^{-1}$ and $\hat{\nu}_{c}=11.99 \times 10^{13} \mathrm{~s}^{-1}$.
where $I_{t}$ and $I_{r}$ are the intensities associated with the zeroth-order transmitted and reflected waves respectively. $I_{i}$ is the incident intensity. $I_{t}$ is computed using the total field values recorded at the transmission side detector. However, $I_{r}$ is obtained from scattered fields computed by subtracting the incident fields from the total field values at each grid point on the reflection side detector.

The incident light intensity $\left(I_{i}\right)$ at each wavelength is computed by carrying out the same simulations without the grating and its substrate with other conditions remaining exactly the same as those done with the gratings present. The complex field data retrieved from the detector with the grating and one without for each wavelength are Fourier transformed separately using a complex fast Fourier transform (CFFT) algorithm (Mathcad 11). The CFFT in both cases show single peaks centred at $\theta=0, \theta$ being the diffraction angle. The square modulus of the peak of the Fourier spectrum of the fields obtained with the grating is normalized by the square modulus of the peak of the Fourier spectrum of the fields obtained from simulation without the grating to yield reflectivity and transmissivity.

The real and imaginary parts of the complex field are computed using the nonstandard finite time differences at each grid point. Let us assume that the field $\mathbf{E}$ generated by FDTD has following form: $\mathbf{E}=\mathbf{A}(\cos (\omega t)+i \sin (\omega t))+\mathbf{B}$. Here $\mathbf{B}$ is the dc part of the signal and $\mathbf{A}$ is the amplitude. To eliminate the dc part, we employ the $\mathbf{E}$ field values generated at three consecutive time steps. In this scheme the real part is given by

$$
\begin{equation*}
E_{r e}=\frac{\mathbf{E}^{n+1}-\mathbf{E}^{n-1}}{2 \Delta t_{N S}} \tag{3.68}
\end{equation*}
$$

where $\Delta t_{N S}$ is the nonstandard time step and is given by [4]

$$
\begin{equation*}
(\Delta t)_{N S}=\frac{\sin (\omega \Delta t / 2)}{\omega \Delta t / 2} \tag{3.69}
\end{equation*}
$$

$\mathbf{E}^{n-1}, \mathbf{E}^{n}$ and $\mathbf{E}^{n+1}$ are the electric fields evaluated at $(n-1)$ th, $n$th and $(n+1)$ th time steps respectively. Since the imaginary part of the $\mathbf{E}$ field $\left(E_{i m}\right)$ can be generated by differentiating the real part of the $\mathbf{E}$ field, $E_{i m}$ is given by

$$
\begin{equation*}
E_{i m}=\frac{\mathbf{E}^{n+1}+\mathbf{E}^{n-1}-2 \mathbf{E}^{n}}{\left[\Delta t_{N S}\right]^{2}} \tag{3.70}
\end{equation*}
$$

The simulations are performed at each wavelength $(\lambda)$ using following FDTD parameters: $\Delta s_{p}=4 \mathrm{~nm}, \lambda=\lambda_{p} / \Delta s_{p}, v=0.175$ (Courant limit for standard, non-dispersive FDTD in two dimensions is 0.7 ), $\varepsilon_{0}=1, \mu_{0}=1 / v^{2}$, and $\Delta t_{p}=$ 0.00933 fs . Hence number of grid points varies from 100 at $\lambda_{p}=400 \mathrm{~nm}$ to 175 at $\lambda_{p}=700 \mathrm{~nm} . \Delta s_{p}$ is chosen from two considerations. Firstly, $\Delta s_{p}$ should be small enough to represent the smallest features of the structure adequately on the grid. Furthermore, since the choice of $\Delta s$ and $v$ affects the stability of the algorithm, these quantities should be chosen to ensure both stability of the algorithm and the accuracy of the results. As an example, we compute the eigenvalues with $\Delta s_{p}=$ $4 \mathrm{~nm}, v=0.7$ and $v=0.175$. At each $v$, eigenvalues are computed for two values of $\lambda_{p}$, namely, 400 nm and 700 nm in both TM and TE polarization modes. Tabulated permittivities (set 1) are employed to compute these eigenvalues. The results of this computation are shown in Tables 4.4 and 4.5 . Tables 4.4 and 4.5 show that both in TE and TM modes, $l_{1}>1$ with $v=0.7$ and $l_{1}$ increases with increasing $\lambda_{p}$. The eigenvalues in Tables 4.4 and 4.5 indicate that to make the algorithm perfectly stable, one might need to lower the values of $\Delta s_{p}$ and $v$ infinitely. However, choosing $\Delta s_{p}$ and $v$ to be sufficiently small we can make the algorithm practically stable, yielding reliable results at the same time.

To find out the total number of time steps needed to reach the steady-state we studied the time variation of the $\mathbf{E}$ field intensity $(I)$ at a point 10 grid units away from the left hand side boundary of the simulation space at $\lambda_{p}=540 \mathrm{~nm}$. The results are plotted in Fig. 4.15. $I$ at the $n$th point is computed by averaging the $\mathbf{E}$ field intensity over two time periods $(\tau) . I$ is given by

$$
\begin{equation*}
I_{m, n}=\frac{1}{2 \tau} \sum_{j=2 n \tau}^{2(n+1) \tau}\left[\operatorname{Re}\left(E_{m, j}\right)\right]^{2} \tag{3.71}
\end{equation*}
$$



Fig. 4.15. Time variation of intensity over 40 time periods.

Table 4.4. Stability eigenvalues as functions of $\lambda_{p}$ and $v$ in TE mode.

| $v$ | $\lambda_{p}(\mathrm{~nm})$ | $l_{1}$ | $l_{2}$ | $l_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.7 | 400 | 1.075 | 0.93 | 0.999 |
| 0.7 | 700 | 1.315 | 0.76 | 0.999 |
| 0.175 | 400 | 1.007 | 1.000 | 0.992 |
| 0.175 | 700 | 1.036 | 1.000 | 0.965 |

Table 4.5. Stability eigenvalues as functions of $\lambda_{p}$ and $v$ in TM mode.

| $v$ | $\lambda_{p}(\mathrm{~nm})$ | $l_{1}$ | $l_{2}$ | $l_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.7 | 400 | 1.026 | 0.999 | 0.974 |
| 0.7 | 700 | 1.128 | 0.999 | 0.886 |
| 0.175 | 400 | 0.997 | 1.001 | 1.000 |
| 0.175 | 700 | 0.988 | 1.01 | 1.000 |

where $n=0,1, \ldots, 19$ and $m=y$ in TE mode and $m=z$ in TM mode respectively. $\tau$ is given by

$$
\begin{equation*}
\tau=\frac{2 \pi}{\omega} \tag{3.72}
\end{equation*}
$$

$\omega$ in Eq. (3.72) is defined by Eq. (3.38). The figure indicates that steady state of intensity is reached in $40 \tau$ time steps and $\tau$ being a normalized quantity, the results hold for all wavelengths. All simulation results presented here are recorded at $40 \tau$ time steps.

Figures 4.16-4.19 show the far-field wavelength spectra of reflectivity and transmissivity for the ordinary single-layered aluminum WGP in TE and TM modes


Fig. 4.16. Wavelength spectra of reflectivity for an aluminum WGP $(\Lambda=170 \mathrm{~nm}$, $h=100 \mathrm{~nm}, f=0.6$ ) in TE mode, at normal incidence, simulated using two sets of permittivities for aluminum (set 1 and set 2 in Fig. 4.14).


Fig. 4.17. Wavelength spectra of transmissivity for an aluminum WGP ( $\Lambda=170 \mathrm{~nm}$, $h=100 \mathrm{~nm}, f=0.6$ ) in TE mode, at normal incidence, simulated using two sets of complex permittivities for aluminum (set 1 and set 2 in Fig. 4.14).


Fig. 4.18. Wavelength spectra of reflectivity for an aluminum WGP ( $\Lambda=170 \mathrm{~nm}$, $h=100 \mathrm{~nm}, f=0.6$ ) in TM mode, at normal incidence, simulated using two sets of complex permittivities for aluminum (set 1 and set 2 in Fig. 4.14).
respectively. In all cases rectangular profile gratings are used at normal incidence with following parameters: $\Lambda=170 \mathrm{~nm}, h=100 \mathrm{~nm}$, and $f=0.6$.

The reflectivity at any wavelength in the TE mode of a large fill-factor WGP (Fig. 4.16) is larger than that of a low fill-factor WGP. The opposite is true for the TE mode transmissivity, that is, TE mode transmissivity of a large fill-factor WGP (Fig. 4.17) is actually lower than that of a low fill-factor WGP. The reflectivity or transmissivity at each wavelength depend on the choice of permittivity, but the overall wavelength dependence is similar for the two chosen sets of permittivities.


Fig. 4.19. Wavelength spectra of transmissivity for an aluminum WGP ( $\Lambda=170 \mathrm{~nm}$, $h=100 \mathrm{~nm}, f=0.6$ ) in TM mode, at normal incidence, simulated using two sets of complex permittivities for aluminum (set 1 and set 2 in Fig. 4.14).

The difference between two sets of reflectivity or transmissivity at any particular wavelength is no more than $15 \%$. Similar observations can be made from TM mode reflectivity and transmissivity spectra (Figs. 4.18 and 4.19) except that the difference between the two sets of reflectivity at any wavelength can be as much as 20\%.

Figures 4.20-4.23 show the far-field wavelength spectra of reflectivity and transmissivity for the double-layered aluminum-silicon absorbing WGP in TE and TM modes respectively. In all cases rectangular profile gratings are used at normal


Fig. 4.20. Wavelength spectra of reflectivity for a part aluminum, part silicon WGP $(\Lambda=155 \mathrm{~nm}, h=220 \mathrm{~nm}, f=0.36, \delta=20 \mathrm{~nm})$ in TE mode, at normal incidence, simulated using two sets of complex permittivities (set 1 and set 2 in Fig. 4.14).


Fig. 4.21. Wavelength spectra of transmissivity for a part aluminum, part silicon WGP ( $\Lambda=155 \mathrm{~nm}, h=220 \mathrm{~nm}, f=0.36, \delta=20 \mathrm{~nm}$ ) in TE mode, at normal incidence, simulated using two sets of complex permittivities for aluminum (set 1 and set 2 in Fig. 4.14).


Fig. 4.22. Wavelength spectra of reflectivity for a part aluminum, part silicon WGP ( $\Lambda=155 \mathrm{~nm}, h=220 \mathrm{~nm}, f=0.36, \delta=20 \mathrm{~nm}$ ) in TM mode, at normal incidence, simulated using two sets of complex permittivities for aluminum (set 1 and set 2 in Fig. 4.14).
incidence with following parameters: $\Lambda=155 \mathrm{~nm}, h=220 \mathrm{~nm}, f=0.36$, and $\delta=20 \mathrm{~nm}$.

Figures 4.20-4.23 indicate that both in TM and TE modes reflectivity and transmissivity spectra depend strongly on the choice of permittivity. Particularly in TE mode set 2 permittivities derived from the best-fit Drude parameters can show the existence of sharp maximum or minimum, which disappear or become less


Fig. 4.23. Wavelength spectra of transmissivity for a part aluminum, part silicon WGP ( $\Lambda=155 \mathrm{~nm}, h=220 \mathrm{~nm}, f=0.36, \delta=20 \mathrm{~nm})$ in TM mode, at normal incidence, simulated using two sets of complex permittivities for aluminum (set 1 and set 2 in Fig. 4.14).
sharp if the exact tabulated values of permittivities are used. However, both TM and TE mode results show that the difference between the two sets of reflectivities (or transmissivities) diminish as the wavelength increases.

### 4.3.5 Summary

We implemented a recursive convolution FDTD (RC-FDTD) method with firstorder Drude model in two dimensions for monochromatic applications. In TM mode we implemented the wave equation using RC-FDTD. In our knowledge, this is the first time that RC-FDTD for the wave equation is implemented. With only one electric field component to compute, the wave equation implementation is inherently faster than implementations that use Maxwell's equations in this mode.

We presented a stability analysis that links RC-FDTD stability to space and time discretization, and the metal permittivity. The stability analysis is valid as long as wave at each point of the simulation space can be approximated by an infinite plane wave. The choice of the minimum spatial grid step and the numerical speed of light on the grid is seen to affect the results profoundly. Choosing the minimum grid step and numerical speed to be sufficiently small it is possible to render the algorithm practically stable and guarantee the reliability of the results.

The RC-FDTD scheme is combined with a complex fast Fourier transform to compute the far-field wavelength spectra of reflectivity and transmissivity for two subwavelength gratings, one, a purely metal grating and another, a double-layered grating formed of one metal layer and one weakly conducting dielectric layer.

The wavelength spectra of the gratings are computed using two sets of complex permittivities: the first set represents the tabulated values of the complex permittivities, while the second set is obtained using a set of best-fit Drude parameters
that are determined by fitting the first-order Drude model to the tabulated values of permittivities over the entire visible range of wavelengths. This is done to highlight the effect of choice of permittivities on the optical characteristics of these structures. The results are seen to depend strongly on the choice of permittivity values.

### 4.4 Summary and Conclusions

In this chapter we have introduced new theoretical and practical developments in the finite-difference time-domain (FDTD) methodology.

In section 4.1, we introduced the nonstandard (NS) FDTD algorithm, and a presented a more useful, more accurate, and more mathematically meaningful description than that presented in previous papers [4]-[6]. We then extended the NS-FDTD methodology to include the effective source terms in scattered field calculations.

The NS-FDTD algorithm derives from nonstandard finite difference models of the wave equation and Maxwell's equations in which model parameters of the difference eqautions are adjusted so that known analytic solutions of the differential equations are also solutions of the corresponding difference equations. Whereas the error of the conventional or standard (S) FDTD algorithm is $\epsilon_{\mathrm{S}} \sim h^{2}$, where $h=\Delta x=\Delta y=\Delta z$ is the grid spacing, the error of the NS-FDTD algorithm is $\epsilon_{\mathrm{NS}} \sim h^{6}$. We verified that our methodology is correct by comparing NS-FDTD calculations of scattered field intensity for cylinders and spheres with Mie theory.

The high accuracy of the NS-FDTD algorithm, alone, does not necessarily guarantee high-accuracy results. The accuracy of FDTD calculations depends not only on the FDTD algorithm used, but also on how the computational domain is terminated, and on how objects, such as scatterers, are represented on the numerical grid. Although there is no ideal termination of the computational boundary, there are many good ones, for example [8]. On the other hand, there is no completely satisfactory representation of an object on a coarse grid. In section 4.2.3 we derive the 'fuzzy model.' It gives excellent results in 'most' cases, but to compute the whispering gallery modes discussed in section 4.2 a quite fine grid is required because the object representation gives rise to large errors on resonance. For example, in the TM mode (see Table 4.2) we need a discretization of $\lambda / h=64$ ( $\lambda$ $=$ vacuum wavelength) in the NS-FDTD calculation to obtain good results, but just off resonance (same cylinder radius, but refractive index $=2.7$ ) the NS-FDTD calculation is in excellent agreement with Mie theory for $\lambda / h=10$.

While the development of the second-order NS-FDTD algorithms seems nearly complete, further progress is needed in representing objects on a coarse grid.

In section 4.2, we applied the methodology of section 4.1 to compute whispering gallery modes (WGM) in dielectric cylinders in the Mie regime. Using NS-FDTD, we computed the scattered and internal fields due to an infinite plane wave impinging perpendicularly to the cylinder axis. Compared to off-resonance, roughly an order of magnitude more iterations are needed to compute the fields of the WGMs. Besides algorithmic error, such errors as that due to the termination of the computational boundary and the representation of the cylinder on the numerical grid accumulate. Nevertheless we found excellent agreement with Mie theory.

While the fact that NS-FDTD gives the correct result on such a challenging problem, does not necessarily guarantee that it will yield always correct results on all other problems, it is nonetheless the best validation available when there are no analytic solutions. Having validated our algorithms against Mie theory we now plan to investigate resonances in such structures as dielectric cubes, and photonic crystals, where there is no analytic guidance.

Most media are, at least to some extent, dispersive. The FDTD methodology can be extended to include dispersion, using what is called recursive convolution (RC). The computational cost of the RC-FDTD algorithm is not only much higher than that of ordinary FDTD, but also its accuracy is much lower, and it is often numerically unstable. To implement RC-FDTD, an analytic model of the dispersion is needed.

In section 4.3, a monochromatic implementation of RC-FDTD in two dimensions incorporating the Drude model of dispersion is discussed. One advantage of this implementation is that it allows one to use the tabulated values of permittivity at any frequency. A typical broadband implementation does not permit the use of tabulated values of permittivity. Computations presented here indicate that such a broadband implementation might lead to quite different results.

A rigorous numerical stability analysis for the RC-FDTD algorithm, including the Drude parameters is presented.

To obtain reasonable results with RC-FDTD, it is necessary to use a fairly fine grid (typically $\lambda / h$ is at least 50). It might be possible to increase the accuracy (and hence use a coarser grid) if a suitable NS-FD model could be found. This is a topic for future work.
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Radiative Transfer and Remote Sensing

# 5 Radiative Transfer in Coupled Systems 

Knut Stamnes and Jakob J. Stamnes

### 5.1 Introduction

In many applications an accurate description is required of light propagation in two adjacent slabs separated by an interface, across which the refractive index changes. Such a two-slab configuration will be referred to as a coupled system. Three important examples are atmosphere-water systems [1]-[5], atmosphere-sea ice systems $[6,7]$, and air-tissue systems $[8]$. In each of these three examples, the change in the refractive index across the interface between the two slabs must be accounted for in order to model the transport of light throughout a coupled system correctly. In the second example, the refractive-index change together with multiple scattering leads to a significant trapping of light inside the strongly scattering, optically thick sea ice medium $[6,7]$. For imaging of biological tissues or satellite remote sensing of water bodies an accurate radiative transfer (RT) model for a coupled system is an indispensable tool [9]-[12]. In both cases, an accurate RT tool is essential for obtaining satisfactory solutions of retrieval problems through iterative forward/inverse modeling [10]-[18].

In this review, the discussion is limited to applications based on scalar RT models that ignore polarization effects. There are numerous RT models available that include polarization effects (see Zhai et al. [19] and references therein for a list of papers), and the interest in applications relying on polarized radiation is growing.

Section 5.2 provides definitions of inherent optical properties including absorption and scattering coefficients as well as the normalized angular scattering crosssection (scattering phase function). In section 5.3 an overview is given of the scalar RT equation (RTE) applicable to coupled media consisting of two adjacent slabs with different refractive indices. Two different methods of solutions are discussed: the discrete-ordinate method and the Monte Carlo method. The impact of a rough interface between the two adjacent slabs is also discussed. In section 5.4 a few typical applications are discussed including coupled atmosphere-water systems, coupled atmosphere-snow-ice systems, and coupled air-tissue systems. Finally, a summary is provided in section 5.5.

### 5.2 Inherent optical properties

The optical properties of a medium can be categorized as inherent or apparent. An inherent optical property (IOP) depends only on the medium itself, and not on the ambient light field within the medium [20]. An apparent optical property (AOP) depends also on the illumination, i.e. on light propagating in particular directions inside or outside the medium.

The absorption coefficient $\alpha$ and the scattering coefficient $\sigma$ are important IOPs, defined as [4]

$$
\begin{align*}
& \alpha(s)=\frac{1}{I^{i}}\left(\frac{d I^{\alpha}}{d s}\right)  \tag{1}\\
& \sigma(s)=\frac{1}{I^{i}}\left(\frac{d I^{\sigma}}{d s}\right) \tag{2}
\end{align*}
$$

Here $I^{i}$ is the incident radiance entering a volume element $d V=d A d s$ of the medium of cross-sectional area $d A$ and length $d s$, and $d I^{\alpha}>0$ and $d I^{\sigma}>0$ are respectively the radiances that are absorbed and scattered in all directions as the light propagates the distance $d s$, which is the thickness of the volume element $d V$ along the direction of the incident light. If the distance $d s$ is measured in [m], the unit for the absorption or scattering coefficient defined in Eq. (1) or Eq. (2) becomes $\left[\mathrm{m}^{-1}\right]$.

The angular distribution of the scattered light is given in terms of the volume scattering function (VSF), which is defined as

$$
\begin{equation*}
\beta\left(s, \hat{\boldsymbol{\Omega}}^{\prime}, \hat{\boldsymbol{\Omega}}\right)=\frac{1}{I^{i}} \frac{d^{2} I^{\sigma}}{d s d \omega}=\frac{1}{I^{i}} \frac{d}{d s}\left(\frac{d I^{\sigma}}{d \omega}\right) \quad\left[\mathrm{m}^{-1} \mathrm{sr}^{-1}\right] \tag{3}
\end{equation*}
$$

Here $d^{2} I^{\sigma}$ is the radiance scattered from an incident direction $\hat{\boldsymbol{\Omega}}^{\prime}$ into a cone of solid angle $d \omega$ around the direction $\hat{\boldsymbol{\Omega}}$ as the light propagates the distance $d s$ along $\hat{\boldsymbol{\Omega}}^{\prime}$. The plane spanned by $\hat{\boldsymbol{\Omega}}^{\prime}$ and $\hat{\boldsymbol{\Omega}}$ is called the scattering plane, and the scattering angle $\Theta$ is given by $\cos \Theta=\hat{\boldsymbol{\Omega}}^{\prime} \cdot \hat{\boldsymbol{\Omega}}$. Integration of Eq. (3) over all scattering directions yields

$$
\begin{align*}
\sigma(s) & =\frac{1}{I^{i}} \frac{d}{d s} \int_{4 \pi}\left(\frac{d I^{\sigma}}{d \omega}\right) d \omega=\frac{1}{I^{i}}\left(\frac{d I^{\sigma}}{d s}\right) \\
& =\int_{4 \pi} \beta\left(s, \hat{\boldsymbol{\Omega}}^{\prime}, \hat{\boldsymbol{\Omega}}\right) d \omega=\int_{0}^{2 \pi} \int_{0}^{\pi} \beta(s, \cos \Theta, \phi) \sin \Theta d \Theta d \phi \tag{4}
\end{align*}
$$

where $\Theta$ and $\phi$ are respectively the polar angle and the azimuth angle in a spherical coordinate system in which the polar axis is along $\hat{\boldsymbol{\Omega}}^{\prime}$. As indicated in Eq. (4), the $\operatorname{VSF}[\beta(s, \cos \Theta, \phi)]$ is generally a function of both $\Theta$ and $\phi$, but for randomly oriented scatterers one may assume that the scattering potential is spherically symmetric implying that there is no azimuthal dependence, so that $\beta=\beta(s, \cos \Theta)$. Then one finds

$$
\begin{equation*}
\sigma(s)=2 \pi \int_{0}^{\pi} \beta(s, \cos \Theta) \sin \Theta d \Theta=2 \pi \int_{-1}^{1} \beta(s, \cos \Theta) d(\cos \Theta) \tag{5}
\end{equation*}
$$

A normalized VSF, denoted by $p(s, \cos \Theta)$ and referred to hereafter as the scattering phase function, may be defined as follows

$$
\begin{equation*}
p(s, \cos \Theta)=4 \pi \frac{\beta(s, \cos \Theta)}{\int_{4 \pi} \beta(s, \cos \Theta) d \omega}=\frac{\beta(s, \cos \Theta)}{\frac{1}{2} \int_{-1}^{1} \beta(s, \cos \Theta) d \cos \Theta}, \tag{6}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{4 \pi} p(s, \cos \Theta) d \omega=1 \tag{7}
\end{equation*}
$$

The scattering phase function has the following physical interpretation. Given that a scattering event has occurred, $p(s, \cos \Theta) d \omega / 4 \pi$ is the probability that a photon traveling in the direction $\hat{\boldsymbol{\Omega}}^{\prime}$ is scattered into a cone of solid angle $d \omega$ around the direction $\hat{\boldsymbol{\Omega}}$ within the volume element $d V$ with thickness $d s$ along $\hat{\boldsymbol{\Omega}}^{\prime}$.

The scattering phase function $[p(s, \cos \Theta)]$ describes the angular distribution of the scattering, while the scattering coefficient $\sigma(s)$ describes its magnitude. A convenient measure of the 'shape' of the scattering phase function is the average over all scattering directions (weighted by $p(s, \cos \Theta$ )) of the cosine of the scattering angle $\Theta$, i.e.

$$
\begin{align*}
g & =\langle\cos \Theta\rangle=\frac{1}{4 \pi} \int_{4 \pi} p(s, \cos \Theta) \cos \Theta d \omega \\
& =\frac{1}{2} \int_{0}^{\pi} p(s, \cos \Theta) \cos \Theta \sin \Theta d \Theta=\frac{1}{2} \int_{-1}^{1} p(s, \cos \Theta) \cos \Theta d(\cos \Theta) \tag{8}
\end{align*}
$$

The average cosine $g$ is called the asymmetry factor of the scattering phase function. Equation (8) yields complete forward scattering if $g=1$, complete backward scattering if $g=-1$, and $g=0$ if $p(s, \cos \Theta)$ is symmetric about $\Theta=90^{\circ}$. Thus, isotropic scattering also gives $g=0$. The scattering phase function $p(s, \cos \Theta)$ depends on the refractive index as well as the size of the scattering particles, and will thus depend on the physical situation and the practical application of interest. Two different scattering phase functions, which are useful in practical applications, are discussed below.

In 1941 Henyey and Greenstein [21] proposed the one-parameter scattering phase function given by [oppressing the dependence on the position $s$ ]

$$
\begin{equation*}
p(\cos \Theta)=\frac{1-g^{2}}{\left(1+g^{2}-2 g \cos \Theta\right)^{3 / 2}} \tag{9}
\end{equation*}
$$

where the parameter $g$ is the asymmetry factor defined in Eq. (8). The Henyey and Greenstein (HG) scattering phase function has no physical basis, but is very useful for describing a highly scattering medium, such as skin tissue or sea ice, for which the actual scattering phase function is unknown. The HG scattering phase function is convenient for Monte Carlo simulations and other numerical calculations because it has an analytical form. In deterministic plane parallel RT models it is also very convenient because the addition theorem of spherical harmonics can be used to expand the scattering phase function in a series of Legendre polynomials [4] as reviewed in the next section. For the HG scattering phase function, the expansion
coefficients $\chi_{l}$ in this series (see Eq. (17) below) are simply given by $\chi_{l}=g^{l}$. The HG scattering phase function is used for scatterers with sizes comparable to or larger than the wavelength of light.

When the size $d$ of the scatterers is small compared with the wavelength of light $\left(d<\frac{1}{10} \lambda\right)$, the Rayleigh scattering phase function gives a good description of the angular distribution of the scattered light. The Rayleigh scattering phase function for unpolarized light is given by

$$
\begin{equation*}
p(\cos \Theta)=\frac{3}{3+\tilde{f}}\left(1+\tilde{f} \cos ^{2} \Theta\right) \tag{10}
\end{equation*}
$$

where the parameter $\tilde{f}$ is the depolarization factor [22-24]. Originally this scattering phase function was derived for light scattering by an electric dipole [25]. Since the Rayleigh scattering phase function is symmetric about $\Theta=90^{\circ}$, the asymmetry factor is $g=0$.

### 5.3 Basic Theory

### 5.3.1 Radiative transfer equation

Consider a coupled system consisting of two adjacent slabs separated by a plane, horizontal interface across which the refractive index changes abruptly from a value $m_{1}$ in one of the slabs to a value $m_{2}$ in the other. If the IOPs in each of the two slabs vary only in the vertical direction denoted by $z$, where $z$ increases upward, the corresponding vertical optical depth, denoted by $\tau(z)$, is defined by

$$
\begin{equation*}
\tau(z)=\int_{z}^{\infty}\left[\alpha\left(z^{\prime}\right)+\sigma\left(z^{\prime}\right)\right] d z^{\prime} \tag{11}
\end{equation*}
$$

where the absorption and scattering coefficients $\alpha$ and $\sigma$ are defined in Eqs. (1) and (2). Note that the vertical optical depth is defined to increase downward from $\tau(z=\infty)=0$ at the top of the upper slab.

In either of the two slabs, assumed to be in local thermodynamic equilibrium, so that they emit radiation according to the local temperature $T(\tau(z))$, the diffuse radiance distribution $I(\tau, \mu, \phi)$ can be described by the radiative transfer equation (RTE)

$$
\begin{align*}
\mu \frac{d I(\tau, \mu, \phi)}{d \tau} & =I(\tau, \mu, \phi)-S^{*}\left(\tau, \mu^{\prime}, \phi^{\prime}\right)-[1-a(\tau)] B(\tau) \\
& -\frac{a(\tau)}{4 \pi} \int_{0}^{2 \pi} d \phi^{\prime} \int_{-1}^{1} p\left(\tau, \mu^{\prime}, \phi^{\prime} ; \mu, \phi\right) I\left(\tau, \mu^{\prime}, \phi^{\prime}\right) d \mu^{\prime} \tag{12}
\end{align*}
$$

Here $\mu$ is the cosine of the polar angle $\theta$, and $\phi$ is the azimuth angle of the observation direction, $a(\tau)=\sigma(\tau) /[\alpha(\tau)+\sigma(\tau)]$ is the single-scattering albedo, $p\left(\tau, \mu^{\prime}, \phi^{\prime} ; \mu, \phi\right)$ is the scattering phase function defined by Eq. (6), where $\mu^{\prime}$ is the
cosine of the polar angle $\theta^{\prime}$ and $\phi^{\prime}$ is the azimuth angle of the direction of an incident beam that is scattered into the observation direction $\theta, \phi$, and $B(\tau)$ is the thermal radiation field given by the Planck function. The differential vertical optical depth is [see Eq. (11)]

$$
\begin{equation*}
d \tau(z)=-[\alpha(\tau)+\sigma(\tau)] d z \tag{13}
\end{equation*}
$$

where the minus sign indicates that $\tau$ increases in the downward direction, whereas $z$ increases in the upward direction as noted above. The scattering angle $\Theta$ and the polar and azimuth angles are related by

$$
\hat{\boldsymbol{\Omega}}^{\prime} \cdot \hat{\boldsymbol{\Omega}}=\cos \Theta=\cos \theta \cos \theta^{\prime}+\sin \theta^{\prime} \sin \theta \cos \left(\phi^{\prime}-\phi\right)
$$

By definition, $\theta=180^{\circ}$ is directed toward nadir (straight down) and $\theta=0^{\circ}$ toward zenith (straight up). Thus, $\mu$ varies in the range $[-1,1]$ (from nadir to zenith). For cases of oblique illumination of the medium, $\phi=180^{\circ}$ is defined to be the azimuth angle of the incident light. The vertical optical depth $\tau$ is defined to increase downward with depth from $\tau=0$ at the top of the upper slab ( slab $_{1}$ ).

The single-scattering source term $S^{*}\left(\tau, \mu^{\prime}, \phi^{\prime}\right)$ in Eq. (12) in slab ${ }_{1}$ (with complex refractive index $m_{1}=n_{1}+i n_{1}^{\prime}$ ) is different from that in the lower slab ( $\mathrm{slab}_{2}$, with refractive index $\left.m_{2}=n_{2}+i n_{2}^{\prime}\right)$. In slab ${ }_{1}$ it is given by

$$
\begin{align*}
S_{1}^{*}(\tau, \mu, \phi) & =\frac{a(\tau) F^{s}}{4 \pi} p\left(\tau,-\mu_{0}, \phi_{0} ; \mu, \phi\right) e^{-\tau / \mu_{0}} \\
& +\frac{a(\tau) F^{s}}{4 \pi} \rho_{F}\left(-\mu_{0} ; m_{1}, m_{2}\right) p\left(\tau, \mu_{0}, \phi_{0} ; \mu, \phi\right) e^{-\left(2 \tau_{1}-\tau\right) / \mu_{0}} \tag{14}
\end{align*}
$$

where $\tau_{1}$ is the vertical optical depth of the upper slab, $\rho_{F}\left(-\mu_{0} ; m_{1}, m_{2}\right)$ is the Fresnel reflectance at the slab ${ }_{1}$-slab ${ }_{2}$ interface, $\mu_{0}=\cos \theta_{0}$, with $\theta_{0}$ being the zenith angle of the incident beam of illumination, and where $n_{2}>n_{1}$. Note that the real part of the refractive index of the medium in slab ${ }_{1}$ has been assumed to be smaller than that of the medium in slab ${ }_{2}$, as would be the case for air overlying a water body or a skin surface. The first term on the right-hand side of Eq. (14) is due to first-order scattering of the attenuated incident beam of irradiance $F^{s}$ (normal to the beam) while the second term is due to first-order scattering of the attenuated incident beam that is reflected at the slab ${ }_{1}-$ slab $_{2}$ interface. In slab ${ }_{2}$ the single-scattering source term consists of the attenuated incident beam that is refracted through the interface, i.e.

$$
\begin{align*}
S_{2}^{*}(\tau, \mu, \phi) & =\frac{a(\tau) F^{s}}{4 \pi} \frac{\mu_{0}}{\mu_{0 n}} \mathcal{T}_{F}\left(-\mu_{0} ; m_{1}, m_{2}\right) \\
& \times p\left(\tau,-\mu_{0 n}, \phi_{0} ; \mu, \phi\right) e^{-\tau_{1} / \mu_{0}} e^{-\left(\tau-\tau_{a}\right) / \mu_{0 n}} \tag{15}
\end{align*}
$$

where $\mathcal{T}_{F}\left(-\mu_{0} ; m_{1}, m_{2}\right)$ is the Fresnel transmittance through the interface, and $\mu_{0 n}$ is the cosine of the polar angle $\theta_{0 n}$ in slab ${ }_{2}$, which is related to $\theta_{0}=\arccos \mu_{0}$ by Snell's law.

For a two-slab system with source terms as given by Eqs. (14) and (15), a solution based on the discrete-ordinate method [26, 27] of the RTE in Eq. (12) subject to appropriate boundary conditions at the top of slab ${ }_{1}$, at the bottom of slab $_{2}$, and at the slab ${ }_{1}$-slab ${ }_{2}$ interface, was first developed by Jin and Stamnes [2] (see also Thomas and Stamnes [4]).

## Isolation of azimuth dependence

The azimuth dependence in Eq. (12) may be isolated by expanding the scattering phase function in Legendre polynomials, $P_{l}(\cos \Theta)$, and making use of the addition theorem for spherical harmonics [4]

$$
\begin{equation*}
p(\cos \Theta)=p\left(\mu^{\prime}, \phi^{\prime} ; \mu, \phi\right)=\sum_{m=0}^{2 N-1}\left(2-\delta_{0, m}\right) p^{m}\left(\mu^{\prime}, \mu\right) \cos m\left(\phi^{\prime}-\phi\right) \tag{16}
\end{equation*}
$$

where $\delta_{0, m}$ is the Kronecker delta function, i.e. $\delta_{0, m}=1$ for $m=0$ and $\delta_{0, m}=0$ for $m \neq 0$, and

$$
\begin{equation*}
p^{m}\left(\mu^{\prime}, \mu\right)=\sum_{l=m}^{2 N-1}(2 l+1) \chi_{l} \Lambda_{l}^{m}\left(\mu^{\prime}\right) \Lambda_{l}^{m}(\mu) \tag{17}
\end{equation*}
$$

Here $\chi_{l}=\frac{1}{2} \int_{-1}^{1} d(\cos \Theta) P_{l}(\cos \Theta) p(\cos \Theta)$ is an expansion coefficient and $\Lambda_{l}^{m}(\mu)$ is given by

$$
\begin{equation*}
\Lambda_{l}^{m}(\mu) \equiv \sqrt{\frac{(l-m)!}{(l+m)!}} P_{l}^{m}(\mu) \tag{18}
\end{equation*}
$$

where $P_{l}^{m}(\mu)$ is an associated Legendre polynomial of order $m$. Note that for simplicity we have suppressed the dependence of the phase function on optical depth in Eqs. (16)-(18). Expanding the radiance in a similar way,

$$
\begin{equation*}
I(\tau, \mu, \phi)=\sum_{m=0}^{2 N-1} I^{m}(\tau, \mu) \cos m\left(\phi-\phi_{0}\right) \tag{19}
\end{equation*}
$$

where $\phi_{0}$ is the azimuth angle of the direction of the incident light, one finds that each Fourier component satisfies the following RTE (see Thomas and Stamnes [4] for details)

$$
\begin{align*}
\frac{d I^{m}(\tau, \mu)}{d \tau}= & I^{m}(\tau, \mu)-S^{* m}(\tau, \mu) \\
& -\frac{a(\tau)}{2} \int_{-1}^{1} p^{m}\left(\tau, \mu^{\prime}, \mu\right) I^{m}(\tau, \mu) d \mu \tag{20}
\end{align*}
$$

where $m=0,1,2, \ldots, 2 N-1$ and $p^{m}\left(\tau, \mu^{\prime}, \mu\right)$ is given by Eq. (17).

## The interface between the two slabs

When a beam of light is incident upon a plane interface between two slabs of different refractive indices, one fraction of the incident light will be reflected and another fraction will be transmitted or refracted. For unpolarized light incident upon the interface between the two slabs, the Fresnel reflectance $\rho_{F}$ is given by

$$
\begin{equation*}
\rho_{F}=\frac{1}{2}\left(R_{\perp}+R_{\|}\right), \tag{21}
\end{equation*}
$$

where $R_{\perp}$ is the reflectance for light polarized with the electric field perpendicular to the plane of incidence, and $R_{\|}$is the reflectance for light polarized with the
electric field parallel to the plane of incidence $[4,28]$. Thus, one finds

$$
\begin{equation*}
\rho_{F}=\frac{1}{2}\left[\left|\frac{\mu_{i}-m_{r} \mu_{t}}{\mu_{i}+m_{r} \mu_{t}}\right|^{2}+\left|\frac{\mu_{t}-m_{r} \mu_{i}}{\mu_{t}+m_{r} \mu_{i}}\right|^{2}\right] \tag{22}
\end{equation*}
$$

where $\mu_{i}=\cos \theta_{i}, \theta_{i}$ being the angle of incidence, $\mu_{t}=\cos \theta_{t}, \theta_{t}$ being the angle of refraction determined by Snell's law $\left(n_{1} \sin \theta_{i}=n_{2} \sin \theta_{t}\right)$, and $m_{r}=m_{2} / m_{1}$. Similarly, the Fresnel transmittance becomes

$$
\begin{equation*}
\mathcal{T}_{F}=2 m_{r e l} \mu_{i} \mu_{t}\left[\left|\frac{1}{\mu_{i}+m_{r} \mu_{t}}\right|^{2}+\left|\frac{1}{\mu_{t}+m_{r} \mu_{i}}\right|^{2}\right] \tag{23}
\end{equation*}
$$

where $m_{r e l}=n_{2} / n_{1}$.

### 5.3.2 Discrete-ordinate solution of the radiative transfer equation

To solve Eq. (20) for a coupled (two-slab) system one needs to take into account the boundary conditions at the top of slab $b_{1}$ and at the bottom of slab ${ }_{2}$ as well as the reflection and transmission at the slab ${ }_{1}-$ slab $_{2}$ interface. In addition, the radiation field must be continuous across interfaces between horizontal layers with different IOPs within each of the two slabs (with constant refractive index). Such horizontal layers are introduced to resolve vertical variations in the IOPs within each slab.

The integro-differential RTE [Eq. (20)] may be transformed into a system of coupled, ordinary differential equations by using the discrete-ordinate approximation to replace the integral in Eq. (20) by a quadrature sum consisting of $2 N_{1}$ terms in slab ${ }_{1}$ and $2 N_{2}$ terms in slab ${ }_{2}$, where $N_{1}$ terms are used to represent the radiance in the downward hemisphere in slab $b_{1}$ that refracts through the interface into slab ${ }_{2}$. In slab ${ }_{2}, N_{2}$ terms are used to represent the radiance in the downward hemisphere. Note that $N_{2}>N_{1}$ because additional terms are needed in slab ${ }_{2}$ with real part of the refractive index $n_{2}>n_{1}$ to represent the downward radiance in the region of total internal reflection.

Seeking solutions to the discrete ordinate approximation of Eq. (20), one obtains the Fourier component of the radiance at any vertical position both in slab ${ }_{1}$ and slab $_{2}$. The solution for the $p$ th layer of slab ${ }_{1}$ is given by [4]

$$
\begin{equation*}
I_{p}^{m}\left(\tau, \pm \mu_{i}^{u}\right)=\sum_{j=1}^{N_{1}}\left\{C_{-j p} g_{-j p}^{u}\left( \pm \mu_{i}^{u}\right) e^{k_{j p}^{u} \tau}+C_{+j p} g_{j p}^{u}\left( \pm \mu_{i}^{u}\right) e^{-k_{j p}^{u} \tau}+U_{p}\left(\tau, \pm \mu_{i}^{u}\right)\right\} \tag{24}
\end{equation*}
$$

where $i=1, \ldots, N_{1}$ and $p$ is less than or equal to the number of layers in slab ${ }_{1}$. The solution for the $q$ th layer of slab $_{2}$ is given by [4]

$$
\begin{equation*}
I_{q}\left(\tau, \pm \mu_{i}^{\ell}\right)=\sum_{j=1}^{N_{2}} C_{-j q} g_{-j q}^{\ell}\left( \pm \mu_{i}^{\ell}\right) e^{k_{j q}^{\ell} \tau}+C_{+j q} g_{j q}^{\ell}\left( \pm \mu_{i}^{t}\right) e^{-k_{j q}^{\ell} \tau}+U_{q}\left(\tau, \pm \mu_{i}^{\ell}\right) \tag{25}
\end{equation*}
$$

where $i=1, \ldots, N_{2}$. The superscripts $u$ and $\ell$ are used to denote upper slab ${ }_{1}$ and lower slab ${ }_{2}$ parameters, respectively, the plus (minus) sign is used for radiances streaming upward (downward), and $k_{j p}^{u}, g_{j p}^{u}, k_{j q}^{\ell}$, and $g_{j q}^{\ell}$ are eigenvalues and
eigenvectors determined by the solution of an algebraic eigenvalue problem, which results when one seeks a solution of the homogeneous version of Eq. (20) (with $\left.S^{* m}(\tau, \mu)=0\right)$ in the discrete-ordinate approximation. The terms $U_{p}\left( \pm \mu_{i}^{u}\right)$ and $U_{q}\left( \pm \mu_{i}^{\ell}\right)$ are the particular solutions. The coefficients $C_{ \pm j p}$ and $C_{ \pm j q}$ are determined by boundary conditions at the top of $\mathrm{slab}_{1}$ and at the bottom of $\mathrm{slab}_{2}$, the continuity of the basic radiance (the radiance divided by the square of the real part of the refractive index) at each interface between internal layers in each of the slabs, and Fresnel's equations at the slab ${ }_{1}-$ slab $_{2}$ interface.

The numerical code C-DISORT [2,3] computes radiances at any optical depth, polar, and azimuth angle by solving the RTE in Eq. (20) for each layer of the two slabs by using the discrete-ordinate method to convert the integro-differential RTE into a system of coupled ordinary differential equations. The C-DISORT method can be summarized as follows:

1. $\mathrm{Slab}_{1}$ and slab $_{2}$ are separated by a plane interface at which the refractive index changes from $m_{1}=n_{1}+i n_{1}^{\prime}$ in slab ${ }_{1}$ to $m_{2}=n_{2}+i n_{2}^{\prime}$ in slab ${ }_{2}$, where $m_{2}$ depends on the wavelength.
2. Each of the two slabs is divided into a sufficiently large number of homogenous horizontal layers to adequately resolve the vertical variation in its IOPs.
3. Fresnel's equations for the reflectance and transmittance are applied at the slab $_{1}-$ slab $_{2}$ interface, in addition to the law of reflection and Snell's Law to determine the directions of the reflected and refracted beams.
4. Discrete-ordinate solutions to the RTE are computed separately for each layer in the two slabs.
5. Finally, boundary conditions at the top of slab ${ }_{1}$ and the bottom of slab ${ }_{2}$ are applied, in addition to continuity conditions at layer interfaces within each of the two slabs.

Fourier components of the radiances at a vertical location given by the $p$ th layer in slab $_{1}$ or the $q$ th layer in slab ${ }_{2}$ are computed from Eqs. (24)-(25), and the azimuthdependent diffuse radiance distribution from Eq. (19). Upward and downward hemispherical irradiances are then calculated by integrating the azimuthally-averaged zeroth-order $(m=0)$ Fourier component $I_{p}^{0}\left(\tau,+\mu_{i}\right)$ or $I_{p}^{0}\left(\tau,-\mu_{i}\right)$ over polar angles. The downward irradiance in slab ${ }_{1}$ consists of a direct component $E_{d i r}^{u}$, given by

$$
\begin{equation*}
E_{d i r}^{u}(\tau)=\mu_{0} F^{s} e^{\tau / \mu_{0}} \tag{26}
\end{equation*}
$$

and a diffuse component $E_{d, d i f f}^{u}$, given by

$$
\begin{equation*}
E_{d, d i f f}^{u}(\tau)=2 \pi \int_{0}^{1}\left\langle I_{d, d i f f}^{u}(\tau, \mu)\right\rangle \mu d \mu \tag{27}
\end{equation*}
$$

where $\left\langle I_{d, \text { diff }}^{u}(\tau, \mu)\right\rangle$ is the azimuthally-averaged diffuse downward radiance at optical depth $\tau \leq \tau_{1}$ in slab $_{1}$. Similarly, the upward diffuse irradiance $E_{u, \text { diff }}^{u}$ in slab ${ }_{1}$ and the average diffuse radiance (mean intensity) are given by

$$
\begin{gather*}
E_{u, d i f f}^{u}(\tau)=2 \pi \int_{0}^{1}\left\langle I_{u, d i f f}^{u}(\tau, \mu)\right\rangle \mu d \mu  \tag{28}\\
\bar{I}_{d i f f}^{u}(\tau)=\frac{1}{2} \int_{0}^{1}\left\langle\left[I_{d, d i f f}^{u}(\tau, \mu)+I_{u, d i f f}^{u}(\tau, \mu)\right]\right\rangle d \mu . \tag{29}
\end{gather*}
$$

In slab ${ }_{2}$, the downward direct and diffuse irradiances, the upward diffuse irradiance, and the average diffuse radiance become:

$$
\begin{gather*}
E_{d i r}^{\ell}(\tau)=\mu_{0} F^{s} e^{\left[-\tau_{1} / \mu_{0}-\tau / \mu_{0 n}\right]},  \tag{30}\\
E_{d, \text { diff }}^{\ell}(\tau)=2 \pi \int_{0}^{1}\left\langle I_{d, d i f f}^{\ell}(\tau, \mu)\right\rangle \mu d \mu  \tag{31}\\
E_{u, \text { diff }}^{\ell}(\tau)=2 \pi \int_{0}^{1}\left\langle I_{u, d i f f}^{\ell}(\tau, \mu)\right\rangle \mu d \mu  \tag{32}\\
\bar{I}_{d i f f}^{\ell}(\tau)=\frac{1}{2} \int_{0}^{1}\left\langle\left[I_{d, \text { diff }}^{\ell}(\tau, \mu)+I_{u, d i f f}^{\ell}(\tau, \mu)\right]\right\rangle d \mu \tag{33}
\end{gather*}
$$

where the downward and upward azimuthally-averaged radiances in slab ${ }_{2}$ are given by $\left\langle I_{d, \text { diff }}^{\ell}(\tau, \mu)\right\rangle$ and $\left\langle I_{u, \text { diff }}^{\ell}(\tau, \mu)\right\rangle$.

### 5.3.3 Monte Carlo simulations

The Monte Carlo (MC) method is a numerical approach that is based on the use of random numbers to perform statistical simulations by means of a computer. Computer-generated numbers are not really random, since computers are deterministic. But a random number algorithm, like the one described in [29], has a periodicity of $2.3 \times 10^{18}$, and generates numbers that are uncorrelated. Such a random number algorithm is therefore acceptable for practical MC simulations. The concept of the MC method is very simple, and may be used to model light propagation in systems with geometries that are too complicated to be modeled with other numerical methods. The main drawback of the MC method is its heavy demands on computing time. To speed up MC simulations one may use photon packets rather than single photons. Also, there are more advanced methods like the ones described in [30] and [31].

In a Monte Carlo simulation for a coupled two-slab system (C-MC), the solution of the RTE in Eq. (12) with source terms as given in Eqs. (14)-(15) is obtained by following the life histories of a very large number of photons. Each photon enters the coupled system at the top of slab ${ }_{1}$, and is followed until it leaves the system either by absorption in either of the slabs (or at the bottom of slab $_{2}$ ) or by backscattering out of slab ${ }_{1}$.

From the absorption and scattering coefficients [Eqs. (1) and (2)] two very useful non-dimensional IOPs can be defined. First, the single-scattering albedo appearing in the RTE (Eq. (12))

$$
\begin{equation*}
a(\tau) \equiv \frac{\sigma(\tau)}{\sigma(\tau)+\alpha(\tau)}, \tag{34}
\end{equation*}
$$

is the probability that a photon will be scattered rather than absorbed in an attenuation event. In a medium where the attenuation of the beam primarily is due to scattering, $a(\tau) \rightarrow 1$.

The second non-dimensional IOP, which also appears in the RTE (Eq. (12)), is the vertical optical depth $\tau$, which in differential form is given by Eq. (13). Each of the two slabs are divided into a number of of horizontal plane-parallel layers to resolve vertical variations in their IOPs $\left(\sigma(\tau), \alpha(\tau), p\left(\tau, \mu^{\prime}, \phi^{\prime} ; \mu, \phi\right)\right)$. Thus, each layer in each of the two slabs has its own individual absorption coefficient $\alpha$,
scattering coefficient $\sigma$, asymmetry factor $g$ for the HG scattering phase function (or more generally coefficients $\chi_{\ell}$ for the Legendre polynomial expansion of the scattering phase function), and depolarization factor $\tilde{f}$ for the Rayleigh scattering phase function.

As an example, if each layer in each of the slabs can be described by three scattering coefficients, denoted by $\sigma_{R a y}, \sigma_{1}$, and $\sigma_{2}$ for Rayleigh scattering and scattering by non-Rayleigh scatterers of type 1 and 2 , respectively, one may define two variables $\eta_{1}$ and $\eta_{2}$, such that $0 \leq \eta_{1} \leq \eta_{2} \leq 1$, by

$$
\begin{align*}
\eta_{1} & =\frac{\sigma_{1}}{\sigma_{1}+\sigma_{2}+\sigma_{R a y}}  \tag{35}\\
\eta_{2} & =\frac{\sigma_{1}+\sigma_{2}}{\sigma_{1}+\sigma_{2}+\sigma_{R a y}} \tag{36}
\end{align*}
$$

These two variables can be used together with a random number $\rho_{1}$ to decide which scattering phase function and scattering coefficient to be used. Let the HG scattering phase function be assumed to be adequate, implying that the asymmetry factors $g_{1}$ and $g_{2}$ suffice to describe the scattering phase function for scatterers of type 1 and 2 , respectively. Then for a coupled system the choice of scattering phase function, scattering coefficient, and asymmetry factor can be made as follows:

- If $\rho_{1} \leq \eta_{1}$, then $\sigma_{1}$ and $g_{1}$ are used together with the HG scattering phase function.
- If $\eta_{1}<\rho_{1} \leq \eta_{2}$, then $\sigma_{2}$ and $g_{2}$ are used together with the HG scattering phase function.
- If $\rho_{1}>\eta_{2}$, then $\sigma_{R a y}$ and $g_{R a y}=0$ are used together with the Rayleigh scattering phase function.

In MC simulations, the history of one single photon is tracked from it enters the coupled system at the top of slab ${ }_{1}$ in a given direction until it reaches the position where it is either absorbed or scattered out of the medium. Then this procedure is repeated for a very large number of photons, each entering the coupled system at the top of slab ${ }_{1}$ in the same direction as the first one.

The propagation of a photon through the coupled system is tracked one layer at the time. An initial path length $s$ is first calculated, and then the path from the entrance point to the exit point of the first layer is calculated. The initial path length $s$ is determined by noting that light traveling in a medium containing absorbers and scatterers will be attenuated according to the extinction law

$$
\begin{equation*}
I=I_{0} e^{-\tau_{s}} \tag{37}
\end{equation*}
$$

Here $\tau_{s}=c s$ is called the optical thickness, and $c=\alpha+\sigma$ is the attenuation coefficient, which is the sum of the absorption coefficient $\alpha$ and the scattering coefficient $\sigma$. The optical thickness $\tau_{s}$ is a dimensionless quantity that is related to the vertical optical depth $\tau$ given previously by $\tau=\tau_{s} \cos \theta$.

Normalizing the extinction law (so that $\int_{0}^{\infty} I d s=1$ ), one finds that $I_{0}=c$ in Eq. (37), so that

$$
I_{\text {normalized }}=c e^{-c s}
$$

The corresponding cumulative function becomes

$$
P(s)=\int_{0}^{s} c e^{-c s^{\prime}} d s^{\prime}=1-e^{-c s}
$$

which leads to

$$
\begin{equation*}
s=-\frac{\ln \left(1-\rho_{2}\right)}{c} \tag{38}
\end{equation*}
$$

where $P(s)$ has been replaced by $\rho_{2}$. If $\rho_{2}$ is a random number uniformly distributed between zero and one, so is $\left(1-\rho_{2}\right)$. Therefore it follows from Eq. (38) that

$$
\begin{equation*}
s=-\frac{\ln \left(\rho_{2}\right)}{c} \tag{39}
\end{equation*}
$$

where $s$ is the path length of a photon in a medium with attenuation coefficient $c$ as a function of a random number $\rho_{2} \in[0,1]$.

Before the path length in the next layer is calculated, the IOPs are set equal to the IOP values of the new layer, and this process continues until the path length is totally 'consumed', at which time the photon has reached a specific layer. Then the photon interacts with the medium in this layer with single-scattering albedo $a$, either through absorption or scattering. The single-scattering albedo $a$ gives the probability that a photon is scattered in an attenuation event (Eq. (34)). Thus, to decide if the interaction is absorption or scattering, a random number $\rho_{3}$ is drawn. If $\rho_{3}>a$, the photon is absorbed and a new photon is allowed to enter the system at the top of the slab. If $\rho_{3} \leq a$, the photon is scattered, and the choice of scattering phase function is determined by the size of the random number $\rho_{1}$ compared to $\eta_{1}$ and $\eta_{2}$, as described previously. The scattering angle is found from the scattering phase function, and is used to determine the new direction of the photon. This process is then repeated, i.e. one determines the distance to the next interaction, the type of interaction, and if necessary the new direction.

When a photon hits the slab ${ }_{1}-$ slab $_{2}$ interface at which there is a change in the refractive index, a new random number $\rho_{4}$ is drawn to decide if the photon is reflected or refracted. For unpolarized light incident upon the interface between the two slabs, the Fresnel reflectance $\rho_{F}$ is given by Eq. (22), and the Fresnel transmittance by Eq. (23). The random number $\rho_{4}$ is used to decide the fate of the photon. If $\rho_{4} \leq \rho_{F}$, the photon is reflected at the interface, and if $\rho_{4}>\rho_{F}$, it is transmitted into slab ${ }_{2}$.

### 5.3.4 Impact of surface roughness on remotely sensed radiances

The bidirectional reflectance distribution function (BRDF) is defined as [4]:

$$
\begin{equation*}
\rho\left(-\hat{\boldsymbol{\Omega}}^{\prime}, \hat{\boldsymbol{\Omega}}\right)=\frac{I_{r}^{+}(\hat{\boldsymbol{\Omega}})}{I^{-}\left(\hat{\boldsymbol{\Omega}}^{\prime}\right) \cos \theta^{\prime} d \omega^{\prime}} . \tag{40}
\end{equation*}
$$

Here $I^{-}\left(\hat{\boldsymbol{\Omega}}^{\prime}\right) \cos \theta^{\prime} d \omega^{\prime}$ is the radiant energy incident on a flat surface due to an angular beam of radiation with radiance $I^{-}\left(\hat{\boldsymbol{\Omega}}^{\prime}\right)$ within a cone of solid angle $d \omega^{\prime}$
around direction $\hat{\boldsymbol{\Omega}}^{\prime}\left(\theta^{\prime}, \phi^{\prime}\right)$, whereas $I_{r}^{+}(\hat{\boldsymbol{\Omega}})$ is the radiance of reflected light leaving the surface within a cone of solid and $d \omega$ around the direction $\hat{\boldsymbol{\Omega}}(\theta, \phi) . \theta^{\prime}$ is the polar angle between the incident beam direction $\hat{\boldsymbol{\Omega}}^{\prime}$ and the normal to the surface.

In the preceeding, the interface between the two slabs was assumed to be flat, but natural surfaces are not flat. For example, if the ocean surface were flat, a perfect image of the Sun's disk would be observed in the specular direction. The effect of surface roughness is to spread the specular reflection over a range of angles referred to as the sunglint region in the case of reflections from a wind-roughened surface. If the surface is characterized by a Gaussian random height distribution $z=$ $f(x, y)$ with mean height $\langle z\rangle=\langle f(x, y)\rangle=0$, and the tangent plane approximation is invoked, according to which the radiation fields at any point on the surface are approximated by those that would be present at the tangent plane at that point [32], the BRDF in Eq. (40) can be expressed as [32-34]

$$
\begin{equation*}
\rho_{s}\left(\mu^{\prime}, \mu, \Delta \phi\right)=\frac{\pi P\left(z_{x}, z_{y}\right) \rho_{F}\left(m_{1}, m_{2}, \mu^{\prime}, \mu, \Delta \phi\right)}{4 \mu^{\prime} \mu \cos ^{4} \beta} \tag{41}
\end{equation*}
$$

where $\Delta \phi=\phi^{\prime}-\phi, \rho_{F}\left(m_{1}, m_{2}, \mu^{\prime}, \mu, \Delta \phi\right)$ is the Fresnel reflectance, $\beta$ is the tilt angle between the vertical and the normal to the tangent plane, and $P\left(z_{x}, z_{y}\right)$ is the surface slope distribution. For a Gaussian rough surface

$$
\begin{equation*}
P\left(z_{x}, z_{y}\right)=\frac{1}{2 \pi \sigma_{x} \sigma_{y}} \exp \left[-\frac{z_{x}^{2}+z_{y}^{2}}{2 \sigma_{x} \sigma_{y}}\right] \tag{42}
\end{equation*}
$$

where $z_{x}$ and $z_{y}$ are the local slopes in the $x$ and $y$ directions, and $\sigma_{x}$ and $\sigma_{y}$ are the corresponding mean square surface slopes. Since

$$
z_{x}=\frac{\partial f(x, y)}{\partial x}=\sin \alpha \tan \beta \text { and } z_{y}=\frac{\partial f(x, y)}{\partial y}=\cos \alpha \tan \beta
$$

where $\alpha$ is the azimuth of ascent (clockwise from the Sun), one finds $z_{x}^{2}+z_{y}^{2}=$ $\tan ^{2} \beta$. For an isotropic rough surface, $\sigma_{x}=\sigma_{y}$, and $\sigma^{2}=\sigma_{x}^{2}+\sigma_{y}^{2}=2 \sigma_{x}^{2}=2 \sigma_{x} \sigma_{y}$. Thus, one obtains

$$
\begin{equation*}
P\left(z_{x}, z_{y}\right)=\frac{1}{\pi \sigma^{2}} \exp \left[-\frac{\tan ^{2} \beta}{\sigma^{2}}\right] \tag{43}
\end{equation*}
$$

A corresponding expression for the transmittance $\mathcal{T}$ can be derived as well [32,33].
To analyze remotely sensed radiances obtained by instruments such as the Seaviewing Wide Field of view Sensor (SeaWiFS, on-board SeaStar), the MODerateresolution Imaging Spectroradiometer (MODIS, deployed on both the Terra and Aqua spacecraft), and the MEdium Resolution Imaging Spectrometer (MERIS, deployed onboard the European Space Agency (ESA)'s Envisat platform, NASA has developed a comprehensive data analysis software package (SeaWiFS Data Analysis System, SeaDAS), which performs a number of tasks, including cloud screening and calibration, required to convert the raw satellite signals into calibrated top-of-the-atmosphere (TOA) radiances. In addition, the SeaDAS software package has tools for quantifying and removing the atmospheric contribution to the TOA radiance ('atmospheric correction') as well as the contribution due to whitecaps and sunglint due to reflections from the ocean surface [34].

If one ignores effects of shadowing and multiple reflections due to surface facets, the sunglint reflectance can be expressed by Eq. (41) with the distribution $P\left(z_{x}, z_{y}\right)$ of surface slopes as given in Eq. (43), where $\sigma^{2}=0.003+0.00512$ WS, WS being the wind speed in $\mathrm{m} / \mathrm{s}[19,61,62]$.

## The directly transmitted radiance (DTR) approach

The sunglint radiance can be expressed as a function of the following variables

$$
I_{\text {glint }}^{T O A} \equiv I_{\text {glint }}^{T O A}\left(\mu_{0}, \mu, \Delta \phi, \mathrm{WS}, \mathrm{AM}, \tau_{\text {tot }}, \lambda\right)
$$

where the angles $\mu_{0}, \mu$, and $\Delta \phi$ define the sun-satellite geometry, WS is the wind speed, and $\lambda$ the wavelength. The atmosphere is characterized by its total optical depth $\tau_{t o t}$, and the choice of an aerosol model (AM).

In the SeaDAS algorithm a sunglint flag is activated for a given pixel when the reflectance or BRDF, as calculated from Eq. (41) with the slope distribution in Eq. (43), exceeds a certain threshold. If the reflectance for a given pixel is above the threshold, the signal is not processed. If the reflectance is below the threshold, a directly transmitted radiance (DTR) approach is used to calculate the TOA sunglint radiance in the SeaDAS algorithm. Thus, it is computed assuming that the direct beam and its reflected portion only experience exponential attenuation through the atmosphere [35], i.e.

$$
\begin{gather*}
I_{\text {glint }}^{T O A}\left(\mu_{0}, \mu, \Delta \phi\right)=F^{s}(\lambda) T_{0}(\lambda) T(\lambda) I_{G N},  \tag{44}\\
T_{0}(\lambda) T(\lambda)=\exp \left\{-\left[\tau_{M}(\lambda)+\tau_{A}(\lambda)\right]\left(\frac{1}{\mu_{0}}+\frac{1}{\mu}\right)\right\}, \tag{45}
\end{gather*}
$$

where the normalized sunglint radiance $I_{G N}$ is the radiance that would result in the absence of the atmosphere if the incident solar irradiance were $F^{s}=1$, and where $\tau_{M}$ and $\tau_{A}\left(\tau_{\text {tot }}=\tau_{M}+\tau_{A}\right)$ are the Rayleigh (molecular) and aerosol optical thicknesses. Multiple scattering is ignored in the DTR approach, implying that photons removed from the direct beam path through scattering will not be accounted for at the TOA.

## The multiply scattered radiance (MSR) approach

Whereas the DTR approach accounts only for the direct beam (Beam 2 in Fig. 5.1), the multiply scattered radiance (MSR) approach is based on computing the TOA radiance by solving Eq. (12) subject to the boundary condition:

$$
\begin{align*}
I\left(\tau_{1}, \mu, \phi\right) & =\frac{\mu F^{s}}{\pi} e^{-\tau_{1} / \mu_{0}} \rho_{g l i n t}\left(-\mu_{0}, \phi_{0} ; \mu, \phi\right) \\
& +\frac{1}{\pi} \int_{0}^{2 \pi} d \phi^{\prime} \int_{0}^{1} d \mu^{\prime} \rho_{g l i n t}\left(\tau,-\mu^{\prime}, \phi^{\prime} ; \mu, \phi\right) I\left(\tau, \mu^{\prime}, \phi^{\prime}\right) \tag{46}
\end{align*}
$$

thereby allowing multiple scattering to be included in the computation. Here $\tau_{1}$ is the optical thickness of slab ${ }_{1}$, and $\rho_{\text {glint }}\left(-\mu_{0}, \phi_{0} ; \mu, \phi\right)=\rho_{s}\left(-\mu_{0}, \mu, \Delta \phi\right)$ (see


Fig. 5.1. Schematic illustration of various contributions to the TOA radiance in the case of a wind-roughened ocean surface. (1) Diffuse downward component reflected from the ocean surface; (2) direct, ocean-surface reflected beam; (3) beam undergoing multiple scattering after ocean-surface reflection, and (4) (multiply) scattered beam reaching the TOA without hitting the ocean surface (adapted from Ottaviani et al. [36].)

Eq. (41)) is the BRDF of the slab ${ }_{1}-$ slab $_{2}$ interface. For consistency with the definition of sunglint, radiation reflected from the surface after being scattered on its way down to the ocean surface (Beam 1 in Fig. 5.1) is neglected by not allowing the presence of a downward diffuse term in Eq. (46). The complete solution of Eq. (12) and (46) gives the total TOA radiance $I_{T O A}^{t o t}\left(\mu_{0}, \mu, \Delta \phi\right)$, which includes light scattered into the observation direction without being reflected from the ocean surface (Beam 4 in Fig. 5.1). This contribution is denoted by $I_{T O A}^{b s}\left(\mu_{0}, \mu, \Delta \phi\right)$, since it can be computed by considering a black or totally absorbing ocean surface, for which $\rho_{\text {glint }}=0$ in Eq. (46). To isolate the glint contribution one must subtract this 'black-surface' component from the complete radiation field:

$$
\begin{equation*}
I_{T O A}^{\text {glint }}\left(\mu_{0}, \mu, \Delta \phi\right)=I_{T O A}^{t o t}\left(\mu_{0}, \mu, \Delta \phi\right)-I_{T O A}^{b s}\left(\mu_{0}, \mu, \Delta \phi\right) . \tag{47}
\end{equation*}
$$

Equation (47) includes multiply scattered reflected radiation, but ignores multiply scattered sky radiation undergoing ocean-surface reflection (Beam 1 in Fig. 5.1). Thus, it guarantees that the difference between the TOA radiances obtained by the DTR and MSR approaches is due solely to that component of the TOA radiance, which is scattered along its path from the ocean surface to the TOA (Beam 3 in Fig. 5.1). In order to quantify the error introduced by the DTR assumption, Ottaviani et al. [36] used a fully coupled atmosphere-ocean discrete ordinate code with a Gaussian (Cox-Munk, Eq. (43)) surface slope distribution [17].

## Comparison of DTR and MSR

To correct for the sunglint signal, Wang and Bailey [35] added a procedure to the SeaDAS algorithm based on the DTR assumption, which ignores multiple scattering in the path between the ocean surface and the TOA as well as in the path from the TOA to the ocean surface. To quantify the error introduced by the DTR assumption, Ottaviani et al. [36] neglected the effect of whitecaps as well as the wavelength dependence of the refractive index. Figure 5.2 shows a comparison of DTR and MSR results at 490 nm for several wind speeds and different aerosol types and loads. The incident solar irradiance was set to $F^{s}=1$, giving the sunnormalized radiance, and in the computation of the Fresnel reflectance in Eq. (22) the imaginary part of the refractive index $n_{2}^{\prime}$ was assumed to be zero. A standard molecular atmospheric model (mid-latitude) with a uniform aerosol distribution below 2 km was used in the computations. Thus, below 2 km the aerosol optical


Fig. 5.2. Sun-normalized sunglint TOA radiance (solid and thin curves) at 490 nm for a SZA of $15^{\circ}$, along the principal plane of reflection, and relative error incurred by ignoring multiple scattering along the path from the surface to the TOA (dotted curves). Each plot contains 3 representative wind speeds ( 1,5 , and $10 \mathrm{~m} / \mathrm{s}$ ). The upper row pertains to small aerosol particles in small amounts ( $\tau=0.03$, left panel) and larger amounts ( $\tau=0.3$, right panel). The bottom row is similar to the top one, but for large aerosol particles. The error curves have been thickened within the angular ranges in which retrievals are attempted (corresponding to $0.0001 \leq I_{T O A}^{t o t} \leq 0.001$ in normalized radiance units) (adapted from Ottaviani et al. [36]).
thickness due to scattering $\left(\tau_{A}^{s}\right)$ and absorption $\left(\tau_{A}^{a}\right)$ was added to the molecular optical thickness $\tau_{M}$ :

$$
\begin{equation*}
\tau_{t o t}=\tau_{M}+\tau_{A}=\left(\tau_{M}^{s}+\tau_{M}^{a}\right)+\left(\tau_{A}^{s}+\tau_{A}^{a}\right) \tag{48}
\end{equation*}
$$

The IOPs for aerosols were computed by a Mie code [37], and the IOPs of a multicomponent mixture were then obtained as a concentration-weighted average of the IOPs of each aerosol component [38].

The upper panels in Fig. 5.2 pertain to small aerosol particles with optical depths of 0.03 and 0.3 , while the lower panels are for large aerosol particles. The DTR curves are shown for wind speeds of 1,5 , and $10 \mathrm{~m} / \mathrm{s}$, while only one MSR curve at $5 \mathrm{~m} / \mathrm{s}$ is shown for clarity. The errors incurred by ignoring multiple scattering in the path from the surface to the TOA are high, typically ranging from $10 \%$ to $90 \%$ at 490 nm (Fig. 5.2). These error ranges are determined by the radiance threshold values that mark the retrieval region boundaries; the errors are smaller closer to the specular reflection peak (higher threshold). Surface roughness only affects the angular location and extent of the retrieval region where these errors occur. The minimum errors grow significantly in an atmosphere with a heavy aerosol loading, and asymmetries are found close to the horizon, especially in the presence of large (coarse-mode) particles.

Figure 5.2 pertains to the principal plane. Similar computations showed that the errors are azimuth-dependent [36]. Thus, in a typical maritime situation the errors tend to grow as the radiance decreases away from the specular direction, and the high directionality of the radiance peak at low wind speeds causes larger minimum errors away from the principal plane. Correcting for sunglint contamination including multiple scattering effects in future processing of ocean color satellite data is feasible, and would be desirable in view of the magnitude of the errors incurred by the DTR approach.

### 5.4 Applications

### 5.4.1 Coupled atmosphere-water systems

Figure 5.3 illustrates the transfer of solar radiation in a coupled atmosphere-ocean system. For this kind of system, Mobley et al. [1] presented a comparison of underwater light fields computed by several different methods including MC methods [39-58], invariant imbedding [59,60], and the discrete-ordinate method [2], demonstrating similar results for a limited set of test cases. However, these comparisons were qualitative rather than quantitative because of the different ways in which the models treated the radiative transfer in the atmosphere, leading to a spread in the downwelling irradiance just above the water surface of $18 \%$, which persisted throughout the underwater column.


Fig. 5.3. Schematic illustration of the atmosphere and ocean with incident solar irradiance $\mu_{0} F^{s}$ and optical depth, increasing downward from $\tau=0$ at the top-of-theatmosphere. The incident polar angle is $\cos ^{-1} \mu_{0}$, which after refraction according to Snell's law changes into the angle $\cos ^{-1} \mu_{0 n}$. Since the ocean has a larger refractive index than the atmosphere, radiation distributed over $2 \pi \mathrm{sr}$ in the atmosphere will be confined to a cone less than $2 \pi$ sr in the ocean (region II). Upward radiation in the ocean with directions in region I will undergo total internal reflection at the ocean-air interface (adapted from Thomas and Stamnes [4]).

## Comparisons of C-DISORT and C-MC Results

Gjerstad et al. [5] compared irradiances obtained from a MC model for the coupled atmosphere-ocean system (C-MC) with those obtained from a discrete-ordinate method (C-DISORT). By treating the scattering and absorption processes in the two slabs in the same manner in both methods, they were able to provide a more detailed and quantitative comparison than those previously reported [1]. Figure 5.4 shows a comparison of direct and diffuse downward irradiances computed with the C-MC and C-DISORT codes, demonstrating that when precisely the same IOPs are used in the two models, computed irradiances agree to within $1 \%$ throughout the coupled atmosphere-ocean system.

One shortcoming of the results discussed above is that the interface between the two media with different refractive indices was taken to be flat. This flat-surface assumption limits the applications of C-DISORT, because a wind-roughened ocean surface is a randomly scattering object. In addition to affecting the backscattered radiation, the surface roughness significantly affects the directional character of the radiation transmitted through the air--water interface. To deal with the surface roughness in the discrete-ordinate method, Gjerstad et al. [5] proposed an ad hoc method of mimicking the irradiances obtained from a C-MC model by adjusting the refractive index in C-DISORT. The limitations incurred by this ad hoc method were removed by Jin et al. [61], who presented a consistent and widely applicable solution of the discrete ordinate RT problem in a coupled atmosphere-ocean system with a rough surface interface having a Gaussian wave slope distribution given by Eq. (43). They concluded that the ocean surface roughness has significant effects on the upward radiation in the atmosphere and the downward radiation in the


Fig. 5.4. Comparison of irradiance results obtained with C-DISORT and a C-MC code for radiative transfer in a coupled atmosphere-ocean system. The simulations are for an atmosphere containing only molecular absorption and Rayleigh scattering, and for an ocean having no Rayleigh scattering, only absorption and scattering from a chlorophyll concentration of $0.02 \mathrm{mg} / \mathrm{m}^{3}$, uniformly distributed to a depth of 61 m , below which the albedo is zero (adapted from Gjerstad et al. [5]).
ocean. As the wind speed increases, the angular domain of the sunglint broadens, the surface albedo decreases, and the transmission of radiation through the airwater interface into the ocean increases. The transmitted radiance just below a flat ocean surface is highly anisotropic, but this anisotropy decreases rapidly as the surface wind speed increases. Also, the anisotropy will decrease as the water depth increases because multiple scattering in the ocean interior eventually will make larger contributions to reduce the anisotropy than the surface roughness. The effects of surface roughness on the radiation field depend on both wavelength and angle of incidence (i.e. solar elevation). Although their model predictions of the impact of surface roughness agreed reasonably well with observations, Jin et al. [61] cautioned that the original Cox-Munk surface roughness model [62] adopted in the simulations (Eq. (43)) may be inadequate for high wind speeds.

## Simultaneous retrieval of aerosol and marine parameters

Traditional remote sensing ocean color algorithms start by application of an atmospheric correction step to estimate the aerosol optical thickness at a single near infrared channel ( 865 nm for SeaWiFS), for which the ocean is assumed to be nonscattering (the black-pixel approximation). Based on this atmospheric correction, water-leaving radiances are generated for visible channels [34, 63]. Next, marine constituents are estimated from two or three visible-channel water-leaving radiances, either through regression or by look-up table (LUT) matching based on a suitable bio-optical model. One shortcoming of this approach is that the black-pixel approximation may not be valid [64]. Also, the atmospheric correction step is based on the assumption that the radiation in the atmosphere can be decoupled from that in the ocean, which is potentially a large source of uncertainty, because the oceanic contribution to the total TOA radiance is typically less than $10 \%$. Further, it is difficult if not impossible to quantify systematically error sources in such two-step ad hoc inversion procedures.

To remedy these shortcomings Stamnes et al. [65] devised a one-step iterative inversion scheme, based on simulated radiances stored in LUTs, for simultaneous retrieval of two aerosol parameters and one ocean parameter (chlorophyll concentration). To minimize uncertainties caused by forward model assumptions, an accurate RT model for the coupled atmosphere-ocean system (C-DISORT [2,3]) was used. Atmospheric correction was not treated separately, since any atmospheric effects were fully integrated in the coupled RT model.

The Stamnes et al. [65] one-step algorithm cannot easily be extended beyond the estimation of three (two aerosol and one ocean) parameters. Therefore, Li et al. [16] developed a new method which employs a linearized version L-CDISORT [18] of the coupled RT code, and simultaneously uses all available visible and near-infrared SeaWiFS measurements (eight channels at 412, 443, 490, 510, 555, 670, 765, and 865 nm ). L-CDISORT computes not only radiances, but also Jacobians (radiance partial derivatives) that are required for inversion by standard methods such as the iterative fitting technique based on nonlinear least squares or optimal estimation (OE [66]). According to the new method [16], the retrieval parameters contained in the retrieval state vector includes both boundary-layer aerosol parameters and several marine parameters. At each iteration step, the L-CDISORT forward model is linearized about the current estimate of the retrieval state vector, and used to generate both simulated radiances and Jacobians with respect to the state vector elements and other parameters that are required in the OE fitting.

## Atmospheric IOPs

For altitudes up to 2 km , Li et al. [16] used a bimodal aerosol model, in which the IOPs are defined in terms of the optical depth $\tau_{0}$ at 865 nm and the fractional weighting $f$ between the two aerosol modes:

$$
\begin{align*}
\tau_{a e r} & \equiv \tau_{0} e_{a e r}=\tau_{0}\left[(1-f) e_{1}+f e_{2}\right]  \tag{49}\\
\sigma_{a e r} & \equiv \tau_{0}\left[(1-f) \omega_{1} e_{1}+f \omega_{2} e_{2}\right] ; \quad \omega_{a e r}=\frac{\sigma_{a e r}}{e_{1}+e_{2}}  \tag{50}\\
\chi_{a e r, l} & =\frac{(1-f) \omega_{1} e_{1} \beta_{1, l}+f \omega_{2} e_{2} \beta_{2, l}}{\sigma_{a e r}} \tag{51}
\end{align*}
$$

Here $\tau_{\text {aer }}$ is the total extinction aerosol optical depth in the layers containing aerosols, $\sigma_{a e r}$ is the total aerosol scattering optical depth, $\omega_{a e r}$ the single-scattering albedo for aerosols, and $\chi_{a e r, l}$ the total Legendre polynomial expansion coefficients for the bimodal aerosol mixture. The two atmospheric retrieval parameters are $\tau_{0}$ and $f$. All other quantities in (49)-(51) are assumed model parameterizations: $e_{1}$, $\omega_{1}$, and $\chi_{1, l}$ are respectively the extinction coefficient normalized to the value at 865 nm , single-scattering albedo, and scattering phase function expansion coefficients for aerosol type 1 ('fine-mode'), and $e_{2}, \omega_{2}$, and $\chi_{2, l}$ are the corresponding values for aerosol type 2 ('coarse-mode'). The fine mode (subscript 1) was assumed to be a tropospheric aerosol model with $70 \%$ humidity, while the coarse mode (subscript 2) was a coastal aerosol model with $99 \%$ humidity. IOPs were calculated for the eight SeaWiFS channels using a Mie program for spherical particles with size and refractive index depending on humidity [37,67]. A justification for adopting just one large and one small aerosol model (instead of several models of each type) can be found elsewhere [68]. To obtain the total IOPs in the marine boundary layer (MBL) containing aerosols, the Rayleigh scattering coefficient $\sigma_{\text {Ray }}$ and the molecular absorption coefficient $\alpha_{\text {gas }}$ are also needed. Rayleigh scattering crosssections and depolarization ratios were taken from standard sources. Absorption by $\mathrm{O}_{3}$ (visible channels), $\mathrm{O}_{2}$ (A-band) and water vapor was included.

## Marine IOPs

In the ocean, IOPs can be derived from simple wavelength-dependent parameterizations of the phytoplankton absorption coefficient $a_{p h}(\lambda)$ in terms of the overall chlorophyll concentration CHL in $\left[\mathrm{mg} \cdot \mathrm{m}^{-3}\right.$ ], and the detrital and colored dissolved material (CDM) absorption coefficient $a_{d g}(\lambda)$ and the constituent backscattering coefficient $b_{b p}(\lambda)$ in terms of their respective values $C D M \equiv a_{d g}\left(\lambda_{0}\right)$ and $B B P \equiv b_{b p}\left(\lambda_{0}\right)$ at some reference wavelength $\lambda_{0}[16]:$

$$
\begin{gather*}
a_{p h}(\lambda)=\alpha_{1}(\lambda) C H L^{\alpha_{2}(\lambda)}  \tag{52}\\
a_{d g}(\lambda)=C D M \exp ^{\left[-S\left(\lambda-\lambda_{0}\right)\right]}  \tag{53}\\
b_{b p}(\lambda)=B B P\left(\frac{\lambda}{\lambda_{0}}\right)^{-\eta} \tag{54}
\end{gather*}
$$

Thus, this bio-optical model is described by the three retrieval elements $C H L$, $C D M$, and $B B P$, and the four model parameters $\alpha_{1}(\lambda), \alpha_{2}(\lambda), S$, and $\eta$. For $\alpha_{1}$ and $\alpha_{2}$, wavelength-dependent coefficients are determined by fitting the power-law expression in (52) to field measurements of chlorophyll absorption. From spectral fittings of measurements to the expressions for $a_{d g}(\lambda)$ and $b_{b p}(\lambda)$ in (53) and (54), it was found [16] that $S=0.012$ and $\eta=1.0$. All coefficients are in units of $\left[\mathrm{m}^{-1}\right]$. Together with the pure water absorption and scattering coefficients $a_{w}(\lambda)$ and $b_{w}(\lambda)[69,70]$ expressed in the same units, the layer total optical depth and total single-scattering albedo, and Legendre polynomial expansion coefficients IOPs for the marine medium become:

$$
\begin{align*}
& \tau_{t o t}=d\left[a_{p h}(\lambda)+a_{d g}(\lambda)+b_{p}(\lambda)+a_{w}(\lambda)+b_{w}(\lambda)\right]  \tag{55}\\
& \quad \omega=d \frac{b_{p}(\lambda)+b_{w}(\lambda)}{\tau_{t o t}}  \tag{56}\\
& \beta_{l}=\frac{b_{p}(\lambda) \beta_{l, F F}+b_{w}(\lambda) \beta_{l, w a t e r}}{b_{p}(\lambda)+b_{w}(\lambda)} \tag{57}
\end{align*}
$$

where $d$ is the layer depth in [m].
The particle size distribution (PSD) function in oceanic water is frequently described by an inverse power law (Junge distribution) $F(r)=\phi / r^{\gamma}$, where $\mathrm{F}(r)$ is the number of particles per unit volume per unit bin width, $r[\mu \mathrm{~m}]$ is the radius of the assumed spherical particle, $\phi\left[\mathrm{cm}^{-3} \cdot \mu \mathrm{~m}^{\gamma-1}\right]$ is the Junge coefficient, and $\gamma$ is the PSD slope, which typically varies between 3.0 and 5.0 [71,72]. Based on this PSD, Forand and Fournier [73] derived an analytic expression for the scattering phase function. Values of $\phi=1.069$ and $\gamma=3.38$ were chosen to give a backscattering fraction of 0.005 , and are consistent with a certain mixture of living organisms and re-suspended sediments [74]. A moment-fitting code [75] was used to generate Legendre polynomial expansion coefficients for the FF (Forand-Fournier) scattering phase function. Linearized IOPs were obtained by differentiation.

## Inverse modeling

In OE the update of retrieval state vector $\mathbf{x}_{n}$ at iteration step $n$ is given by [66]

$$
\begin{equation*}
\mathbf{x}_{n+1}=\mathbf{x}_{n}+\mathbf{G}_{n}\left\{\mathbf{K}_{n}^{T} \mathbf{S}_{m}^{-1}\left(\mathbf{y}_{\text {meas }}-\mathbf{y}_{n}\right)-\mathbf{S}_{a}^{-1}\left(\mathbf{x}_{n}-\mathbf{x}_{a}\right)\right\} \tag{58}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{G}_{n}=\left[\left(1+\gamma_{n}\right) \mathbf{S}_{a}^{-1}+\mathbf{K}_{n}^{T} \mathbf{S}_{m}^{-1} \mathbf{K}_{n}\right]^{-1} \tag{59}
\end{equation*}
$$

and where the superscript ${ }^{T}$ denotes matrix transpose.
The measurement vector $\mathbf{y}_{\text {meas }}$ has covariance error matrix $\mathbf{S}_{m}, \mathbf{y}_{n}=\mathbf{F}\left(\mathbf{x}_{n}\right)$ are simulated radiances generated by the forward model $\mathbf{F}\left(\mathbf{x}_{n}\right)$, which is a (nonlinear) function of $\mathbf{x}_{n} . \mathbf{K}_{n}$ is the Jacobian matrix of simulated radiance partial derivatives with respect to $\mathbf{x}_{n}$. The a priori state vector is $\mathbf{x}_{a}$, with covariance $\mathbf{S}_{a} . \mathbf{G}_{n}$ is the gain matrix of contribution functions. The Levenberg-Marquardt regularization parameter $\gamma_{n}$ is chosen at each step to minimize the cost function. When $\gamma_{n} \rightarrow 0$, this step tends to the Gauss-Newton formula, and when $\gamma_{n} \rightarrow \infty$, it tends to the steepest descent method. One may start with $\gamma_{n}=0.01$. The inverse process starts from an initial guess $\mathbf{x}_{0}$; often set to $\mathbf{x}_{a}$. Also, one may use the previous pixel's retrieved values as the next pixel's initial values. At each step, a convergence criterion is employed to check progress towards the solution $\mathbf{x}$ that minimizes the cost function. If the error decreases, one updates $\mathbf{x}_{n}$ and decreases $\gamma_{n}$ for the next step. If the error increases, one increases $\gamma_{n}$, keeps $\mathbf{x}_{n}$ the same, and tries again.

To illustrate the method, Li et al. [16] considered a SeaWiFS image over Santa Barbara Channel obtained on February 28, 2003. The forward and inverse models described above were used for simultaneous retrieval of the 5 -element state vector $\left\{\tau_{865}, f, C H L, C D M, B B P\right\}$. Figure 5.5 shows retrieved values of the four parameters $\left\{\tau_{865}, f, C D M, B B P\right\}$. The most probable value for the aerosol optical depth is about 0.04 , with a range between 0.002 and 0.10 . The aerosol fraction $f$ ranges


Fig. 5.5. Retrieved values of four of the five parameters: aerosol optical depth, bimodal fraction of aerosols, CDM absorption coefficient at 443 nm , and backscattering coefficient at 443 nm (adapted from Stamnes et al. [76]).
from about 0.2 (predominantly small particles) to 0.9 . On average there appears to be equal amounts of small and large particles for this image. The $C D M$ absorption coefficient (Eq. (53)) has a maximum value of around $0.04 \mathrm{~m}^{-1}$ and lies between 0.02 and $0.07 \mathrm{~m}^{-1}$. The backscattering coefficient $B B P$ lies between 0.001 and $0.005 \mathrm{~m}^{-1}$ with a peak at $0.002 \mathrm{~m}^{-1}$.

The retrieved chlorophyll concentration, shown in Fig. 5.6, ranges from near 0 to about $3.0 \mathrm{mg} \cdot \mathrm{m}^{-3}$. In contrast to the traditional two-step 'atmospheric correction and regression' approach, the simultaneous retrieval described above produces a direct assessment of the error by examining sensor radiance residuals, summarized in the table inserted in Fig. 5.6. For the nearly 35,000 pixels in this SeaWiFS image the residuals are less than $1 \%$ for 7 of the 8 SeaWiFS channels, and less than $2 \%$ for the remaining 765 nm ( $\mathrm{O}_{2}$ A-band) channel. It may be concluded that this simultaneous forward/inverse retrieval method yielded excellent retrieval capability, and that 8 SeaWiFS channels were sufficient to retrieve 2 atmospheric and 3 marine parameters in coastal waters. In addition to well-calibrated SeaWiFS data the good results are believed to be due to the availability of high-quality field data used to construct a reliable bio-optical model, and an adjustable bimodal fraction of large versus small aerosol particles.

The only drawback with the OE approach, as described above, is the slow speed. The most time-consuming step in the inversion process is the L-CDISORT forward model computations. It is possible, however, to reach operational speed with a fast forward model trained by using neural-network radial-basis functions. It has been






Left panel: Retrieved chlorophyll concentration ( $\mathrm{mg} \cdot \mathrm{m}^{-3}$ ) from SeaWiFS image on Feb. 28, 2003 over the Santa Barbara Channel.

Right top panel: The distributions of the other retrieved parameters from the same image. (a) aerosol optical depth; (b) aerosol model fraction; (c) CDOM absorption coefficient at $443 \mathrm{~nm}\left(\mathrm{~m}^{-1}\right)$; (d) backscattering at $443 \mathrm{~nm}\left(\mathrm{~m}^{-1}\right)$

Right bottom table: Radiance residuals at all SeaWiFS channels.

| Wavelength | Average relative <br> error (\%) | Pixels with $<2 \%$ <br> relative error (\%) |
| :---: | :---: | :---: |
| 412 nm | $\pm 0.298$ | 99.488 |
| 443 nm | $\pm 0.289$ | 99.625 |
| 490 nm | $\pm 0.555$ | 99.216 |
| 510 nm | $\pm 0.716$ | 98.552 |
| 555 nm | $\pm 0.240$ | 99.168 |
| 670 nm | $\pm 1.050$ | 94.267 |
| 765 nm | $\pm 1.952$ | 64.102 |
| 865 nm | $\pm 0.857$ | 94.745 |

Fig. 5.6. Retrieved chlorophyll concentration for the same SeaWiFS image as in Fig. 5.5, distribution of the other for parameters, and residuals (adapted from Stamnes et al. [76]).
demonstrated that this approach leads to a performance enhancement of about 1,500 [76].

### 5.4.2 Coupled atmosphere-snow-ice systems

The C-DISORT coupled RT model can be used to compute the BRDF, defined in Eq. (40), for sea ice as described in [77]. To quantify the BRDF one needs the backscattered radiance distribution as a function of the polar angles $\theta^{\prime}$ and $\theta$ of incidence and observation, respectively, as well as the corresponding azimuthdifference angle $\Delta \phi=\phi^{\prime}-\phi$. According to Eq. (19), the radiance distribution can be expressed as a Fourier cosine series in which the expansion coefficients $I^{m}(\tau, \mu)$ depend on the polar angles $\theta^{\prime}$ and $\theta$ as well as on the sea ice IOPs. Each expansion coefficient satisfies Eq. (20), which is readily solved by C-DISORT to provide $I^{m}(\tau, \mu)$, and Eq. (19) then yields the complete angular distribution of the radiance as a function of $\theta^{\prime}, \theta$, and $\Delta \phi$. With no atmosphere assumed to be present, so that $S_{1}^{*}(\tau, \mu, \phi)=0$ (Eq. (14)), the expansion coefficients $I^{m}(\tau, \mu)$ for a number of values of $\theta^{\prime}$ (solar zenith angle), $\theta$ (observation angle), and sea ice IOPs were computed [77] and stored in a set of LUTs.

To create LUTs for the sea ice BRDF to be used for interpolation, Stamnes et al. [77] assumed the sea ice to float on water with a known albedo $A_{w}$, and the IOPs for a slab of sea ice to be characterized in terms of its optical thickness $\tau$, its singlescattering albedo $\omega$, and its asymmetry parameter $g$. Then C-DISORT was used to tabulate the expansion coefficients $I^{m}\left(\tau, \omega, g, \mu_{0}, \mu, A_{w}\right)$, which determine the sea ice BRDF as a function of $\tau, \omega, g, \mu_{0}, \mu$, and $A_{w}$. (Here $\theta_{0}$ is used instead of $\theta^{\prime}$ and $\mu_{0}=\cos \theta_{0}$.) Stamnes et al. [77] also created a tool [ISIOP] for computing sea
ice IOPs $(\tau, \omega$, and $g)$ for any desired wavelength from sea ice physical parameters: real and imaginary parts of the sea ice refractive index, brine pocket concentration and effective size, air bubble concentration and effective size, volume fraction and absorption coefficient of sea ice impurities, asymmetry parameters for scattering by brine pockets and air bubbles, and sea ice thickness. This approach enabled a reliable computation of the wavelength-dependent BRDF as a function of sea ice IOPs. The BRDF for snow-covered sea ice was readily obtained by including snow as a 'cloud on top of the sea ice'.

A combination of the two different tools developed by Stamnes et al. [77]: (i) ISIOP for computing IOPs for ice and snow, as well as (ii) ISBRDF for computing the BRDF of sea ice (with or without snow cover), can be used to quantify the BRDF of sea ice in a very efficient manner. An example is shown in Fig. 5.7, where computed albedos of clean snow are compared with laboratory measurements. This figure shows that flux reflectances generated from BRDF values obtained using the ISIOP and ISBRDF tools agree well with computations done independently [78] as well as with experimental values [79]. In [77] it was shown that sea ice spectral albedo values derived from the ISIOP/ISBRDF tools are consistent with independently computed [80] as well as observed values [81,82] for a variety of ice types and thicknesses.

In the work reviewed in this paper, it was assumed that snow/ice particles have spherical shapes so that Mie theory could be used to compute their IOPs. However, it should be kept in mind that for BRDF the non-spherical shape of ice crystals may be important [83-85].

## Retrieval of snow/ice parameters from satellite data

It is well recognized that snow cover has a strong impact on the surface energy balance in any part of the world. Satellite remote sensing provides a very useful tool for estimating spatial and temporal changes in snow cover, and for retrieving snow optical characteristics. Numerous sensors have been used to retrieve snow optical properties, including Landsat TM (Thematic Mapper) data [86, 87], AVIRIS (the Airborne Visible/Infrared Imaging Spectrometer) data [88-90], and MODIS [91] data. The retrieval of snow grain size and impurity concentration is possible because snow reflectance depends primarily on the impurity concentration (assumed to be soot-contamination) in the visible range, but on snow grain size [92] in the NIR, as shown in Fig. 5.8.

The GLobal Imager (GLI) sensor was launched onboard Japan's Advanced Earth Observing Satellite II (ADEOS-II) on December 14, 2002. GLI was an optical sensor similar to MODIS that observed solar radiation reflected from the Earth's atmosphere and surface including land, oceans, and clouds as well as terrestrial infrared radiation. In addition to atmospheric parameters, GLI like MODIS, was designed to infer information about several other quantities including marine and land parameters such as chlorophyll concentration, dissolved organic matter, surface temperature, vegetation distribution and biomass, distribution of snow and ice, and albedo of snow and ice. The GLI sensor acquired data from April 2 to October 24, 2003. After that date no useful data were retrieved from ADEOS-II due to a power failure. Because the GLI sensor is similar in many respects to the


Fig. 5.7. Directional hemispherical reflectance of clean snow for $24 \mu \mathrm{~m}$ snow grain radius from (1) ISIOP computed IOPs and ISBRDF, (2) Mie computed IOPs and DISCORD [78] and (3) ASTER spectral library observations [79] for $10^{\circ}$ solar zenith angle for the visible and near-infrared (upper) and infrared (lower) spectral regions (adapted from Stamnes et al. [77]).

MODIS sensor that was launched prior to ADEOS-II, algorithms developed to retrieve information about the cryosphere from GLI data [94] were tested by the use of MODIS data [95], and are therefore applicable also to data obtained with the MODIS sensor [96].

Snow can be regarded as a mixture of pure ice, air, liquid water, and impurities. Pure ice is highly transparent in the visible, so that an increase in snow grain size


Fig. 5.8. Spectral albedo of snow as a function of wavelength for grain size 50-1000 $\mu \mathrm{m}$ (after Wiscombe and Warren [93]).
has little effect on the reflectance. However, because ice is moderately absorptive in the NIR, reflectance is sensitive to grain size, especially in the wavelength region $0.8-1.3 \mu \mathrm{~m}$ (see Fig. 5.8). For satellite measurements, spectral channels should be selected to lie in wavelength regions where the effect of atmospheric scattering and absorption is small, so that when the radiance values are atmospherically corrected to yield surface reflectance, errors in the characterization of the atmosphere, particularly atmospheric water vapor, are minimized [97-99]. For these reasons, GLI channels $19(0.86 \mu \mathrm{~m}), 24(1.05 \mu \mathrm{~m}), 26(1.24 \mu \mathrm{~m})$, and $28(1.64 \mu \mathrm{~m})$ would be suitable for retrieval of snow grain size, because the impact of changes in snow grain size is large whereas the effects of the atmosphere and snow impurities are relatively small [94].

Accurate estimates of surface temperature could provide an early signal of climate change, particularly in the Arctic, which is known to be quite sensitive to climate change. The surface temperature in the polar regions controls sea ice growth, snow melt, and surface-atmosphere energy exchange. During the past decade, significant progress was made in estimation of sea-surface temperature [100-102] and snow/ice surface temperature [103-106] from satellite thermal infrared data. Algorithms for surface temperature retrievals in the Arctic based on GLI measurements were developed [94] for retrieval of snow/ice surface temperature (IST), as well as for open-ocean surface temperature (SST). The SST algorithm can be applied to areas consisting of a mixture of snow/ice and melt ponds. GLI channels $35(10.8 \mu \mathrm{~m})$ and $36(12.0 \mu \mathrm{~m})$ were used in conjunction with RT simulations and a multi-linear regression technique to determine the empirical coefficients in the expression for the surface temperature [94].

## Cloud mask and surface classification

In order to infer information about snow and ice properties from visible and IR satellite imagery a cloud mask is required to discriminate between clear and cloudy sky. For scenes that are determined to be cloud-free, the next step is to do a surface classification. Thus, for cloud-free pixels, algorithms are needed to (i) determine whether a given field of view is obstructed by clouds, and (ii) distinguish bare sea ice from snow-covered sea ice. The snow/sea ice discriminator is designed to discriminate bare sea ice from snow-covered sea ice during the bright polar summer. The surface is classified into five possible types: snow, sea ice, cloud shadow, land (tundra), and open ocean. When sea ice is covered by snow (even only a few centimeters), the surface radiative characteristics will be similar to snow [2,6,7]. Thus, sea ice covered by snow will be classified as a snow surface, while only bare sea ice is classified as sea ice.

## Snow and sea ice cover and surface temperature

Figure 5.9 shows seasonal variations of the extents of snow and sea ice cover around the northern polar region derived from GLI data. For comparison, seasonal variations of MODIS land snow cover and of the Advanced Microwave Scanning Radiometer (AMSR) sea ice cover are also shown. For the period of April 7-22, 2003,


Period
Fig. 5.9. Comparison of the temporal variations (16-day averages from Apr. 7 to Oct. 15) of GLI derived snow-covered land area and sea ice covered area with those derived from MODIS (land snow) and AMSR (sea ice). Images of the extents of snow and sea ice cover for the period of Apr. 7-22 from GLI and MODIS+AMSR are also shown (after Hori et al. [96]).


Fig. 5.10. 16-day average GLI snow surface temperature around the northern polar region from April 7 to May 8, 2003 (after Hori et al. [96]).
the snow and sea ice cover maps derived from GLI and MODIS+AMSR data are also shown. The GLI and MODIS snow cover extents are consistent with slight differences in the periods from June 10 to August 12 possibly due to differences in the cloud detection scheme and the ability to detect snow cover. The trend of the GLI sea ice cover also follows closely the variation of the AMSR sea ice cover except for slight negative biases, which become larger in the later 16-day periods. The bias is caused by the loss of valid sea ice pixels in the GLI results partly due to persisting cloudiness over the Arctic Ocean during the 16-day averaging period, particularly for the July to October time frame, and partly due to the drift of the sea ice itself over the averaging period.

Figure 5.10 shows the 16 -day average snow surface temperature around the northern polar region from April 7 to May 8, 2003. White areas indicate snow or sea ice covered areas for which no snow physical parameters were determined because at least one of the four snow physical parameters retrieved was beyond the valid range of the analysis. Possible surface types of the white areas can be one of the following: bare ice, spatially inhomogeneous snow (e.g. snow cover contaminated by clouds or vegetation), invalid geometric conditions (e.g. too large solar or sensor zenith angles).

To assess the accuracy of the GLI-derived surface temperature, a comparison between MODIS and GLI snow surface temperatures is shown in Fig. 5.11. The GLI surface temperatures are well correlated with the MODIS temperatures having slight negative biases of about $-2.0,-1.0$, and -0.5 at 250,260 , and 270 K , respectively. Comparisons between GLI-derived snow grain sizes and surface temperatures also indicate that the GLI derived surface temperatures have about -0.5 K negative bias at around the melting point of ice ( 273 K ), which is estimated from the temperature at which the retrieved snow grain size distribution shifts to a coarser mode due to melting of snow.


Fig. 5.11. Scatter plot between snow surface temperatures from MODIS and GLI (after Hori et al. [96]).

Snow impurity concentration and grain size
Hori et al. [96] showed that the regional dependence of the retrieved snow impurity is different from that of the snow surface temperature. The snow impurity values are mostly less than 0.3 ppmw over the Arctic sea ice, tundra, polar desert areas, and the Greenland ice sheet. In particular, impurity fractions at the Greenland ice sheet were found to be the lowest (mostly less than 0.05 ppmw ) among the snow-covered areas in the Arctic during the 7 -month observation period from April 7 to October 15,2003 . Although the retrieved impurity concentrations appear reasonable, their accuracy is uncertain, as discussed in [95].

Figure 5.12 shows the 16-day average spatial distribution of snow grain size of the shallow layer $(0-20 \mathrm{~cm})$ retrieved from the NIR channel at $0.875 \mu \mathrm{~m}\left(R_{s 0.9}\right)$. The spatial distributions of the snow grain size exhibit not only a large-scale variation but also several regional patterns. The large-scale variation is the latitudinal dependence similar to that of the snow surface temperature, i.e. the higher the latitude, the smaller the grain size, and vice versa. The regional patterns are related to local weather or the thermal environment (e.g. relatively fine newly fallen snow in the mid-latitude area around the northern prairie in the United States seen in the April 7-22 period and coarse, probably melting snow over sea ice in the Arctic around Baffin Island in April).

The snow grain size of the top surface layer $(0-2 \mathrm{~cm})$ can be retrieved from the $\lambda=1.64 \mu \mathrm{~m}$ channel ( $R_{s 1.6}$ ) [94-96]. When comparing the $R_{s 0.9}$ distribution with the $R_{s 1.6}$ distribution (not shown), one finds not only that the spatial variability of $R_{s 1.6}$ is different from that of $R_{s 0.9}$, but also that absolute values of $R_{s 1.6}$ are one order of magnitude smaller than those of $R_{s 0.9}$. The ratio of $R_{s 1.6}$ to $R_{s 0.9}$ makes those features more clear as shown for the April $7-22$ period in Fig. 5.13. The
difference in the spatial distribution between $R_{s 0.9}$ and $R_{s 1.6}$ may be explained by a possible vertical inhomogeneity of the grain size in the upper several centimeters of the snow cover or by a depth variation in the snow cover taking into account the light penetration depth difference at $\lambda=0.865 \mu \mathrm{~m}$ and $1.64 \mu \mathrm{~m}$.


Fig. 5.12. 16-day average of the GLI derived snow grain size of the shallow layer ( $R_{s 0.9}$ ) around the northern polar region from April 7 to May 8, 2003 (after Hori et al. [96]).


Fig. 5.13. Ratio of the snow grain radius of the top surface $\left(R_{s 1.6}\right)$ to that of the shallow layer ( $R_{s 0.9}$ ) for the April $7-22$ period. White-colored areas are the same as in Fig. 5.10 (after Hori et al. [96]).

The close relationship between snow grain size $\left(R_{s 0.9}\right)$ and surface temperature $\left(T_{s}\right)$ seen in the melting season is considered as an average feature of the seasonal snow cover on a hemispheric scale. On a local scale, however, the snow cover can shift temporally to different states of the temperature-grain size relationship, e.g. a state with small grain size under warm temperature or coarse size under cold temperature depending on the recent history of the thermal environment to which snow grains were exposed after a snow fall. As an example, Fig. 5.14 shows the spatial distribution of the same snow cover for the period of April 7-22, 2003, but color-coded using the two-dimensional temperature-grain size ( $T_{s}-R_{s 0.9}$ ) relationship. Warm (orange) color denotes small grains under high temperature indicating high potential for metamorphosis into larger grains, whereas cold (blue) color indicates coarse grains under low temperature with sizes that are likely to remain intact for a while. Thus, the map has information about the potential of snow grains to metamorphose in the near future. For example, the snow covers in the two elliptical areas in Fig. 5.14, of which one is shown in orange color, implying high potential for metamorphosis and the other in blue with low potential, have similar grain sizes (around $200 \mu \mathrm{~m}$ ) but exist in different temperature regimes (272-273 K in the left orange area and 253 K in the right blue area; see Figs. 5.10 and 5.12). This information will be useful for validation of snow metamorphism models such as CROCUS [107].


Fig. 5.14. Map of snow metamorphism potential around the northern polar region for the period of April 7-22, 2003 determined from the relation between snow surface temperature ( $T_{s}$ ) and snow grain size ( $R_{s 0.9}$ ). Warm (orange) color denotes small grains under high temperature whereas cold (blue) color indicates coarse grains under low temperature (after Hori et al. [96]).

Another more practical application of the $T_{s}-R_{s 0.9}$ relationship is for detection of the onset of snow melt at the hemispheric scale. Figure 5.15 shows a map of the date for the onset of snow melt over the Arctic derived from the daily maps of $R_{s 0.9}$ and $T_{s}$. The melt onset date is defined as the average of the first three days (if determinable) when $R_{s 0.9}$ becomes larger than $500 \mu \mathrm{~m}$ in a warm environment, i.e. with $T_{s}$ higher than 272 K. Black areas in Fig. 5.15 indicate non-melted regions (e.g. the central area of the Greenland ice sheet), or areas where the snow cover evolves from dry to wet under cloudy conditions so that the GLI observation cannot detect the transition in the $T_{s}-R_{s 0.9}$ relationship (e.g. some parts of the Arctic sea ice). The map clearly illustrates the development of the melt zones of snow cover in the northern hemisphere, e.g. Julian Day (JD) 90-150 for snow cover over the continents, JD 110-180 for the sea ice zone of the Arctic Ocean, and JD 150220 for the marginal Greenland ice sheet. Thus, because of their higher spatial resolution, melt onset maps derived from optical sensor data can be useful in the interpretation of similar maps derived from microwave sensors (SSM/I, AMSR, NSCAT, etc.), which have coarser spatial resolution.


Fig. 5.15. Spatial distribution of melt onset date around the northern polar region in 2003 determined from the relation between snow surface temperature ( $T_{s}$ ) and snow grain size ( $R_{s 0.9}$ ). Date is indicated by Julian Day (after Hori et al. [96]).

### 5.4.3 Coupled air-tissue systems

The first models of light propagation in tissue were based on Kubelka-Munk theory [108] and the diffusion approximation to the RTE [109], which give accurate results only if the absorption is negligible $(\sigma \gg \alpha)$, or the angular distribution of the scattering is nearly isotropic [9]. For light propagation in skin tissue, the first model that included the air-tissue refractive-index discontinuity, was a coupled Monte Carlo (C-MC) code [110]. C-MC simulations are simple, flexible, and accurate, but very time-consuming. Fortunately, as discussed in section 5.4.1 for a coupled atmosphere-ocean system, the refractive-index discontinuity can be accurately accounted for using a C-DISORT model $[2,4,5]$, which recently was applied for the first time to light propagation in skin tissue [111].

## Test cases

Hestenes et al. [8] compared C-MC simulations and C-DISORT computations of radiances in a coupled air-tissue system similar to what was done earlier for irradiances in a coupled atmosphere-ocean system [5]. They considered a bio-optical model of skin having five epidermal layers with a total thickness of 0.05 mm , a 1 mm thick dermal layer, and a 3 mm thick subcutaneous tissue layer [111], and found the C-MC code to be about 1,000 times slower than the C-DISORT code for test cases with incident light at two different angles of incidence ( $0^{\circ}$ and $45^{\circ}$ ) and at three different wavelengths $(280,540$, and 650 nm$)$. These wavelengths were selected because:

- At 280 nm there is strong absorption by proteins in the epidermis, and hence very little backscattering from the skin.
- At 540 nm blood has an absorption band, but the single-scattering albedo of the skin is considerably greater at this wavelength than at 280 nm .
- At 650 nm the absorption coefficients of both blood and melanosome pigments are low, implying that light entering the skin can reach great depths, but most of it is eventually backscattered.

The values used for the optical properties of the skin tissue at these three wavelengths are given in Tables 1, 2, and 3 in [8].

## Results

Hestenes et al. [8] compared simulated (C-MC) and computed (C-DISORT) diffuse radiances for the reflected light at polar angles from $0^{\circ}$ (straight upward, $\mu=1$ ) to $90^{\circ}$ (horizontal reflection, $\mu=0$ ) and for light at different depths inside the tissue for polar angles from from $0^{\circ}$ to $180^{\circ}$ (straight downward, $\mu=-1$ ). Below the skin surface the C-MC curves were found to be noisy at angles close to the horizon because photon irradiances in the C-MC code were weighted by $1 / \mu$ to obtain radiances, implying that close to the horizon there was division by a number close to zero.

Hestenes et al. [8] found the percentage error between results from the C-MC and C-DISORT codes to be largest in the direction straight down $(\mu=-1)$, at
the critical angle, and at $\mu \sim 0$ (i.e. close to the horizon). One reason for these discrepancies was that they did not sample exactly the same $\mu$ values in the two codes. Thus, when comparing results from the two codes close to a point with an abrupt change in the slope of the radiance, the relative error might seem larger than it actually was. Also, as noted above, photon irradiances in the C-MC code were weighted by $1 / \mu$ to obtain radiances, which may explain why the relative error is larger close to $\mu \sim 0$. For other $\mu$ values than those close to the critical angle and close to $\mu \sim 0$ they found the relative error to be within acceptable ranges of $1 \%$ and $4 \%$ for angles of incidence of $\theta_{i}=0^{\circ}$ and $\theta_{i}=45^{\circ}$, respectively. Also, the relative errors were found to have both positive and negative values, indicating that they were of a stochastic nature, and that the results from the C-MC and C-DISORT codes were essentially the same.

At $\lambda=280 \mathrm{~nm}$ the radiance values were found to decrease with depth in the skin tissue, due to the large optical depths at $\lambda=280 \mathrm{~nm}$ (see Table 1 in [8]). At the interface between the epidermis and the dermis (at a depth of $50 \mu \mathrm{~m}$ ) the radiance values were found to be very low but to have a maximum in the direction of the refracted light, implying that the radiance distribution was not isotropic. At the layer between the dermis and the subcutaneous tissue (at a depth of 1.05 mm ) the radiance values from the C-MC code were found to be zero, and the radiance values from the C-DISORT code to be approximately $10^{-12}$, implying that practically no radiation penetrated this deep into the skin tissue.

At $\lambda=540 \mathrm{~nm}$ and $\lambda=650 \mathrm{~nm}$ the radiance values were found to first increase with depth in the epidermis, and then to decrease as the epidermal-dermal boundary was approached at a depth of $50 \mu \mathrm{~m}$. At the interface between the dermis and the subcutaneous tissue at a depth of 1.05 mm the radiance values were found to be significantly smaller than those in the epidermis, and the radiance was found to be almost completely isotropic, particularly for $\lambda=650 \mathrm{~nm}$.

The critical angle $\theta_{c}$ at which light propagating upward in the tissue undergoes total internal reflection at the tissue-air $\left(\mathrm{slab}_{2}-\mathrm{slab}_{1}\right)$ interface, is given by $\theta_{c}=\sin ^{-1}\left(n_{1} / n_{2}\right)$, leading to $\theta_{c} \approx 45^{\circ}$ for $\lambda=280 \mathrm{~nm}, \theta_{c} \approx 47^{\circ}$ for $\lambda=540 \mathrm{~nm}$, and $\theta_{c} \approx 47^{\circ}$ for $\lambda=650 \mathrm{~nm}$. The corresponding polar angle in the tissue is $\theta_{t c}=\pi-\theta_{c}$. At $\lambda=540 \mathrm{~nm}$ and $\lambda=650 \mathrm{~nm}$ each radiance curve in the epidermis was found to have a sudden discontinuity in its slope at the critical angle for light propagating downward (see Fig. 5.16). As the polar angle increases beyond $\theta_{t c}\left(\mu_{t c}=\cos \left(\pi-\theta_{c}\right) \approx-0.68\right.$ for both $\lambda=540 \mathrm{~nm}$ and $\left.\lambda=650 \mathrm{~nm}\right)$ the radiance is seen to attain a minimum before its value increases again to a maximum. The abrupt change in the radiance at the critical angle illustrates the enhancement effect associated with total internal reflection. For $\mu \in[-0.68,0]$ light incident upon the tissue-air interface from below is totally reflected and contributes to enhance the radiance at these angles [7].

At $\lambda=540 \mathrm{~nm}$ the discontinuity in the slope of the radiance at the critical angle was found to disappear at a depth of $50 \mu \mathrm{~m}$, but still to be present at this depth at $\lambda=650 \mathrm{~nm}$, because the scattering optical depth in the epidermal layers was assumed to be greater at $\lambda=540 \mathrm{~nm}$ than at $\lambda=650 \mathrm{~nm}$ (see Tables 2 and 3 in [8]).


Fig. 5.16. Angle of incidence is $\theta_{i}=0^{\circ}$. (a), (c), and (e) show radiances at a depth of $10 \mu \mathrm{~m}$ for $\lambda=280 \mathrm{~nm}, \lambda=540 \mathrm{~nm}$, and $\lambda=650 \mathrm{~nm}$, respectively. (b), (d), and (f) show the relative error between CAT-MC and CAT-DISORT values for (a), (c), and (e), respectively (adapted from Hestenes et al. [8]).

## Retrieval of the physiological state of human skin

Nielsen et al. [10] examined the feasibility of using C-DISORT in conjunction with a classic inversion scheme for retrieval of parameters describing the physiological state of human skin. To that end, they analyzed ultraviolet and visible reflectance spectra from human skin measured before, immediately after, and on each day for two weeks after photodynamic treatment with the hexyl ester of ALA and exposure to red light ( 632 nm ), and showed that it is possible to perform a simultaneous retrieval of the melanosome concentration in both the basal and upper layers of the epidermis.

In order to retrieve important physiological properties of skin the following ingredients are needed [10]: (1) A bio-optical model that relates the physiological properties of the skin to its IOPs, i.e. the absorption and scattering coefficients as well as the scattering phase function, each as a function of wavelength and depth in the skin. (2) An accurate RT model for the coupled air-tissue system, such as C-DISORT, which for a given set of IOPs can be used to compute the AOPs, such as the diffuse reflectance spectrum. (3) An iterative inversion scheme that accounts for the nonlinear dependence of the AOPs on the IOPs. Because C-MC simulations, which were considered as the standard for forward RT modeling in the skin at ultraviolet and visible (UV-Vis) wavelengths (e.g. [112-114]), are very time-consuming, Nielsen et al. [10] used the C-DISORT model [2,4,26]. They performed a feasibility study in order to evaluate the potential of employing a bio-optical model [111] together with the C-DISORT forward RT model [8] and inversion based on Bayesian optimal estimation [115] to retrieve important physiological properties of skin. To that end, they analyzed diffuse reflectance spectra measured by Zhao et al. [116]. This feasibility study of retrieving physiological properties of the skin was based on the following premise. Although the bio-optical model contained a larger number of variable parameters than could possibly be retrieved, it would seem reasonable to consider most of them as fixed and only a few of them as free variables. Thus, one might assume the chromophores, such as the epidermal melanosome concentration and the dermal blood concentration, to be free (i.e. retrieval) parameters, since their variability would strongly influence the reflectance spectra of skin. On the other hand, one could fix the parameters describing the optical properties of the cellular matrix into which these chromophores are embedded, since variations in these parameters would have much less impact on the reflectance spectra of skin.

## Design of experiments

Reflectance spectra in the wavelength region from 300 nm to 600 nm were measured daily from three test areas and three control areas on a volunteer with skin type III for two weeks during which the skin in the test areas went through erythema and pigmentation. Erythema and pigmentation were induced after 24-hour topical application of a photosensitizer followed by illumination with red light ( 632 nm ) for 2 min on the first day (day 0 ) of the experiment. The design of the photodynamic experiment, which can be found in Zhao et al. [116], may be summarized as follows. Three test areas (A, B, and C), each $1 \mathrm{~cm} \times 1 \mathrm{~cm}$ with approximately 1.5 cm distance between adjacent areas, were marked on the inner part of the right forearm of the volunteer. Cream was prepared using $10 \%$ (w/w) of the hexyl ester of

5-aminolevulinic acid (ALA-Hex) in a standard oil-in-water cream base (Unguentum, Merck, Darmstad, Germany). Freshly prepared cream with approximately $(755 \pm 10) \mathrm{mg} / \mathrm{cm}^{2}$ of ALA-Hex was topically applied on each of these three test areas, and subsequently covered with transparent adhesive dressings (OpSite Flexifix, Smith \& Nephew Medical Ltd., Hull, UK), in which three openings ( $1 \mathrm{~cm} \times 1$ cm ) had been cut out precisely in the places where the test areas were located. The dressings were intended to prevent the cream from diffusing to adjacent areas. The creams and the dressings were kept for 24 h on the test areas, which were then illuminated with red light ( 632 nm ) for 2 min . Three control areas, which were equal in size to the test areas, were also marked on the volunteer [116]. On the first of these (D) ALA-Hex was applied but it was not illuminated; the second of the control areas (E) was illuminated with red light, but no ALAHex was applied; on the third test site (F) a base-cream without ALA-Hex was applied and it was illuminated with red light. A luminescence spectrometer (Perkin-Elmer LS50B, Norwalk, CT) was employed to record reflectance spectra from each of the test areas and each of the control areas. The spectrometer was equipped with two scanning grating monochromators, one in front of the light source (a pulsed Xenon lamp) and another in front of the detector. Reflectance spectra were measured in synchronous scans in which both gratings were set at the same wavelength and band pass (5 nm ) to avoid fluorescence artefacts. The area exposed to the excitation light of the spectrometer was the same as the area from which the reflected light was detected. The geometry of the fiber probe was such that both the directly (Fresnel) reflected and the diffusely reflected irradiances from the skin were collected and recorded. Care was taken not to press the spacer too hard against the skin surface in order to minimize artefacts from pressure-induced reductions in the blood flow.

The coupled air-tissue system can be represented by a turbid, layered medium with fixed IOPs in each layer, so that C-DISORT can be used to compute the diffuse light reflected from it. Each skin layer can be described in terms of its IOPs, which are the absorption coefficient $\alpha\left(\mathrm{mm}^{-1}\right)$, the scattering coefficient $\sigma\left(\mathrm{mm}^{-1}\right)$, the scattering phase function $p(\cos \Theta)$, and its physical thickness $\Delta z$ $(\mathrm{mm})$. As discussed in section 5.3.1, in terms of $\alpha, \sigma$, and $\Delta z$, one may define two non-dimensional IOPs given by $\tau=(\alpha+\sigma) \Delta z$ (optical thickness) and $a=\sigma /(\alpha+\sigma)$ (single-scattering albedo), so that the IOPs in each layer of the skin can be adequately described by the two variables $\tau$ and $a$, as well as a third variable $g$. As discussed previously (see Eq. (8)), the third parameter $g$ is the asymmetry factor of the scattering phase function. Since skin tissue is a complex medium with many different kinds of scattering 'particles' in each layer, the scattering phase function for a particular layer represents a weighted mean of scattering phase functions for several types of particles. Nielsen et al. [10] used the Henyey-Greenstein scattering phase function (Eq. (9)) for 'large particles' with sizes comparable to or larger than the wavelength and the Rayleigh scattering phase function (Eq. (10)) for small particles with diameters $d<\lambda / 10$.

To calculate the IOPs for a given set of parameters that describe the physiological state of the skin tissue, Nielsen et al. [10] used a bio-optical model [111]. In order to calculate the AOPs (in this case the diffuse reflectance spectrum of the skin), they employed C-DISORT $[2,8,111]$ to solve the RTE pertaining to a slab of biological tissue stratified into a number of layers, thus properly accounting for the
reflection and refraction of the incident radiance at the air-tissue interface (caused by the change in the refractive index), which affect the radiation field significantly [117]. When performing forward and inverse modeling, the bio-optical model and the C-DISORT model were coupled together, implying that the physiological parameters were retrieved directly from the measured AOPs. In order to obtain a unique solution of the inverse modeling problem, some physiological parameters were assumed to be fixed, while the following seven parameters were allowed to vary [10]:

- the dermal blood concentration;
- the relative percentage of oxygenated blood;
- the melanosome concentration in the lower epidermis;
- the thickness of the lower epidermis;
- the melanosome concentration in the upper epidermis;
- the thickness of the upper epidermis;
- the keratin concentration in the upper epidermis.

All other parameters, such as each of the scattering coefficients associated with the non-pigmented constituents of the epidermis and dermis, the optical thickness of the dermis, and the optical properties of the subcutaneous layer, were assumed to be fixed.

## Results

Figure 5.17 shows an example of the agreement between measured and simulated reflectances obtained when using the retrieved values for the seven parameters listed above as inputs to the C-DISORT simulations. Figures 5.18-5.21 show the retrieved values of the blood concentration in the dermis (Fig. 5.18), the relative amount of oxygenated blood (Fig. 5.19), the melanosome concentration in the lower layers of the epidermis (Fig. 5.20), and the melanosome concentration in the upper layers of the epidermis (Fig. 5.21), respectively. The three subpanels in the left columns of the figures represent the test areas ( $\mathrm{A}-\mathrm{C}$ ), while the three subpanels in the right columns of the figures represent the control areas (D-F).

## Discussion

A fundamental problem of biomedical optics is the validation of results obtained in vivo. If the tissue is excised, the physiological properties will change significantly. Therefore, a detailed analysis was carried out of synthetic spectra with realistic noise levels to obtain the the sensitivity and crosstalk for each of the seven parameters that were retrieved [10]. According to Farrell et al. [118], the sensitivity of a parameter in an inversion scheme is the percentage of change in the retrieved parameter for a given change in that same parameter when used as input to compute synthetically generated spectra with realistic noise added, whereas the crosstalk is the retrieved change in a parameter that was not changed in the input to the computations of synthetic spectra. To perform sensitivity and crosstalk calculations, Nielsen et al. [10] first chose an initial model that was representative for the retrieved results: $1 \%$ vol. concentration of melanosomes in the upper epidermis,
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Fig. 5.17. Measured ( + ) and simulated ( $\times$ ) radiance spectra for test area $A$ on the seventh day after the photodynamic exposure. The simulated spectrum gives the optimal agreement between the measured and simulated spectra obtained when the retrieved physiological parameters for this day were used as inputs to the forward simulations (adapted from Nielsen et al. [10]).


Fig. 5.18. Retrieved dermal blood concentration for each of the measurement areas for the 15 days of measurement. 'Initial' refers to the situation prior to the photodynamic treatment of the skin, while the next tick mark refers to the situation immediately after the photodynamic treatment (adapted from Nielsen et al. [10]).


Fig. 5.19. Retrieved percentage of oxygenated blood for each of the measurement areas for the 15 days of measurement. 'Initial' refers to the situation prior to the photodynamic treatment of the skin, while the next tick mark refers to the situation immediately after the photodynamic treatment (adapted from Nielsen et al. [10]).


Fig. 5.20. Retrieved melanosome concentration in the lower epidermis for each of the measurement areas for the 15 days of measurement. 'Initial' refers to the situation prior to the photodynamic treatment of the skin, while the next tick mark refers to the situation immediately after the photodynamic treatment (adapted from Nielsen et al. [10]).


Fig. 5.21. Retrieved melanosome concentration in the upper epidermis for each of the measurement areas for the 15 days of measurement. 'Initial' refers to the situation prior to the photodynamic treatment of the skin, while the next tick mark refers to the situation immediately after the photodynamic treatment (adapted from Nielsen et al. [10]).
$5 \%$ vol. concentration of melanosomes in the lower epidermis, $5 \%$ vol. blood concentration, $75 \%$ relative blood oxygenation, $25 \mu \mathrm{~m}$ upper epidermis thickness, and $25 \mu \mathrm{~m}$ lower epidermis thickness. Then they calculated synthetic spectra for which each of the seven parameters were successively perturbed with relative changes of $-50 \%,-40 \%, \ldots-30 \%,-20 \%,-10 \%,+10 \%,+20 \%,+30 \%,+40 \%$, and $+50 \%$, respectively. Finally, noise $(\sim N(0,1 \%))$ was added to each of these 70 synthetic spectra.

From these noisy spectra retrievals were obtained, and sensitivities were calculated as the slope of the retrieved perturbed parameters against the input perturbed parameters. Similarly, crosstalk (which ideally should be zero) was calculated as the slope of each of the the other parameters against each input perturbed parameter. The results [10] showed blood oxygenation to be causing the lowest amount of crosstalk and to have a sensitivity close to $100 \%$. The sensitivities were found to be very high and the crosstalks moderately low also for the upper and lower epidermal melanosome concentrations and the blood concentration. For the upper epidermal keratin concentration the sensitivity was found to be high, but there was considerable crosstalk into the upper epidermal melanosome concentration ( $43 \%$ ). For the upper and lower epidermal thicknesses the sensitivities were found to be low, $47 \%$ and $64 \%$, respectively, and there were substantial crosstalk into the other epidermal parameters. Thus, it would appear that changes in the thicknesses of the epidermal layers cannot be retrieved accurately from this kind of measurements for this type of skin, but if the thicknesses of the epidermal layers would remain unchanged, reasonable retrievals could be obtained for the other five parameters.

The standard deviations or the error bars in Figs. 5.18-5.21 were calculated during the retrieval procedure from the diagonal elements of the covariance matrix [10].

In general, the temporal variation in the blood concentration of the skin (Fig. 5.18) was found to be in good agreement with expectations. A maximum was reached after 1-2 days, the so-called erythema reaction, typical for a sun-burn, after which the blood concentration slowly decayed. For the three control areas the variations were within the range of the calculated standard deviations. Fig. 5.19 shows the relative amount of oxygenated blood immediately after the photodynamic treatment and during the following two weeks for all six measurement areas. Photodynamic therapy is known to be an oxygen consuming process [119]. Thus, 'immediately after' means several seconds or may be even a minute after the exposure. The marked increase in oxygenation measured at the beginning of the experiment at all three test areas is likely to be a reaction to the photodynamic treatment rather than a direct effect of the treatment itself. The variation in blood oxygenation at the three control areas are of a stochastic nature. The relative change of the percentage of oxygenated blood during the two weeks of measurements seems reasonable. However, the absolute values, which are in the range between $40 \%$ and $80 \%$, may be too low (Fig. 5.19). These low oxygenation percentages could be caused by the bandpass of the spectrometer ( 5 nm ) being insufficiently narrow to resolve the spectral fine structure in the $540-580 \mathrm{~nm}$ spectral region. The skin reflectance in this spectral region is very sensitive to the percentage of oxygenated blood. Therefore, the percentage of oxygenated blood could be underestimated from these measurements.

The retrieval of the melanosome concentration was less uncertain for the upper epidermis (Fig. 5.21) than for the lower epidermis (Fig. 5.20). Thus, the standard deviations for the lower epidermal melanosome concentration were about twice as large as for the upper epidermal melanosome concentration. For all three test areas, the melanosome concentration in the lower epidermis decreased during the two weeks (Fig. 5.20), while the melanosome concentration in the upper epidermal layers increased, in particular during the first week (Fig. 5.21). This behavior is similar to that caused by pigmentation induced by UVB radiation (with wavelengths shorter than 320 nm ). Thus, as a reaction to UVB exposure the melanosome pigment particles tend to be transferred from the melanocytes in the basal layer of the epidermis to the keratinocytes in the upper layers [120]. In the experiment discussed here [116], there was no sign of immediate pigment darkening, a process primarily induced by UVA radiation (with wavelengths longer than 320 nm ) [121]. Had immediate pigment darkening occurred, it would have been seen in the measurements taken immediately after the photodynamic treatment. Hence, one may conclude that the photodynamic process induced by topical application of ALAHex followed by illumination with red light ( 632 nm ) bears similarities with the photobiological pigmentation process induced by UVB radiation, but that immediate melanin darkening does not take place during photodynamic therapy.

The decrease in the retrieved lower melanosome concentration occurred at the same time as an increase in the retrieved lower epidermal thickness. Thus, the retrieved total lower epidermal melanosome concentration was relatively constant during the two weeks of measurements. At the control areas no significant temporal variations were seen in the retrieved lower or upper epidermal melanosome
concentrations (Figs. 5.20 and 5.21), or in the retrieved lower or upper epidermal thicknesses (not shown). The retrieved total thickness of the epidermis was very close to what would be expected. Thus, Sandby-Møller et al. [122] performed measurements on the dorsal forearm of 71 volunteers and found the average epidermal thickness to be $76 \mu \mathrm{~m} \pm 15 \mu \mathrm{~m}$. Nielsen et al. [10] found the retrieved value for the total epidermal thickness to be approximately $70 \mu \mathrm{~m}$, both for the test sites and the control sites. Given the result from the cross talk analysis discussed above, it was surprising to find that the total epidermal thickness appeared to be well retrieved.

## Optical transfer diagnosis (OTD) of pigmented skin lesions

Malignant melanoma is one of the most rapidly increasing cancers in the world; in the United States alone, the estimated incidence for 2008 was 62,480 , which would lead to an estimated total of 8,420 deaths [123]. Successful treatment of melanoma depends on early detection by clinicians with subsequent surgical removal of tumors. Visual detection has limitations even when augmented with dermoscopy, especially with less experienced users [124]. Attempts have thus been made to develop automated devices to assist in the screening of pigmented skin lesions for the likelihood of melanoma. Most of these devices have digitalized dermoscopy-related features analyzed by an artificial neural network or support vector machine learning systems $[125,126]$.

Swanson et al. [11] described a novel melanoma detection system that uses morphologic and physiologic mapping from spectral radiance images of melanocytic lesions. A clinical pilot study carried out to evaluate the novel detection system enrolled 50 patients of the dermatology clinic at Mayo Clinic, Scottsdale, AZ, USA. Referral for optical transfer diagnosis (OTD) typically occurred after examination and evaluation of the pigmented lesion with the naked eye and the dermoscope. Potential participants were identified by the referring dermatologist as having pigmented skin lesions suspected of being melanoma for which skin biopsy was indicated. These included lesions felt to be low risk, likely benign lesions, and high risk, likely melanoma lesions.

The OTD system (Balter Medical AS, Bergen, Norway) used in the study records 30 spectral radiance images (one image set), which constitute one measurement of a lesion. Images were recorded at 10 different wavelengths (365-1,000 nm) from multiple angles of illumination and detection. The OTD device is a spectral radiance meter consisting of a measurement head with 12 fixed diode lamps and 3 IEEE (Institute of Electrical and Electronics Engineers) 1394 FireWire cameras. Each light-emitting diode (LED) is placed at a different angle relative to the skin to enhance the ability to retrieve information on the depth of the lesion. The polar angles of the LEDs vary between $30^{\circ}$ and $45^{\circ}$, and the relative azimuth between $34^{\circ}$ and $145^{\circ}$. The polar angles for the detectors varied between $0^{\circ}$ and $45^{\circ}$, and the relative azimuth between $0^{\circ}$ and $180^{\circ}$. An alcohol-based gel interface was used where the measurement head contacted the skin, so that a select area of skin could be illuminated and imaged through a $2.2-\mathrm{cm}$-diameter circular sapphire plate. Imaging time was approximately 5 s .

On the basis of established absorption and transmission spectra for known skin chromophores and mathematical modeling of skin reflectance [10, 111], the images
from each set were used to derive morphologic-physiologic maps of the lesions for the following seven parameters, as described elsewhere [10]: (1) percentage of hemoglobin concentration, (2) percentage of hemoglobin oxygenation, (3) upper epidermal thickness, (4) lower epidermal thickness, (5) percentage of upper melanosome concentration, (6) percentage of lower melanosome concentration, and (7) percentage of keratin concentration. These parameters were assumed to be different for normal and malignant tissue.

From each map, an entropy value was calculated and relative entropy values were calculated among different pairs of 2 maps. The entropy concept used was similar to that used in statistical physics and information theory. For example, from the spatial distribution of the melanosome concentration, the entropy associated with this parameter was computed as the sum of the melanosome concentration multiplied by its logarithm and integrated over the area of the lesion. Simply stated, the entropy provides a measure of the disorder in any one of the maps, and the relative entropy provides a measure of the correlation between two different maps. A positive-definite $7 \times 7$ matrix (diagnostic matrix) was constructed and two eigenvectors were selected that corresponded to the 2 largest eigenvalues of the diagnostic matrix. These 2 eigenvectors were used to assign a prediction of malignancy for each lesion that was imaged.

Each suspicious lesion was scanned 3 times with the OTD camera to obtain 3 measurements (i.e. 3 sets of images) per lesion, with the camera repositioned for each image set. The image sets were recorded on a digital video disc and processed independently for the creation of morphologic-physiologic maps of the 7 parameters listed above. Each map set was then used to derive diagnostic matrices as described above.

After each lesion was scanned, the entire lesion was removed in toto using a saucerization-type biopsy, and then sent for histopathologic processing and examination. Pathologic specimens were processed with hematoxylin and eosin staining as well as, when indicated, immunohistochemical staining with melan-A. All specimens were reviewed independently by 2 dermatopathologists, who rendered the diagnoses. The histopathologic findings were then compared with the findings from the respective diagnostic matrix calculation. The comparison end points were 'melanoma' and 'nonmelanoma'.

## Results

Sixty-three lesions in the 50 patients were imaged with OTD and subsequently removed; all were clinically suspicious for melanoma. Of these 63 lesions, five were melanomas (two in situ melanomas, three invasive), 47 were benign melanocytic nevi, two were basal cell cancers, and 11 were other lesions.

The two largest eigenvectors of the diagnostic matrix defined above were used to calculate one index for melanoma (the 'melanoma index') and another index for benign (nonmelanoma) lesions by correlation with the biopsy results. The indices were designed such that the largest value determined the diagnosis. Thus, if the melanoma index was larger than the nonmelanoma index, the lesion would be diagnosed as a melanoma. To avoid false negatives due to inherent uncertainties in the data, the percentage difference between the melanoma and the nonmelanoma
indices was required to exceed an empirically defined threshold. The sensitivity of OTD was $100 \%$ for identifying melanoma. Depending on the threshold by which the melanoma index was required to exceed the nonmelanoma index, the specificity of OTD for discriminating melanoma from nonmelanoma was 94.8-96.6\%.

Dermoscopic images and morphologic-physiologic maps of representative lesions are shown for a typical nonmelanoma lesion (Fig. 5.22) and for a melanoma in situ (Fig. 5.23). The nonmelanoma lesion in Fig. 5.22 was a nevus with mild ar-


Fig. 5.22. Pathologic diagnosis: Compound nevus. (A) Dermoscopic picture. (B) Red-green-blue (RGB) image (upper left-hand corner) and a set of 7 morphologic-physiologic maps generated by optical transfer diagnosis (adapted from Swanson et al. [11]).
chitectural disorder. In the 7 maps associated with this lesion, there was a relative degree of homogeneity and a lack of entropy (i.e. disorder) compared with those in the equivalent maps in Fig. 5.23, which were for a melanoma in situ. These latter maps show a higher level of heterogeneity, especially in the percentage of blood oxygenation and in the percentage of upper epidermal keratin concentration, with an associated higher level of relative entropy between the pairs of maps.


Fig. 5.23. Pathologic diagnosis: Melanoma in situ. (A) Dermoscopic picture. (B) Red-green-blue (RGB) image (upper left-hand corner) and a set of 7 morphologic-physiologic maps generated by optical transfer diagnosis (adapted from Swanson et al. [11]).

There were 3 false positives. One was for a seborrheic keratosis that appeared to be a borderline lesion on dermoscopy. OTD imaging of this lesion showed more striking degrees of blood content, keratin concentration, and upper melanin concentration, as well as a high percentage of blood oxygenation. The other 2 lesions were nevi with architectural disorder that showed especially higher levels of percentage of oxygenation heterogeneity. On dermoscopy, both lesions showed atypical vascular features with dot vessels and irregular shades of pink.

## Discussion

Automated instruments for the diagnosis of primary melanoma that require no diagnostic input by the operator are currently in various stages of development [127]. The technologies under development typically use data manipulation of digital dermoscopic images by image segmentation for border definition, feature extraction, and subsequent lesion classification by statistical methods [125, 126, 128]. OTD differs from purely morphometric and color analyses by the additional modeling of physiologic parameters. This modeling is based on known absorption and transmission spectra of melanin, keratin, hemoglobin, and deoxyhemoglobin. In contrast to other technologies, the OTD technology adds an entirely new dimension to in vivo analysis by accounting for interactions between the tumor and its environment, such as the relative degree of hemoglobin desaturation in the vicinity of the tumor.

## Extended study

In a recent study, Swanson et al. [12] based their findings on a data set that included 47 patients from the pilot study discussed above [11] and 47 patients subsequently studied. The OTD analysis used by Swanson et al. [12] was a revised, more robust version of the analysis used in the previous study [11]. From each physiologicmorphologic map, an entropy value was calculated, and relative entropy values were calculated between different pairs of two maps. Weights were assigned to each entropy and relative entropy value and their respective logarithms and to each pure morphologic parameter and its logarithm. For the seven physiologic-morphologic maps, 28 weights were associated with the entropy and relative entropy values, and 28 weights with their logarithms. Similarly, 10 weights were associated with the 10 pure morphologic parameters and 10 with their logarithms. Thus, in total, 76 weights were assigned.

A proper threshold value for a diagnostic index was developed to differentiate between melanoma and nonmelanoma. This threshold value indicates the desire to discriminate between benign and malignant lesions so that the diagnostic indices for malignant lesions would be well separated from those for benign lesions when inevitable errors in the measurement procedure are properly taken into account. By comparing with the diagnosis of melanoma or nonmelanoma pathology results obtained from clinical data (see below), a cost function was defined consisting of a master term (including pathology), constraints, regularization, and the Occam rule. Constraints were used to take advantage of a priori information about the covariance of the measurements, and regularization was used to suppress variations in the measurements, which do not contribute to the correct diagnosis. Some of
the physiologic-morphologic maps and the pure morphologic parameters did not contribute substantially to the diagnosis. The Occam rule was designed to exclude inconsequential parameters.

The diagnostic index $(D)$ is defined as $D=\mathbf{w}^{T} \mathbf{p}$, where the superscript $T$ denotes transpose, $\mathbf{w}$ is a column vector of 76 weights, and $\mathbf{p}$ is a column vector of 76 elements consisting of 28 entropy and relative entropy values with their 28 logarithms and 10 pure morphologic parameters with their 10 logarithms. A value of the diagnostic index was computed for every lesion examined, and the 76 weights were optimized to give the best diagnosis.

To test robustness, the diagnostic procedure was applied to find optimized weights for different subsets of the entire data set. For this purpose, subsets were created by starting with the entire data set of all clinical measurements ( $n=342$ ) and excluding some of the measurements. One subset was created by dividing the total set into three equal parts, each consisting of every third measurement, and then excluding one-third of the total subset, so that the remaining subset contained two-thirds of the entire data set. The clinical data set had 11 melanomas (see below). Nine different subsets were created by excluding all three measurements that had been performed on one of the 11 lesions - a melanoma according to the pathology report. In the clinical data set described above, several weights were very small and were set equal to 0 . Optimization was performed on several subsets, and the criterion for accepting a new set of weights was that it should give a specificity greater than $90 \%$ for a sensitivity of $100 \%$ for all subsets. In this manner, a new set of weights with fewer nonzero values was tested for acceptance.

## Results

In the 94 patients, 118 lesions were imaged with optical transfer diagnosis and subsequently removed; all were clinically suggestive of melanoma; 11 of these were categorized as melanomas ( 5 in situ melanoma, 4 invasive melanoma, and 2 atypical melanocytic hyperplasia consistent with melanoma). Of the 107 benign lesions, 84 were benign melanocytic neoplasms, but 9 of those showed moderate to severe degrees of architectural disorder or cytologic atypia. The remaining lesions were 2 basal cell carcinomas (BCCs) and 21 other lesions. For each lesion, 3 optical transfer diagnosis measurements (each consisting of 30 images) were taken, but some measurements were discarded because of measurement errors, reducing the total number of useful measurements to 342 . When the method described above was applied to this clinical data set, the sensitivity was $100 \%$ for any specificity less than $91.4 \%$. When the diagnostic procedure was applied to different subsets of the entire data set in the robustness test (see above), after a corrected selection of unimportant weights, the specificity at $100 \%$ sensitivity did not change noticeably and was found to be larger than $90 \%$ for all subsets.

Dermoscopic images and morphologic-physiologic maps of representative lesions are shown for a typical nonmelanoma lesion (Fig. 5.24) and for a malignant melanoma (Fig. 5.25). The nonmelanoma lesion in Fig. 5.24 was a nevus with mild architectural disorder. In the seven maps associated with this lesion, there was a relative degree of homogeneity and a lack of entropy (disorder) compared with those in the corresponding maps in Fig. 5.25. The maps of the melanoma show a higher


Fig. 5.24. Pathologic diagnosis: nevus with mild architectural disorder. (A) Dermoscopic image. (B) Physiologic maps. The parameters display greater uniformity and higher levels of congruence between maps than the melanoma in Fig. 5.25. RGB, red-green-blue (adapted from Swanson et al. [11]).


Fig. 5.25. Pathologic diagnosis: malignant melanoma, 1.25 mm thick. (A) Dermoscopic image. (B) Physiologic maps. The physiologic maps display a considerable amount of heterogeneity for the parameters displayed. RGB, red-green-blue (adapted from Swanson et al. [11]).
level of heterogeneity, especially in the percentage of blood oxygenation and in the percentage of upper epidermal keratin concentration, with an associated higher level of relative entropy between each pair of maps. Ten lesions had false-positive results: 4 nevi with mild architectural disorder or mild cytologic atypia (or both), two pigmented actinic keratoses, 1 blue nevus, 1 seborrheic keratosis, 1 dermatofibroma, and 1 large cell acanthoma. Of the lesions identified as not melanoma, there
were 2 BCCs and 8 nevi with moderate to severe architectural disorder or cytologic atypia. The BCCs had dermoscopic features of BCC, but were included in the data set because they met the case referral indication.

OTD technology appears to be a promising tool for clinical practice. Additional research needs to be done to validate the ability of OTD to discriminate benign from malignant lesions. Further study is also needed to investigate the ability to discriminate malignant melanoma and bland nevi from benign lesions with moderate to severe degrees of architectural disorder and cytologic atypia. A limitation of optical transfer diagnosis technology is that it did not identify the pigmented BCCs specifically; rather, the algorithm regarded them as nonmelanoma. Further study is needed to determine whether the algorithm can "learn" to discriminate other neoplasms, including BCC. The validity of physiologic mapping as a true reflection of the physiology of human tissue needs to be demonstrated. Physiologic mapping may have applications beyond the screening of melanocytic lesions in inflammatory diseases and other dermatologic disorders.

### 5.5 Summary

A review was given of scalar radiative transfer theory applicable to a coupled twoslab system consisting of two adjacent slabs with different refractive indices. In section 5.2, a brief description of inherent optical properties (IOPs) was provided, including absorption and scattering coefficients ( $\alpha$ and $\sigma$ ) as well as a normalized angular scattering cross-section or scattering phase function. The IOPs depend only on the medium itself, and not on the ambient light field, whereas apparent optical properties (AOPs) depend also on the illumination. The connection between AOPs and IOPs is provided by the RT equation (RTE), described in section 5.3.1 for a coupled two-slab system separated by a plane, horizontal interface across which the refractive index changes abruptly from a value $m_{1}$ in one of the slabs to a value $m_{2}$ in the other. If one assumes that the IOPs vary only in the vertical direction $z$, the scalar intensity $I(\tau, \mu, \phi)$ depends on the vertical optical depth $\tau(z)=\int_{z}^{\infty}\left(\alpha\left(z^{\prime}\right)+\sigma\left(z^{\prime}\right)\right) d z^{\prime}$ (Eq. (11)), of the medium as well as the polar angle $\theta$ $(\mu=\cos \theta)$ and the azimuthal angle $\phi$. In such a two-slab geometry it is possible to isolate the azimuthal dependence of the intensity. Expansion of the scattering phase function in Legendre polynomials and use of the addition theorem for spherical harmonics led to a Fourier cosine expansion of the scattering phase function. By also expanding the intensity in a Fourier cosine series (Eq. (19)), one finds that each Fourier component $I^{m}(\tau, \mu)$ satisfies a RTE given by Eq. (20).

Two fundamentally different methods of solution of the RTE for a coupled two-slab system were described. In section 5.3 .2 an overview of the discreteordinate method was provided. This method consists of approximating the integrodifferential RTE (Eq. (20)) by a system of coupled, ordinary differential equations which may be solved by applying methods from linear algebra resulting in a numerical code (C-DISORT) that computes radiances at any optical depth, polar and azimuthal angle. The Monte Carlo (MC) method, described in section 5.3.3, is based on the use of random numbers to perform statistical simulations of the RT process, and may be used to model light propagation in systems with complicated geometries (beyond the coupled two-slab system considered here). In a

Monte Carlo simulation for a coupled two-slab system (C-MC), the solution of the RTE (Eq. (12)) is obtained by following the life histories of a very large number of light beams. Each beam is followed until it leaves the system either by absorption in either of the slabs or by escaping through the bottom of the lower slab or the top of the upper slab.

As discussed in section 5.3.4, the impact of surface roughness on the radiance distribution is to spread the specular reflection over a range of angles, which, in the case of reflections from a wind-roughened water surface, is referred to as the sunglint region. If the surface is characterized by a Gaussian random height distribution, and the tangent plane approximation is invoked, the bidirectional reflection distribution function (BRDF) can be expressed as in Eq. (41), in which the surface slope distribution is given by Eq. (43) for an isotropic, Gaussian rough surface. To correct for sunglint in ocean color remote sensing applications it is customary to use a direct transmittance approach that ignores multiple scattering. As discussed in section 5.3.4, a model for a coupled atmosphere-water system that includes multiple scattering can be used to quantify the error incurred by invoking the direct transmission assumption. These errors typically range from $10 \%$ to $90 \%$ depending on aerosol loading and sun-satellite geometry.

Sample applications of the theory were discussed in section 5.4, starting with the coupled atmosphere-water system in section 5.4.1. To demonstrate that the two fundamentally different solutions methods give similar results, it was shown (Fig. 5.4) that irradiances computed with the C-MC and C-DISORT codes are in good agreement throughout the coupled atmosphere-ocean system.

An RT code for the coupled atmosphere-water system can be used as a forward model to compute not only radiances, but also Jacobians (radiance partial derivatives with respect to changes in retrieval parameters) that are required for inversion of ocean color data by standard inversion methods such as iterative fitting techniques based on nonlinear least squares or optimal estimation. Such an approach allows for simultaneous retrieval of atmospheric aerosol parameters and marine parameters, and circumvents the 'negative water-leaving radiance problem' encountered in the traditional two-step 'atmospheric correction and regression' approach. At each iteration step, the coupled forward RT model can be used to generate both simulated radiances and Jacobians required in the inversion scheme. It was shown (Figs. 5.5 and 5.6) that this simultaneous forward/inverse retrieval method can provide good retrieval capability, and that 8 SeaWiFS channels were sufficient to retrieve 2 atmospheric and 3 marine parameters in coastal waters.

Applications to coupled atmosphere-snow-ice systems were discussed in section 5.4.2. The C-DISORT coupled RT model can be used to compute the radiation field within sea ice, the BRDF defined in Eq. (40) for bare and snow-covered sea ice, as well as radiances at the top of the atmosphere. Figure 5.7 shows that computed albedos of clean snow agree well with computations done by others as well as with experimental values. Satellite remote sensing can be used to estimate spatial and temporal changes in snow/ice cover, and to retrieve snow/ice optical characteristics and temperatures. To infer information about snow and ice properties from visible and IR satellite imagery a cloud mask is required to discriminate between clear and cloudy sky, and for cloud-free pixels, a snow/sea ice discriminator to distinguish bare sea ice from snow-covered sea ice. Algorithms developed
for retrieval of snow ice properties were used to analyze data from the GLI satellite. For example, Fig. 5.11 shows surface temperatures around the northern polar region for April 7 to May 8, 2003, while Fig. 5.11 shows a comparison between temperatures derived from MODIS and GLI data. Figure 5.12 shows the corresponding spatial distribution of snow grain size between 0 and 20 cm retrieved from the NIR channel at $0.875 \mu \mathrm{~m}\left(R_{s 0.9}\right)$. The snow grain size of the top surface layer $(0-2 \mathrm{~cm})$ can be retrieved from the $\lambda=1.64 \mu \mathrm{~m}$ channel $\left(R_{s 1.6}\right)$. The ratio of $R_{s 1.6}$ to $R_{s 0.9}$ for the April $7-22$ period shown in Fig. 5.13 indicates that the difference in the spatial distribution between $R_{s 0.9}$ and $R_{s 1.6}$ may be due to vertical inhomogeneity of the grain size in the upper several centimeters of the snow or by different light penetration depths at $\lambda=0.865 \mu \mathrm{~m}$ and $1.64 \mu \mathrm{~m}$. It was also shown that there is a close relationship between the $R_{s 0.9}$ snow grain size and surface temperature $\left(T_{s}\right)$, as illustrated in Fig. 5.14, which shows the spatial distribution of the snow cover for the period of April 7-22, 2003, but color-coded using the two-dimensional temperature-grain size $\left(T_{s}-R_{s 0.9}\right)$ relationship to indicate the potential of snow grains to metamorphose. The snow in the two elliptical areas in Fig. 5.14 has similar grain sizes (around $200 \mu \mathrm{~m}$ ) but exists in different temperature regimes ( $272-273 \mathrm{~K}$ in the orange area and 253 K in the blue area). The snow in orange-colored area has a high potential while that in blue-colored area has a low potential of metamorphosis.

In section 5.4.3, C-MC simulations and C-DISORT calculations of spectral radiances in coupled air-tissue systems were compared, and excellent agreement was demonstrated between radiances obtained with the two codes, both above and in the tissue for typical optical properties of skin tissue at the wavelengths 280,540 , and 650 nm . The scattering phase function for internal structures in the skin was represented by the Henyey-Greenstein phase function for large particles and the Rayleigh phase function for small particles. The C-DISORT code was found to be about 1,000 times faster than the C-MC code.

In order to test the feasibility of retrieving important parameters describing the physiologial state of human skin, ultraviolet and visible reflectance spectra from human skin, measured before and on each day for two weeks after photodynamic treatment with the hexyl ester of ALA and exposure to red light ( 632 nm ), were analyzed using C-DISORT for a coupled air-tissue system as a forward model in conjunction with a classic inversion scheme. The results showed that it is possible to perform a simultaneous retrieval of several important physiological parameters, such as the melanin in both the basal and upper layers of the epidermis.

To evaluate the potential of a novel imaging technology, optical transfer diagnosis (OTD), for differentiation of benign from malignant pigmented melanocytic lesions, 50 patients with pigmented lesions suspicious for melanoma were referred for OTD. After OTD scanning, lesions were biopsied for histopathologic examination, each by 2 separate dermatopathologists. Maps of morphological and physiological parameters were derived using forward/inverse modeling by C-DISORT of light absorption and scattering by chromophores such as hemoglobin, keratin, and melanin at different epidermal and dermal depths. Relative entropies were analyzed for output prediction of malignancy vs. nonmalignancy. Sixty-three pigmented suspicious lesions were OTD scanned before being biopsied for histopathologic examination by the 2 dermatopathologists. Of the 63 lesions, 5 were identified as melanoma and

58 were found to be benign. OTD was able to identify the malignant lesions with $100 \%$ sensitivity and $94.8-96.6 \%$ specificity.

To further evaluate the potential of OTD for distinguishing benign from malignant pigmented melanocytic neoplasms, 49 patients with pigmented lesions suggestive of melanoma were referred for OTD. After lesions were scanned with the OTD camera, they were removed for histopathologic examination by 2 dermatopathologists each. From the recorded images, morphologic-physiologic maps were created, and entropy and relative entropy values derived from the maps and a set of pure morphologic parameters were analyzed for output prediction of melanoma versus nonmelanoma. Of the 118 scanned and biopsied lesions, 11 were identified as melanoma or atypical melanocytic hyperplasia consistent with melanoma. For identification of melanomas, OTD had a sensitivity of $100 \%$ and a specificity of $90 \%$.
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# 6 Airborne measurements of spectral shortwave radiation in cloud and aerosol remote sensing and energy budget studies 

Sebastian Schmidt and Peter Pilewskie

### 6.1 Introduction

Space-borne observations of clouds and aerosols are currently undergoing important developments. A new generation of passive imagers follows in the footsteps of proven instrumentation akin to AVHRR (Advanced Very High Resolution Radiometer: Cracknell, 1997) and MODIS (Moderate Resolution Imaging Spectroradiometer: King et al., 1992). At the same time, novel approaches are diversifying the instrumental infrastructure and thus extending the observable parameter space: radar and lidar explore the vertical distribution of clouds and aerosols; polarimeters help untangle aerosols and clouds, and complement non-polarized imagery for ice and mixed-phase clouds. Curiously, the spectral information in the shortwave (solar) wavelength range has remained largely underutilized for cloud and aerosol remote sensing, whereas the infrared and microwave spectral ranges are extensively used for sounding techniques - particularly for water vapor. Solar spectral imagers such as AVIRIS (Airborne Visible/InfraRed Imaging Spectrometer) are routinely flown in geological surveys, recently in the aftermath of the May 2010 Gulf of Mexico oil spill (Clark et al., 2010). Ecosystem mapping (Pignatti et al., 2009) and ocean color retrievals (Liew and Kwoh, 2003) with Hyperion onboard the NASA satellite EO-1 are examples of space-borne spectral cartography in biology and ocean chemistry. In all of these applications, the atmosphere between the surface and the sensor is a factor that needs to be removed via correction algorithms. The spectral signal from the atmosphere itself is mainly used for fingerprinting trace gases based on differential optical absorption spectroscopy. In addition to gas-phase spectroscopy, the European Space Agency's SCIAMACHY (scanning imaging absorption spectrometer for atmospheric cartography) on ENVISAT and GOME (global ozone monitoring experiment) on ERS-2 provide limited information about aerosols and clouds, which introduce biases in trace gas retrievals due to enhanced scattering and absorption or spatial heterogeneity effects (Wagner et al., 2008). However, derived parameters such as the absorbing and scattering aerosol indices (de Graaf and Stammes, 2005; Penning de Vries et al., 2009) or effective cloud fraction (Grzegorski et al., 2006) remain somewhat quantitative or are limited to certain wavelength bands with strong gas absorption lines (Koelemeijer et al., 2002) or Fraunhofer lines (Ring effect, Joiner and Bhartia, 1995).

Why is cloud and aerosol remote sensing lagging behind exploiting the full information content in solar spectral radiance measurements? One reason is that the large footprint of most space-borne spectral radiometers makes them ill-suited for spatially resolving clouds. Another may be the common belief that spectrally resolved observations add redundant information as far as clouds and aerosols are concerned. Principal component analysis shows that a limited number of independent pieces of information can explain most of the variance in solar spectral radiation measurements (Rabbette and Pilewskie, 2002). However, this information is distributed across the spectrum. While optical thickness and effective radius can be derived from the cloud reflectance at two solar wavelengths (Nakajima and King, 1990), the retrieval accuracy may benefit from the information content in additional wavelengths (Vukicevic et al., 2010).

In fact, the keys to resolving some of the outstanding issues in cloud-aerosol remote sensing and radiative energy budget may lie in the spectral dimension. In this chapter, we will substantiate this claim by giving an overview of recent airborne measurements and modeling of solar spectral radiation that we hope will spur new observational approaches in the future. We start by pointing out the subtle but important differences between multi-channel filter-radiometers and spectrometers, and illustrate instrument setup, calibration, precision and accuracy using as an example the Solar Spectral Flux Radiometer (SSFR: Pilewskie et al., 2003), a spectrometer system that can be used to measure solar spectral radiance or irradiance. In the subsequent sections, we will illustrate how airborne irradiance measurements provide insights into cloud-aerosol remote sensing, where each section brings to bear different aspects of spectrally resolved measurements or model calculations. To date, airborne observations are the only tool for examining spectral phenomena in clouds and aerosols because imagers currently in orbit lack the required spatial resolution or coverage.

One of the distinct advantages of airborne irradiance measurements is that they do not entail an artificial distinction between remote sensing and radiative energy budget, i.e., radiative forcing, albedo, and absorption of cloud or aerosol layers. For satellite observations, cloud or aerosol properties are retrieved from reflected radiances. Irradiance cannot be measured from space and thus needs to be inferred through models. This introduces systematic errors caused by spatial heterogeneity. Upwelling and downwelling irradiance acquired from aircraft observations can be used to retrieve cloud or aerosol properties, while providing layer albedo, forcing, and absorption at the same time. Since an aircraft can fly below layers of interest, the derived bottom-of-layer radiative forcing is more constrained than it would be from a satellite. The layer absorption, impossible to observe from a satellite, can be derived from irradiance measurements without invoking a model.

Spectrally contiguous measurements allow an integration of the spectra to obtain unbiased broadband absorption and radiative forcing, while spectral resolution is invaluable in distinguishing various different contributors to forcing and absorption. Moreover, airborne instrumentation can be regularly calibrated on the ground, and effects of instrument degradation can be tracked. Technology can be outdated at the end of a satellite's lifetime; in an aircraft instrument, it can be kept state-of-the-art. For example, the signal-to-noise ratio of the photodiode arrays used in AVIRIS improved by a factor of ten from 1987 to 1999 (Green and Pavri, 2000).

After introducing instrumentation, relevant radiative quantities and models in section 6.2, we highlight some recent spectral measurements and model results: In section 6.3, we discuss what can be accomplished in remote sensing of homogeneous clouds when transitioning from traditional dual-channel techniques to spectral approaches. Section 6.3.1 introduces three indices based on reflected spectral radiance to retrieve thermodynamic phase and phase ratios in mixed-phase clouds. In section 6.3.2, we capitalize on the intrinsic spectral contrasts of near-infrared liquid water absorption to improve the accuracy of the effective radius retrieval from transmitted radiance, and discuss how cloud retrievals may become less sensitive to absolute radiometric calibration in the future. In section 6.3.3, we present a Bayesian approach for a rigorous error analysis of spectral retrieval techniques that can establish the gain in information content by increasing spectral resolution, sampling and coverage. In section 6.3.4, we show how the accuracy of cloud retrievals from satellite can be assessed with airborne measurements in the presence of aerosol layers overlying homogeneous clouds. In section 6.4, we discuss how to constrain the aerosol direct effect with airborne measurements. We introduce a new approach where aerosol single scattering albedo, asymmetry parameter, and surface albedo are obtained from flight legs above and below an aerosol layer, alongside aerosol top-of-layer and bottom-of-layer forcing and layer absorption.

In Sections 6.5 and 6.6, we address the relationship between cloud heterogeneities and spectral irradiance, forcing, and absorption. We point out that 3D effects alter the spectral signature of heterogeneous clouds (section 6.5) from that of their homogeneous counterparts, and that of cloud-aerosol scenes (section 6.6). In section 6.5 , we describe a spectral consistency approach that helps identify inconsistencies between cloud properties and spectral cloud albedo, forcing and absorption caused by spatial heterogeneities. We also discuss the spectral shape of measured apparent absorption, obtained from the vertical divergence of irradiance in a cloud volume, and we reproduce the spectrum using a 3D radiative transfer model. The radiative forcing of convective boundary layer clouds embedded in an aerosol layer is discussed in section 6.6. We show that the spectral shape of the measured irradiance is reproduced only when the aerosol properties are fully represented in a 3D radiative transfer model.

Finally, we summarize the results of recent measurements and point out the potential of spectrally-resolved measurements for future cloud-aerosol observations.

### 6.2 Instrumentation, radiative quantities, and models

### 6.2.1 Spectrometer versus multi-channel filter-radiometer

Radiometers can be categorized by their spatial resolution and viewing geometry, and by their spectral resolution, coverage, and dispersion technique.

Spatial resolution distinguishes imaging from non-imaging instruments. For non-imaging instruments, no spatial information is retained in the measured signal, which originates from either a narrow cone (for example, in sun-photometers), or from any extended directional range, for example, in irradiance measurements, where the signal is integrated over a hemisphere. In imagers, spatial coverage is
typically achieved by scanning with a detector array, for example, along-track in pushbroom or across-track in whiskbroom mode. Most imagers are spatially contiguous because they oversample, and their pixels overlap.

In the spectral domain, a seemingly minor, but important distinction (see section 6.2 .2 ) is the way in which the solar spectrum is dispersed: multi-channel spectroradiometers typically employ filters or dichroic beam-splitters and independent detectors with each filter. They provide measurements in non-contiguous discrete wavelength bands. This is usually referred to as 'multi-spectral'. An example of an imaging spectroradiometer is MODIS (King et al., 1992). The Multi-Filter Rotating Shadowband Radiometer (MFRSR: Harrison et al., 1994) or the sun-photometers used for the Aerosol Robotic Network (AERONET: Holben et al., 1998) are surfacebased non-imaging filter-radiometers. Spectrometers, on the other hand, cover parts or the entire solar spectrum continuously. This is sometimes called 'hyperspectral'. In contrast to filter-radiometers, spectrometers use gratings or prisms in conjunction with detector arrays or sequential wavelength scanning devices. The Airborne Visible/InfraRed Imaging Spectrometer (AVIRIS: Green et al., 1998) is composed of four individual spectrometers from the visible to shortwave-infrared range. Each uses a two-dimensional diode array with the spectral dimension along one axis and the spatial dimension along the orthogonal axis. The substrate of the three detector arrays is optimized for maximum response in the respective spectral wavelength range. AVIRIS operates in whiskbroom scanning mode; the space-borne Hyperion (two spectrometers), and the Moon-viewing $\mathrm{M}^{3}$ (Moon Mineralogy Mapper, single spectrometer) both use pushbroom scanning. The challenge in building spectral imagers is to optimize the spatial and spectral resolutions and ranges. Increasing signal-to-noise ratios in detector arrays have allowed higher resolution in the spectral and spatial domain while keeping telescopes small enough to be feasible in space.

Multispectral and hyperspectral radiometers exhibit different modes of degradation. Filter-radiometers have multiple optical paths for each band, while spectrometers have a single optical path. In filter-radiometers, degradation of optical components can occur independently for each optical path. In spectrometers, instrument response function variability is correlated across the spectral range. Spectrally uncorrelated changes can occur only at the detector level. This type of degradation is common to spectrometers and filter-radiometers alike.

Currently, no spectral imager with an adequate combination of resolution and accuracy is in orbit. It was planned for the NASA CLARREO project (Climate Absolute Radiance and Refractivity Observatory), which was recently canceled due to budgetary problems.

### 6.2.2 Solar spectral flux radiometer

The Solar Spectral Flux Radiometer (Pilewskie et al., 2003) measures upward and downward solar spectral irradiance or radiance. Prior to its first deployment in 1998, airborne irradiance measurements relied mostly on broadband radiometers. The lack of spectral resolution became obvious when Cess et al. (1995) discovered a discrepancy between modeled and measured cloud absorption, thereafter debated in the literature for more than a decade. This discrepancy was one of the motivations
for developing SSFR at NASA Ames. A sister instrument, the albedometer by Wendisch et al. (2001), followed soon afterwards. It took until 2007 to achieve better understanding of the so-called apparent cloud absorption which is derived from vertical irradiance divergence (section 6.5.2).

SSFR has been deployed on numerous airborne platforms and ground sites (for example at the Southern Great Plains ARM site in Oklahoma, under the name of Shortwave Spectrometer, SWS) and on various research vessels. The albedometer has also been mounted on platforms that were carried by tethered balloons, helicopters and aircraft. SSFR (depicted in Fig. 6.1) covers a wavelength range from 350 nm to 2150 nm , comprising nearly $95 \%$ of the total incident solar irradiance. Each SSFR consists of two subsystems, combined in one rack-mounted encasement, and connected by fiber-optic cables to light collectors mounted on top (zenith viewing) and at the bottom (nadir viewing) of the aircraft. The light collectors (on the right in Fig. 6.1) are designed such that they provide a near-ideal cosine weighting of the incoming radiance from the upper and lower hemisphere, defined as irradiance. This is realized by a circular entrance aperture in a miniature integrating sphere, covered by a quartz dome for weather protection. Recent improvements in the cosine-response of the SSFR light collectors are reported in Kindel (2010). For operation on the ship or on the ground, the nadir-viewing hemispheric light collector is replaced with a zenith-viewing narrow-field-of-view collimator. In this setup, SSFR allows simultaneous downward irradiance and radiance measurements. The albedometer (Wendisch et al., 2001) has also been configured to measure upward radiance with a nadir-viewing collimator.

The full spectral range is covered by using pairs of monolithic miniature Zeiss spectrometer modules (MMS-1 for the near-UV, visible, and very-near-infrared from 350 nm to 1000 nm ; NIR-PGS 2.2 for the near-infrared from 900 nm to 2200 nm ). Partitioning the spectral range was necessary because at the time of its development, no single detector was sensitive enough across the entire solar wavelength range. This design is shared with many spectral imagers. Newer systems (for example, $\mathrm{M}^{3}$ ) have employed single focal plane detector arrays. The 350 nm to 1000 nm module is a flat-field grating with a 256 -element linear silicon diode array detector. It is temperature-stabilized at $27.0^{\circ} \mathrm{C} \pm 0.3^{\circ} \mathrm{C}$ to minimize dark current fluctuations. Its spectral resolution as indicated by the full-width-half-maximum


Fig. 6.1. Solar Spectral Flux Radiometer (SSFR) with zenith and nadir light collectors.
(FWHM) is 8 nm , with 3 nm sampling. The 900 nm to 2200 nm module utilizes a 256 -element InGaAs linear diode array that is thermoelectrically cooled to $-10.0^{\circ} \mathrm{C}$ $\pm 0.1^{\circ} \mathrm{C}$. Recently, the instrument setup was modified to also stabilize the temperature of the electronics (pre-amplifier) for better dark current stability. The FWHM is 12 nm , with 5 nm sampling resolution. In normal operation mode, one spectrum is recorded per second. Different versions of the instrument with higher resolution and different spectral range exist. The instrument is mechanically robust since no moving parts are used, and are therefore optimal for aircraft operations.

Since the SSFR is not only utilized for spectroscopic, but also for radiometric applications, it is essential to ensure high accuracy and stability of its absolute calibration. Therefore, the spectrometers are calibrated before and after each field deployment in the laboratory, using a tungsten-halogen 1000-W lamp that is traceable to a US national laboratory standard. Over the course of each experiment, the stability of the calibration is tracked with a portable field calibration unit. Generally, a calibration stability of $1 \%$ to $2 \%$ is achieved over the course of a multiple-week field mission. The nominal radiometric accuracy of $3 \%$ is dominated by the uncertainty of the calibration light source. The precision of the instrument is $0.1 \%$. This value is driven by dark current fluctuations. Those fluctuations can exceed $0.1 \%$, or even $3 \%$ of the signal near the edges of a spectrometer's wavelength range where the signal-to-noise ratio decreases due to decreasing sensitivity of the detector. Figure 6.2 shows a typical SSFR measurement over a vegetated surface in California during a 2010 field experiment, with downwelling irradiance in blue, and upwelling irradiance in red. The wavelength ranges of the InGaAs detector array and the silicon detector array overlap between 900 and 1000 nm and are joined at 940 nm . This wavelength was chosen to maximize the signal-to-noise ratio on either side. The wavelength calibration relies on known emission lines of $\mathrm{Hg}, \mathrm{Ar}$, and Xe lamps, and on lasers in the visible and near-infrared wavelength range. It is usually stable to 0.1 nm over several years.


Fig. 6.2. Typical SSFR measurement (blue: downwelling, red: upwelling irradiance; solid lines: silicon spectrometer wavelength range; dotted lines: InGaAs spectrometer wavelength range).

The data are corrected for the angular response of the light collectors which can deviate from an ideal cosine-weighting of the incident radiation (Kindel, 2010). Since irradiance is defined with respect to a horizontal plane, an additional correction is required for aircraft attitude if the light collectors are fix-mounted to the fuselage (Bannehr and Schwiesow, 1993). This can be complicated or impossible if a light collector receives radiation from the opposite hemisphere (see Fig. 6.3(a)). For this reason, Wendisch et al. (2001) introduced a stabilization platform (Fig. 6.3(b)) for the albedometer where attitude changes of the aircraft are counteracted by a two-dimensional tilt stage. In this way, the light collectors are always aligned with the horizon.


Fig. 6.3. (a) Viewing geometry for irradiance measurements on an airplane. (b) Layout of a tip-tilt stabilizing platform from Wendisch et al. (2001).

### 6.2.3 Radiative quantities

## Optical properties

In the shortwave wavelength range, radiative transfer calculations require the vertical distribution of spectral extinction and absorption coefficients, as well as the scattering phase matrix. Cloud and aerosol layers can be fully described by three parameters:
(1) The optical thickness, $\tau$, is defined as the column-integrated extinction coefficient, $\beta_{\text {ext }}$. It comprises the scattering and absorption optical thickness, $\tau_{\text {sca }}$ and $\tau_{\text {abs }}: \tau_{\text {tot }}=\tau_{\text {sca }}+\tau_{\text {abs }}$. The Ångström parameter describes the wavelength dependence of aerosol optical thickness. Cloud optical thickness has almost no wavelength-dependence.
(2) The single scattering albedo, $\varpi$, is defined as the ratio between scattering and total optical thickness, $\tau_{\text {sca }} /\left(\tau_{\text {sca }}+\tau_{\text {abs }}\right)$.
(3) For spherical water droplets, the scattering phase function can be obtained from Mie calculations, whereby drop size distributions are often parameterized by its third moment divided by the second: the effective radius, $R_{\text {eff }}$. Assigning a phase function to ice crystals and aerosol particles is more ambiguous because of their complex shape and internal composition.

## Irradiance, radiance, and related properties

Upwelling and downwelling spectral irradiance (or flux density), $F_{\lambda}^{\uparrow}$ and $F_{\lambda}^{\downarrow}$, are defined as cosine-weighted radiances, $I_{\lambda}$, integrated over the lower and upper hemisphere, respectively. The net irradiance, $F_{\lambda}$, is the difference between downwelling and upwelling irradiance: $F_{\lambda}=F_{\lambda}^{\downarrow}-F_{\lambda}^{\uparrow}$. The layer absorption is derived from the difference in net irradiance on top and at the bottom of the layer, $\Delta F_{\lambda}$, assuming that the net horizontal divergence vanishes. In real clouds this is rarely achieved except under the most ideal conditions (discussed in section 6.5). The spectral albedo is defined as the ratio between upwelling and downwelling irradiance, $\alpha_{\lambda}=F_{\lambda}^{\uparrow} / F_{\lambda}^{\downarrow}$, while layer reflectance pertains to the reflected radiance, $r=\pi I^{\uparrow} / F_{\lambda}^{\downarrow}$, where $F_{\lambda}^{\downarrow}$ is the incident irradiance on top of the layer, which depends on the cosine of the solar zenith angle, $\mu_{0}$. Similarly, transmittance is defined as $t=\pi I^{\downarrow} / F_{\lambda}^{\downarrow}$, and $I^{\downarrow}$ is the transmitted radiance through the layer. This definition of $r$ and $t$ is slightly different from the satellite bi-directional reflectance function, which involves solar zenith angle and multiple different viewing angles. We will consider nadir-viewing reflectance in section 6.3.1 and zenith-viewing transmittance in section 6.3.2.

### 6.2.4 Radiative transfer models

For 1D radiative transfer calculations, we used the libRadtran radiative transfer package (http://www.libradtran.org), developed by Mayer and Kylling (2005), and the SSFR-specific radiative transfer code by Coddington et al. (2008), where gas absorption was parameterized with the correlated-k method (Mlawer et al., 1997), based on the HITRAN 2004 data base (Rothman et al., 2005). For the 3D calculations, we used MYSTIC (Monte Carlo code for the physically correct tracing of photons in cloudy atmospheres: Mayer, 2009), which is embedded in libRadtran.

### 6.3 The value of spectral resolution for cloud retrievals

To date, the most widely used technique for retrieving cloud optical thickness ( $\tau$ ) and effective radius ( $R_{\text {eff }}$ ) from passive imagery relies on only two channels in the solar wavelength range (Arking and Childs, 1985; Twomey and Cocks, 1989; Nakajima and King, 1990; Kokhanovsky et al., 2011). Figure 6.4(a) shows cloud reflectance at a near-infrared channel ( $r_{\text {nir }}$ ) plotted as a function of the reflectance in a visible channel ( $r_{\mathrm{vis}}$ ) for various $\left\{\tau, R_{\mathrm{eff}}\right\}$ combinations. With increasing optical thickness, the reflectance in both channels increases monotonically towards its asymptotic limit. In the visible channel, where water does not absorb, the reflectance approaches unity in the limit of large optical thickness. In the nearinfrared channel, the maximum reflectance is below $100 \%$, due to liquid water absorption. In the limit of weak absorption and geometric optics, single scattering co-albedo (probability of photon absorption: $1-\varpi$ ) depends linearly on drop size, which thus determines the reduction in reflectance in the near-infrared channel. Multiple scattering in optically thick clouds amplifies absorption, which is then proportional to $\sqrt{1-\varpi}$.


Fig. 6.4. Nakajima-King diagram (lookup table) for (a) reflectance-based and (b) transmittance-based cloud retrievals from McBride et al. (2011).

The retrieval algorithm is based on the simple one-to-one relationship $\left\{\tau, R_{\text {eff }}\right\} \leftrightarrow$ $\left\{r_{\text {vis }}, r_{\text {nir }}\right\}$. It identifies the closest match between the dual-channel reflectance observations and a pre-calculated reflectance lookup table $\left\{\tau\left(r_{\mathrm{vis}}, r_{\mathrm{nir}}\right), R_{\mathrm{eff}}\left(r_{\mathrm{vis}}, r_{\mathrm{nir}}\right)\right\}$. Figure 6.4(b) shows the same lookup table for the transmittance below a cloud. For zero cloud optical thickness molecular scattering is the only contributor to the downward radiance. With an increasing number of cloud droplets, the downward radiance increases up to $\tau \approx 5$, beyond which the signal decreases toward the limit of zero for infinite thickness. The poor separation of individual $R_{\text {eff }}$ lines in the transmittance lookup table translates into large uncertainties in the retrieved $\left\{\tau, R_{\text {eff }}\right\}$ pairs, especially when $\tau>40$ where the dual-channel approach is not feasible (section 6.3.2). Further problems arise in the presence of ice or mixed-phase clouds (section 6.3.1), absorbing aerosols above clouds (section 6.3.4), and cloud heterogeneity (section 6.5).

### 6.3.1 Reflectance from mixed-phase clouds

For water clouds, Mie calculations provide the single scattering properties for forward radiative transfer calculations. For the more complicated shapes encountered in ice clouds, ray-tracing codes provide distinct spectra of single scattering properties for different crystal habits or habit mixtures (Baum et al., 2011). Therefore, the retrieved values for $\tau$ and $R_{\text {eff }}$ depend on the assumed habit mix and can vary by as much as $50 \%$ (Kalesse et al., 2011), introducing uncertainties in the derived absorption and radiative forcing of these clouds.

Mixed-phase clouds are composed of multiple layers with varying drop and crystal sizes. Treating these clouds as liquid in satellite retrievals can result in an underestimation of their absorption in the near-infrared wavelength range. Likewise, the vertical distribution of ice throughout the cloud can alter its reflectance and absorptance considerably. Yoshida and Asano (2005) find that even for fixed liquid water path (LWP) and ice water path (IWP), a varying vertical distribution of liquid/ice microphysics can result in up to $10 \%$ changes in $700-2500 \mathrm{~nm}$ absorption.

Ehrlich et al. $(2008,2009)$ used albedometer measurements of spectral reflectance and albedo of Arctic mixed-phase clouds during ASTAR (Arctic Study of Tropospheric Aerosol, Clouds and Radiation, 2007) to explore the impact of vertical structure on near-infrared ice indices. As shown by Pilewskie and Twomey (1987), differences in the bulk absorption between ice and liquid water around 1600 nm and 2000 nm can be exploited for cloud phase discrimination. For example, ice absorption peaks near 1500 nm , while liquid water absorption reaches a maximum near 1440 nm (Fig. 6.5(b)). Due to a water vapor absorption band that extends to 1550 nm , it is impractical to use these maxima for phase discrimination. Instead, reflectance contrasts at longer wavelengths have been used (Knap et al., 2002; Kokhanovsky et al., 2006). Comparing near-infrared and thermal infrared cloud phase detection algorithms suggests that discrepancies between the two methods depend on the choice of near-infrared wavelengths and cloud microphysics, as well as the underlying surface (Chylek et al., 2006). Since the results of the near-infrared retrieval depend on the choice of wavelengths, the need arose to examine ice and water absorption spectrally. Ehrlich et al. (2008) introduced three ice indices; two for the near-infrared and one for visible wavelengths. The first one, $I_{\mathrm{S}}$, is based on the spectral slope of cloud reflectance between 1550 nm and 1700 nm . Within this wavelength range, the reflectance of pure ice or liquid clouds is fairly linear (Fig. 6.5(a)), and the slope can be assigned by fitting a straight line to the measured reflectance. The second index, $I_{\mathrm{P}}$, is based on identifying the principal components associated with cloud absorption between 1500 nm and 1800 nm . With $I_{\mathrm{P}}$, the pre-calculated spectral shape of ice and water cloud reflectance (using 50 combinations of optical thickness and crystal/drop effective radii) is explicitly taken into account, rather than assuming linearity. A third index, $I_{\mathrm{A}}$, is a monochromatic indicator of cloud phase, based on the differing anisotropy of ice and water cloud


Fig. 6.5. Adapted from Ehrlich et al. (2009). (a) Measured reflectance spectrum above mixed-phase clouds (green), with measurement uncertainty in gray. The lines labeled B1B6 show model results with different ice optical ratios from pure water to pure ice. The line labeled Case E shows model results for a mixed-phase cloud, capped by an ice cloud. (b) Spectrum of the imaginary part of the refractive index of ice and water.
phase functions. It is defined as ratio of the reflectance to albedo at 645 nm . While the reflectance is sensitive to the scattering phase function at a certain angle if single scattering dominates, the albedo incorporates scattering contributions over the entire hemisphere. The distinct angular patterns in ice crystal phase functions were previously exploited by McFarlane et al. (2005) to retrieve crystal habit from MISR (Multiangle Imaging SpectroRadiometer). Since photons from deeper cloud layers are more likely to have experienced a higher order of scattering, the sensitivity of the angular distribution of reflectance to crystal habit, and the sensitivity of $I_{\mathrm{A}}$ to phase, are limited to conditions near cloud top.

For a specific case, Ehrlich et al. (2008) compared $I_{\mathrm{S}}, I_{\mathrm{P}}$, and $I_{\mathrm{A}}$ with in situ phase measurements of a polar nephelometer (Gayet et al., 2007). The anisotropy index, $I_{\mathrm{A}}$, classified mixed-phase clouds as liquid when they were capped by a liquid cloud layer. The other indices, $I_{\mathrm{S}}$ and $I_{\mathrm{P}}$, indicated higher ice concentrations than suggested by the in situ measurements. To examine the effect of coexisting crystals and water drops, Ehrlich et al. (2009) introduced the ice optical fraction, $f_{\mathrm{I}}^{*}$, the ratio of ice to total optical thickness, and compared modeled spectra with measurements (Fig. 6.5(a)). With this approach, however, no single ice optical fraction could reproduce the measurements consistently across the wavelength range from 1550 nm to 1700 nm . Applying the spectral vertical weighting functions by Platnick (2000) for this specific case showed that the photon penetration depth corresponding to $50 \%$ of the measured reflectance gradually increased from 160 m at 1500 nm to 195 m at 1700 nm . Since the measured signal resembled the predicted reflectance for a liquid water cloud at 1700 nm , but showed more similarity with an ice cloud spectrum at shorter wavelengths, this suggested that adding an ice layer within the cloud top layer could reconcile the model with the measurement. Indeed, only the multi-layer cloud structure (solid black line in Fig. 6.5(a), labeled 'Case E') reproduced the observations (green line) across the wavelength range from 1550 nm to 1700 nm .

It should be noted that while the slope index $I_{\mathrm{S}}$ could be replaced by the reflectance contrast between two separate channels, the principal component index, $I_{\mathrm{P}}$, can only be derived from spectrally resolved observations. Since principal component analysis bears similarity to spectral matching in differential optical absorption spectroscopy (Platt and Stutz, 2008), $I_{\mathrm{P}}$ could be regarded as one of the first results of a newly emerging 'cloud spectroscopy', with the understanding that by comparison with gas absorption lines, spectral changes of cloud parameters occur more steadily since condensed-phase absorption spectra are continua. Also, due to the spectral dependence of photon penetration depth, an extended spectral range provides some insight into the vertical cloud structure. Therefore, profiling of the first few hundred meters below cloud top could be regarded as a further application of spectrally resolved observations in the future.

### 6.3.2 Cloud spectroscopy with transmitted radiance

As shown in Fig. 6.4 and discussed in Marshak et al. (2004), it is not straightforward to apply a reflectance-based cloud retrieval to transmittance observations. For a given transmittance pair at a visible and a near-infrared wavelength, any effective radii in Fig. 6.4(b) could be retrieved if the radiometric uncertainty exceeds
a certain threshold, with the exception of the optical thickness range from 15 to 40 where the transmittance values for different effective radii are fairly well separated. The fundamental difference between cloud reflectance and transmittance originates from the fact that for large optical thickness values, the transmittance is completely attenuated while the reflectance approaches an asymptotic limit determined by single scattering albedo or, equivalently, effective radius. Also, an increasing effective radius usually leads to more pronounced forward scattering and smaller single scattering albedo, both of which lower cloud reflectance, but have opposing effects in transmitted radiance. Therefore, the size-related effects partially cancel each other out in transmittance.

The problem is that nearly indistinguishable effective radii lines in Fig. 6.4(b) translate into large uncertainties, too large to provide statistically significant cloud retrievals from the ground. The solution comes from 'cloud spectroscopy' where slowly changing cloud optical properties across a limited wavelength range are exploited.

McBride et al. (2011) examined the slowly changing asymmetry parameter (Fig. 6.6(a)) and single scattering albedo in water clouds around 1600 nm (Fig. 6.6(b)). Plotted are the spectral shapes of asymmetry parameter and coalbedo for 5 and $20 \mu \mathrm{~m}$ droplets, and for $20 \mu \mathrm{~m}$ ice crystals for comparison. The latter are taken from Baum et al. (2011); smooth and severely roughened droxtals are shown. As mentioned above, the water vapor band around 1400 nm reduces the utility of this wavelength range for cloud retrievals. McBride et al. (2011) therefore used the wavelength range from 1565 nm to 1634 nm to fit a line to the observed transmitted radiance, normalized by its value at 1565 nm . In this wavelength range, the co-albedo has a distinct spectral slope, which results in a slope in cloud transmittance. Figure 6.7 shows modeled cloud transmittance for a set of optical thickness and effective radii, along with a typical boundary layer cloud spectrum, measured by SWS at one of the ground sites of the Department of Energy's Atmospheric Radiation Measurement (ARM) program. With the exception of $\tau=75$, the effective radii from 5 (solid line) to $25 \mu \mathrm{~m}$ (dashed line) are fairly
(a)

(b)


Fig. 6.6. Spectral shape of (a) asymmetry parameter and (b) single scattering co-albedo ( 1 - single scattering albedo) for water droplets and ice crystals (from Baum et al., 2011).


Fig. 6.7. Modeled cloud transmittance spectra, for different optical depths (increasing shades of gray), for effective radii ranging from 5 (solid line) to $25 \mu \mathrm{~m}$ (dashed line). The red spectrum shows a typical measurement.
well separated by their transmittance. Note that in the visible wavelength range, larger transmittance values are associated with larger effective radii due to more pronounced forward scattering and negligible absorption at these wavelengths. At near-infrared wavelengths, this behavior reverses, and larger effective radii are associated with lower transmittance values, because absorption outweighs forward scattering. The crossover wavelength occurs between 1100 nm and 1400 nm .

In the new retrieval, the near-infrared transmittance value in the lookup table is replaced with a spectral shape parameterization, the slope of transmittance in a spectral sub-range. Figure 6.8(a) shows normalized transmittance spectra for two optical thickness values. The error bars within the wavelength range from 1565 nm to 1634 nm reflect $3 \%$ radiometric uncertainty. When fitting a line to the spectra, the radiometric error propagates into the uncertainty of the slope. If the correlation between the errors of neighboring wavelengths is large as in spectrometers, the slope


Fig. 6.8. (a) Spectral cloud transmittance, normalized to its value at 1565 nm , for two different effective radii and fixed optical depth. (b) Slope-Transmittance lookup table.
error is smaller than it would be for uncorrelated errors as in filter-radiometers (section 6.1). This is indicated by two sets of lines around the fitted line. The inner (dashed lines) and outer envelopes (dotted lines) reflect the ranges of uncertainty that result from correlated and uncorrelated errors, respectively. Nonlinearities of the normalized radiance increase the error of the slope; the inner envelope would be much closer to the fitted line if the radiance were a more linear function of wavelength. It is important to note that the uncertainty of the slope also depends on the spectral resolution of the spectrometer; an increase from 8 nm to 1 nm spectral sampling decreases the slope error from $60 \%$ to $25 \%$ (uncorrelated errors) and from $25 \%$ to $10 \%$ (correlated errors). These errors were obtained for the blue spectrum in Fig. 6.8(a); larger slopes (red spectrum) result in smaller relative errors. In the future, a principal component analysis index as discussed by Ehrlich et al. (2009) could replace the slope and decrease the uncertainty by taking into account the nonlinear spectral shape in the analyzed wavelength range.

The slope around $1565 \mathrm{~nm}, S_{1565}$, replaces the transmittance at 1628 nm , $T_{1628}$, in Fig. 6.4(b), and a slope-transmittance grid is created with $\left\{S_{1565}, T_{515}\right\}$ (Fig. 6.8(b)), where the effective radii are better separated than in the transmitt-ance-transmittance grid. Since the slopes are derived from normalized transmittance, they are not affected by the radiometric calibration if instrument degradation changes the radiometric response of all wavelengths from 1565 nm to 1634 nm equally. The algorithm has been applied to liquid-water clouds only. Ice clouds were filtered out using the slope around 1680 nm which is close to zero for ice clouds and negative for water clouds (see Fig. 6.6(b)).


Fig. 6.9. Histograms of optical thickness and effective radius, obtained from the dualchannel (standard) technique (shown in green) and from the new spectral technique (shown in blue). The dashed histograms show the quality-filtered retrievals where only data with an effective radius uncertainty below $2 \mu \mathrm{~m}$ is accepted as valid (dashed lines).

The potential of this technique and new applications are under investigation. For example, the sensitivity to cloud vertical structure and horizontal heterogeneities has not been explored. One promising application is the implementation of additional spectral sub-ranges, for example, using $\left\{S_{1200}, S_{1565}, S_{2100}\right\}$.

The retrieval was tested with data from two field experiments: for ICEALOT 2008 (International Chemistry Experiment in the Arctic Lower Troposphere) and CalNex 2010 (Research at the Nexus of Air Quality and Climate Change, California), SSFR was mounted onboard research vessels during cruises across the northern Atlantic and along the coast of California. In addition, data was collected by SWS at the ARM ground site in Oklahoma. Figure 6.9 shows histograms of optical thickness and effective radius from March 20, 2008. The effective radius uncertainty of the dual-channel (standard) retrieval is substantially larger than for the new spectral technique. The dashed histograms only include retrievals with an effective radius absolute uncertainty below $2 \mu \mathrm{~m}$. Retrievals with higher uncertainty are flagged as invalid. Using this quality filter, the standard retrieval does not provide valid retrievals when the optical thickness decreases below 25 , whereas the new technique is sensitive to effective radius even for thin clouds. Figure 6.10


Fig. 6.10. (a) Liquid water path retrieved from SSFR and from microwave radiometer (MWR) onboard the Atlantis research vessel, from McBride et al. (2010). The grayshaded area marks a region with enhanced cloud heterogeneity. The error bars indicate the uncertainty of both retrievals. The variability is not due to measurement noise, but reflects natural cloud variability. (b) Optical thickness and (c) effective radius from SSFR onboard the Atlantis research vessel, from GOES (courtesy of NASA LaRC), and from reflectance-based retrievals (SSFR onboard NOAA P-3), from McBride et al. (2010).
shows SSFR results from the CalNex cruise on May 16, 2010, in comparison with (a) liquid water path retrievals from a microwave radiometer and (b, c) with cloud retrievals from the GOES satellite (McBride et al., 2010). The liquid water path for Fig. 6.10(a) was derived from effective radius and optical thickness using a formula derived by Wood and Hartmann (2006) for adiabatic liquid water clouds:

$$
L W P=\frac{5}{9} \rho \tau r_{\mathrm{eff}}
$$

where $\rho$ is the density of liquid water. This results in a slightly smaller liquid water path than the more common formula $2 / 3 \rho \tau r_{\text {eff }}$, which is based on a vertically homogeneous cloud. The shaded regions indicate times of enhanced cloud variability. The red dots show albedo-based cloud retrievals from an airplane that overflew the ship.

Marshak et al. (2009) and Chiu et al. (2009) analyzed the spectral signature of SWS measurements in the transition zone between cloudy and cloud-free air, which carry information about the aerosol loading, and thus, on the aerosol indirect effect. They are developing a method to retrieve cloud properties under heterogeneous conditions (Chiu et al., 2010).

In summary, the studies of Ehrlich et al. (2009) and McBride et al. (2010, 2011) have shown that within the near-infrared wavelength range, the slowly changing cloud optical properties can be exploited using spectroscopic methods. One virtue of spectroscopy is that is can be applied to relative measurements, lessening the dependence of derived parameters on instrument stability and radiometric accuracy. However, in order to fully utilize the potential of these methods for cloud retrievals, a more rigorous assessment of errors is required. In the next section, we introduce a formal approach for the analysis of information content and error propagation.

### 6.3.3 Spectral information content and error analysis

Cloud retrieval error analysis usually relies on linear or Gaussian propagation of measurement and model uncertainties into retrieved quantities. These simple propagation formulae conceal some implicit assumptions, for example the correlation between individual error sources, or the shape of the probability density function (PDF) of input and output parameters.

In this section, we present an approach by Vukicevic et al. (2010), similar to Bayesian estimation theory, that takes into account the nonlinear nature of errors and can establish the Shannon information content (Shannon and Weaver, 1949) of spectral measurements with respect to cloud parameters. The approach is unique in that it can distinguish between systematic errors (such as radiometric uncertainty and model input bias) and random errors (such as dark current fluctuations). It treats the inverse problem of remote sensing in terms of probability density functions of measured and retrieved quantities. Due to the nonlinear dependence of cloud reflectance on optical thickness and effective radius, a Gaussian PDF of input parameters will generally result in a non-Gaussian PDF of output parameters. Therefore, standard error propagation formulae are inadequate.

Using this approach, Vukicevic et al. (2010) characterized an SSFR cloud retrieval that are based on pre-computed radiative transfer tables. The retrieval is a modification of a method proposed by Twomey and Cocks (1989) where the measured values for reflectance or albedo, $x_{\mathrm{k}}$, at five different wavelengths $\lambda_{\mathrm{k}}=\{515,745,1015,1240,1625 \mathrm{~nm}\}$ are compared to a set of model results, $y_{\mathrm{k}}\left(\tau, R_{\mathrm{eff}}\right)$, and

$$
\zeta^{2}=\frac{1}{60} \sum_{k=1}^{5}\left((5-k)^{2}\left(x_{k}-y_{k}\right)^{2}+(k-1)^{2}\left(\frac{x_{k}}{x_{1}}-\frac{y_{k}}{y_{1}}\right)^{2}\right)
$$

is minimized with respect to $\tau$ and $R_{\text {eff }}$. The weights are based on physical arguments (Coddington et al., 2010). The framework of Vukicevic et al. (2010) allows to improve retrieval accuracy through determining the number, placement, and weightings of retrieval wavelengths. Successively adding input at other wavelengths can be understood as a narrowing of the parameters' PDF prior to and after the addition of the wavelength to the set of observations. The retrieval error is the width of the posterior PDF of the retrieved parameters. In the case of the discrete wavelengths, Fig. 6.11 shows the narrowing of the PDF for the effective radius and optical thickness, as well as the gain in information after each step, for a cloud with $\tau=60$ and $R_{\text {eff }}=20 \mu \mathrm{~m}$. After adding albedo information at 745 nm and 1015 nm , the PDF of $R_{\text {eff }}$ remains nearly flat. Only after adding albedo at 1250 nm and 1625 nm does the information content with respect to effective radius (Fig. 6.11(c)) increase significantly. Perhaps unexpectedly, the accuracy of the optical thickness increases with the addition of each wavelength. Given the fact that the entire reflectance or albedo spectrum can be predicted from just two wavelengths, one might expect that adding more wavelengths is redundant and would not narrow the PDFs of the optical thickness. However, since each of the spectral albedo measurements is associated with an error, accumulating several spectral reflectance


Fig. 6.11. Adapted from Vukicevic et al. (2010): Posterior marginal PDFs of (a) effective radius and (b) optical thickness after adding information from five wavelengths from an SSFR cloud observation. (c) Wavelength-by-wavelength increase in the Shannon information content with respect to effective radius and optical thickness.
values with similar physical dependence on the cloud parameters gradually reduces the random part of the error, and is perceived as a narrowing PDF. The systematic error, on the other hand, can only be reduced by applying spectroscopic methods as presented in section 6.2. Isolating random and systematic errors in a rigorous way is crucial to evaluate the accuracy of new retrieval techniques, and thus to take full advantage of spectral resolution in the future.

### 6.3.4 Aerosols above clouds

The presence of a homogeneous aerosol layer above a homogeneous cloud layer is the simplest case of clouds and aerosols in close proximity. Haywood et al. (2004) predicted that neglecting overlying absorbing aerosols in MODIS cloud retrievals would lead to an underestimation in the retrieved effective radius. Coddington et al. (2010) examined the impact of overlying aerosol on cloud retrievals using aircraft measurements from INTEX-A (Intercontinental Chemical Transport Experiment). During this experiment, the SSFR was mounted on one aircraft with the Ames Airborne Sunphotometer (AATS-14: Russell et al., 1999) which provided aerosol optical thickness above the flight level of the plane. They used the Twomey and Cocks (1989) technique described above to retrieve cloud optical thickness and effective radius from SSFR spectral albedo, with a flight geometry as shown in Fig. 6.12. On the low-level leg (above the cloud but below the aerosol layer) they obtained the actual cloud properties, as well as aerosol optical thickness from AATS-14. On the high-level leg (above the cloud and aerosol layer) they retrieved cloud properties in a similar way as they would be perceived from an instrument like MODIS.


Fig. 6.12. Flight leg geometry from INTEX-NA.

Results showed that a low bias in effective radius was indeed possible when ignoring the absorbing aerosol. The optical thickness was also slightly underestimated. The decrease of spectral albedo due to a typical non-absorbing and absorbing aerosol layer (from INTEX-A) above a cloud is shown in Fig. 6.13. While a scattering aerosol layer does not change the cloud albedo, the absorbing aerosol reduces it by almost $10 \%$ at 350 nm . Coddington et al. (2010) generated three different lookup tables, specifically for this experiment. The first one was based on a cloud without overlying aerosols (similar to the MODIS cloud retrieval); the second and third one included an overlying non-absorbing ( $\varpi=1.0$ ) and partially absorbing ( $\varpi=0.8$ ) aerosol layer, with an optical thickness that incorporated typical measurements by AATS-14. Since the SSFR retrieval is based on five, rather than two wavelengths, the retrieval residual (the difference between the measured and best-fit modeled spectrum) carries some information about the adequacy of a particular lookup table for the case under study. However, due to cloud heterogeneities, which also affect the spectral shape of the cloud albedo, it is quite difficult to clearly discern the signal from the aerosols from the overwhelmingly large signal of the underlying cloud. We will discuss this further in the context of spectral consistency in section 6.5.


Fig. 6.13. Percentage decrease in spectral cloud albedo due to an overlying aerosol layer (from Coddington et al., 2010).

Vukicevic et al. (2010) represent the percentage change in spectral albedo due to an overlying aerosol layer as a systematic error in the model PDF for four different $\left\{\tau, R_{\text {eff }}\right\}$ pairs. The decrease in albedo (Fig. 6.13) caused a shift in the 2 D representation of the marginal posterior (i.e., solution) PDF with respect to the expected outcome if only a cloud were present (white dots in Fig. 6.14). For optically thick clouds (Figs. 6.14(c) and 6.14(d)), an absorbing aerosol leads to an underestimation of the optical thickness, but no underestimation of the effective radius. However, the effective radius is overestimated for optically thin clouds. This can be explained by the topology of the lookup tables with and without absorbing aerosols. In the future, it may be possible to use the spectral fingerprint of absorbing aerosols above a cloud layer (as shown in Fig. 6.14) to extract some information about its properties from spectral albedo or reflectance.


Fig. 6.14. From Vukicevic et al. (2010): Posterior PDFs of optical thickness and effective radius. The true values are marked with a white dot. The shift in the PDF with respect to the truth is due to the overlying absorbing aerosol layer, causing an albedo decrease as shown in Fig. 6.13.

### 6.4 Constraining spectral aerosol radiative forcing

The direct measurement of radiative forcing is impossible since it would require simultaneous irradiance measurements in the presence and absence of a layer. Most commonly, it is therefore inferred from the optical properties of a layer, using a radiative transfer model. Deriving aerosol radiative forcing in this way is difficult because the input parameters (optical thickness, single scattering albedo and asymmetry parameter) are afflicted with large uncertainties. For example, the instrumentation for measuring aerosol extinction, absorption, or scattering coefficient in situ incurs errors due to spectral dependence (often, only three wavelengths are available), inlet characteristics (large particle cut-offs), and desiccation (most inlets remove ambient humidity). Measuring humidity growth factors allows corrections for the latter, but cannot account for lost particles due to inlet aerodynamics. In satellite retrievals, the only available aerosol parameter is often optical thickness (on occasion, single scattering albedo). Assumptions in the radiative transfer models (for example, about the aerosol scattering phase function or surface albedo) cause uncertainties, not only in the aerosol retrieval but also when calculating irradiances.

Closure of in situ measured aerosol properties with remote sensing products from the ground (AERONET) or from satellite and aircraft is rarely achieved, because of differing sampling volumes and times.

Although the forcing itself cannot be measured, it is possible to determine forcing efficiency, the forcing normalized by the magnitude of the perturbing agent (in this case, aerosol optical thickness), by underflying a gradient in optical thickness. Redemann et al. (2006) define aerosol radiative forcing efficiency as the change in net irradiance per change in optical thickness at a mid-visible wavelength ( 499 nm ): $E_{\lambda}=d F_{\lambda} / d \tau_{499}$, and relative forcing efficiency as $e_{\lambda}=E_{\lambda} / F_{\lambda}^{\downarrow} \times 100 \%$, where $F_{\lambda}^{\downarrow}$ is the downwelling irradiance at the top of the layer. They used simultaneous optical thickness measurements with the Ames Airborne Tracking Sunphotometer (AATS14: Russell et al., 1999) and irradiance measurements with SSFR, and derived $E_{\lambda}$ as the slope of the regression line between net irradiance and optical thickness. The concept of forcing efficiency is useful because it provides a direct link between aerosol remote sensing and radiative forcing. If the spectral forcing efficiency of a certain aerosol type is known, the forcing can be obtained from satellite-derived optical thickness, circumventing the assumptions in radiative transfer calculations. The gradient method, however, has some limitations: if properties other than optical thickness (for example, surface albedo, single scattering albedo, sun angle) change during the gradient flight leg, those will affect the measured irradiance and bias the forcing efficiency. Therefore, it can only be used over ocean where the surface albedo is very homogeneous. Also, it does not work when gradients in optical thickness are small.

Schmidt et al. (2010a) developed a new approach that can also be used over land surfaces, and for homogeneous aerosol layers. It was adapted from a method that was originally developed for deriving aerosol single scattering albedo from absorption measurements (Bergstrom et al., 2003). It uses upwelling and downwelling irradiance measurements above and below an aerosol layer from SSFR, along with AATS-14 optical thickness measurements. At the fourteen wavelengths of AATS-14 (ranging from 353 nm to 2139 nm ), single scattering albedo, asymmetry parame-


Fig. 6.15. Retrievals from SSFR and AATS-14 from MILAGRO, on March 13th, 2006. (a) Single scattering albedo and optical thickness. (b) Asymmetry parameter and Ångström exponent (from Schmidt et al., 2010a).
ter, and surface albedo are iteratively adjusted in a radiative transfer model until the modeled irradiances match with the measurements. The measurements can be obtained from aircraft spiral ascents and descents, from slant profiles, or from collocated flight legs above and below a layer. Figure 6.15 shows the retrievals of single scattering albedo and asymmetry parameter at 499 nm along collocated flight legs over the Gulf of Mexico on March 13th, 2006, during the MILAGRO (Megacity Initiative - Local and Global Research Observations) experiment (Molina et al., 2010). At both ends of the legs, spirals through the layer were flown, and similar values for $\varpi$ and $g$ as on the collocated legs were obtained. At a longitude of around $96.8^{\circ} \mathrm{W}$, a cloud was encountered. These measurements were filtered out. Both the Ångström exponent from AATS-14 and the asymmetry parameter (Fig. 6.15(b)) carry information on particle size, and thus show similar trends along the leg. The values of single scattering albedo, optical thickness, and asymmetry parameter differ on both sides of the cloud, indicating that two different air masses were sampled. The uncertainty of the retrieved parameters increases for the lower optical thickness values encountered to the east of the cloud.

The forcing efficiency is determined at the end of the iterative adjustment of the single scattering albedo, asymmetry parameter, and surface albedo in the radia-


Fig. 6.16. From Schmidt et al. (2010a): Single scattering albedo and asymmetry parameter for MILAGRO cases measured over ocean and land. Over land, results are given in the context of various in situ measurements and remote-sensing results.
tive transfer model. By design of the algorithm, it is consistent with the measured irradiances, the local surface albedo, and the aerosol properties. Therefore, radiative closure exercises are not required. In contrast to the gradient method, which generally only provides the forcing efficiency at the bottom of the layer, the new algorithm provides top-of-layer and bottom-of-layer forcing efficiencies, as well as layer absorption.

Fig. 6.16 shows the spectra of single scattering albedo and asymmetry parameter for various cases over ocean (Gulf of Mexico) and land (Mexico City, and its northern outskirts). The blue and green spectra in the left column (representing the same case as shown in Fig. 6.15, at a longitude of $97.2^{\circ} \mathrm{W}$ - 'West', and $96.2^{\circ} \mathrm{W}$ - 'East') differ from one another, providing further evidence of two different air masses. Over land, the retrievals were compared with various in situ measurements and remote sensing instruments on the ground (details in Schmidt et al., 2010a). The range of single scattering albedo is quite large. Over land, it generally increases from values as low as 0.6 at 500 nm near the sources (Mexico City, site T0) to 0.80-0.90 further downstream of the city (sites T1 and T2). The range of the asymmetry parameter is equally large ( $0.55-0.75$ at 500 nm ). It typically decreases with wavelength, but there is one exception (site T0, gray line) where it increases. Mie calculations based on particle size distributions with a $0.2 \mu \mathrm{~m}$ and $0.5 \mu \mathrm{~m}$ mode (red and gray dash-dotted lines) reproduce both the typical and the atypical spectral shape. Although the method by Bergstrom et al. (2003) keeps
(a)


Fig. 6.17. From Russell et al. (2010): (a) Spectra of single scattering albedo from various different experiments, based on Bergstrom et al. (2007). Orange and yellow show dusttype aerosols, green a biomass plume, and black measurements from the US East Coast. (b) The same data are shown as aerosol absorption optical depth. The spectral fits are used to derive absorption Ångström exponents for various aerosol types.
the asymmetry parameter fixed at 0.75 , the SSA values retrieved in this way for MILAGRO, shown in Bergstrom et al. (2010), are similar to the ones in Schmidt et al. (2010a). The reason is that absorbed irradiances (the basis for the Bergstrom retrieval) are less sensitive to asymmetry parameter.

The spectral shape of the single scattering albedo can be used to categorize the aerosol by type. Figure 6.17 shows a compilation (Russell et al., 2010) of (a) single scattering albedo spectra and (b) absorption optical depth from various experiments, based on Bergstrom et al. (2007), and provides some context for the single scattering albedo values obtained from MILAGRO. The reddish-brown and yellow spectra represent dust (increasing SSA with wavelength) from the Sahara and from source regions in Asia, respectively. The green spectrum was obtained for a biomass smoke plume in South Africa (SSA decreasing with wavelength). The black spectrum shows measurements from the US East Coast. The SSA spectral shapes measured during MILAGRO suggest dust as primary aerosol type; only the spectrum measured over ocean on 10 March 2006 indicates a biomass plume. Figure 6.17 (b) shows that for all of the cases, an absorption Ångström exponent can be assigned to the absorption optical depths by fitting a line to the double logarithmic plot of the absorption optical thickness to wavelength. This exponent can be used to classify plumes by type. A more thorough discussion of classification of various aerosol types by the spectral shape of SSA and Ångström exponent can be found in Bergstrom et al. (2010), and references therein.

Figure 6.18 shows the relative forcing efficiency for a selection of MILAGRO measurements over land and ocean from Schmidt et al. (2010a). Top-of-layer (TOL) and bottom-of-layer (BOL) spectra are marked as dotted and solid lines, respec-


Fig. 6.18. Relative forcing efficiency spectra from INTEX-NA (Redemann et al., 2006, gray lines) and MILAGRO (Schmidt et al., 2010a). All measurements were acquired over ocean, except for the cases labeled "LAND" which indicate the typical range encountered in the Mexico City area (green: strongly absorbing; red: aged aerosol layer).
tively. The difference is related to the layer absorption; for a non-absorbing layer, BOL and TOL forcing efficiencies would be identical. BOL results from Redemann et al. (2006) are overlaid as thin gray lines. They were obtained using the gradient method for INTEX-NA (Intercontinental Chemical Transport Experiment - North America) off the US East Coast in 2004. The spectra from 13 March, 2006, obtained from the new method are shown in blue. The results from the collocated points above and below the layer (diamonds) and from the nearby spiral (circles) agree with one another at all wavelengths. However, the spectrum derived from the gradient method, shown in black, deviates from those results, because the aerosol properties vary considerably throughout the leg.

The red and the green spectra show the forcing efficiency for two cases over land; the green line represents a strongly absorbing aerosol near the sources, the red line an aged airmass. The relative forcing efficiencies acquired over the ocean and over land are quite similar, which is surprising because of the different surface albedo spectra of ocean and land and because of the large range of the retrieved single scattering albedos and asymmetry parameters. The BOL results from INTEX-NA (Redemann et al., 2006) are similar to those found in MILAGRO. In most cases, the BOL relative forcing efficiencies ranged from $-40 \%$ to $-10 \%$ (cooling), with the lowest values occurring at the shortest wavelengths. The TOL values ranged from $-10 \%$ to $+5 \%$ (weak cooling to warming).

In summary, aerosol radiative forcing can be constrained by airborne measurements of the relative forcing efficiency. Despite the large ranges of surface albedo, single scattering albedo and asymmetry parameter, the relative forcing efficiency are remarkably similar. The spectral shape of single scattering albedo is indicative of the aerosol type, while the asymmetry parameter and Angström exponent provide information on the particle size distribution. The combination of irradiance and optical thickness measurements on one aircraft is a way to obtain aerosol optical properties, surface albedo, and forcing simultaneously, which are mutually consistent - thus providing a strong measurement constraint on the aerosol direct effect. The forcing efficiency establishes the link between single-wavelength satellite retrievals of aerosol optical thickness and the spectral aerosol radiative effect. In contrast to the gradient method by Redemann et al. (2006), the new algorithm can also be used over land surfaces. However, the measurements are more difficult to make because collocated flight legs above or below the layer, or spiral measurements through the layer are required.

### 6.5 The spectral signature of heterogeneous clouds

As shown in the previous section, it is not straightforward to derive aerosol radiative forcing from satellite observations, because of the spectral dependence of optical thickness, single scattering albedo, and asymmetry parameter. In contrast, shortwave radiative forcing and absorption of a single-layer homogeneous liquid water cloud can be calculated from satellite-derived optical thickness and effective radius retrievals, at least in principle. Such a cloud, however, is a construct of models and rarely occurs in nature. Real clouds are spatially heterogeneous, which causes numerous biases in remote sensing that have been discussed extensively in
the literature during the past two decades (Davis and Marshak, 2010). Ice crystals in clouds introduce another level of complication, and the general case of multilayer multi-phase heterogeneous clouds is nearly intractable. Deriving irradiances and thus forcing and absorption from satellite observations of radiances is currently accomplished by angular distribution models, which account for various different cloud types in a statistical manner (Loeb et al., 2005). The accuracy of satellitederived cloud properties can only be assessed with aircraft observations since they cover enough ground and provide enough statistics to directly compare cloud fields from the perspective of an aircraft and an overflying satellite.

To date, mapping in situ microphysical measurements directly onto satellite observations has been impossible for heterogeneous clouds because the sampling volumes of in situ probes cannot acquire sufficient statistics to fully represent the satellite field-of-view. A possible path for connecting detailed cloud microphysics with radiation fields is the statistical, indirect, assessment of cloud scenes such as those observed from aircraft using surrogate (Schmidt et al., 2007) or physical 3D-cloud generators (Schmidt et al., 2009; see section 6.6). A direct validation of satellite products is possible with airborne remote sensing instruments if their fields-of-view can be collocated in time and space with satellite pixels. NASA designated several aircraft for the validation of their satellite fleet. The high-flying ER-2 is equipped with instrumentation that matches remote sensors onboard NASA's ATrain polar-orbiting satellite constellation. The MODIS Airborne Simulator (MAS) (King et al., 1996), for example, mimics the functionality of MODIS.


Fig. 6.19. Comparison of MAS and SSFR retrievals of optical thickness and effective radius for two cases from $\mathrm{TC}^{4}$ : a heterogeneous cloud (a and b), and a homogeneous cloud (c and d). The MAS retrievals are averaged within the half-power footprint of SSFR (from Kindel et al., 2010a).

During the $\mathrm{TC}^{4}$ (Tropical Composition, Cloud and Climate Coupling) experiment (Costa Rica, July/August 2007), the ER-2 was equipped with MAS and the MODIS/ASTER (MASTER) airborne simulator (Hook et al., 2001), alongside with SSFR (section 6.2.2), Cloud Physics Lidar (CPL: McGill et al., 2004), Cloud Radar System (CRS: Li et al., 2004), and other sensors. MAS and MASTER, for example, were used for a validation of MODIS on the cloud product level (i.e., optical thickness and effective radius) (King et al., 2010), but not on the radiance level because of incompatible viewing geometries of airborne and satellite imagery. Unlike most other instruments onboard the ER-2, the SSFR irradiance measurements have no space-borne counterpart. The original incentive for deploying SSFR was to constrain the radiative energy budget of clouds. But SSFR was also used as a remote-sensing instrument. In contrast to reflectance-based (radiance) retrieval products, albedo-derived (irradiance) cloud optical thickness and effective radius represent the hemispherically averaged cloud properties, which can be translated directly into the cloud forcing and absorption, without resorting to angular distribution models. Introducing budget-equivalent cloud properties thus bridges the gap between energy budget and remote sensing. The question is whether retrievals from irradiance and radiance (averaged over the lower hemisphere) are mutually consistent. The case in Fig. 6.19 illustrates how SSFR and MAS retrievals compare in a homogeneous (Figs. 6.19(c) and 6.19(d)) and a heterogeneous case (Figs. 6.19(a) and $6.19(\mathrm{~b}))$ from $\mathrm{TC}^{4}$ (Kindel et al., 2010). The MAS optical thickness and effective radius were averaged within a circle of 13 km diameter. About $50 \%$ of the measured upwelling irradiance originates from within this circle, the SSFR halfpower footprint. As expected, MAS and SSFR retrievals are close to one another for homogeneous clouds. For heterogeneous scenes, however, SSFR optical thickness (effective radius) values are always lower (higher) than those obtained from MAS. One explanation is that SSFR incorporates the properties of the entire scene beneath the aircraft, including any clear-sky areas, whereas MAS retrievals pertain to cloud-pixels only. Clear-sky areas within the field of view of SSFR lower the albedo below that of a cloud-only scene, lowering the hemispherical averaged optical thickness. At the same time, the larger absorption at near-infrared wavelengths by the dark ocean leads to an erroneous increase in retrieved effective radius. The difference between the MAS and SSFR perspective of the same cloud underlines the difficulty of deriving the radiative energy budget from space. Considerable biases may arise when deriving the forcing and absorption from radiance-based cloud retrievals. There is a possibility that the differences in MAS and SSFR retrievals are caused by radiometric uncertainty. One way to mitigate this problem could be the use of spectral slopes of normalized reflectance rather than reflectance itself in future retrievals, as demonstrated by McBride et al. (2011) for transmittance-based retrievals (section 6.3.2).

### 6.5.1 The spectral consistency approach

In order to rule out radiometric issues as cause for discrepancies, Kindel et al. (2010) introduced a spectral self-consistency approach, in loose analogy with Baran and Labonnote (2007). SSFR-retrieved cloud optical thickness and effective radius (based on albedos at only two wavelengths, 870 nm and 1600 nm ) were used to
re-calculate the albedo spectrum across the entire wavelength range of SSFR. The re-calculated spectrum was compared with the original SSFR spectrum that was the basis for the retrieval. SSFR measurements are self-consistent with respect to the retrieved cloud properties if no residuals occur between original and reproduced spectrum. If residuals do occur anywhere across the spectrum, they indicate either instrument issues, such as wavelength-dependent changes in the response function, or the inadequacy of the underlying radiative transfer model that was used for the retrievals and for recreating the cloud spectral albedo. For homogeneous ice clouds, the only significant residuals between measured and reproduced spectra occur at wavelengths between 1000 nm and 1300 nm . No such discrepancies were observed for homogeneous water clouds (Kindel et al., 2011). This suggests that the library of ice single scattering properties (the same one as used in MODIS collection 5 ice retrievals: Yang et al., 2007) may be spectrally inconsistent. Currently, a new version of the single scattering libraries (Baum et al., 2011) are being analyzed.

Figure 6.20(a) shows the measured albedo above a thick heterogeneous ice cloud (black line), and the reproduced albedo for $\left\{\tau, R_{\text {eff }}\right\}=\{53.2,30 \mu \mathrm{~m}\}$, retrieved at $\{870 \mathrm{~nm}, 1600 \mathrm{~nm}\}$ (blue circles). Figure 6.20(b) shows the difference between reproduced and measured albedo. The black lines show the range of the spectral residual along an extended flight leg; the red symbols show the mean spectral residual. While the residuals between 1000 nm and 1300 nm can be attributed to the ice crystal scattering library, the effects between 400 nm and 1000 nm (not observed above homogeneous clouds) point to cloud heterogeneities as possible cause. This was corroborated by the spatial variability in the MAS imagery. Since the plane-parallel albedo bias leads to a constant offset across the conservative scattering wavelengths, the albedo at 870 nm should be affected in the same way as 500 nm , and the spectral residual should be identical to zero in this range. Any departure from this behavior indicates that cloud heterogeneities have an effect that is not spectrally neutral. When retrieving optical thickness and effective radius of


Fig. 6.20. (a) Measured and modeled albedo for a heterogeneous cloud case from Kindel et al. (2010a), (b) spectral residuals (difference between modeled and measured albedo) for individual points along the leg (black) and averaged over the leg (red).
a cloud with large sub-pixel variability, the equivalent homogeneous cloud optical thickness and effective radius does not have the same spectral properties as the heterogeneous clouds, and those two parameters alone are not sufficient to fully characterize the radiative effect of the cloud. Although these effects were found in irradiance measurements, a similar effect is expected in satellite observations since the pixel size of the imagers is comparable to the half-power footprint of SSFR. In future experiments, the reflectance from space-borne or airborne cloud observations should be analyzed with respect to their spectral consistency.

The spectral signature of heterogeneous clouds is probably related to a combination of horizontal photon transport, molecular scattering, and surface reflectance, and their different spectral dependencies. This can be explored only by looking at the cloud scenes in detail, using a 3D radiative transfer model (next section).

### 6.5.2 Observing and modeling 3D cloud effects - apparent absorption

To understand the spectral signature of heterogeneous clouds, one can use fields of optical thickness and effective radius as retrieved from MAS as input to 3D radiative transfer calculations and compare modeled and measured spectral irradiance point-by-point along the flight track. In this way, the combined effects of horizontal photon transport, interactions with the surface, and molecular scattering are taken into account, as long as the model cloud properly represents the true cloud structure.

An advantage of $\mathrm{TC}^{4}$ was the occurrence of closely collocated flight legs between the ER-2 and the NASA/University of North Dakota DC-8, which was also equipped with an SSFR. The coordination was possible through the NASA Real Time Mission Monitor (RTMM), which allows real-time display of all flight tracks at mission control on the ground, as well as a direct downlink of in-flight data. Using this information, the ground crew could direct pilots to target regions of interest while keeping aircraft in close proximity. During $\mathrm{TC}^{4}$, it was possible to align DC-8 and ER-2 along the same ground track over hundreds of kilometers with a temporal separation of less than two minutes.

With the ER-2 flying above and the DC-8 flying below a cloud layer, it was possible to simultaneously measure spectral irradiance above and below heterogeneous cloud fields while obtaining the horizontal structure of cloud parameters from MAS onboard the ER-2. In addition, CRS and CPL retrieved the vertical distribution along the nadir track of the ER-2. Figure 6.21 shows the ER-2 measurements of (a) MAS horizontal distribution of optical thickness, (b) CRS radar reflectivity as a cross-section through the cloud, and (c) SSFR spectral albedo along a flight track on July 17, 2007 (Schmidt et al., 2010b). In this case, the flight track was nearly 200 km long. The flight track of the DC-8 underneath the ER-2 is shown as a dotted line in the center of the MAS swath, and at just above 8 km within the CRS reflectivity profile. The cloud field was very complex, with the optical thickness ranging from zero (white areas in Fig. 6.21(a)) to 100 (saturation value for MAS, black areas). In addition to the outflow of a convective cell between 6 and 12 km altitude, scattered boundary layer clouds were present at an altitude of 2 km .

In this extremely heterogeneous cloud scene it is expected that, at least in some locations, the net horizontal photon transport will be non-zero. The combination of


Fig. 6.21. Heterogeneous cloud case from $\mathrm{TC}^{4}$ (July 17, 2007). (a) MAS optical thickness, (b) CRS radar reflectivity; (c) SSFR spectral cloud albedo (from Schmidt et al., 2010b).


Fig. 6.22. Modeled and measured apparent absorption (or vertical net irradiance difference, $\Delta F_{\mathrm{V}}$ ) along the flight leg shown in Figure 6.21, for 500 nm (a) and 1600 nm (b). The red line in (a) is the MAS optical thickness, averaged over the half-power footprint of SSFR. Measurement uncertainties are indicated as black bars. In (b), the green symbols show the modeled true absorption, obtained from the independent pixel approximation (IPA).

SSFR onboard the ER-2 and the DC-8 allowed to characterize net horizontal photon transport spectrally from the difference between top-of-cloud and bottom-of-cloud spectral net irradiance. This is called apparent absorption because it is equivalent to true absorption only when the horizontal divergence in the sampling volume is zero. Not only can it be non-zero, but of either sign, meaning apparent emission is also possible when net horizontal photon transport is neglected. Some studies defined apparent absorption without true absorption. Here, apparent absorption comprises true (physical) absorption of solar radiation within a particular sampling volume, and the net photon transport through the sides of this volume. In the absence of physical absorbers positive (negative) apparent absorption is entirely caused by photon loss (gain) through the sampling volume sides.

Figure 6.22 shows the measured and modeled apparent absorption derived from the vertical net irradiance difference, $\Delta F_{\mathrm{V}}$, along the flight track from Fig. 6.21, at a conservative scattering wavelength ( 500 nm , Fig. 6.22(a)), and at a wavelength with non-zero physical absorption ( 1600 nm , Fig. 6.22(b)). Measurements (black symbols) are shown with error bars. For 500 nm , they reach up to $100 \%$ of the value of the absorbed irradiance because $\Delta F_{\mathrm{V}}$ is the small difference of two large quantities. The modeled apparent absorption (blue symbols) traces the time series along the leg quite reliably, although averaged over the entire leg, the modeled values are biased low with respect to the measurements (about $0.1 \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~nm}^{-1}$ ). It should be pointed out that the vertical structure of the model cloud has a bearing on the agreement between measurements and model, since the DC-8 flew partially within, not below the cloud. Therefore, it was essential to use the CRS profile for vertically distributing the liquid cloud water for each MAS pixel below the airplane. For off-nadir pixels of MAS, where CRS was not available, the same profile was used, but shifted up or down to align the CRS cloud top from nadir observations with the off-nadir cloud top retrieved by MAS. As shown in Fig. 6.21(b), the MAS-retrieved cloud top height along nadir (black lines) reproduces the cloud top variation observed by CRS. At 1600 nm , the model-measurement agreement is much better because true absorption far outweighs horizontal photon transport. Also, the horizontal distances over which photons are transported are shorter in presence of absorption (Platnick, 2001).

Figure 6.22 illustrates the difficulties of cloud absorption measurements and supports the statement by Marshak et al. (1999), that it is nearly impossible to 'harvest' true cloud absorption from aircraft measurements even if two aircraft are perfectly aligned in time and space, let alone from a single aircraft measurements that flies legs above and below a dynamically changing cloud field. When flying broadband radiometers rather than spectrometers, horizontal photon transport can dominate over true absorption in the spectrally integrated signal. This is immediately obvious in Fig. 6.22 where the apparent absorption at 500 nm and 1600 nm are comparable in magnitude. The literature suggests two methods to extract true absorption data from such measurements: (1) grand averaging over legs that are long enough to ensure that net horizontal transport converges to zero over the extended sampling volume; (2) using apparent absorption at a visible wavelength to identify where the apparent absorption vanishes, and correct all wavelengths for net horizontal photon transport under the assumption that it is spectrally neutral (Ackerman and Cox, 1981). Grand averaging may be problematic, given the bias between measurements and model in Fig. 6.22(a): While modeled domain-averaged apparent absorption at 500 nm is identical to zero, due to energy conservation and periodic boundary conditions in the 3 D model, this constraint does not apply to the measurements, and convergence to zero horizontal transport cannot be guaranteed. As seen in Fig. 6.22(a), photon loss areas (positive apparent absorption) are loosely correlated with the cloud optical thickness (red line). At visible wavelengths, areas with high optical thickness lose photons to optically thinner areas over scales on the order of tens of kilometers. This net photon transport can even occur across the boundaries set by the model. A net photon export beyond the MAS swath, into optically thin or clear-sky areas, would lead to an overall positive bias in apparent absorption, even when averaging over nearly $200-\mathrm{km}$ flight legs.

The filtering technique by Ackerman and Cox (1981) may be equally problematic, as illustrated in Fig. 6.23 where the apparent absorption is shown as a function of wavelength, at two locations along the flight leg. In this case, the apparent absorption was normalized by the incident irradiance on top of the layer and displayed in percent absorptance. The measured spectra (red and blue lines) have a distinct spectral shape, with increasing values throughout the visible. Even if the apparent absorption equals zero at some visible wavelengths (for example, around 420 nm for the red spectrum), this does not guarantee that the apparent absorption vanishes throughout the visible wavelength range. The unusual spectral shape of apparent absorption is reproduced in part by the 3D model (full circles), within the measurement uncertainty. The domain-averaged true absorption is obtained from the independent pixel approximation (IPA, dashed line) where horizontal photon transport is disabled in the radiative transfer model. The leg-averaged apparent absorption (black line) is close to true absorption in the near-infrared but disagrees up to $10 \%$ at conservative scattering wavelengths. Integrated over the SSFR wavelength range, the measured apparent absorption is $85 \%$ higher than the true absorption. The spectral shape of the absorptance mirrors that of the measured albedo from Fig. 6.23(a), which indicates that the deviations of the spectral albedo from 1D model calculations can, in part, also be ascribed to net horizontal photon transport. A full explanation for the peculiar spectral shape of albedo and absorptance is still missing. Preliminary calculations indicate that spherical effects cannot explain the spectral shape (Kokhanovsky, private communication). Further measurements in heterogeneous cloud scenes, along with 3D radiative transfer cal-


Fig. 6.23. Measured and modeled spectral absorptance for two different times along the flight leg. The thick black line shows the measured apparent absorption, averaged over the entire leg. The dotted black line shows the domain-averaged modeled true absorption (calculated with IPA).


Fig. 6.24. Measured and modeled spectral absorptance of two water cloud layers from $\mathrm{TC}^{4}$ (a: July 29, 2007; b: August 6, 2007). The gray shaded area represents the mean measured spectrum $\pm$ standard deviation, the black line shows the modeled absorptance spectrum. Values above $30 \%$ absorptance (mainly water vapor absorption) are cut off.
culations, provide a path towards broader understanding of 3D effects, and their unique spectral signatures can be used to identify the source of anomalies.

### 6.5.3 Attributing cloud absorption to causes

A goal of cloud irradiance measurements is to constrain forcing and absorption, and to determine the role of various contributors such as water vapor and condensed water to the total forcing or absorption. But given the difficulties outlined above, is it possible to extract this information from the measurements with any reasonable certainty? Judging from Fig. 6.22(a), only a handful of data points along a 200 km leg would satisfy the filter criterion suggested by Ackerman and Cox (1981), while the leg-average would lead to an overestimation of true absorption. If the interest lies in the true absorption of a cloud field as a whole, rather than in characterizing the radiative effects at each point, the data recovery can be increased with a random sampling technique by Kindel et al. (2011), inspired by Marshak et al. (1999). For homogeneous boundary layer clouds, which are much more amenable to absorption measurements than the highly heterogeneous ice clouds from the previous section, above- and below-cloud measurements were paired on the basis of their 500 nm net irradiance. This technique works for collocated measurements from two aircraft, as well as for one-aircraft sequential measurements above and below a layer. In either case, the spatial structure is re-sorted by imposing a match in the spectrum at 500 nm , rather than by location. True absorption of the cloud layer is estimated from the mean difference of all the matching net irradiance pairs on top and at the bottom of the layer. With this randomized sampling, a considerable amount of spectra can be identified for further analysis.

Fig. 6.24 shows the range of measured cloud absorption (gray shaded area) for two water cloud cases during $\mathrm{TC}^{4}$, as obtained from the randomized sampling tech-
nique. From the collection of the associated top-of-cloud albedo spectra, an optical thickness and effective radius can be derived in the same way as in section 6.5.1, and the expected spectral absorptance can be re-calculated with a 1D model (black line). In the case of Fig. 6.24(a) $\left(\tau=26, R_{\text {eff }}=11 \mu \mathrm{~m}\right)$, the modeled absorptance reproduced the measurement results across the entire SSFR wavelength range, outside of the water vapor bands. In the case of Fig. 6.24(b) $\left(\tau=7, R_{\text {eff }}=20 \mu \mathrm{~m}\right)$, the measured absorptance in the visible had a similar shape as observed in Fig. 6.23, whereas the model showed no absorption. The case shown in Fig. 6.24(b) shows a higher degree of spatial heterogeneity (higher optical thickness and absorptance standard deviation), although to a much lesser degree than the ice cloud in section 6.5.2. Regardless of the sampling approach (point-by-point, as in the previous section, or randomized), a spectrally increasing absorptance appears to be an indicator of cloud heterogeneity. Absorbing aerosols within or above the cloud, on the other hand, would lead to a spectrally decreasing positive absorptance, and can be clearly separated from heterogeneity effects. By restricting analysis to cases with a spectrally flat absorptance, the confounding effects of horizontal photon transport can be minimized, and the total amount of true absorption to liquid water (ice) absorption, gas absorption can be attributed by decomposing the absorption spectrum into its constituents.

This is done in Fig. 6.25. The spectrum of absorbed irradiance is shown in Fig. 6.25(a), identical to Fig. 6.24(a) without normalization by the incident irradiance. The spectrally integrated absorbed irradiance of the cloud is $100.4 \mathrm{~W} \mathrm{~m}^{-2}$. Figure $6.25(\mathrm{~b})$ shows the gas absorption spectrum obtained by switching off the cloud in the radiative transfer model. Water vapor dominates the gas absorption by far and it varies more than any other absorbing species in this spectral range. Figure 6.25(c) shows the enhancement of gas absorption due to cloud multiple scattering. It is obtained by switching off cloud absorption and switching on cloud scattering in the model, and subtracting the clear-sky gas absorption spectrum from the result. Finally, the cloud particle absorption (Fig. 6.25(d)) is obtained by subtracting gas absorption (Fig. 6.25(b)) and multiple-scattering gas absorption enhancement (Fig. 6.25(c)) from the total absorption spectrum (Fig. 6.25(a)).

Together, the clear-sky gas absorption ( $58.7 \mathrm{~W} \mathrm{~m}^{-2}$ ) and the multiple-scattering enhancement of the gas absorption ( $16.4 \mathrm{~W} \mathrm{~m}^{-2}$ ) account for $75 \%$ of the total absorption (Fig. 6.26). The absorption by cloud droplets ( $25.2 \mathrm{~W} \mathrm{~m}^{-2}, 25 \%$ ) is only $50 \%$ larger than the enhanced gas absorption. In ice clouds, the partitioning of absorption would look quite different because the water vapor concentration is lower at ice cloud altitudes, and because the absorption maxima of ice are displaced with respect to those of water vapor - far more than those of liquid water, which have significant regions of overlap with vapor absorption bands. Constraining modeling attribution studies with observations can only be achieved with spectrally resolved measurements as presented in Kindel et al. (2011).


Fig. 6.25. Absorbed irradiance spectrum from July 29, 2007, into its constituents: (a) total, (b) clear-sky, (c) enhanced gas absorption through multiple scattering, and (d) absorption by the cloud drops.


Fig. 6.26. Fractional absorption for the case from Fig. 6.25.

### 6.6 Heterogeneous clouds and aerosols

Aerosols in close proximity to homogeneous or heterogeneous clouds represent a great challenge to space-borne remote sensing. To date, passive imagery cannot detect aerosols when clouds are present in the same pixel or within a distance of tens of kilometers. Non-absorbing aerosol particles above a homogeneous cloud can often be neglected for the reflectance and the radiative forcing of the combined aerosol-cloud layer. In contrast, an undetected absorbing aerosol may bias the retrieval of an underlying cloud layer (Haywood et al., 2004; Coddington et al., 2010) and alter its radiative forcing. Polarimetry from space improves the retrieval of aerosol properties above homogeneous clouds. However, as demonstrated by the measurement examples in the previous section, heterogeneous clouds introduce various spectral effects that are problematic for passive imagery, with or without polarimetric capabilities. The reason is that the signatures of heterogeneous clouds are not spectrally neutral and change the background signal of the atmosphere in which the aerosol is embedded. Therefore, even distant clouds (tens of kilometers away) can bias aerosol retrievals (Wen et al., 2007; Marshak et al., 2008). In some cases, clouds are too small to be detected with imagery (Koren et al., 2008), and cannot be distinguished from the surrounding aerosols. Therefore, some studies have suggested dropping the separation between clouds and aerosol altogether, and to regard them as an entity (Koren et al., 2007; Charlson et al., 2007). Such a cloud-aerosol continuum can be distinctively diverse from the clouds or the aerosol layer by themselves. For example, the radiative properties of polluted scattered boundary layer clouds as shown in Fig. 6.27a cannot be reproduced by summing up the properties of the heterogeneous cloud field and the aerosol layer in which it is embedded: if $p_{\text {cld }}=\left\{\tau_{\text {cld }}, R_{\text {eff }}, c\right\}$ represents the cloud properties with optical thickness, effective drop radius, and cloud fraction; and $p_{\text {aer }}=\left\{\tau_{\text {aer }}, a\right.$, $\left.\varpi_{\text {aer }}, g_{\text {aer }}\right\}$ the aerosol properties with optical thickness, Ångström parameter, single scattering albedo, and asymmetry parameter, the spectral forcing $f_{\lambda}\left(\left\{p_{\text {cld }}, p_{\text {aer }}\right\}\right)$ is generally not equal to $f_{\lambda}\left(p_{\text {cld }}\right)+f_{\lambda}\left(p_{\text {aer }}\right)$. The same applies for reflectance, absorptance, and transmittance.
(a)
(b)


Fig. 6.27. Polluted (a) and clean (b) broken cloud scene during GoMACCS (photographs taken from the CIRPAS Twin Otter, courtesy Armin Sorooshian).

How can the combined forcing of heterogeneous clouds and aerosols be measured? In principle, aircraft observations suffer from the same limitations as encountered for homogeneous aerosol layers (section 6.4) since forcing, unlike irradiances, cannot be measured directly. To solve this problem, a combination of measurements and model calculations is used. Spectral irradiance above and below a layer is measured along with cloud and aerosol properties, such as profiles of liquid water content, droplet effective radius, aerosol size distribution, single scattering albedo, extinction, or optical thickness. The forcing above and below the layer can then be obtained from the difference between the measured net irradiances in presence of the cloud-aerosol layer, and the calculated clear-sky net irradiances. Calculating the clear-sky irradiances also requires an independent measurement of surface albedo. The difficulty is to link the measured cloud-aerosol properties with the irradiances and thus the forcing at each location across the domain. For heterogeneous clouds, this causes problems at three levels. (1) In most experiments, cloud-aerosol properties and irradiances above and below the layer cannot be measured at the same time and have to be sampled sequentially with a single aircraft. Since the layer properties change in space and time, it is virtually impossible to map observed irradiances directly to the associated cloud properties. (2) Even for ideal conditions such as during $\mathrm{TC}^{4}$ (collocated irradiance measurements above and below a layer, combined with cloud imagery), horizontal photon transport can bias the observed irradiances, and thus obfuscate the relationship between cloud and aerosol properties on the one hand, and absorption or forcing on the other. (3) When extrapolating from small-scale aircraft measurements to large-scale satellite observations, it is necessary to sample the cloud structure across the entire satellite pixel. In order to eliminate heterogeneity-related biases, one-point and two-point statistics are required.

Rather than relating cloud properties and irradiance fields directly, Schmidt et al. (2007) employed an indirect statistical approach: microphysical measurements of liquid water content and effective radius from in-cloud horizontal flight legs and ascents or descents through the layer were used as input to cloud generators, which reproduced the 3D distribution of cloud microphysics. Subsequently, a 3D radiative transfer model was used to calculate spectral irradiances from the 3D cloud fields, which were compared with aircraft measurements through histograms (one-point statistics) and power spectra (two-point statistics). If those two matched, the measured irradiance fields were consistent with the microphysical measurements, and the regenerated 3D cloud field could be used to infer quantities that could not be measured directly, such as the forcing, absorption, irradiance or radiance at a specific location, or for the domain as a whole. The thus-derived quantities can be regarded as measurement-validated model results, in a statistical sense.

Fig. 6.28(a) shows a cloud field that was reproduced by the Iterative Amplitude Adapted Fourier Transform Algorithm (IAAFT: Venema et al., 2006), for a case encountered on September 14, 2002, during the INSPECTRO experiment (Influence of Clouds on the Spectral Actinic Flux in the Lower Troposphere: Kylling et al., 2005). IAAFT used microphysical cloud data along three flight legs (marked in blue) and a vertical profile to create surrogate clouds with the same probability density functions and power spectra as the input. On the flight legs the algorithm was nudged to match the measurements exactly. Figure 6.28 (b) shows the his-


Fig. 6.28. Adapted from Schmidt et al. (2007): (a) Liquid Water Path (LWP) of a stratocumulus scene generated by IAAFT for INSPECTRO flight on September 14, 2002. The blue lines show the in-cloud flight legs. (b) Below-cloud downwelling irradiance measurements (gray) and model results (red) at 500 nm as histograms.
tograms of measured (gray) and modeled (red) downwelling irradiance (at 500 nm ) below the cloud field. In this case, it is possible to use the domain-averaged cloud properties in a 1 D model to reproduce the mean value of the transmitted irradiance. Both 3D and IPA calculations reproduced mean values and variability. The difference between full 3D calculations and the independent pixel approximation becomes obvious in Fig. 6.29(a) where power spectra of the transmitted irradiance along below-cloud legs are shown. While the IPA calculations (dash-dotted line) trace the $-5 / 3$ power law, which originates in the underlying LWP cloud field, geometric smoothing leads to a variance reduction in the 3D modeled irradiance fields for scales below about 5 km (solid line). This scale break also occurs in the measurements. At scales below 1.6 km , the limited number of photons used in the Monte Carlo simulations leads to white photon noise which can be suppressed by increasing the number of photons in the model runs. Measurement noise sets in at scales around 0.5 km . Figure 6.29 (b) shows the downwelling irradiance below a broken cloud field. In this case, 1D calculations become meaningless, and the independent pixel approximation fails to reproduce the measurements. It predicts the location of the clear-sky mode at $0.8 \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~nm}^{-1}$, which is lower than in the measurements because the effects of cloud focusing are neglected. The cloudtransmittance mode at $0.3 \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~nm}^{-1}$ is not reproduced at all. The areas under the cloud-transmittance and the clear-sky modes are similar in model and measurements, which shows that the cloud cover is correctly reproduced by IAAFT. Even if this were not the case, the matching locations of modeled and measured clear-sky and cloud-transmittance modes give confidence in the statistical approach.

One of the 3D effects in broken clouds demonstrated in Fig. 6.29(b) is the enhancement of downwelling irradiance in cloud gaps. When broken clouds are embedded in an aerosol layer, these 3D effects are superimposed by aerosol scattering and absorption. This was studied by Schmidt et al. (2009) for a case from GoMACCS (Gulf of Mexico Atmospheric Composition and Climate Study), which


Fig. 6.29. (a) Power spectrum along a below-cloud flight leg (gray) and across the model domain (red), for the overcast case from Fig. 6.28. (b) Histogram of downwelling irradiance below a broken cloud field, measured on September 22, 2002.
targeted convective boundary layer clouds in the polluted, urban-industrial region around Houston (Lu et al., 2008). They used Large Eddy Simulations (LES: Jiang and Feingold, 2006) to create cloud fields, which were validated against airborne cloud microphysical measurements (Jiang et al., 2008). The LES input included profiles of rawinsondes and aircraft measurements of aerosol properties. The LES cloud-aerosol fields were used to calculate irradiance fields with MYSTIC (section 6.2.4) with some additional input such as spectral surface albedo. Figure 6.30 shows a comparison of measured and modeled downwelling irradiance at 500 nm below a cloud-aerosol field from August 15, 2006, which looks quite similar to the case shown in Fig. 6.29(b). In this case, the area under the cloud-transmittance mode (labeled "CLD") and the clear-sky mode (labeled "GAP") is not reproduced by the calculations. This indicates a slight underestimation of the cloud fraction


Fig. 6.30. Measured (gray) and modeled downward irradiance (at 500 nm ) below polluted broken boundary layer clouds from August 15, 2006, separated into cloud-transmittance ("CLD") and clear-sky (direct beam, "GAP") modes. For the cloud-aerosol runs (black PDF), single scattering albedo was 0.8 ( 0.7 for the red PDF), and surface albedo 0.1 (0.035 for the green PDF).
by the LES, which did not account for cloud advection into the model domain. Nevertheless, the location of the modes leads to the following conclusions: (1) In the main model run (black PDF), the full aerosol-cloud field was used in the calculations, with a fixed single scattering albedo of 0.8 (based on AERONET during closest clear-sky event), and a surface albedo of 0.035 (obtained from SSFR measurements on a different day). It reproduces the irradiance measurements for both modes; the secondary clear-sky mode at $1.8 \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~nm}^{-1}$ is due to a large cloud edge effect. (2) For an aerosol-free 'clean' run (blue PDF), the clear-sky mode was biased high with respect to the measurements, and the cloud-transmittance mode was biased low. In cloud gaps, the aerosol scatters radiation out of the direct beam and thus decreases the clear-sky downward irradiance. At the same time, the shadow regions receive additional diffuse radiation, and the cloud-transmittance mode shifts to higher values. The model reproduces the measurements only if the aerosol between the broken clouds is included in the calculations. (3) Increasing the aerosol absorption (red PDF: single scattering albedo decreased to 0.7) leads to decreased irradiance in both modes, and does not reproduce the measurements. (4) A change in surface albedo beyond the measured value slightly increases the downward irradiance below clouds (due to increased reflection from the cloud bottom). Changes in the aerosol properties lead to deviations of the model results from the measurements. This was shown here for single scattering albedo, but there is also sensitivity to optical thickness and asymmetry parameter.

Figure 6.31 shows the location of the two modes from Fig. 6.30 as a function of wavelength. Across the entire visible wavelength range, the measured downward irradiance underneath the clouds (red spectrum) was only reproduced when including aerosols in the model runs (red full circles); otherwise, it was underestimated (red open circles). This was similar for the irradiance under cloud gaps (blue spectra), where cloud-only runs were higher than measured. Above 800 nm , the 3D effects


Fig. 6.31. Location of the modes from Fig. 6.30 as a function of wavelength. The blue (red) spectrum shows the measurements in cloud gaps (below clouds); the symbols show the 3D calculations with (full circles) and without aerosols (open circles). The green spectrum shows a 1D calculation under clear-sky conditions (no clouds or aerosols).
lead to an enhancement of downward irradiance in cloud gaps. This can be seen when comparing a clear-sky model run (green spectrum) with the measurements in cloud gaps (blue spectrum). Below 700 nm , the aerosol counteracts the 3D enhancement of downward irradiance and decreases it below its clear-sky value. Both effects combined lead to a unique spectral signature of the cloud-aerosol layer. In the shadow zone (red spectra), the aerosol has an effect in the opposite direction, compared to the sunlit areas (blue spectra). The contrasting effects of the aerosol in shadow and sunlit areas, as well as the spectral shape of combined 3D and aerosol effects in the sunlit areas may be the starting point for a retrieval of aerosol properties between clouds.

Although the forcing cannot be measured directly, it is possible to measure the apparent forcing in broken cloud fields as defined by Schmidt et al. (2009), by making the following replacements: in the definition of the forcing, the perturbed net irradiance, $F_{\mathrm{cld}}$, is replaced by $c F_{\mathrm{CLD}}+(1-c) F_{\mathrm{GAP}}$, where $c$ is the cloud fraction, $F_{\text {CLD }}$ is the net irradiance measured underneath the clouds, and $F_{\text {GAP }}$ is the measured net irradiance in cloud gaps:

$$
f_{\mathrm{rel}}=\frac{F_{\mathrm{cld}}-F_{\mathrm{clear}}}{F^{\downarrow}} \rightarrow \frac{c F_{\mathrm{CLD}}+(1-c) F_{\mathrm{GAP}}-F_{\mathrm{GAP}}}{F_{\mathrm{GAP}}^{\downarrow}}=f_{\mathrm{rel}}^{\mathrm{app}}
$$

In the above formula, the forcing is defined relative to the incident irradiance on top of the cloud layer, which is replaced by $F_{\mathrm{GAP}}^{\downarrow} . F_{\mathrm{CLD}}$ and $F_{\mathrm{GAP}}$ can be derived from the histograms of measured net irradiance; the cloud fraction $c$ can be inferred from the area under the clear-sky mode divided by the total area. The apparent forcing is equal to the true forcing if no 3 D effects occur, and in absence of aerosols. The difference between true forcing and apparent forcing is illustrated in Fig. 6.32. The true bottom-of-layer cloud forcing (open red circles)


Fig. 6.32. Measured apparent forcing (black spectrum), and model results (black circles). The true forcing of the cloud-aerosol layer (red full circles) or the forcing of the cloud layer (red open circles) can only be modeled.
is only about $-2 \%$ above 800 nm , and $-5 \%$ below 600 nm . The contrast between these two different wavelength regimes is due to the shape of the surface albedo, which increases between 600 and 800 nm . The combined cloud-aerosol forcing (red closed circles) deviates considerably from the forcing of the cloud layer alone, especially at short wavelengths where the aerosol is optically thick. In this case, the aerosol increases the absorption by about $20 \%$, from $129 \mathrm{~W} \mathrm{~m}^{-2}$ to $158 \mathrm{~W} \mathrm{~m}^{-2}$. The spectral shape of the apparent forcing is substantially different from the true forcing, due to 3D effects acting at all wavelengths, and aerosol scattering and absorption counteracting the 3D effects at short wavelengths. It is obvious that the apparent absorption cannot be used as a proxy for the true absorption. But since it can directly be derived from measurements, unlike true forcing, it provides the link between model and observations. In this sense, the true absorption of the cloud-aerosol layer can be regarded as a measurement-validated product.

### 6.7 Summary

Throughout the previous sections, we have illustrated the value of spectrallyresolved observations for cloud-aerosol research. We demonstrated with airborne irradiance measurements and model calculations that cloud variability and spectral cloud properties are closely related. Generally, the signature from heterogeneous clouds is different from their homogeneous counterparts. This means that the two parameters optical thickness and effective radius, retrieved from current dual-channel techniques, do not reproduce the spectral albedo of the cloud field, with potentially important ramifications for the clouds' radiative forcing and absorption.

We introduced the spectral consistency approach, which is capable of detecting cloud heterogeneities by comparing the predicted spectral albedo from retrieved optical thickness and effective radius to the spectral measurements. The spectral consistency approach is not limited to the detection of cloud heterogeneities; it was also used to identify biases in ice crystal single scattering properties, and could be employed to detect radiometric calibration inconsistencies of future spectral imagers. Cloud absorption can be attributed to causes by spectral decomposition. This was tested for boundary layer clouds.

Spectrally resolved measurements help in understanding biases in cloud research, as for example the mismatch between measured and modeled cloud absorption. Broadband measurements in the past allowed only speculations as to what caused the observed discrepancies: gas absorption, undetected large droplets, or horizontal photon transport, to name a few. We have presented first measurements and 3D model results of apparent absorption, the difference of net irradiance on top and at the bottom of a cloud layer, at individual points of an extended coordinated flight leg of two aircraft. Unlike true absorption, apparent absorption can be measured directly. The 3D model generally reproduced the spectral shape of the measured absorption. In contrast to common belief, the bias was not spectrally neutral in the UV and visible wavelength range. The point-by-point observations constitute the foundation for understanding these spectral effects. It is an ongoing effort to identify the mechanism which leads to the spectral bias, and to examine whether a similar effect can be found in radiance observations.

Heterogeneous clouds surrounded by aerosols are another domain of spectral observations. The aerosol scattering and absorption superimpose the 3D effects in the cloud field. Combined, aerosol and 3D effects impose a unique spectral signature upon the cloud-aerosol field, with different effects in sunlit and shadow zones. We introduced apparent forcing, which, in contrast to true forcing, can be derived from measurements, and can be linked to 3D model calculations in a statistical manner. The difference between true and apparent forcing is due to 3D and aerosol effects.

We also discussed various ways to use spectral information under homogeneous conditions. We described a new technique for deriving aerosol forcing efficiency along with single scattering albedo and asymmetry parameter from the layer optical thickness and irradiance measurements above and below the layer, which works not only over water, but also above land surfaces. Aerosols can be classified by means of the spectral shape of the single scattering albedo and asymmetry parameter, as well as the absorption $\AA$ Angström exponent, which describes the spectral dependency of aerosol absorption optical thickness. We pointed out that the derived relative spectral forcing efficiencies of various types of aerosols are remarkably similar over land and water, despite different surface albedos and aerosol properties. This finding is at odds with model predictions, which exhibit a wide range of the spectral forcing efficiencies. The tight range of the observations could be used to constrain the direct aerosol effect in satellite observations and modeling applications, but needs to be explained in the course of future experiments.

Furthermore, we reviewed ways to characterize the vertical layering of mixedphase clouds, which capitalize on the fact that the photon penetration depth into a cloud layer is a function of wavelength, most notably in the near-infrared. While polarimetry will be able to separately characterize the ice and liquid phase on the very top of a cloud, multiple scattering does not allow to retrieve such information for deeper layers, which, at least to some extent, can be explored with spectrallyresolved unpolarized observations. The best way to characterize mixed-phase clouds would be a combination of polarized and un-polarized passive imagers, combined with active sensors to assess the vertical structure.

Finally, we proposed the term 'cloud spectroscopy'. In ranges where liquid water or ice absorbs, wavelength-dependent bulk physical properties translate into a spectral slope in transmittance or reflectance, which can replace the traditional observation at a single wavelength and reduce the sensitivity of cloud retrievals to the radiometric uncertainty. The power of this new approach was demonstrated with a new retrieval based on cloud transmittance. When replacing the near-infrared transmittance by the spectral slope of the near-infrared transmittance, the error bars can be reduced considerably. We described the theoretical framework, which is currently being laid for the assessment of spectral information content and retrieval uncertainty.

The conclusion from the discussed measurement and modeling examples is that spectral observations advance cloud-aerosol remote sensing and budget applications considerably and may be the key to resolving some of the problems that research is currently confronted with. Many of the findings presented here are related to irradiances. However, some of them may be applicable to radiance as well. Research in this direction is ongoing, and will continue with the deployment of new spectral imagers in orbit.
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# 7 The retrieval of snow characteristics from optical measurements 

Alexander A. Kokhanovsky and Vladimir V. Rozanov

### 7.1 Introduction

Retrievals of snow grain size using ground/satellite optical measurements have been performed by several research groups (Bourdelles and Fily, 1993; Fily et al., 1997; Zege et al., 1998; Polonsky et al., 1999; Nolin and Dozier, 1993, 2000; Nolin and Liang, 2000; Painter et al., 1998, 2003; Stamnes et al., 2007; Hori et al., 2007; Zege et al., 2008; Lyapustin et al., 2009). The aim of this chapter is to discuss the information content of corresponding measurements and also to present the fast semi-analytical snow grain size retrieval algorithm.

Retrievals are based on the fact that the snow reflectance in the near-IR (say, above 800 nm ) decreases for larger particles because larger grains are relatively more absorptive as compared to smaller grains. Actually the same physical mechanism is used for the optical sizing of droplets/grains in cloudy media. The retrievals for snow fields are complicated by the fact that corresponding pixels can be contaminated by forest, soil, vegetation, or slash. Also snow horizontal (e.g., sastrugi) and vertical (e.g., buried ice/dust layers) inhomogeneity can bias retrievals.

In addition, the determination of the concentration $c$ of pollutants in snow is discussed. The value of $c$ can be assessed from measurements in the UV and visible, where pure snow reflects almost $100 \%$ of incident radiation and polluted snow absorbs a significant portion of light. The effect of absorption leads to snow darkening, which can be accurately measured and used for the determination of concentration of pollutants (at least, for heavy pollution events).

### 7.2 Forward model

In most snow retrieval algorithms it is assumed that snow can be modeled as an ice cloud layer positioned on the ground. Therefore, snow reflectance can be derived from the solution of the corresponding radiative transfer equation. In particular, if the assumption of a semi-infinite snow layer is used, then the Ambartsumian nonlinear integral equation can be used for studies of radiative transfer in snow (Mishchenko et al., 1999). The parameters of this equation are the single
scattering albedo $\omega_{0}$ and phase function $p(\theta)(\theta$ is the scattering angle). Alternatively, other radiative transfer solvers (e.g., SCIATRAN (www.iup.physik.unibremen.de/sciatran)) can be used assuming a large value of snow optical thickness (say, 5000). The single scattering albedo can be calculated as (Kokhanovsky and Nauss, 2005):

$$
\begin{gather*}
\omega_{0}=1-\beta  \tag{1}\\
\beta=\beta_{\infty}(1-\exp (-\alpha \ell)) \tag{2}
\end{gather*}
$$

Here $\beta$ is the probability of photon absorption (PPA), $\alpha=4 \pi \chi / \lambda$ is the temperaturedependent bulk ice absorption coefficient, $\chi$ is the imaginary part of the ice refractive index at the wavelength $\lambda$. This formula was obtained fitting geometrical optics results derived with the Monte Carlo code described by Macke et al. (1996). The value of $\beta_{\infty}$ corresponds to the limiting case of an ice crystal which absorbs all radiation penetrating inside the particle $(\alpha \ell \rightarrow \infty)$. It can be calculated using the model of spherical particles because total reflection from an impenetrable sphere and a randomly oriented non-spherical impenetrable convex particle coincides (van de Hulst, 1957). It follows that $\beta_{\infty}=0.47$ at the refractive index $n=1.31$ (for ice in the visible). The particle absorption length (PAL) $\ell$ is proportional (Kokhanovsky and Nauss, 2005) to the effective grain size (EGS) $a_{e f}=3 V / \Sigma$ ( $V$ is the average volume of grains and $\Sigma$ is their average surface area):

$$
\begin{equation*}
\ell=K a_{e f} \tag{3}
\end{equation*}
$$

with the parameter $K$ depending on the shape of particles. For weakly absorbing particles, it follows from Eqs. (2), (3) that:

$$
\begin{equation*}
\beta=\beta_{\infty} K \alpha a_{e f} \tag{4}
\end{equation*}
$$

We found using geometrical optics Monte Carlo simulations and fitting procedure implemented in ORIGIN that $K=2.63$ for fractals and, therefore, $\beta=D \alpha a_{e f}$ with $D \approx 1.24$.

The phase function was modeled using the assumption of fractal grains (Macke et al., 1996) (see Fig. 7.1, where other possible snow phase functions are given as well). It is assumed that the phase function does not depend on the size of grains. This is a correct assumption in the geometrical optics domain, if particles are not absorbing (outside diffraction peak). The assumption of spherical particles is not very realistic and must be discarded (Tanikawa et al., 2006; Xie et al., 2006).

### 7.3 The information content of snow spectral reflectance

### 7.3.1 Theory

The radiance $I$ over a snow field as detected on a satellite depends on the snow properties and also on atmospheric parameters in the propagation channel. The snow parameter of interest in this work is the effective grain size. The retrievals of EGS can be effected by the concentration of pollutants (CP) c. Therefore, it is of importance to derive both parameters simultaneously. So here we will study the sensitivity of the reflection function to the determination of both EGS and CP.


Fig. 7.1. The dependence of the phase function on the shape of particles. The following shapes were considered: hexagons with the length to the diameter ratios equal to $100 / 25$, 100/50, 100/100 micrometers and fractal particles (Macke et al., 1996) at the wavelength 550 nm (Kokhanovsky et al., 2011). The diameter is defined as the distance between opposite sides of the hexagon. For all particles the surface was assumed to be rough in the calculations. The asymmetry parameter $g$ is given for each curve. It follows that these diverse shapes do not produce very different phase functions as is the case for spheres, where the reduced scattering in the side-scattering region (around $90^{\circ}$ ) takes place. Also glories and rainbow characteristics of spheres are not observed for irregularly shaped particles.

The derivatives of the snow reflectance defined as

$$
\begin{equation*}
R=\frac{\pi I}{\mu_{0} E_{0}} \tag{5}
\end{equation*}
$$

$\left(\mu_{0}=\cos \vartheta_{0}, \vartheta_{0}\right.$ is the solar zenith angle $(\mathrm{SZA}), E_{0}$ is the incident light irradiance $)$ with respect to these parameters are given by:

$$
\begin{equation*}
D_{a}=\frac{\partial R}{\partial a_{e f}}, \quad D_{c}=\frac{\partial R}{\partial c} \tag{6}
\end{equation*}
$$

They help to understand if given measurements can be used to retrieve the pair $\left(a_{e f}, c\right)$. Clearly, derivatives depend on the viewing and illumination geometry (solar zenith angle $(\mathrm{SZA}) \vartheta_{0}$, viewing zenith angle (VZA) $\vartheta$, and the relative azimuthal angle (RAA) $\varphi$ ), the spectral channel, values of $\left(a_{e f}, c\right)$, and also on the atmospheric conditions (primarily through the aerosol optical thickness (AOT) $\tau$ ). So, quite generally, we can write:

$$
\begin{equation*}
D=f\left(\vartheta_{0}, \vartheta, \varphi, \lambda, a_{e f}, c, \tau\right) \tag{7}
\end{equation*}
$$

The task of this section is to understand how the derivatives $D_{a}$ and $D_{c}$ are influenced by various parameters given in Eq. (7). For this we use the software code

SCIATRAN (http://www.iup.uni-bremen.de/sciatran/). The derivatives are calculated through the following chain of equations.

First of all the weighting function (WF) $W$ is introduced. We define it as (e.g., in the case of WF, $W_{a}$ for $a_{e f}$ of a homogeneous snow layer):

$$
\begin{equation*}
W_{a}=\frac{\partial R}{\partial \ln a_{e f}}=a_{e f} D_{a} \tag{8}
\end{equation*}
$$

Clearly, this is a dimensionless quantity. Then, it follows, e.g., for the reflectance function at the effective radius $a_{e f}$ :

$$
\begin{equation*}
R\left(a_{e f}\right)=R\left(\bar{a}_{e f}\right)+\left[a_{e f}-\bar{a}_{e f}\right] W_{a} / \bar{a}_{e f} \tag{9}
\end{equation*}
$$

if a priori assumed radius $\bar{a}_{e f}$ is close to $a_{e f}$ (so the linear approximation is valid). Clearly, if $W_{a}=0$, then the reflectance is not sensitive to $a_{e f}$. Similar equations can be written for WFs with respect to the concentration of impurities ( $W_{c}$ ) and also AOT $\left(W_{\tau}\right)$. There are different ways to calculate weighting functions. One possibility is the numerical calculation of ratios $M=\Delta R / \Delta(\ln x)$, where $x$ is equal to $a_{e f}, c$, or $\tau$ depending on the case considered. In SCIATRAN yet another approach for the calculation of derivatives is followed. It is faster as compared to the calculation of ratios $M$ and also more accurate.

In particular, it is assumed that the variation of the reflectance $\delta R$ due to the variation of the effective radius profile $\delta a_{e f}(z)$ inside the snow layer of the thickness $H$ can be presented in the following form:

$$
\begin{equation*}
\delta R(\lambda)=\int_{0}^{1} w_{a}(\lambda, z) \delta a_{e f}(z) d z \tag{10}
\end{equation*}
$$

Here $z$ is the vertical coordinate divided by the thickness of the layer $H$. It follows that the information on the function $w_{a}(\lambda, z)$ is of a great importance for understanding how changes in the profile $a_{e f}(z)$ influence the variation in reflectance. The WF $W_{a}$ is related to $w(\lambda, z)$ via the following equation:

$$
\begin{equation*}
W_{a}(\lambda, z)=w_{a}(\lambda, z) a_{e f}(z) \tag{11}
\end{equation*}
$$

Then it follows that:

$$
\begin{equation*}
\delta R(\lambda)=\int_{0}^{1} W_{a}(\lambda, z)\left[\delta a_{e f}(z) / a_{e f}(z)\right] d z \tag{12}
\end{equation*}
$$

or

$$
\begin{equation*}
\delta R(\lambda)=\sum_{k=1}^{N_{k}} J_{a}\left(\lambda, z_{k}\right) \frac{a_{e f}\left(z_{k}\right)-\bar{a}_{e f}\left(z_{k}\right)}{\bar{a}_{e f}\left(z_{k}\right)} \tag{13}
\end{equation*}
$$

where the summation is performed for the number of layers $N_{k}$ inside of snow layer specified in the input of SCIATRAN and

$$
\begin{equation*}
J_{a}\left(\lambda, z_{k}\right)=W_{a}\left(\lambda, z_{k}\right) \Delta z_{k} \tag{14}
\end{equation*}
$$

are corresponding Jacobians related to the sub-layer of thickness $\Delta z_{k}$. For a homogeneous layer it follows that:

$$
\begin{equation*}
\delta R(\lambda)=\left[\delta a_{e f} / a_{e f}\right] W_{a}(\lambda) \tag{15}
\end{equation*}
$$

and we return to the same expression as written above:

$$
\begin{equation*}
R\left(a_{e f}\right)=R\left(\bar{a}_{e f}\right)+\Delta R=R\left(\bar{a}_{e f}\right)+\left[a_{e f}-\bar{a}_{e f}\right] W_{a} / \bar{a}_{e f} \tag{16}
\end{equation*}
$$

The WF $W_{a}\left(\lambda, z_{k}\right)$ contains information not only on the dependence of $R$ on $a_{e f}$ but also on the sensitivity of the reflectance to the changes in the radii of grains at different layers inside the snow.

The derivatives

$$
\begin{equation*}
W_{a}(\lambda)=\sum_{k=1}^{N_{k}} J_{a}\left(\lambda, z_{k}\right) \tag{17}
\end{equation*}
$$

and also Jacobians $J_{a}\left(\lambda, z_{k}\right)$ are the main parameters discussed in the next section. The corresponding derivatives and Jacobians with respect to the concentration of pollutants and AOT are also considered.

As follows from Eq. (13), $W_{a}$ in Eq. (17) gives the change in the reflectance $(\delta R)$ if the change in the radius is equal to $100 \%$. The technique to derive $w_{a}(\lambda, z)$ using the solution of direct and adjoint radiative transfer equations is described by Rozanov et al. (2007).

### 7.3.2 Results

The results of numerical experiments on the sensitivity studies are shown in Figs. 7.2-7.9. Let us analyze them now. All results were obtained using SCIATRAN and assuming that snow can be modeled as an ice cloud with the optical thickness 5000 at the ground level (with fractal phase function shown in Fig. 7.1). It was assumed that snow impurities (soot) are present in the form of Rayleigh scatterers and they influence only absorption and not scattering processes in a snow layer. The LOWTRAN aerosol maritime model implemented in SCIATRAN with aerosol optical thickness $\tau(550 \mathrm{~nm})=0.05$ was used. Also molecular scattering (but not absorption) has been taken into account. SCIATRAN is able to simulate satellite signals to account for the gaseous absorption. However, this was not needed for this work because only channels almost free of gaseous absorption have been selected.

We show the dependence of Jacobians $J_{c}(\lambda, z)$ for soot concentration on the distance from the snow bottom for several wavelengths in Fig. 7.2. The top of snow layer is located at 1 m height. It follows that Jacobians are different from zero only in the upper snow layers. They are about zero at depths 20 cm (and larger) from the top in the visible. Therefore, the concentration of pollutants at very deep layers cannot be retrieved from satellite observations. The maximum of the sensitivity is at some distance from the top of the layer and then the sensitivity decreases with the distance from the top. Most sensitivity comes from the upper 5 cm of snow, if the visible channels are used. The penetration depth depends on the grain size, being greater for smaller grains. The sensitivity to soot concentration decreases with the wavelength and it happens more rapidly for larger snow grains (see, e.g., the blue


Fig. 7.2. Dependence of the Jacobian for soot concentration $J_{c}(\lambda, z)$ on the distance from the snow bottom at the wavelengths $400,443,555,670 \mathrm{~nm}$ (left, larger Jacobians at maximum correspond to a smaller wavelength) and at wavelengths 865 and 1029 nm (right, larger Jacobians at maximum correspond to a smaller wavelength). The LOWTRAN aerosol model with the aerosol optical thickness (AOT) equal to 0.05 was used. The snow geometrical thickness is equal to 1 m and the length of side of fractal particles is equal to 50 micrometers (upper panel), 300 micrometers (middle panel), 750 micrometers (lower panel). The concentration of soot is equal to $10^{-8}$. The solar zenith angle (SZA) is equal to 60 degrees and the observation is at the nadir direction.
line in Fig. 7.2). The main conclusion is that the shortest possible wavelength must be used for the soot concentration retrievals (e.g., at 400 nm ). Then the dependence of retrievals on the grain size can be largely ignored (see Fig. 7.2).

Figure 7.3 is similar to Fig. 7.2 but now the Jacobians for the effective radius of snow grains are given. The green curves correspond to the measurements at 1240 nm . The upper panel of the figure corresponds to the case of $a_{e f}=50 \mu \mathrm{~m}$. It follows that the use of 1240 nm channel is preferable (at least for the considered geometry). The channel at 1020 nm is the second choice (red line on the left plots). Channels located at $0.865,1.61$ and $2.2 \mu \mathrm{~m}$ can be used as well. The channel at $2.2 \mu \mathrm{~m}$ has slightly better performance (especially for large particles) as compared to the channel at $1.61 \mu \mathrm{~m}$. The radiance in the $865-1240 \mathrm{~nm}$ range is sensitive just to the snow properties at the top (e.g., $5-10 \mathrm{~cm}$ from the top depending on the wavelength and also the size of particles; see Fig. 7.3, left panels). The radiance at 1610 nm and 2190 nm is sensitive to changes of the crystals' sizes only at a very top of the layer. As a matter of fact, the corresponding penetration depth is smaller than the EGS at these wavelengths (see right panels in Fig. 7.3). Therefore, retrievals in the spectral range $865-1240 \mathrm{~nm}$ range are most preferable with somewhat larger penetration depths (but smaller sensitivity) at 865 nm .

The dependence of the derivatives $W_{a}, W_{c}$, and $W_{\tau}$ on the wavelength is given in Fig. 7.4. The value of $W_{a}$ is given by Eq. (17). The derivatives with respect to the concentration of a pollutant $c$ and the aerosol optical thickness $\tau$ are defined in a similar way as for the value of $a_{e f}$. It follows from the analysis of this figure that the sensitivity to the soot concentration in snow disappears for larger wavelengths. This is generally the case for the aerosol optical thickness as well. The behavior of the derivative with respect to the grain size (at a fixed wavelength) is non-monotonous. At $a_{\text {ef }}=50 \mu \mathrm{~m}$, the greatest sensitivity comes from the longer wavelengths. For the sizes of 300 and $750 \mu \mathrm{~m}$, the greatest sensitivity comes from the wavelengths in the middle of the spectral interval studied ( 1.02 and $1.24 \mu \mathrm{~m}$ ). Therefore, there is no such simple linear relationship to the wavelength in the sensitivity as in the case of the soot concentration. This is due to the fact that the influence of the size of grains on the reflectivity is small, both at low values of the absorption parameter $b=\alpha a_{e f}$ and also at high values of this parameter. Therefore, the optimum is located at some middle value of absorption, which occurs at 1240 nm for most practical situations. This also follows from the asymptotic radiative transfer theory. As it is shown by Kokhanovsky and Zege (2004) (see also the next section): $R \sim \exp (-\nu \sqrt{b})(\nu$ is the parameter not depending on $b$ ) in the limit of weak light absorption by snow $(\beta \rightarrow 0)$. This means that $W_{a} \sim \sqrt{b} \exp (-\nu \sqrt{b})$ and $W_{a} \rightarrow 0$ at high and low values of $b$ as it was discussed above.

It follows that $W_{\tau}(\lambda) \ll W_{a}(\lambda)$ and, therefore, generally the information on AOT is of no importance for the grain size retrievals. This conclusion is valid only at $\mathrm{AOT}=0.05$ usual for clear polar conditions (Tomasi et al., 2007). The case of larger aerosol load (Arctic haze, for example) will be considered later on. Also we find that $W_{c}(\lambda)>W_{\tau}(\lambda)$ at channels 400 and 443 nm . Therefore, these channels can be used for the soot concentration determination. However, the influence of uncertainty in the value of AOT on the retrieval of soot concentration is much larger as compared to the case of $a_{e f}$ retrieval. We conclude that without accurate retrieval of AOT, the retrieval of soot concentration in snow is not possible. The


Fig. 7.3. Dependence of the Jacobian $J_{a}(\lambda, z)$ for effective radius of ice crystals in snow on the distance from the snow bottom at the wavelengths 865 nm (black curve), 1020 nm (red curve), and 1240 nm (green curve) (left panel). The same except at the wavelengths 1610 nm (red) and 2190 nm (black) (right panel). The LOWTRAN aerosol model with the aerosol optical thickness (AOT) equal to 0.05 was used. The snow geometrical thickness is equal to 1 m and the length of side of fractal particles is equal to 50 micrometers (upper panel), 300 micrometers (middle panel), 750 micrometers (lower panel). The concentration of soot is equal to $10^{-8}$. The solar zenith angle (SZA) is equal to $60^{\circ}$ and the observation is at the nadir direction.


Fig. 7.4. Dependence of the derivatives $W_{a}$ for effective radius (left, red curve) and $W_{c}$ for the soot concentration (right, red curve) on the wavelength $(\operatorname{AOT}(555 \mathrm{~nm})=0.05)$. Other parameters are the same as in Fig. 7.3. Green lines give derivatives $W_{\tau}$ for the aerosol optical thickness at 555 nm .


Fig. 7.5. The same as in Fig. 7.4 except at $\mathrm{AOT}=0.1$ (upper panel), 0.5 (middle panel), 1.0 (lower panel). The length side of fractal particles is 300 micrometers.
derivatives in Fig. 7.4 give the change in reflectance due to $100 \%$ change of $a_{e f}$, $c, \tau$, respectively. We conclude that the signal at AOT $=0.05$ is influenced in the similar way by the soot concentration in snow and the aerosol optical thickness. So accurate retrieval of AOT is of paramount importance for soot concentration determination. This is also confirmed by data shown in Fig. 7.5, which is similar to Fig. 7.4 except AOT $=0.1$ (upper figures), $\mathrm{AOT}=0.5$ (middle figures), $\mathrm{AOT}=1.0$ (lower figures) are used in calculations. In all these cases (see figures on the right side) $W_{c}<W_{\tau}$ and, therefore, retrieval of soot concentration (at least at the level studied, $c=10^{-8}$ ) is hardly possible without accurate information on aerosol optical thickness, which is difficult to retrieve over snow. As a matter of fact, both soot in snow and suspended aerosol particles can lead to the decrease of the registered signal and there is no technique in place to separate these two equally important contributions.

In Figs. 7.6-7.8 the dependence of derivatives on the viewing zenith angle, the solar zenith angle, and the relative azimuth, respectively, is presented. The main conclusion is that the viewing geometry influences grain size retrieval to a lesser extent as compared to the retrieval of soot concentration. Generally, retrieval of the


Fig. 7.6. The same as in Fig. 7.5 except at VZA $=25$ (upper panel) and $50^{\circ}$ (lower panel). The solar zenith angle is $60^{\circ}$ and the relative azimuth is $0^{\circ}$.


Fig. 7.7. The same as in Fig. 7.6 except at $\mathrm{SZA}=45$ (upper panel) and $75^{\circ}$ (lower panel).
soot concentration is more problematic at larger VZAs due to long paths of light in the atmosphere. One can notice (see Fig. 7.6) that the increase of VZA leads to the increase in the sensitivity to the EGS at wavelengths 1.6 and $2.1 \mu \mathrm{~m}$. This is due to the fact that the snow brightness increases with VZA at these channels. Figure 7.7 shows the sensitivity of derivatives to the solar zenith angle. It follows that the sensitivity to the grain size increases for the high Sun. However, in the regions, where there is permanent snow cover and generally, where snowfalls occur, the Sun is low and the sensitivity to the grain size (and also the soot concentration) decreases considerably. For the solar zenith angle $45^{\circ}$ (and also for smaller SZAs), there is an enhanced sensitivity of measurements to the soot concentration. However, such high solar zenith angles usually do not occur in the snow-covered regions. The sensitivity to the soot concentration drops significantly at $\mathrm{SZA}=75^{\circ}$. As follows from Fig. 7.8, the value of azimuth is also of importance as far as the sensitivity is of concern. The sensitivity is more pronounced at the relative azimuthal angle equal to zero degrees at the wavelengths 1.6 and $2.1 \mu \mathrm{~m}$. For shorter wavelengths, the influence of the relative azimuthal angle on the sensitivity of retrievals is quite low.


Fig. 7.8. The same as in Fig. 7.7 except at VZA $=50^{\circ}$, $\mathrm{SZA}=60^{\circ}$, azimuths $0^{\circ}$ (upper panel), $90^{\circ}$ (middle panel) and $180^{\circ}$ (lower panel).


Fig. 7.9. Dependence of the derivatives $W_{a}$ for effective radius (left, red curve) and $W_{c}$ for the soot volumetric concentration (right, red curve) on the wavelength. Other parameters are as in Fig. 7.3. Green lines give derivatives $W_{\tau}$ for the aerosol optical thickness at 555 nm . The concentration of soot is equal to $10^{-8}$ (upper panel), $10^{-7}$ (middle panel), $10^{-6}$ (lower panel). The solar zenith angle (SZA) is equal to $60^{\circ}$ and the observation is at the nadir direction. The length of side of fractal particles is equal to 300 micrometers.

All results shown above correspond to the background level of soot concentration $\left(c=10^{-8}\right)$. Clearly, for higher soot concentrations, the sensitivity of reflectance to the soot concentration is greater (see Fig. 7.9) and, therefore, $c$ can be retrieved even if atmospheric correction is performed with considerable errors.

### 7.4 Retrieval algorithm: FORCE

### 7.4.1 Theory

The developed retrieval algorithm for the EGS determination is based on the lookup table (LUT) approach. In particular, the Fourier components of the reflection function in the visible (for a non-absorbing snow) are tabulated using the code developed by Mishchenko et al. (1999). The code solves the Ambartsumian nonlinear integral equation for the harmonics $R^{m}\left(\mu, \mu_{0}\right)$ of the reflection function. These harmonics are stored in LUTs. Then the reflection function at any relative azimuth angle is found as

$$
\begin{equation*}
R\left(\mu, \mu_{0}, \varphi\right)=R^{0}\left(\mu, \mu_{0}\right)+2 \sum_{m=1}^{M_{\max }} R^{m}\left(\mu, \mu_{0}\right) \cos (m \varphi) \tag{18}
\end{equation*}
$$

Here $\mu=\cos \vartheta$ and the value of $M_{\max }$ is chosen from the condition that the next term does not contribute more than $0.01 \%$ in the sum (18). In principle one more dimension (for a given phase function) in this LUT is needed and this is the dimension of the single scattering albedo.

We use the following representation valid as $\omega_{0} \rightarrow 1$ (Zege et al., 1991; Kokhanovsky, 2006):

$$
\begin{equation*}
R\left(\mu, \mu_{0}, \varphi\right)=R_{0}\left(\mu, \mu_{0}, \varphi\right) A^{f\left(\mu, \mu_{0}, \varphi\right)} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\exp \{-4 s / \sqrt{3}\}, s=\sqrt{\frac{1-\omega_{0}}{1-g \omega_{0}}}, f=\frac{u\left(\mu_{0}\right) u(\mu)}{R_{0}\left(\mu, \mu_{0}, \varphi\right)}, u(\mu)=\frac{3}{7}(1+2 \mu) \tag{20}
\end{equation*}
$$

Here $R_{0}$ is the reflection function of a semi-infinite snow layer under the assumption that the single scattering albedo is equal to one. It is calculated using Eq. (18). For pure snow, the experimentally measured value of $R_{0}$ (say, at 443 nm ) can be used. This speeds up the retrievals.

The only approximation as compared to the exact RT calculations involved is the use of the term $A^{f}$ in Eq. (19) to characterize light absorption by snow. The accuracy of this approximation is studied in Figs. 7.10-7.13. It follows that errors are below $6 \%$ as compared to SCIATRAN calculations at the wavelengths $0.52-$ $1.24 \mu \mathrm{~m}$ and $\mathrm{SZA}=54^{\circ}$ for all azimuthal angles. So these short wavelengths will be used here for the inverse problem solution. In the case of MERIS onboard ENVISAT instrument (http://envisat.esa.int/instruments/meris/) channels 443 and 865 nm , the errors are smaller than $2 \%$ at the VZA $<40^{\circ}$ typical for MERIS observations. This is well inside the calibration error of MERIS.


Fig. 7.10. The dependence of the reflection function on the viewing zenith angle (lines: approximate theory with the use of LUTs for the reflection function of a non-absorbing semi-infinite snow; points: SCIATRAN calculations) for selected wavelengths and the SZA equal to $54^{\circ}$. Lower lines for each wavelength correspond to the larger relative azimuthal angle equal to $0^{\circ}, 90^{\circ}$, and $180^{\circ}$. The results are obtained using LUT for the function $R_{0}\left(\mu, \mu_{0}, \varphi\right)$ through the application of the nonlinear integral equation of Ambartsumian (Mishchenko et al., 1999).


Fig. 7.11. Error of the approximation shown in Fig. 7.10. The upper curves correspond to the calculations at $1.24 \mu \mathrm{~m}$. Lower curves correspond to calculations at 0.52 and $1.05 \mu \mathrm{~m}$.


Fig. 7.12. The difference between reflectances at three azimuthal angles $\left(0^{\circ}, 90^{\circ}, 180^{\circ}\right.$ from top down) at wavelengths 443 and 865 nm according to SCIATRAN (points) and the approximation (lines). The SZA is equal to $54^{\circ}$. SSA $=1$ at the wavelength 443 nm . SSA $=0.9994$ at the wavelength 865 nm . LUTs are used.


Fig. 7.13. Errors corresponding to the results shown in Fig. 7.12 at SSA $=0.9994$ ( $\lambda=865 \mathrm{~nm}$ ).

MERIS does not have channels above $0.9 \mu \mathrm{~m}$ and, therefore, the approximation proposed here is very relevant to the interpretation of MERIS observations over snow fields. This is due to the fact that the snow albedo (and the accuracy of the approximation) increases for shorter wavelengths. The forward model itself (e.g., the flat snow surface assumption) and also errors of atmospheric correction introduce much larger uncertaintis as compared to differences between approximate and exact theories.

Eq. (19) can be used for the analytical determination of $\omega_{0}$ and, therefore, $a_{\text {ef }}$ from the snow reflection function measurements. As a matter of fact in the case of small grains and the MERIS wavelengths, even simpler approximation can be used. This approximation follows from Eq. (19) as $\omega_{0} \rightarrow 1$ :

$$
\begin{equation*}
R\left(\mu, \mu_{0}, \varphi\right)=R_{0}\left(\mu, \mu_{0}, \varphi\right)-\frac{4 s}{\sqrt{3}} u(\mu) u\left(\mu_{0}\right) \tag{21}
\end{equation*}
$$

Eq. (19) also enables the determination of the snow spectral albedo:

$$
\begin{equation*}
A(\lambda)=\left(R_{\text {mes }}(\lambda) / R_{0}\right)^{1 / f} \tag{22}
\end{equation*}
$$

from measurements of the spectral reflection function just at one observation geometry. It is assumed that the atmospheric correction has already been performed and the influence of atmosphere is removed from the value of $R_{\text {mes }}(\lambda)$.

One can write for channels $1(0.443 \mu \mathrm{~m})$ and $2(0.865 \mu \mathrm{~m})$ in the approximation under study:

$$
\begin{align*}
& R_{1}=R_{0} \exp \left(-\gamma \sqrt{\beta_{1}}\right),  \tag{23}\\
& R_{2}=R_{0} \exp \left(-\gamma \sqrt{\beta_{2}}\right), \tag{24}
\end{align*}
$$

where indices 1 and 2 signify the channel,

$$
\begin{equation*}
\gamma=\frac{4 f}{\sqrt{3\left(1-g \omega_{0}\right)}} \tag{25}
\end{equation*}
$$

We will neglect the difference of $\omega_{0}$ from 1.0 in the denominator of Eq. (25).
Here we assume that there is some light absorption by snow even in the visible (e.g., due to soot). The value of probability of photon absorption can be written as

$$
\begin{equation*}
\beta=\frac{N_{i} C_{a b s, i}+N_{s} C_{a b s, s}}{N_{i} C_{e x t, i}+N_{s} C_{e x t, s}} \tag{26}
\end{equation*}
$$

Here

$$
\begin{equation*}
N_{s}=\frac{c_{s}}{\bar{V}_{s}} \tag{27}
\end{equation*}
$$

is the number concentration of soot particles, $\bar{V}_{s}$ is their average volume, $c_{s}$ is the volumetric concentration of soot (the fraction of volume filled by soot), $C_{a b s, \alpha}$ is the average absorption cross-section of soot particles, $C_{e x t, s}$ is the average extinction cross-section of soot particles. Parameters with the index 'i' have the same meaning as described above except for ice.

We will neglect the contribution of soot to the general light extinction in snow. Then it follows:

$$
\begin{equation*}
\beta=\beta_{i}+\beta_{s}, \tag{28}
\end{equation*}
$$

where $\beta_{i}=C_{a b s, i} / C_{e x t, i}$ is given by Eq. (2) and

$$
\begin{equation*}
\beta_{s}=\frac{\bar{V}_{i} c_{s} C_{a b s, s}}{\bar{V}_{s} c_{i} C_{e x t, i}} \tag{29}
\end{equation*}
$$

The average extinction cross-section of the ice grains $C_{\text {ext }, i}$ can be estimated as follows (Kohkanovsky, 2006):

$$
\begin{equation*}
C_{e x t, i}=\frac{\bar{\Sigma}_{i}}{2} . \tag{30}
\end{equation*}
$$

Here $\bar{\Sigma}_{i}$ is the average surface area of grains. Taking into account that $C_{\text {ext }, i} / \bar{V}_{i}=$ $1.5 a_{e f}^{-1}$ in this approximation and also assuming that $C_{a b s, s} / \bar{V}_{s}=B \alpha_{s}$, which is true in the Rayleigh domain for small soot particles ( $B=0.84$ at the soot refractive index $n=1.75$ (van de Hulst, 1957), $\left.\alpha_{s}=4 \pi \chi_{s} / \lambda, \chi_{s}=0.46\right)$, we derive:

$$
\begin{equation*}
\beta_{s}=\frac{2}{3} B c \alpha_{s} a_{e f} \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
c=c_{s} / c_{i} \tag{32}
\end{equation*}
$$

is the relative soot concentration.
The mass absorption coefficient of soot $\sigma_{a b s}=C_{a b s} / \rho_{s} \bar{V}_{s}$ is equal to $B \alpha_{s} / \rho_{s}$ in the considered approximation. Here $\rho_{s}$ is the soot density. Assuming that $B=0.84$, $\chi_{s}=0.46, \lambda=443 \mathrm{~nm}, \rho_{s}=1 \mathrm{~g} / \mathrm{cm}^{3}$, one derives: $\sigma_{a b s}=8.4 \mathrm{~g} / \mathrm{m}^{2}$, which is close to the modern estimates of this parameter ( $7.5 \pm 1.2 \mathrm{~m}^{2} / \mathrm{g}$ (Bond and Bergstrom, 2006; Flanner et al., 2007)).

Therefore, we can write:

$$
\begin{gather*}
R_{1}=R_{0} \exp \left[-\gamma \sqrt{\frac{2}{3} B \alpha_{s, 1} c a_{e f}}\right]  \tag{33}\\
R_{2}=R_{0} \exp \left(-\gamma \sqrt{\beta_{i, 2}+\frac{2}{3} B \alpha_{s, 2} c a_{e f}}\right) \tag{34}
\end{gather*}
$$

Here we neglected light absorption by ice at the first wavelength. These two equations can be used to find both the size of ice crystals and the concentration of pollutants. It follows from the first equation for $X=c a_{e f}$ :

$$
\begin{equation*}
X=\frac{3}{2 B \gamma^{2} \alpha_{s, 1}} \ln ^{2} r_{1} \tag{35}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
\beta_{2}=\frac{\ln ^{2} r_{2}}{\gamma^{2}}-\frac{2}{3} B X \alpha_{s, 2} \tag{36}
\end{equation*}
$$

where $X$ is determined from Eq. (33). Here we introduced the normalized reflectance: $r_{i} \equiv R_{i} / R_{0}$. The EGS can be found from Eqs. (2), (3), (36):

$$
\begin{equation*}
a_{e f}=K \alpha_{i, 2}^{-1} \ln \left[\frac{\beta_{\infty}}{\beta_{\infty}-\beta_{2}}\right] . \tag{37}
\end{equation*}
$$

Then the concentration of soot is determined as $c=X / a_{e f}$. In practice, one measures the concentration of soot as the fraction of soot mass in a given mass of snow $c_{f}=c_{s} \rho_{s} / c_{i} \rho_{i}$, where $\rho_{s}$ is the density of soot and $\rho_{i}$ is the density of ice. Therefore, for the transformation of the satellite-derived $c$ to the ground measured values of $c_{f}$, one must use the multiplier $\eta=\rho_{s} / \rho_{i}$ :

$$
\begin{equation*}
c_{f}=\eta c \tag{38}
\end{equation*}
$$

We will assume that $\eta \equiv 1$ in this study. It is known that $\rho_{i}=0.917 \mathrm{~g} / \mathrm{cm}^{3}$. The density of soot depends on its structure. It varies in the range $1-2 \mathrm{~g} / \mathrm{cm}^{3}$. The assumption of $\eta \equiv 1$ is consistent with the lower limit of this variability.

For MODIS instrument (http://modis.gsfc.nasa.gov/about/), the channel at $1.24 \mu \mathrm{~m}$ is available in addition to $0.865 \mu \mathrm{~m}$ channel. The Global Imager (GLI, JAXA, currently not in operation) had several channels relevant to snow remote sensing (e.g., located at $0.865,1.05$ and $1.24 \mu \mathrm{~m}$ ). The applications of the asymptotic radiative transfer theory for these sensors are given by Zege et al. (1998, 2008), Polonsky et al. (1999), Tedesco and Kokhanovsky (2007), and Lyapustin et al. (2009). The algorithms listed above differ from the algorithm presented here as follows:

- Zege et al. (2008) retrieval is based on the analysis of multiple channels (3 for MODIS $(0.645,0.859,1.24)$ and 4 for GLI $(0.68,0.865,1.05,1.24)$. The obvious superiority of their technique is in the fact that uncertainty related to the modeling of $R_{0}$ can be substantially reduced due to the use of ratios of reflectances given by Eqs. (23), (24). The shortcomings are due to the fact that the algorithm is valid only for vertically homogeneous snow. Otherwise, the grain size is not constant along the vertical, and therefore, it differs at different channels due to different penetration depths. This effect is not taken into account by Zege et al. (2008).
- Lyapustin et al. (2009) propose two methods: one based on ratios of reflectivities at two close wavelengths, where light absorption by ice is not the same and another method actually very similar to the method described here. It is based on ratio of reflectivities at absorbing and non-absorbing bands. The first method can be applied only to the vertically homogeneous snow as correctly stated by Lyapustin et al. (2009). Therefore, they concentrate on the second method in the corresponding retrievals.
- The method of Tedesco and Kokhanovsky (2007) is based on a single wavelength measurement in the infrared. Therefore, the concentration of pollutants cannot be assessed and evaluated. The correspondence between different retrieval methods based on asymptotic theory is discussed in Appendix.

We note that in addition there are methods based on look-up tables of reflectivities. They produce similar results as methods discussed above if applied for similar setups and channels.

Generally, the wavelength $1.24 \mu \mathrm{~m}$ is the best for retrievals in the case of a homogeneous snow because then even heavy pollution does not influence the results of the grain size retrieval (therefore, one can put $X=0$ in the expression for $\beta_{2}$ and derive the following simplified equation: $\beta_{2}=\gamma^{-2} \ln ^{2} r_{2}$, which can be used in conjunction with Eq. (37) for the retrievals of $a_{e f}$ ). For vertically inhomogeneous snow, this wavelength brings information only from the top of the layer and may not be consistent with grains at deeper layers seen by the $443-\mathrm{nm}$ wavelength used for the snow pollution retrieval. Even if measurements at 865 nm are used, there is quite large mismatch in the volume of snow sensed using 443 nm and 865 nm wavelengths. As follows from Figs. 7.2 and 7.3, the Jacobians for the soot concentration (at 443 nm ) approach zero at the distance of 20 cm from the top layer and the values of Jacobians for the EGS vanish already at $2-5 \mathrm{~cm}$ from the snow top depending on the wavelength. Therefore, possible soot layer deposited at, say, 5 cm from the snow top will influence the signal in the visible but not at 865 nm . This makes application of the dual-wavelength algorithm not possible in this case and one should use the single channel algorithm outlined above.

### 7.4.2 Synthetic retrievals

To understand the sensitivity of the reflected radiation to the probability of photon absorption and the effective grain radius, we have performed a number of numerical experiments. In particular, we have implemented the retrieval algorithm in the numerical code and studied the influence of possible errors of forward model on the retrieval of PPA and $a_{e f}$. In particular, we have assumed that the measured reflectance differs by $\varsigma= \pm 5 \%$ or $\pm 10 \%$ from the forward model due to inherent calibration errors, errors of the forward model, cloud screening, atmospheric correction, etc. The resulting retrievals at the solar zenith angle equal to $54^{\circ}$ and nadir observations are given in Fig. 7.14(a). It follows that the positive bias in the measured reflection function leads to underestimation of PPA (and otherwise for the negative bias). At $\varsigma=0$, the algorithm retrieves input parameters with errors below several fraction of a percent (see the green line in Fig. 7.14(a)), which is the prove of the algorithm with the synthetic data. It follows from Figs. 7.14(b) that the error of PPA retrieval increases considerably as $\beta \rightarrow 0\left(\alpha a_{e f} \rightarrow 0\right)$. In particular, errors smaller than $20 \%$ (at a reasonable estimate of $\varsigma \sim 5 \%$ ) are possible only if $\beta \geq 0.01\left(\omega_{0} \geq 0.99\right)$. Therefore, it is of importance to use the spectral interval, where PPA varies in the range $0.01-0.02$. The upper limit is needed to ensure small errors of the assumed asymptotic theory. It follows from Fig. 7.15 that the use of the wavelengths 1020 and 1240 nm is superior for the usually occurring grain sizes $(0.05-1 \mathrm{~mm})$. The value of $\omega_{0}$ at $\lambda=865 \mathrm{~nm}$ is always smaller than 0.01 producing a reduced sensitivity to the effective grain radius. This is confirmed by Figs. 7.16(a) and (b), where we see that the value of $\varsigma= \pm 5 \%$ makes retrievals at the wavelength 865 nm possible with the accuracy better than $50 \%$ only at radii larger than 0.4 mm . Otherwise, retrievals are characterized by quite large errors. This is an unfortunate situation because the wavelength of 865 nm is the largest which can be used for retrievals using MERIS. The wavelengths of 885 and 900 nm are contaminated by the uncertainty in the water vapor vertical column and also they are not much different with respect to the sensitivity to the grain size retrievals


Fig. 7.14. (a) The retrieved PPA versus the assumed PPA at the incidence angle $54^{\circ}$ and the nadir observations. (b) The error of the retrieved PPA versus the assumed PPA at the incidence angle $54^{\circ}$ and the nadir observations.
as compared to the wavelength 865 nm . At the wavelength 1020 nm , the errors of retrievals are smaller than $20 \%$, if $\varsigma= \pm 5 \%$ at $a_{e f} \geq 0.2 \mathrm{~mm}$ (see Fig. 7.17(a)). The errors reach maximum of $50 \%$ at $a_{e f}=0.1 \mathrm{~mm}$. The errors are still lower at 1240 nm (see Fig. 7.17 (b)) but then the use of asymptotic theory is in question (at least for large sizes of grains).

The measurements at the wavelength 443 nm , where absorption of light by ice grains is small, can be used to retrieve the soot concentration in snow as described


Fig. 7.15. The dependence of PPA on the effective grain radius.
above. To get the concentration of pollutants, one must determine grain size (at least for large grains). Errors in the determination of the grain size influence the retrieval of soot concentration. In particular, errors are large, if the concentration of pollutants is small. Then the retrieved values of $\beta_{s}$ are not reliable. One can estimate $\beta_{s}$ assuming that $c=300 \mathrm{ng} / \mathrm{g}$, which is quite a high concentration of pollutants. Then $\beta=0.0002$ at $a_{e f}=0.1 \mathrm{~mm}$ and 0.002 at $a_{e f}=1 \mathrm{~mm}$. Clearly, these values of PPA are so small that the reliable determination of $\beta$ and also $c \leq 300 \mathrm{ng} / \mathrm{g}$ is hardly possible. And the values of the concentration above $300 \mathrm{ng} / \mathrm{g}$ are extremely rare (Hansen and Nazarenko, 2004; Flanner et al., 2007). Therefore, it is proposed to make retrievals of $\beta$ (at 443 nm ) only if the change of reflectance at this wavelength is considerable as compared to the case of pure snow. We show the difference of the calculated reflection functions of snow at PPA $=0.0002$ and 0.002 in Figs. 7.18 at incident angles $54^{\circ}$ and $75^{\circ}$ as compared to the pure snow case. It follows that indeed retrievals at such levels of pollution are hardly possible due to errors of the forward model. The concentration of soot in the Arctic is just $10-30 \mathrm{ng} / \mathrm{g}$ (Flanner et al., 2007) and PPA is always smaller than 0.0002 . Then the retrievals of soot concentration are doubtful. The comparison of retrievals with ground measurements also confirms this conclusion (Aoki et al., 2007).

Because the analytical dependence of the reflectance on relevant parameters is provided in the framework of our approach, it is also easy to calculate corresponding errors analytically. To simplify calculations, we use Eq. (24). Then after differentiation and some algebraic calculations, it follows for the uncertainty in the value of $b=\alpha a_{e f}$ :

$$
\begin{equation*}
\frac{d b}{b}=K_{a m p} \frac{d R}{R} \tag{39}
\end{equation*}
$$



Fig. 7.16. (a) The retrieved effective grain radius versus the assumed grain radius at $\lambda=865 \mathrm{~nm}$ and SZA $=54^{\circ}$. (b) The error of the retrieved EGS as the function of the assumed effective radius of grains retrieved at $\lambda=865 \mathrm{~nm}$.
where the error amplification coefficient is given by the following equation:

$$
\begin{equation*}
K_{a m p}=\frac{2}{\gamma \sqrt{\beta}} \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=K \beta_{\infty} \alpha a_{e f} \tag{41}
\end{equation*}
$$

under assumption of weak absorption $(b \rightarrow 0)$.


Fig. 7.17. (a) The error of retrieved EGS as the function of the assumed effective radius of grains at $\lambda=1.02 \mu \mathrm{~m}$. (b) The error of the retrieved EGS as the function of the assumed effective radius of grains at $\lambda=1.24 \mu \mathrm{~m}$.

It follows that $K_{a m p} \rightarrow \infty$ as $b \rightarrow 0$, the finding which follows from the numerical experiment given above and also from the sensitivity study presented in the previous section. Because the function $u(\mu)$ increases with the cosine of the angle, we conclude that $K_{a m p}$ is somehow reduced for oblique observation and illumina-


Fig. 7.18. (a) The difference of the reflection function from that for the case of a nonabsorbing snow as the function of the viewing zenith angle at azimuths $0^{\circ}, 90^{\circ}$, and $180^{\circ}$, $\mathrm{SZA}=54^{\circ}(\mathrm{SSA}=0.998$ and $\mathrm{SSA}=0.9998)$. (b) The difference of the reflection function from that for the case of a nonabsorbing snow as the function of the viewing zenith angle at azimuths $0^{\circ}, 90^{\circ}$, and $180^{\circ}, \mathrm{SZA}=75^{\circ}(\mathrm{SSA}=0.998$ and $\mathrm{SSA}=0.9998)$.
tion conditions (at least for angular regions, where $R_{0}$ is constant or decreases, e.g., see cases with the RAA in the range $90-180^{\circ}$ ). The error amplification coefficient is proportional to $\sqrt{1-g}$ and, therefore, it is smaller for more extended in the forward direction phase functions.

### 7.4.3 Application of the algorithm to MERIS data

### 7.4.3.1 Atmospheric correction

As far as atmospheric correction over snow is concerned, we used the LUT of atmospheric reflectances calculated with SCIATRAN for a prescribed aerosol model. Anyway, the influence of atmosphere on grain size retrievals is small, as was proved in the sensitivity studies. Therefore, such an approach is well justified (at least for a clear atmosphere). In the case of polluted atmospheres, the atmospheric contribution must be assessed using measurements at the neighboring pixels containing open water or polynyas. We demonstrate the importance of atmospheric correction in Figs. 7.19 and 7.20, where results of SCIATRAN calculations are given for the case of surface albedo equal to 0.8 and overlying aerosol layer. It follows that the atmosphere substantially changes the values of reflectance as compared to the case $A=0.8$ especially at large solar and viewing zenith angles and for shorter wavelengths. An interesting point to note is that the atmospheric contribution can increase or decrease the satellite signal over the snow field depending on the geometry and, therefore, relative contribution of the atmosphere to the signal.

The following simplified atmospheric correction algorithm is proposed. It is supposed that the correction for the gaseous absorption can be performed as:

$$
\begin{equation*}
R_{c o r}=T_{g a s} R_{M} \tag{42}
\end{equation*}
$$

where $T_{\text {gas }}$ is the gaseous transmittance calculated as

$$
\begin{equation*}
T_{g a s}=\exp (v \mathrm{M}) \tag{43}
\end{equation*}
$$

$M$ is the trace gas vertical column $\left(\mathrm{O}_{3}, \mathrm{H}_{2} \mathrm{O}\right.$ as obtained, e.g., from MERIS observations), $v=1 / \mu+1 / \mu_{0}, R_{M}$ is the measured reflectance. The obtained reflectances $R_{\text {cor }}$ (except at 760 and 900 nm channels) are corrected for Rayleigh and aerosol scattering using the pre-calculated LUTs. It is assumed that the aerosol optical thickness is equal to 0.05 (see, e.g., Tomasi et al., 2007) in the calculation of LUTs. The aerosol model is WMO coarse maritime aerosol model with no absorption assumed. The angle grid was one degree for $\operatorname{SZA}\left(0(1) 89^{\circ}\right), \operatorname{VZA}\left(0(1) 80^{\circ}\right)$, and relative azimuth angle $\left(0(1) 180^{\circ}\right)$. Therefore, the largest possible mismatch of MERIS data and those in LUTs is $0.5^{\circ}$. The error due to this mismatch is smaller than 0.01 in the snow albedo, which is acceptable due to other complications inherent to snow properties retrievals. This is illustrated in Fig. 7.21, where we show the retrieved albedo (retrieved using the pre-calculated LUTs described above) under the assumption that true snow albedo is equal to 0.8 . The synthetic data were generated not for the same grid as in LUT but for the 0.5-degree shifted LUT (for angles, the same shift was assumed). The algorithm performance is very good


Fig. 7.19a. The dependence of the reflectance $R(443 \mathrm{~nm})$ (upper panel) and $R(865 \mathrm{~nm})$ (lower panel) on the SZA and VZA at the relative azimuth angle equal to 0.0 . The case of the underlying Lambertian surface with albedo 0.8 is presented for the maritime coarse aerosol model with aerosol optical thickness equal to 0.05 . The values of reflectance are above 0.8 in the lower left corner and well below 0.8 in the upper lower corner. This means that the Lambertian surface looks brighter from space, if observed from the nadir direction at $\mathrm{SZA}=0.0$. It looks darker for the nadir observation and the oblique solar light incidence (say, SZA $=80^{\circ}$ ).


Fig. 7.19b. The same as in Fig. 7.19a except at RAA $=90^{\circ}$.
till VZA is equal to $55^{\circ}$, which is of importance for AATSR measurements. The largest MERIS VZA is $42^{\circ}$ and then the performance of the algorithm is even better. The true albedo is retrieved if no shift in the grid is applied and the same snow and atmosphere models are used in the solution of direct and inverse problems. The change of the aerosol model in the retrieval process (from maritime coarse to maritime fine) does not bring complications, if the aerosol optical thickness was


Fig. 7.19c. The same as in Fig. 7.19a except at RAA $=180^{\circ}$.
assumed to be the same (0.05). It follows that errors of retrievals are negligible even in the case where the aerosol model is not correctly selected (the errors are less than 0.01 in the snow albedo) as far as MERIS observations are of concern $\left(\mathrm{VZA}<42^{\circ}\right)$.


Fig. 7.20. The retrieved snow albedo as the function of the satellite and solar zenith angles. The aerosol optical thickness is equal to 0.05 and the fine-mode maritime aerosol phase function was used in synthetic data preparation. The relative azimuth was varied in the range $0(1) 180^{\circ}$. The true snow albedo is equal to 0.8 . The upper panel differs from the lower panel due to the different regions of change of SZA and VZA. The range of SZA and VZA change is lower in the figure shown at the bottom.

For the atmospheric correction, it is assumed that MERIS reflectance can be presented as

$$
\begin{equation*}
R=R_{b}+\frac{T R_{s}}{1-A r} \tag{44}
\end{equation*}
$$

Here $R_{b}$ is the reflectance for a black underlying surface (stored in LUTs for molecular-aerosol atmosphere with the assumed aerosol optical thickness of 0.05 and coarse maritime aerosol model with no absorption), $R_{s}$ is the snow reflectance, $T$ is the atmospheric transmittance stored in LUTs, $r$ is the spherical albedo stored in LUTs, $A=0.8$ is the assumed snow albedo. The term $A r$ is quite small. Therefore, the assumption on $A$ does not have a large impact on the retrieved snow reflectance:


Fig. 7.21. The dependence of the reflectance of the snow field with the assumed Lambertian albedo 0.8 on the SZA. The vertical lines give the variability due the variation of the viewing zenith angle $\left(0(1) 80^{\circ}\right)$ and relative azimuth $\left(0(1) 180^{\circ}\right)$. The atmosphere can increase or decrease the albedo of the snow field depending on the geometry. The aerosol optical thickness is 0.05 and the coarse maritime aerosol model is assumed.

$$
\begin{equation*}
R_{s}=\left(R-R_{b}\right)(1-A r) / T \tag{45}
\end{equation*}
$$

The algorithm described above is of importance only for MERIS channels below 800 nm , where the soot concentration and snow albedo is retrieved. The atmospheric correction is less important at 865 nm and also at 1020 and 1240 nm , where the snow grain size is usually retrieved.

### 7.4.3.2 The retrieval of snow grain size using MERIS observations

The MERIS browse image of the snow field under clear sky in Greenland is shown in Fig. 7.22. The corresponding maps of reflectances at 443 nm , and 865 nm , and also in the oxygen A-band ( 762 nm ) are given in Fig. 7.23a and 7.23b. The line across the image in the case of measurements at 762 nm shows the border between two cameras of MERIS (the so-called instrumental smile effect).

A lot of clouds are present in the region. The retrieved grain size is shown in Fig. 7.24a and 7.24 b (after atmospheric correction and cloud screening procedures have been applied). The average EGS is around 0.2 mm for the whole scene and 0.15 mm for the left part of the scene, Unfortunately, in situ data for EGS at this location during the satellite measurements are not available to us.

We show the results of the retrieved concentration of pollutants in Fig. 7.25 (in $\mathrm{ng} / \mathrm{g})$. The concentrations are very low as one might expect for Arctic. Generally, as follows from the sensitivity studies given above, the accurate determination of soot concentration from a satellite is difficult in the Arctic due to the low concentration


Fig. 7.22. Browse image of the scene analyzed. The retrievals have been performed for the clear sky portion of this image (Kokhanovsky et al., 2011).
of pollutants there. Although, as is seen from Fig. 7.19b, the magnitude of $c$ is determined in a correct way.

### 7.5 Conclusions

In this work we discussed the snow grain size retrieval algorithm FORCE. The work is also relevant to the area of the determination of the specific area of snow using optical measurements (Schneebeli and Sokratov, 2004; Matzl, 2006; Matzl and Schneebeli, 2006; Gallet et al., 2009; Kokhanovsky and Schreier, 2009). The correlation coefficient between satellite and ground measurements of EGS is in the range $0.6-0.7$ (Kohkanovsky et al., 2011). The small values of the correlation coefficient could be due to the different definitions of sizes in the ground and satellite measurements. Also we proposed techniques for the cloud screening and atmospheric correction of satellite images over snow. The algorithm must be improved in future. The current version of the algorithm was implemented in the ESA software package BEAM and free for use by the remote sensing community.

Several simplifications have been used in the algorithm development. In particular, it was assumed that snow is vertically homogeneous. In reality snow has a layered structure, as discussed by Colbeck (1991). The layering arises from a sequence of storms, reworking of the snow surface into a distinctive horizon which is subsequent buried, or the generation of certain types of horizons within the snow profile. Not only is the sequence of these buried layers unique from year to year and highly variable with location, but each layer also evolves as the snowy season progresses (Colbeck, 1982, 1983). Dust and soot can be deposited in such layers and


Fig. 7.23a. Maps of reflectances at 443 nm (upper panel) and 865 nm (lower panel) for the browse image shown in Fig. 7.22 (Kokhanovsky et al., 2011).


Fig. 7.23b. The map of reflectance at 762 nm (Kokhanovsky et al., 2011).


Fig. 7.24a. The retrieved snow grain size (Kokhanovsky et al., 2011).



Fig. 7.24b. The retrieved snow grain size histogram (the lower panel corresponds to retrievals in the left part of the image) (Kokhanovsky et al., 2011).


Fig. 7.25. The retrieved concentration of pollutants (Kokhanovsky et al., 2011).
then covered by the fresh snow. Because in standard retrieval algorithms vertically homogeneous snow is assumed, the pollutant content derived will be that of an entire snow column, which does not correspond to reality. Moreover, in retrievals one needs to assume the refractive index of the pollutants. The refractive index is considerably different for dust and soot. Also the absorption and scattering crosssections of soot and dust particles are considerably different. Therefore, wrong $a$ priori assumptions on the type of pollutants (soot, dust, red algae on the surface of snow) prevent correct retrievals of the concentration of pollutants. In principle, the type of pollutants can be distinguished from spectral measurements of the snow reflectance because, e.g., dust and soot have different spectral bulk absorption coefficients (e.g., red and grey colours). However, this is possible only in the case of thin layers of fresh snow over dirty snow or in the case of freshly polluted snow.

Also it follows that the structure of snow and also shapes/sizes of crystals are very different from the top to the bottom of the snow layer. This peculiarity is also not accounted for in the forward model. The snow grain size is retrieved using infrared measurements. But it is a well known fact that the imaginary part of the refractive index of ice changes with wavelength (and temperature). This means that light with different wavelengths will penetrate to different depths. Therefore, the use of multiple wavelengths, in principle, can reveal the vertical distribution of the snow grains (Li et al., 2001; Zhou et al., 2003). Using one-wavelength retrieval, only one grain size for a given depth is retrieved. Importantly, the snow penetration depth is not fixed for a given wavelength: it also depends on the grain size itself. Generally, it is lower for larger wavelengths. Therefore, it is of importance to report at which wavelength the retrievals have been performed. If pollution is not uniformly distributed in snow but rather contained in distinct layers (e.g., dust), then one cannot ignore light scattering by pollutants. Then both absorption and scattering effects by pollutants must be considered. Usually, in retrievals of EGS, the pollution is assessed assuming the homogeneous distribution of snow layer. If pollution is in a layer well below the snow surface, it plays no role in the EGS re-
trieval, but it can play some role if pollutants are close to the surface and retrievals are made at short wavelength (say 865 nm ) and grains are small.

The radiative transfer models used extensively in the snow optics assume that snow has no structures on the surfaces. For satellite ground scenes (e.g., 1 km ), the horizontal inhomogeneity of snow (e.g., sastrugi) may influence the snow reflectance and, therefore, the retrieved snow grain size considerably (Warren et al., 1998). We found that generally, the reflectance decreases, if sastrugi present and the decrease could be on the order of $5-30 \%$ depending on PPA (Zhuravleva and Kokhanovsky, 2011). It is smaller for smaller PPA. The patches of vegetation penetrating through snow or trees make retrievals not possible or difficult. Therefore, it is of importance to make not only cloud screening but also only $100 \%$ snow covered ground scenes (without forest and vegetation) must be used in retrievals of the grain size, snow albedo, and the concentration of snow pollutants. This is due to the fact that there is a limitation with respect to the complexity of the forward model, which can be used in the retrieval process. Although there are some reports on the retrieval of subpixel snow properties (see, e.g., Painter et al., 1998, 2003, 2009). Retrieval of snow properties in the mountainous regions is also of problem. Then effects of shadowing are evident and 3-D radiative transfer models are needed with the known topography and illumination conditions at a given location.

The retrieval of grain sizes for the polluted case (both for polluted snow and for polluted atmosphere) can cause problems if the channel at 865 nm is used for retrievals. This is due to the fact that the signal at 865 nm can be influenced by pollution (Painter et al., 2007) and this influence is difficult to assess a priori. For instance, there is the problem of the possible presence of soot in the atmosphere and in the snow. For longer wavelengths, the influence of pollution is reduced considerably. Although Dozier et al. (2009) report that there are cases, where the pollution (e.g., dust) influences snow reflectance at all wavelengths in the visible and near-infrared (up to $\lambda=1.4 \mu \mathrm{~m}$ ). The retrieval of the pollution level depends on the type of pollution (Warren and Wiscombe, 1980; Warren, 1982; Painter and Dozier, 2004; Painter et al., 2007). The uncertainty in the imaginary part of the ice refractive index in the visible (Warren and Brandt, 2008) can also play a role.

As noted by Peltoniemi (2007), snow becomes less reflective at larger densities of snow. The radiative transfer theory can be applied at very low densities (actually not possible for snow on ground) only and, therefore, this darkening will be interpreted as the presence of pollutants - although, in fact, the snow is fresh and clean. In particular, this could be the reason behind the observed reduction of fresh snow reflectance in the visible as compared to radiative transfer simulations (see, e.g., Fig. 7.5 Dozier et al. (2009)).

The radiative transfer model described above is valid for dry snow only. During the melting season, water can accumulate in snow. Then the model must be changed, taking into account the darkening of the snow due to the presence of liquid water in it. Modifications both of snow absorption and scattering are important. The snow grains become more spherical and grow in size. Clusters are formed (Colbeck, 1979). The presence of liquid films between grains reduces the scattering and also it leads to more extended in the forward direction phase functions. This for sure will bias retrievals if it is not accounted for in the retrieval procedure. Another possibility is the dependence of the snow bulk absorption coefficient on
temperature (e.g., for extremely low temperatures such as those possible, e.g., in the Antarctic (Grundy and Schmitt, 1998)), which is not accounted for in the current retrieval algorithm. The issues highlighted above are a subject of our ongoing research on forward and inverse models in snow optics.
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## Appendix. The relationship between different retrieval approaches based on the asymptotic radiative transfer theory

Snow reflectance can be presented in the following way using asymptotic radiative transfer theory (Zege et al., 1991):

$$
\begin{equation*}
R\left(\mu, \mu_{0}, \varphi\right)=R_{0}\left(\mu, \mu_{0}, \varphi\right) \exp \left\{-p f\left(\mu, \mu_{0}, \varphi\right)\right\} \tag{7.A1}
\end{equation*}
$$

where

$$
\begin{equation*}
p=4 s / \sqrt{3}, s=\sqrt{\frac{1-\omega_{0}}{1-g \omega_{0}}}, f=\frac{u\left(\mu_{0}\right) u(\mu)}{R_{0}\left(\mu, \mu_{0}, \varphi\right)}, u(\mu)=\frac{3}{7}(1+2 \mu) . \tag{7.A2}
\end{equation*}
$$

Here $R_{0}$ is the reflection function of a semi-infinite snow layer under the assumption that the single scattering albedo is equal to one, the values $\left(\mu, \mu_{0}, \varphi\right)$ give the cosines of observation and incidence angles, and also the relative azimuthal angle, respectively, $\omega_{0}$ is the single scattering albedo, and $g$ is the asymmetry parameter.

Various snow retrieval algorithms differ with respect to the actual implementation of Eq. (7.A1) in the retrieval code and also due to different approximations of the relationship between the similarity parameter $s$ (or $p$ ) and $a_{e f}$.

Tedesco and Kokhanovsky (2007) proposed the relationship between $p$ and the effective grain size $a_{\text {ef }}$ in the following form:

$$
\begin{equation*}
p=A \sqrt{\gamma_{i} a_{e f}} \tag{7.A3}
\end{equation*}
$$

where $A=5.09, \gamma_{i}=4 \pi \chi_{i} / \lambda$ and $\chi_{i}$ is the ice refractive index. The value of $p$ can be found from Eq. (7.A1):

$$
\begin{equation*}
p=\frac{1}{f} \ln \left\{\frac{R_{0}}{R}\right\} \tag{7.A4}
\end{equation*}
$$

and then the approximate solution for the function $R_{0}\left(\mu, \mu_{0}, \varphi\right)$ is used to find $p$, and, therefore, EGS (see Eq. (7.A3)) from the measured reflectance $R$ at a given wavelength. The wavelength $1.24 \mu \mathrm{~m}$ is used because of the following factors:

- this reflectance at the wavelength is the most sensitive to the grain size for most situations occurring in practice;
- the influence of pollutants in snow and in the atmosphere is minimal at this wavelength;
- the retrievals have a direct meaning and relevance to the EGS at the subsurface snow layer.

A very similar method was used by Langlois et al. (2010) for the interpretation of near-infrared photography of vertical snow walls. However, they assumed that $A=5.66$. The shortcoming of this algorithm (called SARA) is in fact that the concentration of pollutants cannot be assessed. Also the influence of pollutants on the reflectance at $1.24 \mu \mathrm{~m}$ (possible for heavy pollution events) cannot be estimated. The algorithm FORCE described in this chapter is the extension of SARA to solve this problem. Then it is assumed that $p$ is related to $a_{e f}$ and the concentration of soot $c$ using the following equation, which approximately holds for the vertically homogeneous snow:

$$
\begin{equation*}
p=\frac{4}{\sqrt{3(1-g)}} \sqrt{\frac{2}{3} B c \gamma_{s} a_{e f}+\beta_{\infty}\left(1-\exp \left(-\gamma_{i} \kappa a_{e f}\right)\right)} \tag{7.A5}
\end{equation*}
$$

where $g=0.76, \kappa=2.63, \beta_{\infty}=0.47, B=0.84, \gamma_{s}=4 \pi \chi_{s} / \lambda, \chi_{s}=0.46$ is the soot refractive index in the visible (spectrally neutral) . Eq. (7.A3) follows from Eq. (7.A5) assuming that $c \equiv 0$ and $\gamma_{i} a_{e f} \rightarrow 0$ (but with slightly different $A=5.24$ ). In this case there are two unknowns $\left(c, a_{e f}\right)$ and they can be found, if measurements at two wavelengths are performed. In the visible, absorption by ice can be ignored and Eq. (7.A4) is used to find $p$, and, therefore, $c a_{e f}$ assuming that the second term under the square root in Eq. (7.A5) can be neglected. Then $p$ and, therefore, EGS can be found from Eqs. (7.A4), (7.A5) applied at the second wavelength (for known product $x=c a_{\text {ef }}$ determined from measurements in the visible). Finally, the soot concentration is derived as $c=x / a_{e f}$. The value of $R_{0}$ is obtained from look-up tables calculated using the Ambartsumian nonlinear integral equation. The shortcoming of this method is in the assumption that the snow grain size does not vary along the vertical.

Lyapustin et al. (2009) used the technique similar to SARA (Tedesco and Kokhanovsky, 2007). However, instead of calculations of $R_{0}$, the corresponding measured value (in the visible) was used. Such an assumption is valid in the case of pure snow (say, as in Greenland as studied by Lyapustin et al. (2009)). This makes retrievals faster and also makes it possible to account for possible errors in modeled $R_{0}$ due to possible close-packed media and 3D effects.

Finally, Zege et al. (2008) proposed the multi-channel retrieval technique based on the assumption of a vertically and horizontally homogeneous semi-infinite snow layer. In particular, they proposed to use three channels of MODIS to derive not only $c$ and $a_{e f}$, but also $R_{0}$ from the measurements itself. They used Eq. (7.A1) for three wavelengths with $p$ defined as follows:

$$
\begin{equation*}
p=A \sqrt{b \gamma_{s} c a_{e f}+\gamma_{i} a_{e f}} . \tag{7.A6}
\end{equation*}
$$

Zege et al. (2008) used the value of $A=6$ in their retrievals but state that it can vary from 3.5 to 6.5 depending on snow type. It is assumed that the value of $b=0.43$. Eq. (7.A3) follows from Eq. (7.A6) if $c=0$. Eq. (7.A5) can be presented in the form given by Eq. (7.A6) if it is assumed that $\gamma_{i} a_{e f} \rightarrow 0$. The resulting constants
$A$ and $b$ slightly differ from those used by Zege et al. (2008) ( $A=5.24, b=0.45$ ). More work must be done to assess the values of $(A, b)$ from in situ measurements of natural snow covers.
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## Index

3 D cloud generators, 287
3D radiative transfer calculations, 267, 271
a priori state vector, 199
AATSR, 317
absorptance, 247, 270-272, 274
absorption, 289, 290, 293, 295, 303, $306-310,312,315,319,324,325,327$
absorption cross-section, 47, 48
actinic keratosis, 227
addition theorem of spherical harmonics, 181
ADEOS-II, 202, 203
aerosol, 3, 4, 10, 15, 21, 26-29, 32, 291, 293-297, 302, 315, 316, 319, 320
aerosol refractive index, 32
aerosol scattering, 16, 19, 20
ALA-Hex, 215, 220
albedo, $240,241,243,245,246,248-250$, 254-263, 265-268, 270, 272, 274, 275, 277, 278, 280-282
AMSR, 205, 206, 210
AOP, 180, 214-216, 228
AOT, 291-299
apparent and true cloud absorption, 269
architectural disorder, 225-228
associated Legendre polynomials, 181, 184
asymmetry parameter, 41, 46, 49-52, 291, 326
atmospheric correction, $303,306,309,315$, 319-321
AVIRIS, 202
backscattering coefficient, 198, 200
basal cell carcimona (BCC), 226
Bayesian optical estimation, 214
beam, 4-10, 21, 26, 27
Bessel function, 99, 107, 139
bidirectional reflectance distribution function (BRDF), 189
bio-optical model, 197, 198, 200, 211, 214, 215
blue polarimetric color, 64,65
boundary condition, $76,81,82,97,100$, 104, 108
BRDF, 189-192, 201, 202, 229
C-DISORT, 186, 195-197, 201, 211, 212, 214-216, 228-230
C-MC, 187, 195, 196, 211, 212, 214, 229, 230
calibration, $8,13,15,16,24-27,32$
cell acanthoma, 227
chromophores, 214, 221, 230
circular polarization, $46,54,64,67,68$
circular polarization ratio, 67
cloud, 239-242, 245-257, 260, 263-281, $289,293,309,320,321,325$
cloud and aerosol remote sensing, 239, 240
columns, 17, 19, 32
comet, 39-41, 46, 62, 65
conductivity, 127
coupled system, 179, 187, 188
coupled wave equation, 146
nonstandard FDTD, 148, 149
covariance matrix, 220
cross-sections for absorption, 47
cross-sections for extinction, 47
crosstalk, 216, 219
current, $125,126,128,153,163$
cylinder, $75,97,109$
cytologic atypia, 226-228
DC-8, 267-269
DDA, 41, 44, 45
degree of linear polarization, 41, 45-47, 56-58, 60-63, 70
density, 39, 43-45, 49, 63, 70
depolarization factor, 188
derivative, 291-293, 295, 297, 299, 300, 302
dermal blood concentration, 214, 216, 217
dermatofibroma, 227
dermis, 212, 216
dermoscopy, 221, 225
diagnostic indices, 225
difference equation, 118
difference operator, $116,118,124,130-134$, $137,147,154-156,159,161$
diffusion approximation, 211
discrete dipole approximation, 41, 71
discrete-ordinate method (DISORT), 179, 183, 186, 194, 195, 228
dust, 39-41, 45, 46, 52, 63, 70
effective grain size, 290, 326
effective radius, $240,241,245,246,250$, 252-258, 263-267, 272, 275, 280, 292, 295-297, 302, 312, 313
efficiency for radiation pressure, 52
electric field, $77-79,81,85,86,88,98-100$, $102,105,106,108$
electromagnetic field, $123,125,126,136$, 138
epidermis, 211, 212, 214, 216, 218-221, 230
ER-2, 264, 265, 267, 268, 285
error
of standard finite difference, 117
of nonstandard finite difference, 118
erythema reaction, 220
ESA, 190
extinction, 306, 307
extinction cross-section, 47
fast Fourier transformation, 44
FDTD, 75, 76, 78, 79, 81-84, 90-94, 96-100, 104-106, 108, 109
FFT, 44
first-order Drude model, 150-153, 157
forcing, 240, 241, 247, 258-263, 265, 271, 274, 275, 279-281
forward model, 197, 199, 200, 229, 230
frequency-dependent permittivity, 153
Fresnel reflectance, 183, 184, 193
Fresnel transmittance, 183, 185, 189
fuzzy model, 142-145, 172
gain matrix, 199
Gauss-Newton formula, 199
Gaussian random particles, 41, 42, 54
genetic algorithm, 34, 158
geometric albedo, 46, 67-70
geometric albedo of particles, 68
GLI, 308
goniometer, 10-13, 28
Helmholtz equation, 139
hemoglobin concentration, 222
horizontal photon transport, 267-270, 272, 275, 280

IBRDF, 202
ice, $289,290,293,295,296,300,306-308$, 310, 324-327
ice crystals, $3,6,12-14,16-18,32,33$
ice particle scattering, 17
impurity fraction, 207
intensity, $5,8-10,12-15,17,19,20,22,24$, 26
interplanetary dust particles (IDPs), 40
inverse power law, 199
inversion, 197, 200, 214, 216, 229, 230
IOP, 180, 182, 185-187, 189, 194, 195, 197-199, 201-203, 214, 215, 228
irradiance, 240-246, 258, 259, 261-265, 267-273, 275-281
irregularly shaped particles, 38, 39, 41-48, $50,51,53,54,57,58,60,63,64,69$, 70
ISBRDF, 202, 203
ISIOP, 201-203
IST, 204
Jacobian, 293-296, 309
keratin concentration, 216, 219, 222, 225, 227
Kubelka-Munk theory, 211
Laplacian, 130-132
laser, 4-9, 17, 20-22, 26, 27
Legendre polynomials, 181, 184, 228
Levenberg-Marquardt, 199
light scattering, $3,5,6,17,20$
light-emitting diode (LED), 221
linear polarization ratio, 67
LUT, 303-305, 315, 319
magnetic permeability, $123,150,153$
malignant melanoma, 221, 226, 227
MAS, 264-269
Maxwell's equations, 75-77, 82, 87, 88, 98
melanocytic hyperplasia, 226, 231
melanocytic neoplasms, 226, 231
melanoma index, 222, 223
melanosome concentration, 214, 216, 218-220, 222
melanosome pigments, 211

MERIS, 303, 306, 309, 315, 317-320, 326
Mie scattering, 13, 16, 19, 24-26, 129
MODIS, 308, 327, 328
Monte Carlo method (MC), 179
morphologic-physiologic maps, 222, 231
morphology, 41, 43, 46-48, 51, 53, 54, 56, $58,60,63,67,68,70$
Mueller matrix, 11-13, 55
NASA, 190, 239, 242, 243, 253, 264, 267, 282
negative polarization branch (NPB), 58, 63
neural-network radial basis functions, 200
noise, 19, 20, 22, 24, 26, 27, 29, 31, 32
nonstandard finite difference model
of derivative, 116
of wave equation, 118, 119, 122
of Maxwell's equations, 125
of scattered field, 120, 123, 126, 127, 128
nonstandard finite difference operators, 119, 124, 130-134
NPB, 58, 61-66, 70
Occam rule, 225, 226
optical thickness, 240, 245-259, 262-269, 272, 274, 275, 278, 280, 281, 290, 291, 293-297, 299, 302, 315-317, 319, 320
optical transfer diagnosis (OTD), 221, 230
OTD technology, 225, 228
particle size distribution (PSD), 22, 31, 33, 199
percentage of hemoglobin concentration, 222
percentage of oxygenated blood, 216, 218, 220
permittivity, $123-125,141,142,146$, 149-157, 159, 162-164, 168, 170-173
phase angle, 45, 46, 55-58, 62-68, 70
phase function, 56, 290, 291, 293, 303, 315, 319, 325
photodynamic treatment, 214, 217-220, 230
photon, 246, 249, 267-270, 272, 275, 276, 280, 281
Planck function, 183
plane wave, $79,81,83,97,99,104,108$
plates, 17, 19
polar nephelometer, 3-7, 9, 10, 12-17, 19-21, 24, 26
polarization, 3-6, 11-15, 17, 21, 22, 28, 29, 41, 45-47, 54-68, 70
polarization minimum, 65, 66, 70
positive polarization branch (PPB), 62
PPA, 290, 309-311, 325
probability of photon absorption, 290, 306, 309
quadrature sum, 185
radiance residuals, 200
radiation pressure efficiency, 46
radiative transfer, 289, 290, 293, 295, 308, 325, 326
Rayleigh approximation, 44, 58
Rayleigh scattering, 182, 188, 196, 198, 215
recursive convolution FDTD, 150-152, 162, 167-171
reflectance, 289-293, 299, 303, 305, 308, 309, 311, 315, 316, 319, 320, 322, 324-327
reflectivity, 164, 165, 167-171
refractive index, $3,4,6,13-16,19,20$, 22-32, 76, 88, 91-93, 104-107, 118, $119,121,129,130,137,139-141,144$, $145,172,179,181-183,185,186,189$, 193, 195, 198, 202, 216, 228
remote sensing, 239-241, 254, 259, 261, 263-265, 274, 281
resonance condition, 139, 140, 141, 145
retrieval state vector, 197, 199
RT, 303
RTMM, 267
sastrugi, 289, 325
scattered field, 79, 81, 87, 89, 90, 98-100, $104,119,120,122,123,125,126,128$, 130, 137, 139, 147, 149, 165, 172
scattering, 290, 291, 293, 303, 315, 324, 325
scattering angle, 3, 4, 6, 8-11, 19, 27, 180, 181, 183, 189
scattering matrix, 55
scattering plane, 180
SCIATRAN, 290, 292, 293, 303-305, 315
SeaDAS, 190, 191, 193
SeaWiFS, 190, 197-201, 229
seborrheic keratosis, 225, 227
Secondary organic aerosol growth and refractive index, 19, 28, 32
sensitivity, 216, 219, 223, 226, 231
similarity parameter, 326
single-scattering albedo, 41, 46, 49-51, 290, 303, 326
size parameter, $45,47,48,50,51,53,54$, $56,58,62-64,66-70$
slope of the polarization curve, 62
snow, 289-296, 300, 303, 306-310, 314, 315, 319-321, 323-327
soot, 293-297, 299, 302, 303, 306-310, 320, 321, 325, 327
specificity, $223,226,231$
spectral irradiance measurements, 267, 275
spectral radiative forcing and absorption, 286
sphere, $43,45,51,53,55,58$
spheroid, 75, 91-94
SSFR, 240, 243, 244, 246, 253-257, 259, 264-268, 270, 272, 278, 282
SSM/I, 210
SST, 204
stability, $76,78,99$
of FDTD algorithm, 134-136
of coupled wave equation, 149
of recursive convolution, 159-161
Stokes vector, 54
stray light, 9, 20
sunglint, 190-194, 196, 229
surface roughness, 189, 190, 194, 195, 196, 229
synthetic spectra, 216, 219

TE mode, 126, 130, 140, 141, 143-146, $150-152,154,159,160,162,167-171$
temperature, 17
thematic mapper, 235
TM mode, 129, 139-142, 144-146, 150, $151,155,156,161,166-172$
TOA, 190-194, 197
transmissivity, 164, 165, 167-171
UVA radiation, 220
UVB radiation, 220
vapor, $239,248,250,271,272$
volume scattering function, 180
water-leaving radiance, 197, 229
wave equation, $89,110,115-122,129,134$, $137,146,147,150,155,156,171,172$
weighting function, 292
WF, 292, 293
whispering gallery mode, 137
wind-roughened surface, 190
wire grid polarizer, $150-152,162,167-171$


[^0]:    * Percent difference between GA determined $m_{r}$ and the accepted value of 1.67.
    ** Percent difference between the GA determined $m_{i}$ and the accepted value of 0.26 .

