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Preface

Nuclear magnetic resonance (NMR) spectroscopy is arguably one of the most

potent experimental techniques for probing molecular structure at ultra-high

resolution both in liquids and solids. Despite its pivotal role in chemical analysis

both in biological and non-biological contexts, the technique itself suffers inher-

ently from low sensitivity, owing to the extremely small energy separation

existing between nuclear spin states in the presence of the static magnetic field of

an NMR spectrometer. Thus, a range of different measures aimed at increasing

nuclear polarization has been established ever since the introduction of NMR as an

analytical technique, including, among others, the use of sensitivity-enhancing

pulse sequences, higher magnetic fields, cryogenically cooled probes, and particu-

larly in the context of the present contribution, the application of methods to

increase nuclear sensitivity in a chemical or physical manner. In particular, the

latter approach has yielded highly satisfactory results, making it an extremely

attractive alternative to some of the more costly setup modifications described

before.

Here, key players working in the area of nuclear hyperpolarization methods in

NMR spectroscopy have gathered to present the state-of-the-art and to report on

cutting-edge developments accomplished in the field during the last 10–15 years or

so. The selection of contributions highlights, in particular, nuclear hyperpolariza-

tion methods based on two chemical, i.e., para-Hydrogen Induced Polarization

(PHIP) and photo-Chemically Induced Dynamic Nuclear Polarization (CIDNP),

and a physical phenomenon, i.e., dynamic nuclear polarization (DNP), which can

be exploited to perturb nuclear spin state distributions in situ, i.e., inside the NMR

spectrometer during an ongoing chemical or physical process. Interestingly, all of

these methods have experienced renewed interest in recent years, although their

underlying chemical or physical principles have been known for a relatively long

time. In addition, continuous efforts to improve methodologically the different

techniques have transformed their application from purely a means to increase

spectral sensitivity to a valuable tool for addressing problems both in mechanistic

organic chemistry and, structural biology. The emerging importance of magnetic

resonance imaging/tomography (MRI/T) techniques has fuelled the interest in

hyperpolarizing nuclear spins using in situ NMR methods, e.g., DNP or PHIP,

even further. Nevertheless, the present collection of texts does not claim to provide

v



a complete picture of the entire field of nuclear hyperpolarization as this would have

surely exceeded the intended boundaries of this book, both in size and scope. For

example, the area of hyperpolarized noble gases has, on purpose, been omitted

entirely. In principle, this volume of “Topics in Current Chemistry” is believed to

be suitable both for scientists working in the field of nuclear hyperpolarization and

for researchers expecting to get a first glimpse of the subject. In addition, spectro-

scopists entirely unfamiliar with the methods presented here might use this collec-

tion of texts as a source of thought-provoking impulses to add, if desired,

sensitivity-enhancing features to their particular experiments.

Last but not least, I would like to thank sincerely all contributors for their efforts

and patience to make this highly stimulating and, in my humble opinion, worth-

while endeavor possible. On a more personal note, deep gratitude is owed to Joe

Bargon, a good friend and scientific mentor, who first kindled the editor’s interest in

this fascinating area of nuclear magnetic resonance research.

Göttingen, Germany Lars T. Kuhn

June 2013
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Ümit Akbey, W. Trent Franks, Arne Linden, Marcella Orwick-Rydmark,

Sascha Lange, and Hartmut Oschkinat

Photo-CIDNP NMR Spectroscopy of Amino Acids and Proteins . . . . . . . . 229

Lars T. Kuhn

Erratum to: Improving NMR and MRI Sensitivity with Parahydrogen . . . . E1

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301

vii



Top Curr Chem (2013) 338: 1–32
DOI: 10.1007/128_2012_348
# Springer-Verlag Berlin Heidelberg 2012
Published online: 22 September 2012

Elucidating Organic Reaction Mechanisms

Using Photo-CIDNP Spectroscopy

Martin Goez

Abstract CIDNP (chemically induced dynamic nuclear polarization) arises in

radical pairs or biradicals but is detected in the diamagnetic reaction products.

Hence, it can be used not only to identify and characterize both types of species but

also to establish the pathways connecting precursors, paramagnetic intermediates

and products, and to employ the polarizations as labels to individual nuclei. Recent

applications of CIDNP to elucidate the mechanisms of photochemical reactions are

reviewed, which illustrate all these facets.
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1 The CIDNP Effect

In a nutshell, CIDNP (“chemically induced dynamic nuclear polarizations”; for

earlier reviews, see, e.g., [1–5]) means that transient anomalous NMR line intensities

are observed in the products of chemical reactions that are carried out in a magnetic

field, usually that of the spectrometer, and involve radical intermediates.

The spectra of Fig. 1 illustrate that. The obviously anomalous signal patterns in the

two traces only persist for a time on the order of T1; after relaxation, the normal NMR

signal intensities would result in principle but are essentially unobservable in the

example because they are significantly weaker and the product is only metastable.

Nuclear spin polarizations are populations of the nuclear spin states that deviate

from the equilibrium populations. Only the line intensities are thus affected, not the

resonance frequencies. There are two important limiting cases that can easily be

isolated experimentally. The bottom trace of Fig. 1 shows so-called net effects.

Each line of a multiplet is scaled with the same positive or negative factor, so the

appearance of each multiplet, apart from its overall scaling factor relative to other

signals in the spectrum, is as normal; in the product operator formalism, net effects

are longitudinal one-spin order, such as I1z or I2z. Quite different from these are the

spectral habits of multiplet effects, as displayed in the top trace of the figure. For

these the intensities within multiplets exhibit up/down patterns, which are due to

longitudinal two-spin order, e.g., 2I1zI2z. In general, CIDNP causes anomalies of all

populations, and thus of all line intensities, but any population distribution can be

described as a superposition of one-spin order, two-spin order, and higher spin

order, so net and multiplet effects are the first, and most important terms in that

expansion. As is well known, a pulse of flip angle n transforms n-spin order into an
observable signal of amplitude proportional to sin n cosn�1 n. Separating net and

multiplet effects by the flip-angle dependence is thus a straightforward protocol [6].

As a special case, for n > 1 this expression is zero for n ¼ 90�, so observation with
p/2 pulses suppresses all multiplet and higher effects, and leaves only net effects.

6.2 6.0 3.5 3.3
ppm

multiplet
effects

net effects

NEt2 HA

HBHX

Fig. 1 CIDNP net (bottom)
and multiplet effects (top) in
the photoreaction of excited

xanthone with triethylamine

in acetonitrile. Shown are

spectra of the product N,
N-diethylvinylamine (for the

formula, see inset); left half,
signals of Hx; right half,

signals of HA and HB. For

further explanation, see text
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CIDNP was discovered in 1967 by Bargon, Fischer, and Johnsen [7], and inde-

pendently by Ward and Lawler [8]; in 1969, Closs [9], and – again independently –

Kaptein and Oosterhoff [10], provided its now firmly established theoretical

framework. An initial misinterpretation as an electron-nuclear Overhauser effect is

responsible for the fragment “dynamic nuclear polarizations” of its name, which

found so much favor in the scientific community that it was never changed, even

though the polarizations are now known to arise through a completely different

mechanism (see Sect. 2.1).

The other half of the name, “chemically induced,” is correct, with the restriction

that only radical and biradical intermediates cause CIDNP. In the very early days,

those intermediates were produced by heating the samples but nowadays the scale

has tipped almost completely in favor of photochemical radical generation, partly

because this makes it possible to switch the chemical reaction on and off easily and

rapidly, partly because relatively cheap lasers can be used to carry out time-

resolved CIDNP experiments on a submicrosecond timescale, and partly because

photochemistry offers a richer set of problems that can be tackled by CIDNP.

With its 50th birthday looming, CIDNP has certainly reached maturity. Some of

its applications, e.g., probing the solvent accessibility of amino acid residues in

proteins [11], have been taken up into the standard experimental repertoire by other

disciplines. Chemical applications, such as using CIDNP as a tool to investigate

complex reaction mechanisms, recently seem to have moved out of the focus of

interest a little. Chemists possibly shun the method because its theoretical back-

ground and mathematical treatment involve some concepts less familiar to them

while – no provocation intended – physicists, who probably have fewer problems

with the theory, might not always recognize what a chemically relevant problem is.

However, in the eyes of the present reviewer, the possibility to elucidate complex

organic reaction mechanisms is one of the greatest assets of CIDNP.

In Sect. 2 the necessary theoretical background is discussed; Sect. 3 describes

hardware and pulse sequences of CIDNP experiments. Both sections have deliber-

ately been kept very brief because this review focuses on using CIDNP for

mechanistic investigations. For more detailed treatments of theory and instrumen-

tation, the reader is referred to another recent review on CIDNP [3]. Section 4 puts

the specific questions that CIDNP can help address into the context of elucidating

reaction mechanisms, illustrating them with case studies, and compiling relevant

examples from the recent literature.

2 CIDNP Theory

2.1 Radical Pair Mechanism

Radical pairs are the key intermediates for CIDNP and related phenomena, e.g.,

magnetic field effects. As any survey of textbooks on mechanistic organic chemis-

try will convincingly demonstrate, chemists are trained to think of free radicals as

Elucidating Organic Reaction Mechanisms Using Photo-CIDNP Spectroscopy 3



common intermediates and would regard radical pairs as a rare variant. However,

the opposite is true. When radicals are formed from nonradical precursors (singlets

as in almost all thermal reactions, or triplets as in many photochemical reactions)

they are formed in pairs, and when radicals disappear to give nonradical products

(singlets in the majority of cases) they disappear in pairs.

One fundamental principle of chemistry is spin conservation during elementary

reaction steps. As its immediate consequence, a triplet entity must give a triplet

product and a singlet entity a singlet product. Hence, if a gross reaction affords a

product of a multiplicity that differs from that of the reactants, intersystem crossing

must have taken place as an intervening physical process. The radical pair mecha-

nism [9, 10] is one of the simplest conceivable instances of that; it comprises only

the reactants, one intermediate (a radical pair), which undergoes intersystem cross-

ing, and the products (see Chart 1).

Generation of the radical pair is necessarily the first step. Spin conservation

demands that the pair is born with the electron-spin multiplicity of its precursors,

which implies that the electron spins of its two radicals, R�
1 and R�

2 , must be

correlated accordingly. To indicate that correlation, an overbar is used, with the

multiplicity given as a superscript. Because there are two possible precursor

multiplicities, the diagram has two entry channels and comprises both the singlet

and the triplet radical pair.

Similar considerations apply to the exit channels leading from the pair to the

products. There must be two of them because a singlet pair can only yield a singlet

product and a triplet pair a triplet product. In the majority of cases, however, a triplet

“product” initially means a nonproduct because the radical pair very often is so much

lower in energy than a triplet molecule that formation of the latter is precluded. Under

these circumstances, the radicals diffuse apart permanently, become free (i.e., no

longer spin-correlated) radicals, and react individually with other molecules in the

sample. In contrast, a reaction of the two radicals of a singlet pair with each other is

normally fully allowed thermodynamically. The terms “escape products” and “cage

products,” which are frequently used as synonyms for products through the triplet and

singlet exit channels, reflect that behavior but are not generally applicable, because

1Reactant(s) 3Reactant(s)

μ = −1

1
R1

• R2
• R1

• R2
•isc (Δg, a)

ε = +1

Product(s) of
singlet exit channel

μ = +1

3

ε = −1

Product(s) of
triplet exit channel

Chart 1 Radical pair

mechanism. For further

explanation, see text
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formation of true triplet products can also occur in the cage, i.e., by a geminate

reaction of the two radicals, e.g., in the deactivation of photogenerated radical ion

pairs by reverse electron transfer [12, 13].

Without intersystem crossing, the diagram of Chart 1 could thus only be

traversed vertically, via either of the two pathways, singlet reactants ! singlet

products or triplet reactants ! triplet products. However, radical pairs can undergo

intersystem crossing, which provides a leakage between the two vertical pathways,

so also allows a diagonal route through the diagram, e.g., triplet reactants ! singlet

products.

The mechanism of intersystem crossing peculiar to radical pairs will be

explained in Sect. 2.2. It is driven by Zeeman interactions (g values of the radicals)
and hyperfine interactions (hyperfine coupling constants a) in the pairs. Through the
latter interactions, the intersystem crossing rate further depends on the nuclear spin

states of the radicals R�
1 and R

�
2. For certain nuclear spin states it is faster, for others

slower. Hence, after radical pairs have been produced through, e.g., the triplet entry

channel, those pairs containing the “faster” nuclear spins will leak more to the

singlet side than those containing the “slower” ones. Focusing on the nuclear spins

rather than on the molecules, the “faster” nuclear spins are seen to be enriched in the

singlet pairs and depleted in the triplet pairs; the opposite holds for the “slower”

nuclear spins. These deviations from the initial nuclear spin-state populations

ultimately show up in the respective products, where they can be detected by NMR.

Regarding two nuclear spin states of a product that are connected by an NMR

transition, an overpopulation of the lower of the two will produce an enhanced

absorption signal, and an overpopulation of the higher one an emission signal.

Because the overpopulations are relative to the Boltzmann populations, which are

almost equal for all nuclear spin states, even at the highest available fields, even a

small disparity of the intersystem crossing rates can produce a noticeable CIDNP

effect.

It must be stressed that the nuclear spins are never flipped in the radical pair

mechanism; they are only sorted, and that sorting is bidirectional. Thus for the

nuclear spin polarizations it is unimportant whether the diagram of Chart 1 is

traversed from singlet reactants to triplet products or from triplet reactants to singlet

products – the “faster” nuclear spins will always be enriched in the product corner

opposite to the reactant corner. By the same reasoning it can be seen that there is

also no qualitative difference between the routes singlet reactants ! singlet

products and triplet reactants ! triplet products, but that diagonal and vertical

routes give rise to exactly opposite polarizations. These features are nicely modeled

by assigning a variable m to the entry channel that takes the value +1 for triplet

and�1 for singlet, and a variable e to the exit channel with the opposite assignment

of these numbers to the multiplicities. Multiplying m and e yields +1 for any

diagonal route through the diagram and �1 for any vertical route. Together with

the signs of the magnetic parameters, this forms the basis of Kaptein’s rules [14] for

the CIDNP signs (see below).

As a fairly obvious first consequence of the mechanism, the sorting is undone for

any product that is formed with the same probability through both exit channels.

Elucidating Organic Reaction Mechanisms Using Photo-CIDNP Spectroscopy 5



A second, perhaps slightly less obvious consequence is that no polarizations can

arise if singlet and triplet radical pairs are formed with the same probability,

because then the leakages from the singlet pairs to the triplet pairs and in the

opposite direction exactly cancel.

In summary, there are three indispensable prerequisites for CIDNP by the radical

pair mechanism:

1. Generation of radical pairs with a predominance of one electron-spin

multiplicity

2. Nuclear-spin selective intersystem crossing of the pairs

3. A disbalance of reaction rates for the two exit channels

The life of a radical pair is short, a few nanoseconds at most in homogeneous

phase. Within that time, all the spin sorting and the recombination of the two

radicals of the pair with each other occur; in other words, CIDNP generation is

completed on that timescale. Free radicals, however, usually live much longer. The

spin polarizations they have inherited from the radical pair are lost to some extent

by relaxation in these paramagnetic intermediates, but the part that is not lost will

eventually turn up in the subsequent products with the rate of free radical decay

(i.e., on a much slower timescale than the polarizations in the products of a direct

radical-pair collapse).

2.2 Intersystem Crossing of Radical Pairs

Given a two-state system with energy difference DE of its states and a mixing

interaction of strengthM, the time-dependent probability p2(t) of finding the system
in state 2 when it initially was completely in state 1 is, according to time-dependent

perturbation theory [15]

p2ðtÞ ¼ 1

2

ð2MÞ2
ðDEÞ2 þ ð2MÞ2 1� cos

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDEÞ2 þ ð2MÞ2

q
t

� �
; (1)

where energies are specified in angular frequencies. In the limiting case of degen-

erate states (DE ¼ 0), the system is seen periodically to exist in the pure state

2 regardless of how weak the mixing interaction might be.

Unfortunately, the other limiting situation, |DE| � |M|, for which the probability

of finding the system in state 2 cannot exceed the small value (2M/DE)2, seems to be

realized in our case. Magnetic interactionsM of radicals, i.e., Zeeman and hyperfine

interactions, are at maximum comparable to kT. This contrasts unfavorably with the
singlet–triplet splittings DE in organic molecules, which are at least several tens of

kJ/mol. How can the tiny magnetic interactions thus effect intersystem crossing to

any measurable degree?

6 M. Goez



The answer lies in the fact that DE is distance dependent and a radical pair is a

dynamic system. In homogeneous phase the radicals of a pair are not constrained to

keep together, so immediately after their generation diffusion sets in and separates

them. The mixing interaction M is not influenced by a separation but the energy

difference DE is a strong function of the interradical distance [16] because its origin

is the electrostatic interaction between the electrons.

As Fig. 2 shows, the energies of singlet and triplet converge at sufficient

interradical separations (i.e., larger than a few molecular diameters), but the

magnetic field of an NMR spectrometer splits off the triplet sublevels jTþ1i and

jT�1i, so only jSi and jT0i become degenerate. Hence, despite the smallness of the

magnetic interactions, intersystem crossing between jSi and jT0i is feasible for all
interradical distance exceeding a critical distance. (As Fig. 2 indicates, it would also

be possible between jSi and jT�1i at a specific separation, but this comparatively

rare case, which is only realized for biradicals or micellar systems and gives rise to

different CIDNP phenomena [17–19], is outside the scope of this review).

The described distance dependence of DE has an interesting consequence for the

eigenfunctions of a radical pair, which is summed up in Chart 2. jSiand jT0iare only
eigenfunctions when the two radicals are near each other; when R�

1 and R
�
2 are well

separated, their electron spins become independent, so the eigenfunctions are two

doublets, jD1i and jD2i, instead. Vector models [20] provide an intuitive, although

quantummechanically shaky, illustration of that concept. When the two radicals are

in contact, the two vectors symbolizing the two electron spins have to be drawn in a

fixed orientation relative to each other, antiparallel for jSi (vanishing total spin) and
symmetric to, as well as in a plane perpendicular to, the xy plane for jT0i (nonzero
total spin but zero component along the quantization axis z. At large interradical

E

r

ΔE

triplet

singlet

|S

|T+1

|T0

|T−1

Fig. 2 Potential energy E of a radical pair of different multiplicity as function of the interradical

separation r. DE is the singlet-triplet splitting. The inset shows an enlarged view of the additional

splitting of the triplet sublevels in a magnetic field. For further explanation, see text
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separations the two electron spins are decoupled, so each acquires a life of its own

and processes independently from the other under the influence of Zeeman and

hyperfine interactions; hence two individual vectors have to be drawn in the model.

Even in the infrequent case of two chemically equivalent radicals, the probability

that the populations of all corresponding nuclear spin states in R�
1 and R�

2 are

identical is extremely small, so the precession frequencies will practically always

be different. The effect of such a differential precession for some time is illustrated

in the figure. The two independent arrows get out of phase. It is immediately

perceived that at regular intervals their relative orientation will be that of jSi and,
exactly halfway between those points of time, that of jT0i: The system thus

oscillates between these two pure states, and at any time its state is describable as

a superposition of jSi and jT0i with time-dependent coefficients.

Because singlet and triplet are not eigenfunctions under these circumstances,

they do not correspond to states that can be observed. However, the probability that

the two radicals of the pair reencounter at some later time is substantial, and these

reencounters provide the last ingredient to this mechanism: As the radicals

approach each other, the exchange interaction rises steeply, and forces the pair

into one of its eigenstates at contact, jSi or jT0i, with a probability given by the

square of the respective coefficient in the superposition state. The ensuing

multiplicity-dependent chemical reactions of the pair in contact serve to distinguish

whether or not (or, in an ensemble of radical pairs, to what degree) intersystem

crossing has taken place during the diffusive excursion of the radicals.

2.3 CIDNP Intensities and Signs

In the high field of an NMRmagnet, the electron and nuclear spin states of a radical

pair can be specified independently because the electron Zeeman interactions are

much larger than the hyperfine interactions. Under these circumstances, the expres-

sion for the mixing interaction M becomes fairly simple:

Radicals in contact
(at formation or reencounter)

Electron spin state locked as
either singlet or triplet

Radicals separated
(during diffusive excursion)

Independent precession of
two doublets

z z

or

|S |T0

z z

and

|D1 |D2

Chart 2 Vector model of a radical pair in different circumstances. For further explanation, see text
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M ¼ 1

2
DgbB0 þ

X
i

ai mi �
X
i

aj mj

( )
: (2)

The radical containing the observed nucleus is denoted as radical 1, the other as

radical 2. The first term of Eq. (2) describes the dephasing caused by the Zeeman

interactions of the two electron spins (Dg, difference g1�g2, with the g values of the
two radicals; b, Bohr magneton; B0, field of the magnet) and the last two terms the

dephasing caused by the hyperfine interactions (ak and mk, hyperfine coupling

constant and z component of nuclear spin for nucleus k; the positive sign and

index i refer to the nuclei in radical 1, the negative sign and index j to those in

radical 2).

Calculations of absolute CIDNP intensities are feasible by computing reaction

yields for each nuclear spin state and obtaining NMR line intensities from the

resulting nuclear spin populations in the products. As key steps of the computation,

the coherent oscillation of the density matrix elements that is determined by Eq. (2)

is weighted with the conditional probability of a first reencounter and averaged over

time; multiple diffusive excursions are then taken into account by summing up a

geometric series of matrices. Details can be found elsewhere [2, 3].

Uncertainties in these calculations arise from the fact that properties related to

the diffusive excursions (e.g., starting and reencounter distances) and to the

reactivities (e.g., probabilities of product formation upon reencounter of a pair

with given multiplicity) are often not precisely known; this is aggravated by the

considerable number of input parameters. As another obstacle, the number of

radical pairs is often difficult to determine. It is, therefore, much safer to base

mechanistic conclusions on relative CIDNP intensities, which removes or at least

greatly reduces the described sources of errors.

One important quantitative result of these calculations is that the net polarization

Pk of nucleus k in the products is determined by the square root
ffiffiffiffiffiffiffijMjp

of the mixing

matrix element of Eq. (2); by a first-order expansion one finds that for large Dg the

net polarization is approximately proportional to the pertaining hyperfine coupling

constant ak divided by the square root of the Zeeman-frequency difference:

Pk / ak

ðDgbB0Þ1=2
: (3)

This fact has long been known and exploited [21]; a series of recent studies

retesting it has been performed [22–24].

Equation (3) has two implications. On one hand, the polarization pattern, mean-

ing the relative polarization intensities of the different nuclei in a product, reflects

the hyperfine coupling constants in the radical pair, that is, constitutes a sort of

frozen EPR spectrum of that intermediate. The value of this for mechanistic

investigations is obvious. On the other hand, CIDNP effects are seen to decrease

not only with increasing Dg but also with increasing field strength B0. Because the

equilibrium populations increase linearly with B0, CIDNP in today’s strong

magnets leads to much smaller signal enhancements as in the pioneer days.
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In addition to the line intensities, the signs (absorption or emission), also called

phases, of the polarizations carry important mechanistic information. Obviously

one cannot distinguish whether the oscillation described by Eq. (2) is clockwise or

counterclockwise, so only the magnitude ofM is important for intersystem crossing.

Moreover, CIDNP detects only differences of the intersystem crossing rates for

pairs of nuclear spin states mk and mk0 that are connected by an NMR transition, so

what counts is whether |M| is larger or smaller for mk and mk0.

A radical pair with a positive Dg (i.e., g1 > g2), one proton in radical 1, and a

positive hyperfine coupling constant serves as the simplest example for a CIDNP

net effect. As is immediately seen from Eq. (2), the intersystem crossing rate is

larger for m ¼ +1/2 than for m ¼ �1/2 because in the former case Zeeman and

hyperfine interactions reinforce each other while in the latter case they partly

compensate. With the mechanism of Chart 1 that leads to a surplus of molecules

mit m ¼ +1/2 for a diagonal pathway, and thus an enhanced absorption signal in a

product formed via that pathway; as already mentioned, a vertical pathway yields

the opposite result, i.e., an emission signal. Generalization of that example is easy;

it emerges that only the relative signs of Dg and ak are of importance for the CIDNP

phases, in addition to the already defined (Chart 1) symbolic parameters m and e.
Kaptein’s rule for a CIDNP net effect [14] of nucleus k sums up the result:

Gk ¼ m� e� signðDgÞ � sign ak; (4)

where Gk ¼ +1 denotes enhanced absorption and Gk ¼ �1 emission.

The above example also shows that a CIDNP net effect relies on both Dg and ak
being nonzero because either interaction on its own results in the same value of |M|

for either spin state.

An expression similar to Eq. (4) has been given for CIDNP multiplet effects

[14]. However, in the high fields of modern NMR spectrometers, multiplet effects –

which are largest if there is no differential Zeeman precession – are comparatively

rare, so the equation will not be reproduced here.

Finally, interestingCIDNP effects arise if the reaction proceeds through two ormore

consecutive radical pairs, with nuclear spin sorting possible for each of them [25–28].

The result of such a “pair substitution” is not simply a superposition ofCIDNP from the

individual pairs weighted with their lifetimes because each pair inherits the complete

state of the density matrix of its precursor pair, which includes a phase correlation that

is not directly observable but can be converted into polarizations in the later pair.

3 Instrumentation and Pulse Sequences

3.1 Hardware

No modification to an ordinary modern NMR spectrometer is necessary but a

pulsed field-gradient unit is almost essential, not least because the typical methods

to get the light into the sample strongly disturb the field homogeneity, so shimming
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without gradients would be extremely difficult. For the frequent case of illumina-

tion by pulsed lasers, a spare line of the spectrometer (i.e., a fast digital output that

can be addressed as part of the pulse sequence) is very helpful for synchronization;

however, in the absence of a spare line an unused transmitter channel can also serve

that purpose.

A continuous light source, such as a high pressure arc lamp, possibly combined

with filters for wavelength-dependent experiments and with a shutter to allow gated

illumination, is sufficient for almost all mechanistic experiments. Some additional

flexibility is offered by a pulsed laser, which can accommodate not only that mode

of measurement (quasi-continuous monochromatic illumination by a train of laser

flashes in quick succession followed by an NMR pulse sequence) but also the less

frequently employed time-resolved variant [29] of CIDNP (single laser flash –

variable delay – NMR pulse).

To transport the light into the active region of the sample, a single quartz fiber

can be used at lower power densities whereas a fiber bundle or quartz rod is almost

indispensable when a pulsed laser is employed. The light guide is pushed down

until to the top of the active region, so most of the light is absorbed in that part of the

sample where the polarizations generated are detected with the maximum

sensitivity.

A much more detailed review of these hardware aspects has recently been

published [3].

3.2 Pulse Sequences

During the last decade, considerable progress has been made in the field of pulse

sequences that address the two very different problems that the two modes of

CIDNP experiments, time-resolved and stationary, are confronted with.

With time-resolved CIDNP, sensitivity is the main problem. The number of

radical pairs produced by one laser flash, and thus the amount of polarization, is

quite small, whereas the noise of the acquisition does not in any way decrease with

the number of observed molecules but is fixed. Signal averaging will improve the

signal-to-noise ratio in the usual way, by a factor of
ffiffiffi
n

p
when n signals are coadded,

but because CIDNP means observation on a chemically reacting system, that

approach is hampered by sample decomposition, which increases linearly with n.
As a novel approach, pulse sequences have been devised [30, 31] that store and add

up time-resolved CIDNP signals in the spin system itself, which is essentially noise-

free, and use only a single acquisition per n flashes to read out the accumulated

signal. In that way, the signal-to-noise ratio could ideally increase linearly with n.
Because time-resolved experiments are not a necessity for mechanistic work, and

because they are experimentally more demanding than stationary CIDNP

experiments, a more detailed explanation of these pulse sequences is not warranted

in this review, and the interested reader is referred to the literature cited.
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In contrast, sensitivity is much less of an issue with stationary CIDNP

experiments, but they face the problem of background signals. The situation of

Fig. 1, where there is no background because the observed product is not there

initially and conveniently decomposes fairly quickly, is comparatively rare. In

those cases where CIDNP of the regenerated starting material, which can provide

important mechanistic information, needs to be recorded, those signals are evi-

dently superimposed on the equilibrium signals of the remaining reactants. As an

even worse complication, polarized resonances of a product can fall into the same

spectral range as the equilibrium signals of another compound that needs to be

employed in high concentration, e.g., a quencher, and can thus be totally obscured

by the latter.

Acquiring and subtracting spectra with and without illumination [32] is an

obvious, and basically feasible, approach to solve this problem but incurs a noise

penalty and suffers from subtraction artifacts. Unfortunately, those artifacts can be

much more pronounced than, e.g., in NOE difference spectroscopy, because the

temperature in the “light” spectrum is higher than in the “dark” spectrum and long-

lived free radicals might be present in a higher amount during its acquisition, so

small line shape changes and line shifts can result and strongly distort the difference

spectrum.

Another long-known method is presaturation, i.e., destroying all the background

magnetization by a pulse train, possibly combined with field gradients, prior to

CIDNP generation. This works perfectly well in time-resolved CIDNP experiments

where less than milliseconds elapse between the end of the presaturation sequence

and the acquisition pulse. In stationary CIDNP experiments, however, one often

illuminates for several hundred milliseconds; during that time the background

recovers appreciably.

A much better remedy can be found [33] by recognizing that the presence of a

background magnetization is no problem whatsoever at almost all points of time

during a pulse sequence because it can only become observable at those points of

time when a pulse converts magnetization into coherence. Based on that idea, one

can use a string of p pulses such that the background is repeatedly allowed to relax

partially and then inverted. It will thus be exactly zero at a certain time after each p
pulse, and a sampling pulse (i.e., any pulse of flip angle different from p or a

multiple thereof) applied at that moment will not sample the background. In Fig. 3 a

double p pulse serves to illustrate that principle. As is clearly seen, the background

is zero at the beginning and at the end of that building block (as well as at one point

of time between the pulses). The delays before and after the pulses, D1 and D2, have

to be chosen on the basis of T1 of the background, with D2 always being slightly

smaller than D1. It might be thought that such an element could only accommodate

a background with a unique T1 but that is a misconception. As displayed in the

figure, a nucleus with a longer T1 regains a smaller fraction of its equilibrium

magnetization during D1, so starts with a less negative initial magnetization at the

beginning of D2 such that it crosses zero at almost the same point of time as a faster

relaxing nucleus. The building block is thus self-compensating, and one can
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calculate the optimum values of D1 and D2 simply from the known or estimated

shortest T1 of all the background.
In contrast to a background magnetization starting out from zero at the beginning

of the sequence, the behavior of the displayed building block towards a (nonzero)

CIDNP signal present at that time is totally different. The double inversion restores

its original state, so at the end of the sequence the CIDNP signal is basically

completely preserved apart from a small loss by relaxation.

This strategy would already work with a single p pulse, but pairs of such pulses

have the advantage that they are compatible with spin echoes. A spin echo demands

that the delays before and after a p pulse be identical, while the background

suppression constrains these delays to be unequal. However, as the delay between

the two pulses of Fig. 3 is D1 + D2, both requirements can be met. Because the

building block of Fig. 3 is thus basically a double spin echo, it can be used in all

pulse sequences that implicitly contain such echoes, and inserted into the many

others that tolerate spin echoes without deteriorating the performance.

The described building block opens up a further, completely independent

method of background suppression by a phase cycle. In that case, the pulse

sequence proper is simply prefaced by one or more such blocks, with illumination

added during specific parts of each block. If illumination is restricted to the

intervals before the first and after the second p pulse, polarizations generated during

that time will emerge from the block(s) unchanged. In contrast, illumination

restricted to the time between the two pulses will yield CIDNP that is inverted.

Adding the two transients with opposite receiver phase will add CIDNP construc-

tively but strongly suppress any residual background because that is unchanged by

π

Δ1 Δ2Δ2 + Δ1

π

building block

CIDNP

background

Fig. 3 Building block for background suppression (top) comprising two p pulses and delays D1

and D2, and effect of that block on CIDNP (center) and on a background signal that is zero at the

beginning of the block (bottom). The gray circles at the start and end the block show that

background-free CIDNP can be sampled at those times. The self-compensating effect of the

block is illustrated by the lower trace, where the magnetization curves for three nuclei with

different T1 have been plotted in different line styles. In the center trace the effect of a relaxation

of the polarization during the sequence has been greatly exaggerated for visibility
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the illumination scheme and so is cancelled by the subtraction. Gating the illumi-

nation in the way described can be done with a shutter or by controlling the triggers

of a pulsed laser. These experiments are essentially difference spectra as described

above but have the advantages that the conditions (above all, temperature, but also

concentration of paramagnetic transients) during acquisition of the two spectra to

be subtracted are identical, and that each acquisition affords CIDNP signals (in

contrast to simple subtraction of “light” and “dark” spectra, where there is only

CIDNP in the former), so the sensitivity is higher by
ffiffiffi
2

p
.

4 Using CIDNP for Mechanistic Investigations

4.1 What Makes CIDNP Unique for the Purpose?

As we teach our students in every introductory lecture on chemistry, a reaction

mechanism is a black box with the reactants as its input, the products as its output,

and external physical parameters (e.g., temperature) and chemical parameters (e.g.,

reaction medium) as global variables. Hence, elucidating a reaction mechanism

literally means getting light into the interior of this black box in order to see what is

going on there.

Before the advent of fast spectroscopic methods, this task could only be

performed in a very indirect manner by changing the input and/or the global

variables, monitoring the effects on the output, and constructing the simplest

conceivable network of elementary reactions capable of accommodating all the

experimental facts. Evidently, the very restricted number of observables

necessitated frequent reinterpretations; perhaps more easily than elsewhere in

science, the inexplicable new result of the “one experiment too many” was capable

of ruining the carefully formulated hypothesis that explained a thousand previous

experiments. As an asset, this procedure prompted the development of the kind of

oblique thinking that chemists are famous for. One impressive example is the

Hammond postulate that derives properties of an unobservable intermediate, such

as stabilizing or destabilizing factors and – in the original formulation [34], which is

often overlooked – the geometry, from the same properties of observable species

directly preceding it or following it on the reaction coordinate.

On this elementary level, CIDNP is already well equipped for the task. As an

NMR method, it is ideal for determining the structure of a product; the absence of

signals from unpolarized nuclei in the products is not a real problem because

coherence and magnetization transfer can be used to make these signals visible

(see Sect. 4.2.3). Quantitative studies are also possible because the CIDNP

intensities are proportional to the number of molecules that have reacted. The

relatively low sensitivity of NMR is alleviated by the signal enhancements but, of

course, CIDNP only responds to reactions through radical pairs and biradicals. This

is probably the place to dispel a long-standing myth. Many organic chemists seem
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to think of CIDNP as so ultrasensitive that it will pick up strong signals from

contributions of such a paramagnetic pathway to the products that in reality is quite

minor and thus fool the investigator into regarding that pathway as the main one.

However, while it is true that nonradical pathways are absolutely invisible to

CIDNP, the enhancements, relative to the Boltzmann populations, in state-of-the-

art NMR magnets are no longer huge [compare the discussion of Eq. (3) in

Sect. 2.3], so with any sense of what a signal with a reasonable signal-to-noise

ratio looks like, one can hardly fall into that trap today. In addition, by advanced

CIDNP experiments, one can actually test whether or not the pathway giving rise to

CIDNP is the main pathway of the reaction, as will be shown in Sect. 4.2.2 (Fig. 5).

The next level of precision in mechanistic work was reached with the ability to

observe shorter-lived transients. In the above picture of a reaction mechanism this

provides the investigator with a tool to cut holes into the black box. Obviously, the

identification of a transient can rule out certain pathways beyond doubt and lend

strong support to certain others. Again, CIDNP serves that purpose very well for

reactions involving radical pairs or biradicals. As already mentioned, the polariza-

tion patterns carry information about the spin-density distribution in the paramag-

netic intermediates, so one can basically employ CIDNP spectroscopy as one would

employ EPR spectroscopy. Being magnetic resonance techniques, both are clearly

much more specific than is optical spectroscopy, but CIDNP has one immediately

evident advantage over EPR: the CIDNP effect arises only during the life of the

spin-correlated intermediates (nanoseconds to subnanoseconds) but then persists in

the products for a time on the order of the nuclear T1 in diamagnetic molecules

(seconds to tens of seconds). Hence, CIDNP is able to capture shorter-lived

paramagnetic intermediates than is EPR, and to investigate them at leisure without

any lifetime-related line broadening or similar effects.

Even with today’s ultrafast spectroscopic methods, the orchestra of instruments

for mechanistic investigations is still incomplete and one step away from perfec-

tion. To get an unambiguous picture of a reaction one would need the ability to

obtain a map of the matrix of paths connecting reactants, intermediates, and

products, in other words, the ability to lift the cover of the black box. As of now,

one mostly has to resort to indirect methods to achieve that end, such as kinetic

evidence relating the decay of one species and the buildup of another or preparing a

presumed intermediate by another route and determining whether it affords the

same products in the same yield as in the direct reaction. Labeling experiments can

provide more direct evidence but always incur the risk of an unwanted modification

of thermodynamic and/or kinetic parameters.

In this respect, CIDNP ranks highly. The polarizations can be regarded as almost

ideal labels because their energies are tiny, so their influence on the course of the

reaction – apart from the intersystem crossing step – may be safely neglected. When

CIDNP that can be ascribed to a particular paramagnetic intermediate appears in a

particular product, it can be concluded with certainly that that intermediate is a

precursor to that product. What is more, each nucleus that has a reasonably strong

hyperfine coupling constant is labeled with the value and sign of that constant,

through the polarization it acquires, so multiple labels are attached to the molecules.
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An example will be discussed in Sect. 4.4.2 where this feature is put to use to trace a

complicated skeleton rearrangement of a biradical. Another consequence is a more

reliable identification of the intermediates as compared to EPR. An EPR spectrum

only yields a collection of unsigned coupling constants while a CIDNP spectrum

directly relates one nucleus to one hyperfine coupling constant, including the

relative sign of the latter. As a complement to other labeling methods, be they of

a chemical nature or involve creating spin coherence in the reactants as in SCOTCH

[36] and related experiments, the CIDNP labels are affixed at the paramagnetic

stage, which is not accessible to the other labeling methods. Added to this comes the

information about the pathway from the reactants to the intermediates, through the

parameter m, and from the intermediates to the products, through e.
In summary, while CIDNP is only applicable to one important class of reactions,

the list of its features closely resembles a list of requirements for an ideal method to

elucidate the mechanisms of chemical reactions, especially complex ones.

4.2 Level 1: Focusing on the Reactants and Products

There is a plethora of general experimental techniques for thoroughly characterizing

the starting materials and products of a chemical reaction, so at first glance yet

another method would appear superfluous. However, bearing in mind that in the

context of the radical pair mechanism “reactants” and “products” actually mean

“direct precursors to the radical pairs” and “initial products after the radical pair

stage,” CIDNP can specifically address the following key issues.

4.2.1 Precursor Multiplicity

This question is central to our understanding of a photochemical reaction. CIDNP is

able to furnish a fairly direct answer, through the dependence of the overall

polarization phase on the multiplicity m; see Eq. (4). In contrast, this information

is much less easily obtainable by other means, e.g., sensitization and quenching

studies.

The obvious difficulty in applying Eq. (4) to extract one parameter is that all

other parameters entering this equation are needed. When the structure of the

radical pair is known or has been identified (see Sect. 4.3.1), the exit channel e is
easiest in that respect (simple thermochemical calculations normally suffice to

determine whether in-cage formation of a triplet product is feasible or not);

specifying the signs of the hyperfine coupling constants ai is also fairly straightfor-

ward; only the sign of Dgmight be less trivial to predict. To minimize the danger of

a misinterpretation, analyzing relative intensities and signs of the polarizations is

thus preferable over analyzing absolute ones.

An instructive example is provided by the b-cleavage of (N-methylaniline)-

acetone [37], which can occur both from the excited singlet state and from the
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excited triplet state. Its singlet cleavage is an activated process (Ea ¼ 15–20 kJ/mol)

whereas intersystem crossing to the much longer-lived triplet state is temperature

independent. Thus at low temperatures singlet cleavage is slow, and formation of

triplet pairs prevails. However, with increasing temperature the participation of

singlet pairs becomes more and more important and ultimately dominates, so all

CIDNP signals experience an inversion when the temperature is raised (m ¼ +1 !
m ¼ �1). The reaction mechanism and resulting temperature dependence of the

CIDNP signals of two products formed through different exit channels are

displayed in Fig. 4. Observing both a cage product, which must result from the

singlet exit channel in that system, and an escape product (triplet exit channel), as

well as observing the CIDNP inversion with temperature rather than observing

CIDNP at a single temperature only, eliminates all ambiguities that might be caused

by Eq. (4). Two other papers, where CIDNP was instrumental for detecting an

unexpected precursor multiplicity, are [38, 39].

In an analogous way, one could use the dependence of the CIDNP intensities on

the quencher concentration in cases where both singlet and triplet precursors can be

quenched.

4.2.2 Do the Reactants Afford Radical Pairs at All?

Obviously the observation of CIDNP effects implies that radical pairs were formed.

Unless one relies on tiny signals only, which would clearly be ill-advised with any

experimental technique, this conclusion can be drawn with a substantial degree of

certainty because the enhancement factors are no longer huge in today’s NMR

magnets, as already explained above. However, one moves on much more treach-

erous ground with the tempting reversal of the argument, namely, using the absence

of CIDNP as evidence that no radical pairs are involved in a reaction. The simple

reason is that there are so many factors that can reduce or suppress CIDNP. For

instance, in the preceding example of Fig. 4 there are hardly any CIDNP effects at

room temperature because CIDNP from singlet and triplet precursors accidentally

compensates under these conditions; nevertheless, the reaction does involve radical

pairs, as the large signals at lower or higher temperatures demonstrate.

Similar cancellation effects occur for product formation through both exit

channels, e.g., in such electron transfer reactions where both singlet and triplet

radical pairs can undergo reverse electron transfer to regenerate the (singlet or

triplet) starting material. An example [40] can be found in Fig. 5. Electron-transfer

quenching of the excited singlet state of 9-cyanoanthracene S by trans-anethole D
produces radical ion pairs comprising the olefin radical cation and the sensitizer

radical anion, which then undergo nuclear-spin selective intersystem crossing. As

the bottom trace of Fig. 5 shows, no spin polarizations are observable in that system

because the triplet energy of the sensitizer is so low that reverse electron transfer of

the triplet pairs to give 3S and D is efficient, in addition to the obviously feasible

formation of both molecules in their ground state.
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Fig. 4 Reaction scheme (top) and CIDNP temperature dependence (bottom) for the photochemi-

cal cleavage of (N-methylaniline)-acetone [37]. Radical pairs are formed from both multiplicities

of the excited substrate. The starting material is regenerated from the singlet pairs, the triplet pairs

afford an acetone dimer. The polarizations P of the methylene groups in both molecules
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However, upon addition of a sufficient amount of a third substance, the electron

acceptor fumaronitrile A, strong CIDNP signals appear, as can be perceived in the top

trace of Fig. 5. The origin of that phenomenon is a replacement of the sensitizer radical

anion in the pairs by the radical anion of the acceptor. This exchange occurs by a

(nonphotochemical) exergonic electron transfer between S�� and A during diffusive

excursions of the primary pairs. The secondary pair is capable of producing CIDNP, in

contrast to the primary one, because different products are formed through its two exit

channels. In the example, it is easy to choose a wavelength such that only S can be

�

Fig. 4 (continued) (open circles and dotted line, reactant formed through the singlet exit channel;

filled circles and dashed line, product through the triplet exit channel), as calculated from the

CIDNP spectra in [37], invert near room temperature. The fit curves have been drawn to guide the

eye and have no physical significance. For further explanation, see text

S
hν

S∗

S∗

D•+S•−

D•+S•− D•+S•−D•+S•−

D•+A•−

D•+A•− D•+A•−D A 1 3

D + A adduct

no cancellation of CIDNP

S
hν

D

D

1 3

D + S D + 3S

cancellation of CIDNP

7.5 7 6 46.5 5.5 3.5 2 11.5
ppm

Fig. 5 CIDNP effects and pertaining reaction mechanisms [35] in the system 9-cyano-anthracene

(S)/trans-anethole (D)/fumaronitrile (A). Lower trace, only D and S present; complete cancella-

tion of CIDNP occurs because both exit channels of the radical pair D�þS�� regenerate the starting

materials. Upper trace, in the three-component system PET sensitization transforms the primarily

formed radical pair D�þS�� into the pair D�þA�� and leads to strong CIDNP effects because the

secondary radical pair affords different products through the two exit channels. A direct formation

of the second pair is impossible at the excitation wavelength used. For further explanation, see text
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excited, so a direct formation of the secondary pair can be excluded with certainty; the

name “photoinduced electron-transfer sensitization” (PET-sensitization) thus reflects

the generation of the pair D�þA�� in an indirect way.

Not only does this again emphasize the advantages of devising CIDNP

experiments such that their outcome under different conditions is compared as

opposed to single measurements, but this mechanism can also be put to good use

to rule out an exciplex as the precursor to the products, and so address the question

whether or not the pathway giving rise to CIDNP is the main reaction route [35, 41].

The reasoning is as follows. In the PET-sensitized experiment, an exciplex between

D and A is impossible because neither is ever excited. If CIDNP intensities in the

direct photoreaction between D and A (which can be performed with a different

excitation wavelength) and the PET-sensitized reaction are identical, then the

reaction via radical pairs is the main reaction; a substantial involvement of

exciplexes would remove these molecules from the ensemble observable by

CIDNP and thus substantially change the CIDNP intensities.

With the mechanism at the bottom of Fig. 5, the polarizations from the triplet

exit channel are initially hidden in the triplet molecules, which are unobservable by

NMR, and only become detectable after their deactivation to give singlets. Hence,

time-resolved experiments and studies with added triplet quenchers (which interact

with the mechanism after the radical-pairs stage, in contrast to the PET-

sensitization experiments) can provide information about the life and reactivity of

the triplets [42, 43].

A further, less obvious compensation mechanism [21] of CIDNP (Chart 3) is

realized in all “normal” electron transfer reactions where reverse electron transfer is

only possible for one multiplicity (usually singlet). In a cage reaction, the singlet

pairs regenerate the starting materials, which bear some spin polarizations. By want

of a chemical deactivation channel, the triplet pairs necessarily terminate by escape

to give free radicals; owing to the spin sorting, the polarizations of the latter are

exactly opposite to those of the cage reaction. Subsequently, degenerate electron

transfer reactions with surplus substrate molecules can occur. These processes are

chemically nonproductive but lead to an appearance of the free radicals

polarizations in the same molecules as formed by the cage reaction. This brings

1
X•+

X•+ + Y•−

X•+ , Y•−

Y•− X•+ Y•−
3

cage

escape

(free radicals)

X, Y (surplus)

X + Y X + Y

cancellation of CIDNP

Chart 3 Cancellation of

CIDNP in reverse electron

transfer of radical ion pairs.

For further explanation, see

text
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about a perfect compensation unless some fraction of the polarizations is lost by

nuclear spin relaxation in the free radicals. Although such reactions exhibit little

CIDNP, or none at all, in a stationary experiment, they can be investigated by time-

resolved measurements because the cage reaction occurs on a timescale of a few

nanoseconds while the reactions of free radicals are much slower. In a similar way

to the above, the interaction with a quencher of the free radicals; can be utilized to

obtain kinetic information; in [44] this was utilized to measure the deprotonation

rate of guanosyl cation radicals.

Apart from the described three mechanisms that can suppress CIDNP despite the

intermediacy of radical pairs, unfavorably small hyperfine coupling constants or too

large g-value differences can also cause unobservably small CIDNP effects. Hence,

the absence of CIDNP from a chemical reaction is much weaker evidence for the

absence of radical intermediates than the presence of CIDNP is for an involvement

of the latter.

Although protein chemistry falls outside the scope of this review, the routine

application of CIDNP to that field [11] needs to be discussed at this point. Its

essence is that certain amino acids develop polarizations after quenching a photo-

excited sensitizer – for tryptophan, the most readily polarizable amino acid, the

mechanism is that of Chart 3, with the residual polarizations due to relaxation in the

free radicals being detected – but can only do so when they are solvent exposed

such that the excited sensitizer can diffuse to within the quenching distance. This

method intrinsically is a comparison experiment, which again illustrates the power

of that approach in CIDNP work. The absence of CIDNP from a protein containing

only one quenching site might not be very meaningful, but comparing the relative

CIDNP intensities of the different quenching sites in the same protein provides an

inner standard, and is thus strong enough even to allow a quantitative grading of the

surface accessibilities.

4.2.3 Identification of Diamagnetic Products

Of particular interest in that respect are metastable transients. The enol of

acetophenone was the first such example reported [45]; another example, a

vinylamine [46], has already been shown in Fig. 1. Detecting such transients is

straightforward when they are sufficiently long-lived for their free induction decay

to be recorded. Gated or pulsed illumination allows a synchronization of their

generation and observation, so their initial amount can be captured rather than the

usually much lower steady-state concentrations in experiments with continuous

generation.

No CIDNP arises for nuclei possessing negligible hyperfine coupling constants

in the radicals. At first glance these missing signals might appear to make an

identification problematic or impossible. However, this difficulty is easily over-

come by NMR multipulse experiments [33, 47, 48]: Coherence of a polarized
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nucleus is generated, left to evolve into two-spin coherence under the influence of a

scalar coupling to an unpolarized nucleus, and then converted into coherence of the

latter nucleus. Similarly, magnetization can be transferred [49]. The resulting cross

peaks exhibit the same polarization as the polarized first nucleus. Because all NMR

multipulse methods, including NOE experiments, can be seamlessly combined with

CIDNP generation, one may boldly state that unambiguous structural determination

of a partly polarized molecule is always feasible.

Of particular interest in this respect are heteronuclear coherence transfers. The

hyperfine coupling constants of heteronuclei are often much larger than those of

protons, so substantially stronger polarizations can result. Against this, the lower

sensitivity of heteronuclear NMR needs to be balanced. However, the subsequent

transfer of these polarizations to protons allows a detection with the sensitivity of

proton NMR, i.e., yields a further intensity gain by the factor ðgH=gXÞ3=2 , which
amounts to, e.g., almost an order of magnitude when 13C is the heteronucleus.

These CIDNP experiments are finding more and more favor recently [33, 50–52].

Two recent studies, where CIDNP featured prominently in identifying the

products, including their exit channels, have addressed hydrogen abstractions

from cyclic dienes by excited benzophenone [53] and b-phenylogous cleavage

reactions of photoinitiators [54].

4.3 Level 2: Information About the Intermediates

4.3.1 Identifying the Species Giving Rise to CIDNP

As already stated, the polarization pattern in a product corresponds fairly directly to

the EPR spectrum of the intermediate in which the polarizations arose. There is an

approximate proportionality between the size of the polarization and the magnitude

of the pertaining hyperfine coupling constant, so the EPR spectrum constructed

from the polarization pattern has an uncalibrated horizontal axis. This small loss of

information is more than overcompensated by the following two benefits. First,

CIDNP yields the (relative) signs of the coupling constants. This information

cannot be extracted from a normal EPR spectrum, but is of great diagnostic value

for determining the intermediate structures. Second, and of even higher importance,

an EPR spectrum merely yields an assortment of hyperfine coupling constants,

which then have to be assigned to the nuclei in a process that can be very tedious

and necessarily relies on further information and/or experiments (e.g., isotope

substitution), whereas CIDNP unequivocally relates a particular hyperfine coupling

constant to a particular nucleus [55].

The earliest, by now classical, example is the distinction between intermediates

in sensitized hydrogen abstractions from triethylamine [46]. The expected result

of a one-step process is the a-amino alkyl radical R2N� _CH� CH3 but the

facile oxidation of amines also opens up the possibility of a two-step abstraction

via the sequence electron transfer – proton transfer, with the amine radical cation
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R2 N
�þ�CH2 � CH3 as a further intermediate. In the radical cation, the hyperfine

coupling constants of both the a and b protons are positive but only those in the a
position are strong. This translates into CIDNP of the same sign for a and b protons,

but much stronger for the former. In contrast, the coupling constants in the a-amino

alkyl radical are of comparable magnitude but have opposite signs. This results in

the quite different up-down polarization pattern that can be seen in Fig. 1.

A more complex case is presented by the photocycloaddition of benzoquinone

with quadricyclane [56], where the polarization pattern in the reaction products

cannot be reconciled with any radical pair formed by a chemically conceivable

reaction between the starting materials. However, a superposition of the hyperfine

coupling constants of the two model radicals displayed at the left and right sides of

Chart 4 is perfectly consistent with the polarization pattern, so the 1,5-biradical

shown in the center of the figure – for which chemically reasonable pathways of

formation from the reactants and decay to the observed products can be formulated;

see below, Chart 7 – must be the source of the polarizations. This is one of the

extremely rare reports of S–T0-type CIDNP (i.e., spin sorting by the radical pair

mechanism, as described in Sect. 2.1) from a biradical [57–60], an intermediate that

would normally give rise to polarizations of one phase only, through S–T� inter-

system crossing involving electron-nuclear spin flips. The unexpected behavior of

that biradical is attributed to two factors. First, at the equilibrium geometry the

orbitals bearing the two radical electrons are almost orthogonal to each other, so the

exchange interaction (Fig. 2) vanishes even though the distance between the radical

centers is fairly small. Second, and probably decisive, a spin-independent radical

rearrangement (see Chart 7) leads to another biradical structure that undergoes very

rapid intersystem crossing followed by a combination of the radical centers, so acts

as the analog of an escape reaction.

The radical cations of cysteine derivatives are too short-lived for EPR observation,

but the polarization pattern unambiguously shows them to be sulfur-centered, so

electron transfer from the amino acid to the excited sensitizer occurs from sulfur, not

nitrogen [61]. With methionine, the primarily formed open-chain radical cation can

stabilize by the formation of a cyclic structure with a two-center three-electron bond

between sulfur and nitrogen; both can be clearly distinguished by their CIDNP spectra

[62]. Unusual structures of radical cations with cyclopropane moieties were found by

CIDNP [63–65]. In the photoreduction of a ruthenium complex with different ligands,

the unpaired electronwas found to be localized on the expected ligand, i.e., that with the

lowest energy in the metal-to-ligand charge transfer state [66].
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b b O
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1 2

34
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6

77′

a
b

b
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Chart 4 Estimating the hyperfine couplings in a biradical (center) from the hyperfine couplings

in two radical moieties (left and right). For further explanation, see text
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4.3.2 Competitive Radical Pair Formation

If the reactants affordmore than one radical pair through competing parallel reactions,

and those pairs do not interconvert, the resulting polarizations are the sum of CIDNP

characteristic for each type of radical pair (which is a constant parameter for each

nucleus in the intermediate) weighted with the respective pair concentration (which is

variable and can be modified, e.g., by the quencher concentration); when the analysis

concentrates on a single product, the relative amount of polarization transfer to that

product enters as a constant third factor. Hence, relative rate constants of radical pair

formation can be obtained. As an attractive feature, relative CIDNP intensities depend

only on the radical pairs whereas relative product yields – the analysis of which

constitutes the usual experimental method – are also modified by processes after the

radical-pair stage. For instance, deprotonation of an amine radical cation can occur for

both the correlated radical pair and the free radicals, and the relative importance

of these two routes depends on the substituents [67]. The above-mentioned probing

of surface accessibilities of amino acids in a protein falls into that category of

experiments. The same amino acid in different positions of a protein involves chemi-

cally identical radical pairs, so relative CIDNP intensities directly yield relative

efficiencies of radical pair formation; when different amino acids are compared, one

has to take into account the different intrinsic polarizabilities of the chemically

different pairs, which enter as weights of the Stern–Volmer factors. Examples from

the field of organic chemistry include relative reactivities of sensitized hydrogen

abstractions from unsymmetrically substituted tertiary aliphatic amines [67], the

competition of photocycloaddition with photoionization in sensitized reactions of

electron-rich olefins [68], the competition between hydrogen abstraction and

dissociative electron transfer in the photochemistry of the surfactant AOT with

2,6-anthraquinone disulfonate [69], the competition of hydrogen abstractions from

different sites of the cavity in carbonyl photochemistry within b-cyclodextrin hosts

[70], and the relative abstraction probabilities from the different rings of a polyphenol

by a thioxanthone sensitizer [71].

4.3.3 Successive Radical Pairs

Compared to the preceding section, new phenomena arise when the reaction

proceeds through a sequence of radical pairs. In that case, there is no longer a

simple superposition of polarizations from each pair but rather a cooperative effect.

The density matrix of a radical pair can be decomposed into the components

population difference, phase correlation, and electron spin polarization, of which

only the first and the last are directly observable. At the moment of transformation

of one pair into another, the full density matrix – including the unobservable phase

correlation – resulting from evolution under the first pair’s Hamiltonian provides

the initial condition for further evolution under the second pair’s Hamiltonian.
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This explains the seeming paradox that polarizations can be observed in reactions

through a sequence of two radical pairs, where neither pair on its own is capable of

generating a CIDNP net effect on its own, one because of vanishing Dg (but

nonzero hyperfine coupling constants), the other because of vanishing hyperfine

coupling constants (but nonzero Dg) [25].
The sensitized photoreactions of tertiary aliphatic amines (sensitizer, S; amines,

DH) are one example of such a scenario. The reaction scheme is shown in Chart 5.

The first radical pair comprises the sensitizer radical anion A�� and the amine

radical cationDH�þ, the second radical pair the neutral radicalsAH� andD� of these
two molecules. Each pair ultimately affords the same product P, which is observed.

The polarization pattern from each pair on its own is quite distinctive and charac-

teristic (see Sect. 4.3.1), as symbolized in the chart. At each reencounter of the

radicals of the first pair, a proton transfer fromDH�þ to A�� can occur regardless of

the electron spin state, and transform the first pair into the second. From the

resulting polarization pattern in the observed product, one can then obtain the rate

constant of the proton transfer between the radicals. Again, comparison

experiments are much more reliable than absolute CIDNP measurements, so the

analysis focuses on the changes in the product polarizations when the rate constant

of the proton transfer is varied by varying the energy difference between the two

radical pairs (by using different sensitizers [72] or, allowing much more fine-

grained steps, changing the dielectric constant of the reaction medium [73]). The

bimolecular rate constants accessible by this analysis fall into a range that is

chemically very important, from about diffusion control to two orders of magnitude

slower [28].

The PET-sensitization experiments described in Sect. 4.2.2 are pair substitutions

during diffusive excursions, and the rates of radical pair exchange have been

measured by the dependence of the CIDNP intensities on the quencher concentra-

tion [35]. Other examples include the interconversion of the open-chain and cyclic

1
A•− DH•+ A•− DH•+

3

polarization pattern

P ( )

1
AH• D• AH• D•

3

polarization pattern

P ( )

proton transfer
during reencounters

Pobs

Chart 5 Different polarization patterns arising from two successive radical pairs in sensitized

photoreactions of tertiary aliphatic amines DH. For further explanation, see text
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forms of the radical cations of methionine [74, 75], and the loss of phenyl iodide

from primary radical pairs in the sensitized photolysis of iodonium salts [76].

4.4 Level 3: Unraveling the Connecting Pathways

4.4.1 Polarizations as Labels to Molecules

The polarizations generated in a radical pair are simply passed on through all

subsequent species until they arrive in the final diamagnetic products. Apart from

the compensation when a secondary species receives opposite polarizations from

both exit channels of the pair, the sole loss mechanism is nuclear spin relaxation,

which is only significant in longer-lived free radicals. Hence, the distribution of the

polarizations between the different products yields important qualitative and quan-

titative information about the pathways from the radical pairs to the products.

The reaction shown in Chart 6 serves as an example. In the photoreaction of

excited naphthoquinone with cis- or trans-anethole [41], CIDNP arises in radical

pairs composed of the quinone radical anion and the olefin radical cation; the latter

is configurationally stable and does not undergo cis–trans isomerization. The only

products of the singlet exit channel are the regenerated starting materials. However,

the triplet pairs can react to give triplet biradicals by forming a bond between the

atoms bearing the largest positive and negative charge densities in the radical ions.

The configurations of the initial biradicals can be seen in the chart, with the relative

orientations of the methyl and anisyl substituents necessarily being the same as in

the starting olefin, and secondary orbital interactions being responsible for the

relative orientation of the quinone-derived moiety and the anisyl substituent.

Intersystem crossing of these biradicals followed by ring closure affords the two

products P1 and P3. There is, however, a more stable configuration of the biradical,

which ultimately leads to the product P2. The ratio of CIDNP in the pair P1/P2 and

P3/P2 (which is identical to the ratio of the product yields) is temperature dependent,

with P2 being favored at higher temperatures. The obvious reason is an activation

barrier for conversion of the initial biradical (the precursor to P1 or P3) into the

thermodynamically more stable one. By analyzing the polarization ratio as function

of the temperature, the activation energies can be obtained. Once more, these

CIDNP experiments are seen to be comparison experiments.

In the sensitized photoreactions of cysteine derivatives, the competition between

the deactivation pathways of a secondary radical, scission or oxidation by surplus

sensitizer, can be studied in a similar manner, and the relative rate constants can be

determined [61]. The sensitized photolysis of triphenylsulfonium salts affords spin-

polarized benzene in a cage reaction and oppositely polarized monodeuterio-

benzene in an escape reaction; a line shape analysis for different temperatures

and sensitizer concentrations yields the kinetic parameters of competitive scaveng-

ing of the free phenyl radicals by the solvent and by surplus sensitizer [77].
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4.4.2 Polarizations as Labels to Individual Nuclei

For the same reasons as above, the polarizations can also be utilized to trace out the

relative arrangement of nuclei during chemical transformations following CIDNP

generation. The complicated rearrangement [56] displayed in Chart 7 illustrates that

aspect of CIDNP.

The main source of polarizations is the biradical that has already been identified

in Chart 4 and is found on the left side of Chart 7. The protons bearing the strongest,

and well distinguishable, polarizations from that biradical have been symbolized by

gray and black rectangles and gray circles. Obviously the product formed through

the singlet exit channel has these labels in the same place as in the biradical but the

product of the triplet exit channel exhibits quite a different positioning of them, so a

skeleton rearrangement must have taken place. With the reasonable assumption that

each proton remains connected to its carbon during that rearrangement, these labels

O– O–

+ +

O

Me

An

3

O

Me

An

3

O
Me

An

3

Ea
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P1 P2 P3
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Chart 6 Photocycloadditions via radical ion pairs of naphthoquinone and anetholes (left and right
formulas in the boxes) and subsequent interconverting biradicals. Starting olefin, cis anethole (left
box) or trans anethole (right box). For further explanation, see text
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establish a one-to-one correspondence between the atoms in the biradical and in the

rearranged product, and allow the skeleton transformation to be identified as a

cyclopropylmethyl-homoallyl rearrangement. The biradical bearing the cyclopro-

pylmethyl moiety (see, center of the chart) is an intermediate with a higher energy

and its ring opening yields the third biradical shown on the right side of Chart 7,

which is the direct precursor to the product from the triplet exit channel of the first

biradical. From the temperature dependence, the activation energy of that rear-

rangement was obtained [78].

Analyzing the differences between CIDNP in a polar and a nonpolar solvent, one

finds that there is also a small contribution of polarizations from the radical ion

pairs displayed at the top of Chart 7. Using the same reasoning, one can also trace

out the pathway from the radical ion pair to the biradical world. As one can

conclude from the distribution of the radical pair polarizations, the initially formed

biradical is the high-energy one, and the route (not shown in detail in the chart) is a

combination of the positions of highest charge density in the radical ions followed

by another cyclopropylmethyl-homoallyl rearrangement.

The advantages of CIDNP labeling over chemical labeling are particularly clear in

this case. Even neglecting the preparative difficulties of affixing a chemical or isotope

label to the starting materials, and ignoring the possible changes in thermodynamics

and/or kinetics caused by it, a two-stage labeling would never be possible for chemical

labels. In contrast, CIDNP labels are affixed “automatically,” within the lifetime of the

spin-correlated intermediates, and at each of the two paramagnetic stages in that

system, which gives a complete picture of this complicated rearrangement.
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radical ion pair (left);
labels and O

O
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biradical (below);
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O
O
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Chart 7 Polarizations as labels to individual nuclei in a sequence of biradical rearrangements.

For further explanation, see text
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5 Conclusions

The preceding examples bear out that CIDNP yields a wealth of insight into diverse

aspects of a photochemical reaction, and in many cases allows a complete elucida-

tion of the mechanism without the need to resort to other experimental techniques.

Especially intriguing is that it encodes information stemming from fast events that

occur early on the reaction coordinate in the molecules such that it can be read out at

leisure at some later point of the reaction. As the most useful side effect of this,

connections between different successive species are established. Because of the

many facets that can be probed, and because of the facile distinction between stages

before the CIDNP-active intermediates, of the intermediates themselves, and after

these intermediates, the method appears especially well suited for the application to

complex reaction schemes.
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Abstract The alignment of the nuclear spins in parahydrogen can be transferred to

other molecules by a homogeneously catalyzed hydrogenation reaction resulting in

dramatically enhanced NMR signals. In this chapter we introduce the involved

theoretical concepts by two different approaches: the well known, intuitive population

approach and the more complex but more complete density operator formalism.

Furthermore, we present two interesting applications of PHIP employing homoge-

neous catalysis. The first demonstrates the feasibility of using PHIP hyperpolarized

molecules as contrast agents in 1H MRI. The contrast arises from the J-coupling

induced rephasing of the NMR signal ofmolecules hyperpolarized via PHIP. It allows

for the discrimination of a small amount of hyperpolarized molecules from a large

background signal and may open up unprecedented opportunities to use the standard

MRI nucleus 1H for, e.g., metabolic imaging in the future. The second application

shows the possibility of continuously producing hyperpolarization via PHIP by

employing hollow fiber membranes. The continuous generation of hyperpolarization

can overcome the problem of fast relaxation times inherent in all hyperpolarization

techniques employed in liquid-state NMR. It allows, for instance, the recording of

a reliable 2D spectrum much faster than performing the same experiment with

thermally polarized protons. The membrane technique can be straightforwardly

extended to produce a continuous flow of a hyperpolarized liquid for MRI enabling

important applications in natural sciences and medicine.

Keywords Homogeneous catalysis � Hyperpolarization � NMR signal enhance-

ment � parahydrogen induced polarization � PHIP

In honor of Prof. Hans W. Spiess

L. Buljubasich, M.B. Franzoni, and K. Münnemann (*)

Max Planck Institute for Polymer Research, Ackermannweg 10, 55128 Mainz, Germany

e-mail: muenne@mpip-mainz.mpg.de

mailto:muenne@mpip-mainz.mpg.de


Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.1 Spin Isomers of the Hydrogen Molecule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.2 Hydrogen Described from Statistical Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3 Preparation of Enriched parahydrogen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.4 NMR Signal Enhancement with Enriched parahydrogen:
A Population-Oriented Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.5 Density Operator Formalism Applied to PHIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.6 Two Spin Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.7 Larger Spin Systems and Hyperpolarization Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3 Experimental Results and Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.1 Catalytic Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.2 The Model Compounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.3 PHIP Hyperpolarized Substances as Contrast Agents in 1H MRI . . . . . . . . . . . . . . . . . . . . 60

3.4 Continuous Generation of a Hyperpolarized Fluid Using PHIP

and Hollow Fiber Membranes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

1 Introduction

The hydrogenation of organic molecules with hydrogen enriched in the para-state
creates a highly ordered spin state, resulting in the observation of largely enhanced

NMR signals. In September 1987, Bowers and Weitekamp presented the first experi-

mental verification of this effect. The title of the article, “parahydrogen and Synthesis
Allow Dramatically Enhanced Nuclear Alignment” [1], inspired the popular name

PASADENA for experiments where the hydrogenation reaction and the NMR

spectrum acquisition are accomplished within the strong magnetic field of the

spectrometer. Large antiphase multiplets in the 1H NMR spectra were reported.

These signals appeared to be approximately 100 times larger than the intensity of

the signals acquired with hydrogen in thermal equilibrium at room temperature.

A few months later in the same year an independent work by Eisenschmid et al.,

reported similarly enhanced spectra in two different hydrogenation reactions [2].

The title “Para Hydrogen Induced Polarization in Hydrogenation Reactions”

represented the inception of the widespread acronym for all kind of experiments

involving enriched parahydrogen i.e., PHIP.

In the next year (1988) another significant contribution was published by Pravica

and Weitekamp [3], reporting the hydrogenation of styrene to ethylbenzene with

enriched parahydrogen. The reaction was carried out at low magnetic field and

subsequently the sample tube was adiabatically transported into the high field of the

spectrometer to perform the NMR experiment. The resulting spectra markedly

differed from the PASADENA counterpart. It displayed two separate multiplets
of opposite phases for the two proton sites of the product molecule occupied by

parahydrogen. They named this effect ALTADENA (Adiabatic Longitudinal

Transport After Dissociation Engenders Net Alignment).
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Since these initial publications the hydrogenation with parahydrogen has

become a promising technique to boost the low sensitivity of NMR. Hence, during

the last two and a half decades the technique was used in a wide range of

applications encompassing: the investigation of the kinetics of inorganic reactions

[4–6]; to explore heterogeneous reactions [7–9]; the observation of the spatial

distribution of hyperpolarized gases by MRI [10, 11]; the use as contrast agent in

MRI [12–15]; the transfer of the accomplished hyperpolarization using either

suitable pulse sequences [16, 17], adiabatic field cycling [18] or transport through

level avoiding crossing [19–21]; the study of long lived states [22–24] originating

from p-H2 [25–28] and, far from chemical applications, the particular p-H2 spin

state has been used in the context of quantum information processes [29–32].

This chapter does not represent a thorough review of the applications of p-H2

and therefore the list of references presented here is necessarily incomplete. For a

more complete discussion of the manifold applications of PHIP we refer the reader

to the excellent review recently published by Green et al. [33] and to the contribu-

tion written by Duckett and Mewis within this book.

The emphasis of this chapter is on the theoretical aspects of PHIP, based mainly on

a numerical approach, along with two experimental examples. In the theoretical part,

first a short summary of the physics of parahydrogen is given, followed by a treatment

of NMR with PHIP in a population model approach. Next, the density operator

formalism is introduced and the major features of PASADENA and ALTADENA

are explained in this context. Finally, hyperpolarization transfer to a third spin is

treated. In the experimental part we include two practical applications of PHIP. The

first example shows the potential use of PHIP to create a novel contrast in 1H MRI.

The second example is related to the achievement of continuous hyperpolarization

with PHIP by means of hollow fiber membranes. Two model compounds are

presented: one is soluble in water while the other one is soluble in organic solvents.

2 Theory

2.1 Spin Isomers of the Hydrogen Molecule

Among the applications of quantum mechanics in chemistry, one of the first

triumphs was the successful calculation of the structure of very simple molecules.

The simplest of all molecules is the hydrogen molecule-ion, H2
+, composed of two

hydrogen nuclei and one electron. Within a year after the development of quantum

mechanics, a description of the normal state of the hydrogen molecule-ion was

obtained, in complete agreement with experiments. The next molecule, in terms of

simplicity, is the hydrogen molecule. The contribution by Heitler and London in

1927 [34] is considered as the inception of the application of quantum mechanics to

problems of molecular structure. However, the full treatment is rather complicated.
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We include here only a short summary of the quantum mechanical properties of the

hydrogen molecule (a detailed treatment can be found, for instance, in [35]).

The total wave function of the hydrogen molecule can be represented as the

product of five functions:

ψ ¼ ψorb
e ψ s

eψ
vib
n ψ rot

n ψ s
n; (1)

describing the orbital motion of electrons, the electron spin state, the vibrational

state of the nuclei, the rotational motion of the nuclei, and the nuclear spin state,

respectively [35]. The first wave function, corresponding to the electronic ground

state, 1Σþ
g , is symmetric with respect to the electrons [36], the second is antisym-

metric, and the rest are independent of the electrons’ variables and symmetric. This

makes the entire wave function antisymmetric in the two electrons, as required by

Pauli’s principle [37]. On the other hand, ψorb
e is symmetric with respect to the

nuclei [35]; ψ s
e is also symmetric because it is independent of nuclear coordinates.

As the positions of both nuclei can be interchanged without affecting the vibrational

state, the third function is symmetric. The overall symmetry of the total wave

function depends, thus, on the symmetry of the product ðψ rot
n ψ s

nÞ.
Interchanging the two nuclei transforms ψ rot

n to [35, 37]

P12ðψ rot
n Þ ¼ ð�1ÞJψ rot

n ; (2)

where P12 represents the permutation operator that interchanges the nuclei’s

positions and J is the rotational quantum number. Hence, the rotational wave

function is symmetric for even rotational states (J ¼ 0, 2, 4, . . .) and antisymmetric

for odd rotational states (J ¼ 1, 3, 5, . . .). The nuclear spin function can be either

symmetric or antisymmetric. Following the rules for adding angular momenta in

quantum mechanics, it can be shown that the combination of the two spins

corresponding to each nucleus gives four possible functions. They can be written

as linear combinations of the direct product of the two possible spin orientations for

each single spin, i.e., as

ψT
þ1 ¼ jααi;
ψT
0 ¼ 1ffiffi

2
p ðjαβi þ jβαiÞ;

ψT
�1 ¼ jββi;
ψS
0 ¼ 1ffiffi

2
p ðjαβi � jβαiÞ:

(3)

The functions are grouped according to their total angular momentum number.

The first three functions have total spin S ¼ 1 (with the z-projection indicated in the

subindices) while the fourth function possesses total spin S ¼ 0. They are commonly

termed as triplet and singlet, respectively; the triplet is symmetric on the nuclei and

the singlet is antisymmetric.
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According to Pauli’s principle, the symmetric rotational functions must be

combined with the singlet nuclear function, whereas each antisymmetric rotational

function has to be associated with the three symmetric spin functions, to yield a

total wave function being antisymmetric on the nuclei. Hence, there are two

hydrogen isomers, one called parahydrogen (p-H2), having an antisymmetric

nuclear spin function and existing only in even rotational states, and the other

called orthohydrogen (o-H2), having a symmetric nuclear spin function and existing

only in the odd rotational states. Moreover, as the transition between even and odd

rotational states implies a transition between singlet and triplet nuclear spin states,

which is symmetry forbidden, the proportion of ortho- and parahydrogen is

quasistable at any given temperature. It was Dennison, back in 1927, who showed

that the interconversion of o-H2 to p-H2 is extremely slow [38]. Two years later it

was discovered by Bonhoeffer and Harteck [39] that catalysts such as charcoal

accelerate the achievement of thermodynamic equilibrium, thus permitting the fast

modification of the ratio o-H2/p-H2 by cooling or heating the gas.

2.2 Hydrogen Described from Statistical Mechanics

In order to quantitatively describe the state of an ensemble of hydrogen molecules it

is necessary to resort to statistical mechanics. The partition function of the system

[78] reads

Z ¼
X
i

di e
�Ei=kT ; (4)

where di represents the degeneracy of the ith energy level Ei , k is the Boltzmann

constant, and T the absolute temperature. Vibrational and electronic modes are not

activated in hydrogen gas at room temperature or below [40] and therefore only the

vibrational and electronic ground states are populated and contribute to the partition

function. Thus, we need to focus only on the rotational and nuclear spin states.

Using the Born–Oppenheimer rigid rotor approximation, the rotational energy

levels can be expressed as

EJ ¼ JðJ þ 1Þ �h
2

2I
; (5)

where I is the moment of inertia of the hydrogen molecule [35]. It can be clearly

seen from Eq. (5) that the energy gap increases with the quantum number J, being
the first (i.e., EJ¼0 ! EJ¼1) [40]:

ΔEJ¼0!J¼1 ¼ h� 3:7� 1012 Hz: (6)
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The energy differences between nuclear states are much smaller (in the order

of Hz) and therefore the partition function can further be simplified by considering

only the rotational energy levels with the extra degeneracy produced by the

nuclear states.

The rotational energy levels are populated according to the Boltzmann

equilibrium distribution, with the population of each state given by

PJ ¼ 1

Z
dJdS e

�EJ=kT : (7)

The factor dJ corresponds to the degeneracy of the rotational states, which is

(2J + 1) in the absence of electric and magnetic fields, and dS is the degeneracy due
to nuclear spin states. The population of each level can be recast as

PJ ¼ 1

Z
ð2J þ 1ÞdS e�JðJþ1Þθr=T ; (8)

where the rotational temperature has been defined as θr ¼ �h2=2IK [30, 41].

In Fig. 1a, b the populations of the first six rotational levels are plotted against the

absolute temperature for parahydrogen (J ¼ 0, 2, 4) and orthohydrogen (J ¼ 1, 3, 5),

respectively. At very low temperatures (T < 20K) only the level corresponding to

J ¼ 0 is observably populated and, consequently, almost 100% of the hydrogen

molecules in the gas will be in the para-state. As the temperature increases, more

molecules initially at the lowest level populate the next levels. At room temperature

the first four states are substantially more populated and contribute to the para and

orthohydrogen fractions.

The amount of parahydrogen at any temperature in thermal equilibrium is

obtained by accounting the populations of all rotational levels with even quantum

number:

Npara ¼ 1

Z

X
J¼even

ð2J þ 1Þ e�JðJþ1Þθr=T : (9)

This curve is displayed in Fig. 1c. The dashed vertical line points out the

conversion temperature of T ¼ 77K, the boiling temperature of nitrogen, where

the gas is comprised of equal amounts of p-H2 and o-H2. At room temperature the

fraction of p-H2 is ~1/4.

2.3 Preparation of Enriched parahydrogen

The plot in Fig. 1c suggests the method of enriching hydrogen in the para-state. As
stated above, the thermal equilibrium in an ensemble of hydrogen molecules

involves transitions between nuclear states with different symmetry. Such
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transitions are possible in the presence of perturbations involving the nuclear spins,

but these perturbations are extremely small in pure hydrogen. In other words, it is

possible to have hydrogen gas for a reasonably long time out of thermal equilibrium

(ranging from days to weeks, depending on the container). In contact with a catalyst

like charcoal, however, the paramagnetic centers make the transitions more likely,

causing thermal equilibrium to occur very rapidly.

If a volume of hydrogen is cooled with, for instance, liquid nitrogen in the

presence of a charcoal catalyst, it will quickly reach the situation marked with a dot

in Fig. 1c. If the catalyst is removed afterwards and the gas is warmed up to room

temperature the parahydrogen amount is ~50%, in contrast to the ~25% expected in

thermal equilibrium at the same temperature.

Note that if the cooling process is performed at temperatures lower than 20 K the

gas will contain almost 100% parahydrogen.

a b

c

Fig. 1 (a) Population of the rotational levels J ¼ 0, 2, 4, corresponding to parahydrogen;
(b) same as in (a) for orthohydrogen (J ¼ 1, 3, 5); (c) parahydrogen fraction present in an

ensemble of hydrogen molecule in the gas phase at thermal equilibrium vs temperature. The

dashed line depicts the nitrogen boiling temperature, i.e., 77 K
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2.4 NMR Signal Enhancement with Enriched parahydrogen:
A Population-Oriented Approach

In order to understand intuitively the mechanism leading to the NMR signal

enhancement when performing a hydrogenation reaction with hydrogen enriched

in the para-state, it is useful to analyze the different NMR spectra focusing on the

levels’ population differences. This is the most utilized approach described in

several publications [36, 42, 43], and we will shortly summarize it here for the

sake of completeness. We will focus our attention on a homogeneous

hydrogenation reaction where the hydrogen nuclei are transferred pairwise to a

target molecule. The catalyst used for the hydrogenation reaction is crucial in these

processes, because the enhanced signal arises only from those reactions capable to

preserve the singlet symmetry of p-H2. We assume that the p-H2 protons in the

target molecule form, at high fields, an AX system isolated from the rest of the

molecule. An example of such a reaction is the hydrogenation of propiolic acid-d2
catalyzed by [Rh(COD)dppb]+BF4

�[42].
When performing the reaction with thermal hydrogen at room temperature

(i.e., hydrogen at thermal equilibrium) the NMR spectrum is independent of

whether the reaction occurs at low or high magnetic field. We assume that the gas

is introduced in the bore and the reaction is carried out inside the magnet, as

depicted in Fig. 2. The hydrogen forms an A2 spin system described by the

eigenfunctions of Eq. (3), and the four eigenstates are equally populated (P ¼ 0:25)
out of the magnet. Inside the magnet the energy levels are accordingly modified and

the population distribution follows the Boltzmann distribution, changing by an

amount known as the Boltzmann factor, ε ¼ �hγB0=kTexp, of the order of 10�5 for

protons at room temperature and ordinary magnetic fields. After the reaction with

thermal hydrogen, the transferred protons become an AX system described by the

eigenfunctions of the Zeeman basis [44], B ¼ fjααi; jαβi; jβαi; jββig . The

corresponding NMR spectrum consists of four lines of identical intensities, propor-

tional to the Boltzmann factor, as pictorially shown in Fig. 2.

Fig. 2 NMR spectrum after a hydrogenation with natural abundance p-H2. The four eigenstates in

the initial A2 spin system are equally populated. The transferred protons form an AX system in the

target molecule
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In contrast, if the experiment is performed with hydrogen enriched in the para-
state, the final result strongly depends on the magnetic field at which the reaction is

accomplished. There are two main procedures distinguished in the literature:

PASADENA, where the gas is transported to the magnet and the reaction is carried

out at the same magnetic field strength at which the NMR experiment is performed

(typically high magnetic fields [1, 45]), and ALTADENA, where the reaction is

conducted at low field and the product is subsequently moved into the magnet to

start the NMR experiment.

Let us consider hydrogen gas with an excess of population in the para-state
denoted asΔP, ranging from 0 (thermal hydrogen) to 3P (pure parahydrogen). Then
the total population of the singlet and triplet states are Pþ ΔP and P� ΔP ,

respectively. Inside the magnet the populations of the levels corresponding to ψT
þ1

and ψT
�1 are corrected by ε due to the Boltzmann equilibrium distribution

(see Fig. 3).

Right after the reaction the excess population of ψS
0 equally populates the levels

labeled as jαβi and jβαi in the product molecule. As a result, the NMR spectrum

presents two antiphase doublets with intensities of the order of 2
3
ΔP� ε, as shown

in Fig. 3. Note thatΔP is close to unity, whereas ε � 10�5, demonstrating the large

signal enhancement that can be accomplished by hyperpolarization. The intensity

of the PASADENA spectrum is, for the case treated here and neglecting relaxation,

between four and five orders of magnitude larger than the intensity obtained in the

reaction with thermal hydrogen.

If, alternatively, the reaction is performed at low field (typically at the earth

field) and the sample is adiabatically transported to the magnet in the sense that the

initial eigenstate ψS
0 follows the corresponding eigenstates for each magnetic field,

then the total excess of population initially in ψS
0 ends up in jβαi, the eigenstate of

the AX system. Consequently, the NMR spectrum looks different compared to the

PASADENA spectrum, displaying only two peaks with opposite phases which have

twice the intensities of the PASADENA peaks (Fig. 4).

Fig. 3 PASADENA experiment for an AX spin system. The chemical reaction with hydrogen gas

enriched in the para-state occurs inside the magnet. The p-H2 enrichment is evidenced in the

overpopulation of the singlet state, eigenstate of the A2 system
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The population oriented explanation helps in understanding the major features of

PHIP experiments, such as the shape of the spectra and the signal enhancement.

However, the analysis becomes extremely cumbersome when trying to extend it to

strongly coupled (e.g., AB or A2) and larger spin systems. A more general treatment

of PHIP, applicable to arbitrary spin systems, can be performed by using the

enormous power of the density matrix formalism to calculate NMR signals.

2.5 Density Operator Formalism Applied to PHIP

The density operator formalism is commonly used in the NMR community to

calculate signals after the application of a given r.f. pulse sequence [44, 46]. We

briefly describe here the formalism applied to the calculation of experiments

involving hydrogenations with parahydrogen.
The formal definition of the density operator is

ρ ¼
X
i

wijψ iihψ ij; (10)

wherewi represents the fraction of the ith state in the ensemble. In the absence of an

external magnetic field the natural basis to express the matrix associated to the

density operator of a generic ensemble of hydrogen molecules is:

B0 ¼ fψT
þ1;ψ

T
0 ;ψ

T
�1;ψ

S
0g; (11)

since the vectors are the eigenvectors [see Eq. (3)]. However, it is usually preferred to

express the density operator in the Zeeman basis (alternatively called computational

basis), B ¼ fjααi; jαβi; jβαi; jββig. The components of the density operator are in

this basis:

Fig. 4 ALTADENA experiment for an AX spin system. The chemical reaction is performed

outside the magnet, followed by an adiabatic transport of the sample into the NMR observation

field

42 L. Buljubasich et al.



jψT
þ1ihψT

þ1j ¼

1 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0
BBBBB@

1
CCCCCA; jψT

0 ihψT
0 j ¼ 1

2

0 0 0 0

0 1 1 0

0 1 1 0

0 0 0 0

0
BBBBB@

1
CCCCCA;

jψT
�1ihψT

�1j ¼

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 1

0
BBBBB@

1
CCCCCA; jψS

0ihψS
0 j ¼ 1

2

0 0 0 0

0 1 �1 0

0 �1 1 0

0 0 0 0

0
BBBBB@

1
CCCCCA:

(12)

The use of this basis permits the straightforward decomposition in product

operators [44, 47], as

jψT
þ1ihψT

þ1j ¼ 1
4
Iþ 1

2
ðIz1 þ Iz2 þ 2Iz1I

z
2Þ;

jψT
0 ihψT

0 j ¼ 1
4
Iþ 1

2
ð2Ix1Ix2 þ 2Iy1I

y
2 � 2Iz1I

z
2Þ;

jψT
�1ihψT

�1j ¼ 1
4
Iþ 1

2
ð�Iz1 � Iz2 þ 2Iz1I

z
2Þ;

jψS
0ihψS

0 j ¼ 1
4
Iþ 1

2
ð�2Ix1I

x
2 � 2Iy1I

y
2 � 2Iz1I

z
2Þ:

(13)

Slightly modifying notation, we define one density operator for pure

orthohydrogen and one density operator for pure parahydrogen, setting in Eq. (10)

w ¼ 1=3 for every component of o-H2 and w ¼ 1 for p-H2, to obtain an accurate

normalization. Thus,

ρortho ¼ 1
3
fjψT

þ1ihψT
þ1j þ jψT

0 ihψT
0 j þ jψT

�1ihψT
�1jg ¼ 1

4
Iþ 1

3
ðIx1Ix2 þ Iy1I

y
2 þ Iz1I

z
2Þ;

ρpara ¼ jψS
0ihψS

0 j ¼ 1
4
I� ðIx1Ix2 þ Iy1I

y
2 þ Iz1I

z
2Þ:

(14)

The above expressions can be more compactly written as

ρortho ¼ 1
4
Iþ 1

3
I1 � I2;

ρpara ¼ 1
4
I� I1 � I2:

(15)

Denoting by ρhydr the density matrix of an ensemble of hydrogen molecules with

an arbitrary fraction of parahydrogen represented by Npara, we obtain

ρhydr ¼ ð1� NparaÞρortho þ Nparaρ
para ¼ 1

4
I� ξI1 � I2 � ε

4
ðIz1 þ Iz2Þ; (16)

where ξ � ð4Npara � 1Þ=3. The third factor above, associatedwith thermal equilibrium

in the presence of a strong magnetic field, was added for completeness. The fraction
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Npara depends on the temperature at which the hydrogen is enriched, as shown in

Fig. 1c. Note thatNpara ¼ 1
4
at room temperature and therefore the second term of the

right-hand side of Eq. (16) vanishes (i.e., ξ ¼ 0). Consequently, the term associated

with the Boltzmann factor will dominate, recovering the density matrix for a two

spin system in thermal equilibrium at that temperature. On the other hand, at low

temperatures, typically T < 20 K, Npara � 1 (i.e., ξ ¼ 1), the density operator is

dominated by the second term on the right side of Eq. (16), and the thermal factor can

be safely neglected.

In PHIP experiments the hydrogen gas is always cooled down and the

parahydrogen state is sufficiently enriched such that 1=2 	 Npara 	 1. Therefore

the thermal equilibrium is usually neglected in Eq. (16). For the rest of the chapter,

and without loss of generality, we will set ξ � 1 in the calculations. The overall

behavior of the NMR signals will still be reproduced except for a scaling factor ξ
influencing the intensity of the NMR spectra.

The initial density operator ρpara is proportional to the term I1 � I2 [see Eq. (15)]
which is invariant under rotations and consequently no NMR observable magneti-

zation is achieved in principle. However, if the two protons of the same p-H2

molecule are transferred pairwise to a molecule during a hydrogenation reaction,

the thermal equilibrium density operator of the product molecule will be perturbed.

Assuming that the precursor of the target molecule (educt) consists of N spins-1/2,

the thermal equilibrium density operator in the high temperature approximation can

be expressed as [44, 46, 48]

ρedð0Þ ¼ 1

2N
I� 1

2N

XN
k¼1

εkI
z
k; (17)

where I is the identity operator with the proper dimensions, and εk the Boltzmann

factor of the kth nucleus (to include the possibility of heteronuclei). This is the

density operator for the educt molecule just before the beginning of the reaction.

The density operator for the product molecule at t ¼ 0 is constructed as usual:

ρprð0Þ ¼ ρhydr 
 ρedð0Þ: (18)

The symbol 
 denotes the direct product of the matrices associated with the

density operators. A very useful approximation, commonly introduced to simplify

the calculations, consists in neglecting the Boltzmann terms in Eq. (17), invoking

the argument given above, in Eq. (16) [49, 50]. Therefore the product’s density

operator just after the hydrogenation results in

ρprð0Þ ¼ ρhydrð0Þ 
 1

2N
I: (19)

Immediately after the reaction, there evolves according to the Liouville–von

Neumann equation,

dρprðtÞ
dt

¼ �i½Hpr; ρprðtÞ�; (20)
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whereHpr is the spin Hamiltonian of the product molecule. The Hamiltonian can, in

general, be written as [44, 46]

Hpr ¼ 2π
XN
k¼1

νkI
z
k þ 2π

XN
k;l;k

Jk;lIk � Il: (21)

The terms on the right-hand side of the equation represent the chemical shift and
the J-coupling interactions, respectively. For this time-independent Hamiltonian

the formal solution of Eq. (20) is [46, 51]

ρprðtÞ ¼ eð�iHprtÞρprð0ÞeðþiHprtÞ: (22)

This description is appropriate for the time evolution of a single reactingmolecule.

However, in order to treat the whole hydrogenation process, an ensemble of

molecules must be considered. Let us assume that the chemical reaction is carried

out in a total reaction time tr. Several molecules in the ensemble will react at different

times τi, distributed in the time interval0 < τi < tr, prior to the beginning of the NMR

experiment. Thus, at the time of the NMRmeasurement, there will be an ensemble of

density operators ρpri which have individually evolved for different time periods tr-τi.
If the reaction takes longer than the characteristic times of any internal evolution, i.e.,

tr � 1=νk; 1=Jk;l for all νk and Jk;l present in the Hamiltonian, the average density

operator can be obtained by time averaging [4, 43]:

�ρprðtrÞ ¼ 1

tr

Z tr

t¼0

ρprðtÞ dt: (23)

As a consequence of the reaction and subsequent evolution, hyperpolarization

can spread from the parahydrogen to the rest of the molecule, depending only on

the molecular Hamiltonian [4, 49]. Under favorable conditions even the signals of

heteronuclei can be significantly enhanced by hyperpolarization transfer [14, 50].

2.6 Two Spin Systems

The time evolution of the density operator along with the different features of the

PHIP NMR spectra is revised here for the case where the parahydrogen protons are
deposited into two magnetically inequivalent sites. It is further assumed that there

exists no coupling to the rest of the molecule. Thus the transferred protons will form

either a weakly coupled AX spin system or a strongly coupled AB spin system

depending on the comparison between their coupling strength and their chemical

shift difference. If both spins are chemically equivalent, i.e., forming an A2 spin

system, the former parahydrogen protons maintain the singlet nature which is NMR

silent, and therefore it is excluded from this treatment [21]. It is important to note

that the case AA0 is nonexistent in an isolated two spin system.

parahydrogen Induced Polarization by Homogeneous Catalysis: Theory. . . 45



2.6.1 PASADENA in an AX Spin System

We consider here a reaction with enriched parahydrogen performed at high mag-

netic field, such that the protons form an isolated AX spin system in the product

molecule. Before the reaction, the density operator is ρprð0Þ ¼ I=4� I1 � I2 . The
plots in Fig. 5 display the evolution of the density operator’s components under the

high field Hamiltonian during the reaction, for a single molecule ρprðtrÞ (gray line),

superimposed with the ensemble average evolution �ρprðtrÞ (black line). The contri-

bution of the identity operator is neglected.

The expectation value of the zero-quantum operator, ZQx ¼ �ðIx1Ix2 þ Iy1I
y
2Þ [4],

initially present in the density operator ρprð0Þ , oscillates and produces the zero

quantum term ZQy ¼ ðIy1Ix2 � Ix1I
y
2Þ that oscillates as well with zero mean expecta-

tion value, as shown in Fig. 5a, b. However, the time average of both expectation

values vanishes after sufficiently long reaction times. The expectation value of the

longitudinal order term Iz1I
z
2, on the other hand, does not evolve and the time average

yields exactly the initial value. The terms hIz1i and hIz2i maintain their zero-value

during the process (Fig. 5c).

a

c

b

d

n

Fig. 5 PASADENA AX system. Evolution of the expectation values: (a) ZQx; (b) ZQy; (c) I
z
1, I

z
2,

and Iz1I
z
2 . The results for one single molecule (gray) and for the ensemble average (black) are

shown. Note that only the longitudinal order expectation value remains different from zero in the

ensemble. (d) Simulated spectrum
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In order to clarify the notation, it is convenient to introduce the variable tf to

indicate the reaction time which is long enough to fulfill the condition: tf > 1=vk;
1=Jk;l for all νk and Jk;l. Then we can write �ρprðtfÞ ¼ I=4� Iz1I

z
2, which results, after a

45 radiofrequency pulse, in the spectrum shown in Fig. 5d. The following numerical

data were introduced in the calculations:B0 ¼ 7T,Δν ¼ 2 ppmandJ1;2 ¼ 7Hz. Note

that the spectrum’s shape is similar to that predicted by the population approach

(see Fig. 3).

2.6.2 PASADENA in an AB Spin System

If the chemical shift difference between the parahydrogen protons in the product

molecule is not much larger than J1;2, they form an isolated AB spin system. The

smaller chemical shift difference reduces the oscillation frequency of the zero

quantum expectation values hZQxi and hZQyi and consequently it takes longer to

reach the steady state, as can be seen in Fig. 6a, b (i.e., tf >
1
Δν ). The longitudinal

order is conserved in the reaction as before, but the evolution of the zero-quantum

n

a

c

b

d

Fig. 6 PASADENA AB spin system. Evolution of the expectation values for the operators:

(a) ZQx; (b) ZQy; (c) Iz1 , I
z
2 , and Iz1I

z
2 . The results for one single molecule (gray) and for the

ensemble average (black) are shown. The polarization expectation values also remain different

from zero in the ensemble. (d) Simulated spectrum
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terms generates non-zero average polarization in both sites, hIz1i and hIz2i (Fig. 6c)
[52]. The average density operator after reaching the steady state differs consider-

ably from its counterpart in the AX system: �ρprðtfÞ ¼ I=4� Iz1I
z
2 þ 0:1ðIz1 � Iz2Þ .

The corresponding spectrum also presents the characteristic anti-phase doublets,

with slightly different intensities. The spectrum was calculated setting: B0 ¼ 7 T,

Δν ¼ 0:1 ppm, and J1;2 ¼ 7Hz.

Although the PASADENA-AX and PASADENA-AB NMR spectra from Figs. 5,

6 do not differ substantially, it is important to note that in both cases a 45 pulse was
employed before signal calculation. In general, a θ pulse acts differently on

longitudinal order operators and polarization operators. Typically, a 90 pulse

applied to a polarization operator (Iz1 or I
z
2) produces maximum signal while being

applied to a longitudinal order term (Iz1I
z
2), giving zero signal. On the other hand,

a 45 pulse produces maximum signal on longitudinal order operators and only

a fraction of the maximum (
ffiffiffi
2

p
=2 ) on polarization operators. Therefore, the

PASADENA-AB spectrum shows a strong shape dependence on the

radiofrequency pulse while the PASADENA-AX spectrum is just rescaled [26, 43].

2.6.3 General PASADENA

We can make the situations treated above more general by considering the former

parahydrogen protons being transferred to a molecule where they form an isolated

two spin system described byζ ¼ Δν=J. In the lower limit case, ζ ¼ 0, the spins form

an A2 system. The initial density operator commutes with the Hamiltonian and,

consequently, it does not evolve, preserving the magnetic equivalence during the

reaction �ρprðζ¼0ÞðtfÞ ¼ I=4� I1 � I2 and remaining NMR silent. From the calculations

it can be observed that, for any ζ 6¼ 0, the steady state averaged density operator can

be expressed as�ρprðζ 6¼0ÞðtfÞ ¼ I=4� ηZQx
ðIx1Ix2 þ Iy1I

y
2Þ � Iz1I

z
2 þ ηpolðIz1 � Iz2Þ. Analytical

expressions for ηZQx
and ηpol can be found, for instance, in [4, 43]. We maintain

here our numerical treatment. The latter expression can be rearranged (noting that

I1 � I2 ¼ Ix1I
x
2 þ Iy1I

y
2 þ Iz1I

z
2), to yield

ρprðζ 6¼0ÞðtfÞ ¼ I=4� ηZQx
ðI1 � I2Þ � ð1� ηZQx

ÞIz1Iz2 þ ηpolðIz1 � Iz2Þ: (24)

In Fig. 7 the longitudinal order and the expectation values of the polarizations

after the reaction are plotted vs ζ, ranging from 0 to 35. The dotted lines represent

the coefficient accompanying the term I1 � I2.In the upper limit case, when ζ ! 1,

the protons form an AX system. The terms for the coherences and polarizations are

averaged out during the reaction as shown above (ηZQx
¼ ηpol ¼ 0), and only the

longitudinal order survives.

In both limiting cases, ζ ¼ 0 and ζ ! 1, hIz1 � Iz2i has a zero mean value. On the

other hand, we have seen that for an AB system the latter mean value is nonzero.

This suggests, assuming continuous behavior, the existence of a particular value ζm
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for which the term hIz1 � Iz2i reaches a maximum mean value. From Fig. 7 it can be

seen that in fact the maximum occurs if ζm ¼ 1, i.e., if the condition Δν ¼ J is

satisfied.

2.6.4 Hydrogenation at Low Field and Transfer to High Magnetic Field

The plot in Fig. 7 can be interpreted not only in the sense that ζ varies by changing

the product molecule, i.e., the internal parameters, but also in a very different way.

While the chemical shift difference between the two proton sites linearly depends

on the external magnetic field (B0), the J-coupling constant is related to the

chemical bond and is independent of B0 [44]. This means that the variation of ζ
can also be achieved by changing the magnetic field at which the reaction is

performed. In that case, the sample must subsequently be transported from the

reaction to the acquisition field. This transportation step plays an important role in

the final shape of the NMR signal.

To satisfy the ALTADENA condition, for instance, the transportation must be

adiabatic with respect to the internal molecular dynamics [3, 20].

2.6.5 Sudden vs Adiabatic Transport

In order to illustrate the effect of the transportation step on the NMR signal, we treat

here two limiting cases: adiabatic and sudden magnetic field changes. These two

cases were described in the frame of hyperpolarization transfer in [19, 53], and

specifically related to parahydrogen in [20].

Fig. 7 PASADENA.

Expectation values of the

longitudinal order,

polarization difference and

isotropic term after the

reaction calculated as a

function of the parameter

ζ ¼ Δν=J
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For the sudden field change the transport is assumed to be instantaneous, in
the sense that no spin evolution is allowed between the reaction and the NMR

measurement. Let us assume that the reaction is performed at B0 ¼ 3mT and

the NMR experiment at B0 ¼ 7T. If the protons form an AX system at high field

(Δν ¼ 2 ppm, J1;2 ¼ 7Hz), the averaged density operator after the reaction is

�ρprAXðtfÞ ¼ I=4� 0:9987ðIx1Ix2 þ Iy1I
y
2Þ � Iz1I

z
2 þ 1:8� 10�2ðIz1 � Iz2Þ, or equivalently

�ρprAXðtfÞ ¼ I=4� 0:9987ðI1 � I2Þ � 1:3� 10�3Iz1I
z
2 þ 1:8� 10�2ðIz1 � Iz2Þ.

At the end of the reaction almost 100% of the initial p-H2 density operator is

preserved. After a sudden transport to the observation field only the tiny terms

corresponding to longitudinal order and polarization difference will contribute to

the NMR spectrum (see Fig. 8a).

The spectrum’s shape is dominated by hIz1 � Iz2i. On the other hand, if the protons
form an AB system in the product molecule (Δν ¼ 0:1 ppm, J1;2 ¼ 7Hz), after

the hydrogenation the initial parahydrogen density operator remains unchanged,

�ρprABðtfÞ ¼ I=4� I1 � I2. The subsequent sudden transport does not affect it, and the

system is NMR silent, as can be seen in Fig. 8b.

n n

n n

a

c

b

d

Fig. 8 Simulated spectra obtained when the reaction is performed at low field (3 mT) and

suddenly (a, b) or adiabatically (c, d) moved to the observation field (7 T). In (a, c) an AX spin

system (Δν ¼ 0:2 ppm, J ¼ 7 Hz) and in (b, d) an AB spin system (Δν ¼ 0:1 ppm, J ¼ 7 Hz) were

considered
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Similar calculations for both spin systems (with the hydrogenation performed

again at B0 ¼ 3mT), but the sample adiabatically transported to the observation

magnetic field (7 T), reveal remarkable differences in the corresponding NMR

spectra.

While the averaged density operators after the reaction are exactly the same as for

the sudden field change case, their evolutions with the full Hamiltonian at different

magnetic field strengths transform them into �ρprAXðtfÞ ¼ I=4� 1:1� 10�2ðI1 � I2Þ �
0:9885Iz1I

z
2 þ 0:485ðIz1 � Iz2Þ for the AX system and �ρprABðtfÞ ¼ I=4� 0:23ðI1 � I2Þ

�0:77Iz1I
z
2 þ 0:495ðIz1 � Iz2Þ for the AB system, respectively.

The values displayed above correspond to simulations in which the sample

evolved for long times at every magnetic field value from the reaction to the

observation field (in 1,000 steps). The resulting spectra can be seen in Fig. 8c, d,

where the differences of the sudden field transport are clearly manifested. The

shapes of the spectra observed after adiabatic transport agree with the description

given in the population approach for the ALTADENA experiment, as expected.

The fact that in ALTADENA not only the reaction at low field but also the

adiabaticity of the transport step is crucial to allow the coherences present in the

term I1 � I2 to be transformed into polarization difference now becomes evident.

2.6.6 Different Field Variations During the Transport Step

The two limiting cases treated above serve to grasp the importance of the transport

step. In practice, however, during the experiments the magnetic field change will be

neither completely adiabatic nor perfectly sudden. In general, we will have a spatial

field variation between the place where the reaction is performed and the center of

the NMR apparatus. Furthermore, the sample will be transported through the

magnetic field profile with a certain velocity. In order to include those variables

in the calculations, we note that

dBz
0

dt
¼ dBz

0

dz

dz

dt
: (25)

The first factor on the right-hand side of the equation is the magnetic field profile,

which can be easily measured. In Fig. 9a we have included such a profile obtained in

our laboratory (the data shown were interpolated). The z-component of the magnetic

field falls down from 7 T to about 3 mT in ~1.4 m. The second factor on the right-

hand side of Eq. (25) represents the z-component of the sample’s velocity. By

controlling both terms one can obtain the time dependency of the external magnetic

field change and, therefore, the time dependence of the Hamiltonian, through the

chemical shift part [see Eq. (21)]. The Liouville–von Neumann equation should be

solved in this case step by step, because the Hamiltonians at different times do not

commute (i.e., ½HprðtiÞ;Hprðti þ ΔtiÞ� 6¼ 0).
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As an illustration, we have chosen three different velocity profiles. First, we

assumed that the sample travels 1.4 m at constant velocity vz ¼ 0:2m=s. Second, the
sample is transported at lower constant velocity, vz ¼ 0:05m=s for the first meter

and then accelerates until being ~0.15 m apart from the coil, followed by a

deceleration until it settles at 7 T. Finally, we have considered a velocity profile

which includes acceleration from the reaction place to ~0.15 m from the magnet’s

center followed by a deceleration until the measurement spot. Considering these

three cases we treat constant velocity, acceleration only near the top of the magnet,

and acceleration in a wide field range, respectively. The three profiles can be seen in

Fig. 9c.

Again, an AX and an AB spin system were introduced in the calculations and the

corresponding spectra are shown in Fig. 9b, d. The spectra corresponding to the

weakly coupled system seem not to be affected by variations in the velocity profile,

despite some little intensity changes. On the other hand, the strongly coupled

system shows a more pronounced variation in the shape of the spectra with respect

to the velocity profile. Accelerating at low magnetic field values, for instance,

inverts a part of the spectrum.

a

c

b

d
n

n

n

n

Fig. 9 (a) Interpolated magnetic field profile in z-direction, obtained in our laboratory; (c) three

different velocity profiles considered in the simulations for the sample transportation; (b) AX

spectrum and (d) AB spectrum obtained for each of the velocity profiles
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It can be concluded that, although visible changes in the resulting NMR spectra

are observed in some cases when switching between velocity profiles, the transport

step seems not to be critical for a two spin system, as the overall shape of the spectra

is not grossly perturbed. However, we can anticipate more pronounced changes in

larger spin systems.

2.6.7 Enhancement Factor

Before finishing the treatment of two spin systems we will calculate the theoretical

enhancement in a PASADENA experiment for an AX spin system, using the results

obtained with the density operator formalism. The enhancement is derived by

considering, on one hand, the maximum signal resulting from an experiment

where the hydrogenation is carried out with hydrogen in thermal equilibrium at

room temperature, and, on the other hand, the maximum signal obtained from a

PHIP-PASADENA experiment with enrichment factor ξ.
Assuming that the NMR experiment is carried out at temperature Texp , the

thermal equilibrium density operator is expressed as ρth ¼ I=4� ε=4ðIz1 þ Iz2Þ [44,
46, 48]. After a 90 r.f. pulse, with phase �y for instance, we get ρth ¼ I=4� ε=4
ðIx1 þ Ix2Þ, yielding jSth90 j ¼ ε=4.

Regarding the experiment with enriched parahydrogen, after the

hydrogenation and before the application of the r.f. pulse, the density operator

is �ρprðtfÞ ¼ I=4� ξIz1I
z
2. In contrast to the thermal equilibrium case, the maximum

signal results after a 45 r.f. pulse [43]. The corresponding density operator just

after the r.f. pulse is �ρprðtfÞ ¼ I=4� ðξ=2ÞfIz1Iz2 þ Ix1I
x
2 þ ðIx1Iz2 þ Iz1I

x
2Þg. The NMR

signal intensity is initially zero because none of the terms involved in the density

operator are directly observable. However, the term ðIx1Iz2 þ Iz1I
x
2Þ becomes observ-

able after evolving with the J-coupling Hamiltonian, giving jSPHIP45 j ¼ ξ=4. Here,
we have supposed that the spectrum’s line width is much smaller than the

J-coupling constant.

Combining both expressions, the signal enhancement as a function of the

parahydrogen fraction is

SenhðNparaÞ ¼ ξ

ε
¼ ð4Npara � 1ÞkTexp

3γ�hB0

: (26)

Invoking Eq. (9), and after some algebraic manipulation, we can recast the signal

enhancement as function of the temperature at which the parahydrogen is enriched,
as

SenhðTÞ ¼ 3
P

J¼0 ð2J þ 1Þ eJðJþ1Þθr=T

Zð3γ�hB0=kTexpÞ : (27)
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In Fig. 10 the signal enhancement is plotted for different magnetic field strengths

B0 at which the PASADENA experiment is performed, setting Texp ¼ 300K. Note

that the enhancement is larger for smaller magnetic fields. Remarkably, the liquid

nitrogen boiling temperature falls close to the point where jdSenh=dTj is maximum.

At this point it must be emphasized that the enhancement shown above is the

maximum enhancement theoretically achievable. In practice, however, lower (and

even much lower) values are observed associated with relaxation effects and partial

peak cancellation due to the magnetic field inhomogeneity across the sample (NMR

line width).

2.7 Larger Spin Systems and Hyperpolarization Transfer

If the former parahydrogen protons are deposited into sites exhibiting nonzero

interaction with the rest of the product molecule (or parts of the molecule), a new

issue might appear: the hyperpolarization can be partially transferred to other

involved nuclei, depending on the Hamiltonian Hpr [14, 20, 49].

During a PASADENA experiment, the hyperpolarization might or might not be

transferred from one of the former parahydrogen protons to a third nucleus,

depending on the coupling network. If the third nucleus, labeled as k, is strongly
coupled to at least one of the parahydrogen protons, the transfer will occur.

In contrast, if the third nucleus is weakly coupled to both parahydrogen protons

the hyperpolarization will remain confined to the p-H2 sites [14].

By lowering the magnetic field at which the reaction is carried out, the weakly

coupled spins can become strongly coupled and then allow the hyperpolarization to

be redistributed. At very low magnetic field values, all spins are strongly coupled,

even to heteronuclei. In this case, the hyperpolarization will spread over the whole

molecule [43, 49].

Fig. 10 Enhancement factor

for different observation

fields B0 at room temperature,

as a function of the p-H2

enrichment temperature. Note

that the predicted

enhancement is larger for

lower B0 fields
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We will concentrate here on a particular three spin system, the hydrogenation of

propiolic acid with parahydrogen (see Fig. 11), to illustrate the major features of

PASADENA and ALTADENA experiments. The choice of the system fulfills two

purposes: first, it represents an interesting three-spin system, with a particularly

large coupling between the third proton and one of the parahydrogen protons; second,
as ALTADENA experiments on this system were already reported [26] and a set of

theoretical spectra were published recently [20], it appears as a suitable well known

system to be used as an example. The molecular parameters are: ν1 ¼ 6:0, ν2 ¼ 5:8,
and ν3 ¼ 6:25 ppm; J1;2 ¼ 10:2, J1;3 ¼ 17:2, and J2;3 ¼ 1:8Hz, respectively (data

extracted from [20]).

2.7.1 PASADENA in a Three Spin System

At 300 MHz Larmor frequency, the protons labeled as 1 and 2 (stemming from

parahydrogen) are relatively strongly coupled, with ζ1;2 � 6, as well as the protons

labeled as 1 and 3, with ζ1;3 � 4:5. In contrast, the protons labeled as 2 and 3 are

weakly coupled, with ζ2;3 � 75 . Therefore, one would expect a considerable

amount of hyperpolarization to be transferred to the third proton. However, the

dynamics are dominated by the spins 1 and 2, and the hyperpolarization mostly

remains on the former parahydrogen protons, at this Larmor frequency. This can be

observed from the simulation shown in Fig. 12, where the peaks of the former p-H2

protons are marked with asterisks. Although a tiny amount of polarization is

observed at the site of spin 3, the calculation shows that more than 95% of the

initial polarization is still at the sites 1 and 2 after the hydrogenation (of the form

Iz1I
z
2).

2.7.2 ALTADENA in a Three Spin System

A very different result is obtained with the same spin system in an ALTADENA

experiment. Carrying out the hydrogenation at, for instance, B0 ¼ 3mT , the

chemical shift to J-coupling ratios are: ζ1;2 � 2:5� 10�3 , ζ1;3 � 1:9� 10�3 , and

ζ2;3 � 3:2� 10�2, respectively. Starting with ρprð0Þ ¼ I=4� I1 � I2, the following
averaged density operator results after the reaction:

�ρprðtfÞ ¼ I=4� 0:335ðI1 � I2Þ � 0:363ðI1 � I3Þ � 0:302ðI2 � I3Þ: (28)

Fig. 11 Scheme of the

hydrogenation of propiolic

acid with p-H2. The former p-
H2 protons are marked with

asterisks in the product

molecule
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The initial hyperpolarization is almost equally distributed in the three spin

system. The expectation values are directly related to the ratios of ζ. If the averaged
density operator is expressed as �ρprðtfÞ ¼ I=4�P

i ci;jIi � Ij (with
P

i ci;j ¼ 1), it is

observed that c1;3 > c1;2 > c2;3 when ζ1;3 < ζ1;2 < ζ2;3. This means the stronger the

coupling the larger the hyperpolarization fraction obtained.

The hyperpolarization distribution can be directly seen in the plot in Fig. 13a.

The NMR spectrum (45º r.f. pulse) acquired in a 7-T magnet after an adiabatic

sample transportation, i.e., the typical ALTADENA experiment, is shown in

Fig. 13b.

Despite the hyperpolarization transfer, which is almost absent in PASADENA

experiments, there is another remarkable difference between ALTADENA and

PASADENA spectra: while the signals in PASADENA are in antiphase, the

adiabatic sample transport to the acquisition magnetic field in ALTADENA

produces net polarization in the spins 2 and 3, keeping the antiphase character

only on spin 1. If the transport step is modified, however, the overall shape of the

spectrum is strongly affected. The five spectra in Fig. 14 show the differences when

varying the way in which the sample is transported to the magnet from the same

reaction field. The labels correspond to the velocity profiles introduced in Fig. 9.

Moving the sample constantly at 0.05 m/s seems not to affect the adiabaticity of the

transport, while doing it at 0.2 m/s nearly destroys the signal, as expected in the

case of a sudden transport (see Fig. 8). On the other hand, accelerating the sample

either from the reaction field or only from relatively high field produces a great

discrepancy with the adiabatic case.

The results described in this section can generally be extended to cases when the

protons originating from parahydrogen are deposited into sites coupled to larger

spin systems. The most striking difference will appear in ALTADENA experiments

where, depending on the reaction field, the hyperpolarization might migrate even to

heteronuclei. At the Earth’s magnetic field or lower, for example, hyperpolarization

transfer to 13C is very well feasible [14, 50, 54].

n

Fig. 12 Spectrum simulated

for the three spin system

under PASADENA

conditions. The marked peaks

refer to the former p-H2

protons. The third proton is

not influenced by the

hyperpolarization
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3 Experimental Results and Applications

In this section, two practical applications and experiments using parahydrogen
Induced Polarization employing homogeneous catalysis to enhance NMR signals

are presented. There are numerous fields where nuclear magnetic resonance (NMR)

has nowadays proved to be essential. However, the poor NMR signal has always been

a drawback which can be overcome by means of PHIP [55]. The first application

presented in this chapter shows the capability of using PHIP in 1H magnetic

resonance imaging (MRI) where not only the enhanced signal can be exploited to

generate MRI contrast but also the difference in the initial spin state of the PHIP

polarized protons compared to the thermal polarization of the background. The

second application chosen for this chapter shows a method to provide the enhanced

hyperpolarized signal in a continuous fashion, making it possible to perform

traditional 2D NMR experiments much faster.

In this chapter, two different substrates are used as model compounds for the

hydrogenation with p-H2. Both of them show an excellent acceptance of the p-H2

molecule. The model compounds are chosen because of their different properties:

one is soluble in water and the other one in acetone, thus providing examples for

experiments in aqueous and organic systems. As explained in the preceding section,

the experiments shown here correspond to a homogeneous reaction with enriched

p-H2, which enables a pairwise transfer of the p-H2 protons to the substrate.

3.1 Catalytic Systems

The catalytic systems presented here for PHIP are homogeneous catalyst complexes

with rhodium as metal center. They are cationic in order to prevent isomerization as

a side reaction. Unfortunately, most commercially available homogeneous catalysts

n

a d

Fig. 13 Three spin system under ALTADENA conditions. (a) Expectation values of the isotropic

operators during the chemical reaction at 3 mT magnetic field strength; (b) simulated NMR

spectrum after an adiabatic transport to 7 T magnetic field strength
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are soluble only in organic solvents like acetone or methanol, not in water. This is

the case for the catalyst shown in Fig. 15a.

To date, water-soluble PHIP catalysts are not commercially available, but the

most popular one can be easily synthesized [56]. In order to enhance the solubility

in aqueous solvents, polar groups, e.g., sulfonate groups, are added to the ligand

system of the catalyst. One drawback of this intervention into the electron density of

the ligand system is the possible deactivation of the total catalyst. Fortunately, this

is not always the case and, in Fig. 15b a water-soluble catalyst is shown whose

capability to enable the pairwise transfer of the protons to the substrate had been

proved [56].

n

Fig. 14 Hydrogenation of propiolic acid: simulated spectra were obtained by using different

velocity profiles during the transportation to high magnetic field
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Both catalyst systems presented here have shown a high activity and low substrate

specificity; moreover they ensure the pairwise transfer of H2 to the substrate

molecule. The embedding of stereo information is possible. Unfortunately, the

most important disadvantage of them is that both are toxic and they must be removed

if a medical application is considered [57].

3.2 The Model Compounds

As mentioned above, two model compounds are used in the presented experiments.

Whenever possible, the experiments are shown in both compounds in order to allow

for a comparison: 1-hexyne is used for reactions in organic solvents and

2-hydroxyethylacrylate for reactions under aqueous conditions.

3.2.1 1-Hexyne

1-Hexyne is a highly flammable liquid, with a boiling point between 71C and

72C, and it is commercially available. As can be seen in Fig. 16, hydrogenation of

the terminal triple bond results in 1-hexene.

1-Hexyne is barely sterically hindered, which makes it a good model compound

allowing excellent interaction to several catalysts. The hyperpolarized double bond

shows a long spin-lattice relaxation time T1 of approximately 30 s, whereas the

relaxation times of all other protons in the molecule are around 15 s.

3.2.2 2-Hydroxyethyl Acrylate

2-Hydroxyethyl acrylate is the water soluble model compound used in the

experiments. It is a toxic liquid having its boiling point between 210C and

a b

SO3Na

SO3Na
P

P
P

P

Rh
Rh

BF4
BF4

Fig. 15 Homogeneous PHIP catalysts: (a) water insoluble catalyst; (b) water soluble catalyst
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215C, and it is also commercially available. In Fig. 17 the hydrogenation of

2-hydroxyethyl acrylate is shown, resulting in the reaction product 2-hydroxyethyl

propionate. The T1 relaxation time of the hyperpolarized protons is approx. 5 s,

which is substantially shorter than the one of 1-hexene.

3.3 PHIP Hyperpolarized Substances as Contrast Agents
in 1H MRI

Magnetic Resonance Imaging (MRI) is one of the most interesting targets for PHIP

applications. So far, medical imaging with hyperpolarized compounds was realized

with 13C or 15N hyperpolarized substances, which have the advantage of negligible

background signal, very long T1 times, and large chemical shift ranges [58].

Very exciting medical applications of substances with hyperpolarized

heteronuclei have already been demonstrated like tumor diagnosis [59–61] or

in vivo pH mapping [62]. However, MRI of heteronuclei is technically demanding

and thus expensive, because it requires the use of additional hardware (e.g.,

broadband amplifiers and coils). Moreover, co-registration with a high-resolution

proton image is necessary to obtain anatomical information. Thus, using the

standard NMR and MRI nucleus—the proton—for molecular imaging would be

beneficial. However, the huge amount of protons present in the body gives rise to an

NMR signal far exceeding that of a small amount of hyperpolarized protons. As a

consequence the hyperpolarized signal is difficult to distinguish from the thermal

background. In addition, the antiphase character of the PHIP signal can produce

signal cancellation, making the desired contrast even more difficult to achieve.

However, there is a simple method recently proposed [15] which manages to take

advantage of the special PHIP spin state, thus enabling the use of PHIP

hyperpolarized compounds as contrast agents in 1H MRI. Because of its practical

interest and novelty this was chosen to be the first application presented in this

chapter.

Fig. 16 Hydrogenation of 1-hexyne leads to 1-hexene

Fig. 17 Hydrogenation of

2-hydroxyethyl acrylate leads

to 2-hydroxyethyl propionate
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The idea exploits the differences between the initial spin state of the p-H2 and the

thermally polarized protons (see the theoretical section). The procedure was applied

to both model compounds introduced above. In both cases good contrast was

observed, manifesting the general validity of the proposed method. Below, the

method is introduced and each experiment is preceded by a short theoretical

description of the main concepts involved. As the theoretical descriptions are

intended to be only pictorial, some helpful assumptions are made:

1. For the PHIP compound an AX spin system is assumed, even though the real

systems are more complicated (see Figs. 16 and 17) and, as explained in the

theoretical section, more than two spins should be used when performing exact

calculations. However, the main features of the PHIP signal observed here can

be explained using this simplification.

2. The thermally polarized molecules of the background, i.e., the system from

which the PHIP signal should be distinguished, possess a single resonance line

(for example water).

3. The pulses of the NMR sequence are set on-resonance with the thermal

background.

All experiments treated here were performed under PASADENA conditions

(although the contrast works also for ALTADENA) using a clinical 1.5-T MRI

system (Magnetom Sonata, Siemens Medical, Erlangen, Germany) and a basic

FLASH imaging pulse sequence with centric reordering.

There are several cases regarding the spatial confinement of the hyperpolarized

substance we should distinguish when discussing these experiments. These different

cases depend not only on the T�
2 decay times of each component but also on the

relative signal amplitude differences. According to the relative T�
2 relationship the

following two cases should be separately analyzed.

3.3.1 Case 1: Thermal Signal Decays Faster than Hyperpolarized Signal

Let us first consider the case where the decay of the thermal signal of the background

molecules is faster than the decay of the hyperpolarized signal. Experimentally this

condition can be achieved by confining the hyperpolarized molecules to a small

volume placed in the middle of the magnet and by surrounding them with a large

volume of thermally polarized molecules. As the magnetic field is more homoge-

neous close to the center of the magnet, T�
2 in this region should be longer than in the

outer part. In Fig. 18 the phantom used for this experiment is shown together with a

representation of the FIDs corresponding to the AX system (Fig. 18a) and the

experimentally data obtained with 1-hexene (Fig. 18b).

In a PASADENA experiment, the initial state of an AX spin system is �ρprðtfÞ ¼ I=4
�ξIz1I

z
2, as theoretically explained in the first section, and after application of a 45

 pulse it
is converted into an oscillating observable signal of the form
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ρ45
�yðtÞ ¼ I=4� ξ sinðπJAXtÞðIy1 þ Iy2Þ: (29)

From this equation it can be shown that the maximum signal of the hyperpo-

larized compound occurs at t ¼ ð2JAXÞ�1
, as indicated in Fig. 18a. The possibility

of exploiting this oscillatory behavior to generate the desired contrast can be

understood from the figure: at the time when the amplitude of the hyperpolarized

signal is maximal, the thermal signal is almost negligible. In Fig. 18b the experi-

mental data obtained for a phantom with hyperpolarized 1-hexene in the inner tube

and water in the outer tube are shown. Even though 1-hexene is a large spin system

as shown in Fig. 16, the oscillatory behavior of the two p-H2 protons dominates the

FID and the position of the maximum signal ( � 16ms) can easily be determined.

Once the position of this maximum difference between both signals is known

this time can be set as the echo time TE in the imaging sequences to highlight the

difference, i.e., maximize the contrast. In Fig. 19, images obtained for eight

different echo times (TE) in the imaging pulse sequence are shown for the two

model compounds. The oscillation of the signal amplitude of the inner tube can be

clearly recognized for both hyperpolarized substances, whereas the signal of the

outer tube, containing water, decays with increasing echo time. As predicted,

the best contrast is observed when the echo time corresponds to the maximum of

the hyperpolarized signal (for 1-hexene TE ~ 16 ms and for 2-hydroxyethyl

propionate TE ~ 15 ms). Of course, the spin systems of the two hyperpolarized

components are different but both show the J-coupling induced refocusing of the

signal as theoretically predicted when starting from a PASADENA experiment.

This demonstrates that the method can easily be applied to different molecules

which can be hyperpolarized via PHIP and highlights its general applicability.

a b

Fig. 18 Experimental configuration for case 1 where the hyperpolarized compound is confined to

a small area. (a) Calculated fast decaying thermal signal (black line) compared to the oscillating

hyperpolarized signal (gray line). (b) Experimental data for water and 1-hexene

62 L. Buljubasich et al.



3.3.2 Case 2: Similar or Identical Decay Times

Another interesting case occurs when the hyperpolarized and the thermal signal

both decay with the sameT�
2 time constant. In Fig. 20 the theoretical representations

of the FID signals are schematized for this case. The experimental set up can be

either two tubes at the same position relative to the center of the magnet or a

mixture of both (thermally polarized and hyperpolarized) compounds contained in

the same tube.

In Fig. 20 two possible scenarios for the amplitude of the thermal signal are

plotted. The dotted line corresponds to the case where the amplitude of the thermal

signal is comparable to the amplitude of the hyperpolarized signal. The solid line

resembles the case where the hyperpolarized signal is noticeably larger than the

thermal signal.

In the latter case we can once more obtain a good MRI contrast by choosing the

optimal echo time for the hyperpolarized substance as can be concluded from the

experimental data representing this case shown in Fig. 21.

Fig. 19 Images acquired with different echo times (TE) in the MRI pulse sequence, for 1-hexene

(top) and 2-hydroxyethyl propionate (bottom)

Fig. 20 Identical T�
2 decays for the hyperpolarized and the thermally polarized substance. Two

different signal amplitudes for the thermal signal are plotted (straight and dotted lines)
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The phantom consisting of two tubes contained water and hyperpolarized

1-hexene, whereas the experiments with only one tube (containing both the

hyperpolarized fluid and the thermally polarized background molecules) were

performed with 1-hexene dissolved in non-deuterated acetone. The spin density

of the proton background is somewhat smaller in this case, as for the pure water

phantom, but still much higher than the spin density of the hyperpolarized protons.

Because 1-hexene can be hyperpolarized very efficiently by using PHIP it is

nonetheless easy to fulfill the condition that the hyperpolarized signal is exceeding

the thermal one. The experiments in Fig. 21 show once more the good contrast that

can be obtained for the echo time agreeing with the position of the maximal

hyperpolarized signal, TE ¼ 15 ms, for both phantom geometries.

In the less preferable case, where both signal amplitudes are identical, it is not

possible to generate a contrast by using an echo time which corresponds to the

maximum of the hyperpolarized signal. Certainly it is still possible to obtain a

negative contrast if the chosen echo time corresponds to a minimum of the

hyperpolarized signal. In this case the hyperpolarized signal cannot be observed

and its location appears dark in the images.

However, a negative contrast is not optimal because dark regions in MRI images

can havemany causes (e.g., susceptibility differences, etc.). Therefore we developed

a method to obtain a positive contrast even in this case, which is explained in the

following.

Fig. 21 (a) The left tube contains water and the right one hyperpolarized 1-hexene. (b) One single

tube contains hyperpolarized 1-hexene dissolved in a non-deuterated solvent. For both phantom

geometries the best contrast is observed for 15 ms echo time
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3.3.3 Contrast by Subtraction Method

The method requires the acquisition of two images with different echo times and is

schematized in Fig. 22. The echo times should be chosen such that for the first echo

time the signal of the thermally polarized background is maximal whereas the

contribution of the hyperpolarized substance is almost zero and for the second

echo time the hyperpolarized signal should be maximal while the thermal signal

remains almost unaltered. These echo times are labeled as M1 and M2 in Fig. 22.

Subtraction of these images results in a new image where the hyperpolarized signal

is positive in contrast to the signal of the thermally polarized background which is

always negative due to its decay with T�
2 . This allows for an unambiguous

differentiation of the two areas by sign.

In Fig. 23 the subtraction method is applied for the two model compounds

studied in this section. In both cases an excellent contrast is obtained and the

differentiation of the two areas by signal sign could be verified. This method

would allow for a substantial reduction of the concentration of the hyperpolarized

component in the experiments. It reaches its limits when the signal of the

hyperpolarized component becomes comparable to the noise level of the images.

In this section we introduced a novel MRI contrast which allows for the discrimi-

nation of a small amount of PHIP hyperpolarized protons from a huge amount of

surrounding thermally polarized protons. The contrast arises from the different time

evolution of the PHIP hyperpolarized proton signal compared to the evolution of the

normal (thermally polarized) proton signal and can be simply implemented by using

basic product pulse sequences (FLASH, TrueFISP, EPI), which are varied in aminor

way by only choosing the optimal echo time for the hyperpolarized substance. The

optimal echo times can simply be found by recording an FID of the hyperpolarized

substance prior to image acquisition.

The new method might be applied for metabolic imaging, perfusion MRI, or

catheter visualization during MRI guided interventions using only conventional

proton pulse sequences and equipment (NMR coils), which reduces the technical

Fig. 22 Two images with different echo times are subtracted to generate the desired contrast
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demands that arise from MRI of heteronuclei. Moreover, Most heteronuclei (espe-

cially 13C and 15N) have a low gyromagnetic ratio, which makes it difficult to

provide images with very high spatial resolution because the gradient strengths of

conventional MRI systems is limited and usually optimized for protons. Our

method can be used not only for our model substances but for every molecule

which can be hyperpolarized via parahydrogen Induced Polarization, which

includes a large number of biological relevant molecules, e.g., succinate [63]

(component of the citrate cycle) or barbiturates [64] (anesthetics). This variability

concerning molecules and different clinical applications in combination with the

simplicity of our method may result in widespread usage in MRI.

3.4 Continuous Generation of a Hyperpolarized Fluid
Using PHIP and Hollow Fiber Membranes

Despite the many important applications hyperpolarization techniques have found in

natural sciences and medicine, several general problems remain. The most severe

limitation is the limited lifetime of the hyperpolarized state caused by T1 relaxation.
This problem is less pronounced for hyperpolarized noble gases (129Xe, 3He) which

exhibit T1 times of hours [65]. In liquids efficient relaxation processes restrict the

hyperpolarization to last typically from seconds to, at best, a fewminutes. Fortunately,

this drawback can be at least partially overcome by storing the fast decaying hyperpo-

larization in slowly relaxing singlet states [22, 23, 28, 66, 67]. Another shortcoming is

the partial destruction of the hyperpolarization by the application of r.f.-pulses,

rendering the usage of complex pulse sequences for multi-dimensional NMR

experiments difficult. This can be circumvented via stepwise use of the generated

hyperpolarization by applying only small flip angles [68] or by using specially

designed sampling strategies [69, 70]. Another very intriguing concept to avoid

these severe limitations is to use the hyperpolarization methods in a continuous flow

fashion providing a continuous supply of hyperpolarized molecules or atoms.

a b

Fig. 23 Subtraction images of images acquired with different echo times for (a) 1-hexene and

(b) 2-hydroxyethyl propionate
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In the following section a very efficient method to generate continuously a

hyperpolarized fluid via PHIP using hollow fiber membranes is presented.

The technique employs commercially available hollow fiber membranes for the

dissolution of the p-H2 gas in the liquid sample [71]. The idea was originally

developed for the dissolution of hyperpolarized 129Xe into liquids and was

introduced in 2006 under the name XENONIZER [72, 73]. The microfibers of the

membranes are thin-walled, opaque, and made from polypropylene (see Fig. 24).

Polypropylene is a hydrophobic polymer and therefore a polar solvent is unable

to pass through the membrane walls. By implementing hollow fiber membranes into

an NMR tube containing the PHIP precursor and catalyst dissolved in a polar

solvent (e.g., water) and connecting the membranes to a reservoir of p-H2 gas,

hyperpolarization of the sample can be achieved over a long time until all precursor

molecules are consumed. This continuously generated hyperpolarization can easily

be used either for averaging (to obtain a high SNR in very diluted samples) or to

perform 2D experiments. The membranes exhibit very large gas–liquid interfaces,

providing the opportunity to bring gas molecularly into solution, thereby preventing

the formation of bubbles and foam. Therefore a high spectral resolution can be

maintained with the membrane setup while the p-H2 gas is continuously delivered

to the sample. This is normally a problem when the gas is introduced into the

sample by bubbling where strong susceptibility artifacts occur. Because of this

absence of foaming and bubbles, it is not necessary to stop the gas flow in the

membrane experiments and wait before the measurement, thus avoiding unneces-

sary T1 relaxation of the sample.

It was proved that the dissolution of the gas into the solvent via the membranes

happens on a time scale of milliseconds and also that the amount of dissolved gas

Fig. 24 (a) Hollow fiber membranes implemented in an NMR tube; (b–d) different

magnifications of the membrane fibers
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comes close to the theoretical Ostwald solubility [72]. It is, however, important to

mention a drawback of the membrane setup: it can only be used in aqueous

solutions. This fact limits the possibility of using the membranes in all PHIP

applications since the majority of PHIP catalysts are not soluble in water.

We present below the hydrogenation of the model compound 2-hydroxythyl

acrylate (Fig. 17) by continuously dissolving p-H2 in an aqueous solution

employing such hollow fiber membranes under PASADENA conditions. To

enhance the conversion of the PHIP reaction the experiments are performed at

80C. The generated hyperpolarized product shows an anti-phase spectrum free of

artifacts. In Fig. 25 the signal amplitude of the hyperpolarized protons is plotted as

a function of time.

At the beginning of the experiment, a build-up of the hyperpolarized signal can

be observed, due to the increasing conversion of the hydrogenation reaction after

the p-H2 flow is switched on. In the course of the reaction the intensity of the

hyperpolarized signal decreases owing to lower amounts of starting material.

However, during a time of approximately 7 min (much longer than the spin-lattice

relaxation of the hyperpolarized protons of ~5 s) the achieved hyperpolarized signal

remains almost constant.

3.4.1 PHIP
1
H–

1
H COSY

As an example of the possibilities arising when the hydrogenation is performed in a

continuous fashion through the membranes, we present here an interesting applica-

tion: the fast acquisition of a 2D NMR spectrum, namely a 1H–1H COSY [74, 75]

spectrum. This kind of routine experiment, which is very useful and widely employed

in spectroscopic NMR, also provides a rigorous test in order to check whether or not

Fig. 25 Time evolution of the signal enhancement of the hyperpolarized protons
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constant hyperpolarization is obtained with the described setup. In the presented PHIP

experiments the first 90 pulse of the COSY sequencewas replaced by a 45 pulse [76]
to ensure an optimal excitation of the PASADENA spin state.

In Fig. 26a, the PHIP 1H–1H COSY spectrum acquired with one scan is shown;

the experimental time was only 7 min 18 s. After full conversion of the

hydrogenation reaction a reference experiment was performed and the thermally

polarized 1H–1H COSY spectrum obtained is shown in Fig. 26b. The COSY

experiment of the thermally polarized sample required eight scans and lasted

57 min 45 s. Two main differences are observed between the two 2D spectra: in

the PHIP case only the cross-peaks of the hyperpolarized protons at around 1.5 and

3.0 ppm are visible due to the enhanced signal of these protons and their particular

initial spin state. Additionally, the acquisition during the ongoing reaction led to the

observation of small signals between 6 and 7 ppm stemming from the double bond

of the starting material. These peaks are not observed in the thermal case because

the latter was acquired with the fully converted sample. A small artifact (at 5 ppm)

can be identified in the middle of the PHIP 2D spectrum, which arises from the lack

of phase cycling in the one scan PHIP COSY experiment.

The experiments presented above show the possibility of recording a reliable 2D

spectrum with chemical selectivity in a much shorter time than by measuring a

sample with thermal polarization only. From the comparison between the PHIP and

reference COSY experiments it can also be concluded that the enhanced signal

achieved with the membrane setup remained almost constant at least for the time

required for the COSY experiment.

There are many possible applications for PHIP experiments employing hollow

fiber membranes. It is worth emphasizing, for example, that by using appropriated

pulse sequences (like the PH-INEPT+sequence [16]) the accomplished proton

polarization can be continuously transferred to heteronuclei, like 13C, allowing

for experiments with continuously hyperpolarized heteronuclei [71]. The presented

Fig. 26 (a) PHIP 1H–1H COSY spectrum, one scan, duration: 7 min 18 s. (b) Reference 1H–1H

COSY spectrum, eight scans, duration: 57 min 45 s
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technique opens up the possibility of investigating otherwise elusive reaction

intermediates because of the possibility of accumulating several scans during the

ongoing reaction. Thus, the full site selectivity provided by PHIP can be exploited.

The membrane technique can easily be extended to produce a continuous flow of a

hyperpolarized liquid by using a slightly different setup which we described in [72].

This method, especially when combined with an important technique recently

developed by Adams et al. [77], which overcomes the restriction of the PHIP

technique to unsaturated molecules, would allow for the continuous production of

hyperpolarized molecules giving rise to new applications in natural sciences and

medicine.

The two applications presented here are of course only examples of the many

possibilities in the still open and constantly developing field of NMR and PHIP.

4 Conclusion

In this chapter we have presented an overview of the major features of

parahydrogen Induced Polarization (PHIP) employing homogeneous catalysis to

enhance NMR signals. An introductory theoretical approach was depicted and

illustrated with two interesting applications.

First, we have explained in simple terms how hydrogen can be enriched in the

para-state. In order to explain the NMR signal enhancement associated with PHIP

experiments, two different approaches were used. The first was the well known

population approach, commonly found in the PHIP literature [36]. In this context,

the former parahydrogen protons are considered as a weakly coupled two spin

system (AX) in the target molecule. The overall shape and intensity of the different

PHIP spectra, i.e., PASADENA and ALTADENA, can be understood from the

population differences of the two-spin energy levels. Even though this model is

useful to understand the physics of PHIP in an intuitive fashion, it represents a

simplification. If, for instance, the p-H2 protons form a more strongly coupled spin

system in the target molecule, such as an AB spin system, the model is no longer

suitable. Moreover, if couplings to other nuclei are present, the model rapidly

becomes extremely complicated. With this in mind, we have introduced a second

theoretical approach in this chapter: the treatment of PHIP experiments with the

density operator formalism. This method is more flexible and can be used to

describe more complex spins systems, although it is mathematically more

demanding. In particular, we have adopted a numerical approach here. Features

such as the dependence of the shape of the spectra on the pulse duration, hyperpo-

larization transfer to a third nucleus, different ways to transport the sample from the

hydrogenation place to the NMR apparatus, and the response to pulse sequences can

be included here in a relatively simple way.

In the second part of the chapter, two examples of recent applications of PHIP

are presented. The first example shows the feasibility of using PHIP hyperpolarized

molecules as contrast agents in 1H MRI. The method exploits the fact that thermal
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in-phase and hyperpolarized anti-phase signals originate from different initial

spin states and, as a consequence, evolve differently during the period between

excitation and acquisition in NMR experiments. Because of this difference, a

simple variation of a waiting time in the MRI sequence is sufficient to generate

outstanding contrast between a small amount of hyperpolarized molecules and a

large excess of thermally polarized molecules. Optimal waiting times can simply be

found by recording an FID of the hyperpolarized substance prior to image acquisi-

tion. Possible applications of this method include metabolic imaging, perfusion

MRI, or catheter visualization during MRI guided interventions. Additionally, it

could be of considerable help in chemistry, for instance for the investigation of

different reactor designs, or for the optimization of lab-on-a-chip devices like

micromixers, where the flow and mixing of two components must be studied on

very small length scales.

The second example shows the possibility of producing hyperpolarization with

PHIP in a continuous fashion by employing hollow fiber membranes. The continuous

generation of hyperpolarized samples can overcome the problem of fast relaxation

times commonly involved in liquid state NMR. The use of hollow fiber membranes to

dissolve molecularly p-H2 gas in the PHIP reaction mixture in a continuous fashion

enables one to generate hyperpolarization in a sample over at least someminutes. This

allows for the recording of a reliable 2D spectrum much faster than when performing

the same experiment with thermally polarized protons. Furthermore, the described

membrane setup opens up new possibilities in the field of reaction intermediates

research because of the feasibility of accumulating several scans during the reaction.

The membrane technique can be easily extended to produce a continuous flow of

a hyperpolarized liquid for MRI, with direct applications in chemistry, biology, or

medicine.
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13. Goldman M, Jóhannesson H, Axelsson O, Karlsson M (2005) Magn Reson Imaging

23(2):153–157

14. Reineri F, Viale A, Giovenzana G, Santelia D, Dastrù W, Gobetto R, Aime S (2008) J Am
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22. Carravetta M, Johannessen O, Levitt M (2004) Phys Rev Lett 92(15):153003–153004

23. Carravetta M, Levitt MH (2004) J Am Chem Soc 126(20):6228–6229

24. Carravetta M, Levitt MH (2005) J Chem Phys 122(21):214505

25. Jonischkeit T, Bommerich U, Stadler Jr, Woelk K, Niessen HG, Bargon J (2006) J Chem Phys

124(20):201109

26. Canet D, Bouguet-Bonnet S, Aroulanda C, Reineri F (2007) J Am Chem Soc 129:1445–1449

27. Vinogradov E, Grant AK (2008) J Magn Reson 194(1):46–57

28. Franzoni MB, Buljubasich L, Spiess HW, Münnemann K (2012) J Am Chem Soc

134(25):10393–10396

29. Anwar M, Blazina D, Carteret H, Duckett S, Halstead T, Jones J, Kozak C, Taylor R (2004)

Phys Rev Lett 93(4):040501–040504

30. Anwar M, Xiao L, Short A, Jones J, Blazina D, Duckett S, Carteret H (2005) Phys Rev A

71(3):032327–032306

31. Anwar MS (2005) NMR quantum information processing with parahydrogen. arXiv:quant-ph/

0509046v1

32. Hübler P, Bargon J, Glaser SJ (2000) J Chem Phys 113(6):2056

33. Green RA, Adams RW, Duckett SB, Mewis RE, Williamson DC, Green GGR (2012) Prog

Nucl Magn Reson Spectrosc 67:1–48

34. Heitler W, London F (1927) Zeitsch Phys 44:455–472

35. Pauling L, Wilson EB Jr (1935) Introduction to quantum mechanics, with applications to

chemistry, New edition. Dover, Mineola, New York, United States

36. Bowers CR (2007) Sensitivity enhancement utilizing parahydrogen. In: Harris RK (ed)

Encyclopedia of magnetic resonance. Wiley, Chichester

37. Sakurai JJ, Tuan SF (1994) Modern quantum mechanics. Addison Wesley, Boston,

United States

38. Dennison DM (1927) Proc R Soc Lond A Math Phys 115(771):483–486

39. Bonhoeffer KF, Harteck P (1929) Die Naturwissenschaften 17(11):182

40. Jonischkeit T, Woelk K (2004) Adv Synth Catal 346(8):960–969

41. Silvera I (1980) Rev Mod Phys 52(2):393–452

72 L. Buljubasich et al.



42. Canet D, Aroulanda C, Mutzenhardt P, Aime S, Gobetto R, Reineri F (2006) Concept Magn

Reson A 28A:321–330

43. Natterer J, Bargon J (1997) Prog Nucl Magn Reson Spectrosc 31(4):293–315

44. Levitt MH (2008) Spin dynamics: basics of nuclear magnetic resonance, 2nd edn. John Wiley

and Sons Ltd, Chicester, United Kingdom

45. Bowers CR, Weitekamp DP (1986) Phys Rev Lett 57(21):2645–2648

46. Ernst RR, Bodenhausen G, Wokaun A (1987) Principles of nuclear magnetic resonance in one

and two dimensions. Oxford University Press, Published in New York United States

47. Sørensen OW, Eich GW, Levitt MH, Bodenhausen G, Ernst RR (1984) Prog Nucl Magn Reson

Spectrosc 16:163–192

48. Abragam A (1983) Principles of nuclear magnetism. Oxford University Press, Published in

New York United States

49. Aime S, Gobetto R, Reineri F, Canet D (2003) J Chem Phys 119:8890

50. Aime S, Gobetto R, Reineri F, Canet D (2006) J Magn Reson 178:184–192

51. Goldman M (1991) Quantum description of high-resolution NMR in liquids. Oxford

University Press, Published in New York United States

52. Bouguet-Bonnet S, Reineri F, Canet D (2009) J Chem Phys 130:234507

53. Miesel K, Ivanov KL, Yurkovskaya AV, Vieth HM (2006) Chem Phys Lett 425(1–3):71–76

54. Theis T, Ganssle P, Kervern G, Knappe S, Kitching J, Ledbetter MP, Budker D, Pines A (2011)

Nat Phys 7(7):571–575
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Improving NMR and MRI Sensitivity

with Parahydrogen
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Abstract Parahydrogen induced polarisation (PHIP) has wide utility in NMR and

MRI as it can increase the sensitivity of both techniques. The transfer of spin order

from parahydrogen to nuclei in the analyte leads to an increased magnetic response

following interrogation by RF pulses. This spin transfer is catalysed by a homoge-

neous or heterogeneous catalyst. The increased magnetic response not only reduces

the number of transients required to obtain the spectrum or image, but can also

illuminate previously undetectable species present in solution. From its theoretical

prediction to its experimental validation, PHIP has been applied in a range of

different areas such as the structural analysis of complexes, understanding reaction

mechanisms involving hydrogen and for the production of contrast agents for use in

MRI. PHIP can also be readily combined with other techniques such as photochem-

istry which widens its field of applicability. In this review, we detail the properties

of parahydrogen and the methods for its preparation and utilisation in homoge-

neous and heterogeneous based hydrogenation and non-hydrogenative reactions.

Specific examples are explained for the application of PHIP in photochemical and

hydroformylation reactions. Pulse sequences designed to be compatible with PHIP

are described to exemplify how the increase in sensitivity can be increased even

further by the interrogation of the magnetic states optimally. Finally, a section on

the use of PHIP in the production of contrast agents suitable for MRI, and the

monitoring of hydrogenation reactions using imaging techniques is discussed.
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Abbreviations

ALTADENA Adiabatic longitudinal transport after dissociation engenders

nuclear alignment

CIDNP Chemically induced dynamic nuclear polarisation

COD Cyclooctadiene

DEPT Distortionless enhancement by polarisation transfer

DNP Dynamic nuclear polarisation

dpae 1,2-Bis(diphenylarsino)ethane

dppe 1,2-Bis(diphenylphosphino)ethane

dppm 1,2-Bis(diphenylphosphino)methane

FISP Fast imaging with steady state precession

HFM Hollow fibre membrane

HMBC Heteronuclear multiple bond correlation

HMQC Heteronuclear multiple quantum correlation

HOHAHA Homonuclear Hartman–Hahn spectroscopy

IMes 1,3-Bis(2,4,6-trimethylphenyl)imidazole-2-ylidene

INADEQUATE Incredible natural abundance double quantum transfer experiment

INEPT Insensitive nuclei enhanced by polarisation transfer

MAA Methyl 2-acetamidoacrylate

MAP Methyl 2-acetamidopropanote

MRI Magnetic resonance imaging

NMR Nuclear magnetic resonance
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OPSY Only parahydrogen spectroscopy

PASADENA Parahydrogen and synthesis allow dramatically enhanced nuclear

alignment

PET Positron emission tomography

PHIP Parahydrogen induced polarisation

RF Radio frequency

S/N Signal-to-noise

SABRE Signal amplification by reversible exchange

SDS Sodium dodecyl sulphate

SEPP Selective excitation of polarisation using PASADENA

TOCSY Total correlation spectroscopy

1 Introduction

1.1 Parahydrogen Induced Polarisation

Nuclear magnetic resonance (NMR) is an extremely well regarded and heavily

utilised spectroscopic technique which is used on a routine basis to obtain structural

information at the molecular level. Information from the corresponding NMR spectra

allows for structural characterisation through chemical shift values, spin–spin

coupling (J-coupling) and integral values. The utilisation of 1D and higher dimen-

sional approaches can provide the information required to elucidate the structure of

proteins, for example. Similarly, magnetic resonance imaging (MRI) is used to obtain

clinical information to assist in the treatment and management of disease states.

However, both of these techniques suffer inherently from low sensitivity because the

detected signal strength depends on the population difference that exists between the

probed nuclear spin states in a magnetic field. Numerous techniques have been

developed to counter this sensitivity problem such as the brute force approach [1],

dynamic nuclear polarisation (DNP) [2] and parahydrogen induced polarisation

(PHIP) [3–7]. It is the latter which will be the subject of this chapter and herein its

application to the improvement of sensitivity in NMR and MRI will be discussed.

The sensitivity issue is exemplified by considering an ensemble of nuclear spins

at ambient temperatures in the applied magnetic field of an NMR spectrometer. The

equilibrium magnetisation obtained in this way is less than 10�4 of the value that

could be obtained if the spins were all parallel. Weitekamp and Bowers first

explored the use of parahydrogen in order to obtain large non-equilibrium

magnetisations in 1986 [8]. They suggested that the phenomena that they predicted

“should have wide utility in the study of the chemical reactions of molecules

created by hydrogen addition or subsequent reactions.” A year later, Bowers and

Weitekamp published a paper entitled “Parahydrogen and Synthesis Allow
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Dramatically Enhanced Nuclear Alignment” [9]. This would later become

abbreviated to PASADENA and be used to describe the formation of non-

equilibrium magnetisations using parahydrogen at high field. A similar observation

was made at the same time by the group of Eisenberg who was studying the

hydrogenation reactions of alkynes using Rh2H2(CO)2(dppm)2 (dppm ¼ 1,2-bis

(diphenylphosphino)methane) as a catalyst [3]. Initially they had thought that

CIDNP (chemically induced dynamic nuclear polarisation) was responsible for

increased NMR absorptions, but it was the storing of the sample in liquid nitrogen

overnight in the presence of hydrogen gas which led to the formation of ~50%

parahydrogen. By shaking the sample and inserting into the NMR spectrometer, the

incorporation of parahydrogen into the olefin led to the observation of the increased
NMR absorptions. In 1988, Pravica and Weitekamp demonstrated that net NMR

alignment results by adiabatic transport of parahydrogen addition products to high

magnetic field; hydrogenation of the substrate occurs at low magnetic field [10].

This gave rise to the phenomenon that would later be called adiabatic longitudinal

transport after dissociation engenders nuclear alignment (ALTADENA).

PASADENA and ALTADENA are typically used to refer to reactions in which

the parahydrogen molecule is incorporated into an unsaturated olefin. However, once

this has occurred and the magnetic states associated with the hydrogenated product

are read out, the fully saturated molecule can no longer be polarised. An alternative

methodology termed signal amplification by reversible exchange (SABRE) [11]

overcomes this. This methodology does not require the incorporation of para-
hydrogen into the molecule of interest; instead it is the scalar coupling network

which facilitates transfer of polarisation from parahydrogen to the analyte which is

established at a metal centre. This will be covered in greater detail in Sect. 2.5.

NMR spectra collected under the PASADENA or ALTADENA conditions have

very distinct differences with respect to the peak characteristics. PASADENA

experiments are conducted with the sample in the NMR spectrometer and possess

antiphase patterns for the polarised signals. A p/4 pulse is used to interrogate the

magnetic states optimally. Conversely, ALTADENA experiments are initiated at low

field (typically in the region of Earth’s magnetic field, 0.05 mT) before being rapidly

transported to the spectrometer and the NMR spectrum being collected immediately

using a p/2 pulse. The resulting NMR spectrum possesses enhanced signals for the

polarised resonances which are either in absorption or emission mode. Molecules

polarised using SABRE are similarly interrogated optimally using a p/2 pulse; the

magnetic states are again created at low magnetic field. The application of the correct

RF pulse is prudent to the interrogation of the magnetic states produced under each

regime.

It is because of the increased magnitude of the NMR signal response that makes

PHIP such a versatile technique from the elucidation of catalytic cycles in situ to the

production of contrast agents for MRI. This chapter will explore the utilization of

PHIP in the fields of NMR and MRI and highlight the potential of this technique. It

will cover both homogeneous and heterogeneous catalysis, NMR sequences used to

interrogate the magnetic states created and also explore the role that PHIP has in

producing MRI contrast agents.
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1.2 Parahydrogen

Prior to detailing the use of parahydrogen in increasing signal sensitivity to both

NMR and MRI, parahydrogen itself must be considered. Dihydrogen exits in two

forms – ortho- and para-hydrogen. The existence of these two nuclear spin isomers

derives from the symmetrization principle of quantum mechanics, which states that

the overall wave function of the fermion dihydrogen must be antisymmetric with

respect to exchange of nuclei. From this, it follows that antisymmetric rotational

states (odd J) in dihydrogen are associated with symmetric (ortho) nuclear spin
states. Likewise, symmetric rotational states (even J) are associated with antisym-

metric (para) nuclear spin states. Orthohydrogen is therefore threefold degenerate,

and defined by the spin states aa, ab + ba and bb, whereas parahydrogen exists

solely as the ab � ba spin isomer. a and b refer to the alignment of the spin with an

applied magnetic field; a denotes a parallel alignment whereas b denotes an anti-

parallel alignment. The normalized spin states for orthohydrogen can be written as

jTþ1i ¼ jaai

jT�1i ¼ jbbi

jT0i ¼ 1ffiffiffi
2

p jabþ bai

and for parahydrogen as

jS0i ¼ 1ffiffiffi
2

p jab� bai

Orthohydrogen can therefore be termed as having a triplet state whereas

parahydrogen has a singlet state. Because these two forms have different rotational

energies, their populations are temperature dependent but more importantly their

interconversion is forbidden according to the selection rules. Using the right

conditions it is possible to prepare exclusively the parahydrogen isomer.

1.3 Parahydrogen Production

Production of parahydrogen requires a spin conversion catalyst to relax the selection
rules. If pure parahydrogen is desired, running hydrogen gas through a copper block

containing silica/FeCl3 catalyst at 20 K is sufficient to produce an almost quantitative

yield of parahydrogen [12]. It must be noted that there is a wide range of materials

available for catalyzing the conversion; a comprehensive list was compiled in the

1930s by Taylor and Diamond [13]. Apparatus for parahydrogen generation have
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been detailed [12, 14]. In modern times, the process of producing parahydrogen has

been automated to enable batch delivery; details of a pulsed injection parahydrogen
generator have recently been published [15]. Furthermore, equipment for the

hyperpolarisation of 13C biomolecules via PASADENA has been detailed [16], as

well as assurance procedures for the quality of hyperpolarised materials [17].

1.4 Introduction of Parahydrogen to a Sample

Once formed and removed from the catalyst, parahydrogen is relatively stable to

spin-equilibration. Practically, this means that there is plenty of time for the involve-

ment of parahydrogen in a chemical reaction where the aim is to generate and then

monitor reaction products by hyperpolarised NMR methods. For most spectroscopic

based investigations, Young’s capped NMR tubes are typically used as they, and the

contained sample, can be easily degassed and then parahydrogen can be subsequently
introduced to the sample. Shaking the sample prior to transfer to the spectrometer

ensures dissolution of hydrogen in solution. Most ALTADENA based measurements

involve rapid transport of the sample into the spectrometer after polarisation

transfer in low magnetic field; this normally means that the lift is not used to lower

the sample into the magnet proper. PASADENA, on the other hand, requires the

polarisation to be transferred via weak coupling and thus polarisation transfer will

only begin at high fields. Therefore rapid transport is not an issue, but more the

concentration of parahydrogen in solution over time as it becomes consumed via

hydrogenation reactions. To ensure a reasonable concentration of parahydrogen in

solution, the use of a capillary to deliver hydrogen directly into the solution whilst it is

in the spectrometer has been designed and implemented [18, 19].

There are an increasing number of reports, however, which are using polarizers to

introduce parahydrogen and then deliver the hyperpolarised sample to the desired

point of measurement. Apparatus of this type have been used in spectroscopic and

MRI based investigations. For example, Duckett and co-workers have reported on the

use of a polarizer to study the longitudinal magnetisation generated for the para
proton resonance of pyridine after polarisation transfer over the field range of �150

to +10 � 10�5 T [20]. The process of hyperpolarisation transfer, transfer to the

measurement field, data acquisition and the returning of the sample to the sample

preparation chamber is reported as taking 20 s, thus enabling rapid spectral collection

coupled with the ability to signal average. Chekmenev and co-workers have recently

reported on the use of a centrally controlled, automated parahydrogen-based
polarizer with in situ detection capability [21]. Using pulsed-polarisation transfer, a

5,000,000-fold signal enhancement at 48 mT was demonstrated for the labeled

carbon-13 nucleus of 2-hydroxyethyl-13C-propionate-d2,3,3.

Not just restricted to NMR spectroscopic investigations, previous work by Ross

and co-workers has emphasized the use of automated equipment coupled to a

polarizer to produce hyperpolarised 13C biomolecules via PASADENA for use in

the collection of MR images in vivo [16]. The process of hydrogenating the substrate,
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hyperpolarisation transfer (via RF spin order transfer), delivery to the detection

system and the sending of the trigger signal takes 52 s in total. The reproducibility

and experimental ease that polarizers offer will see them become ever more prevalent

in conducting PHIP based NMR and MRI experiments in the future.

2 Applications of PHIP to NMR

PHIP has been employed in the study of many different reactions, such as

hydrogenation and hydroformylation (Sect. 2.3), and to elucidate the chemical

structures of intermediates which are formed as part of the catalytic cycle. Most

of these reactions have been conducted using homogeneous catalysts (Sect. 2.1),

but the use of heterogeneous catalysis is slowly increasing (Sect. 2.4). The use of

PHIP in conjunction with photochemical techniques to study unstable species is

also detailed (Sect. 2.2). This section will detail the involvement of PHIP in

advancing these arenas of chemistry, and present a detailed overview of SABRE

(Sect. 2.5), an emerging methodology for polarizing molecules using parahydrogen
without its incorporation into the analyte.

2.1 Homogeneously Catalyzed Hydrogenation Reactions
Involving Parahydrogen

Homogeneously catalysed hydrogenation reactions employing parahydrogen are

commonplace in the investigation of many systems. The sample homogeneity offered

by such systems facilitates artefact free NMR spectra which possess good line shapes

so that peaks are well resolved. The use of PHIP as a structural elucidation tool, either

to obtain directly the chemical identity of molecules or as a mechanistic probe, has

been the focus of many investigations. A number of reviews have been dedicated to

this subject [12, 22]. Measurements can be conducted rapidly as hydrogen addition

occurs quickly, thus entailing a substantial magnetic reservoir which can be tapped

into without the need to consider relaxation times. Used in conjunction with 1D and

2D methods (see Sect. 3), PHIP provides key information to enable identification of

reaction intermediates. Structural elucidation is key to ascertaining reaction cycles

and the role played by the intermediates which can often only be observed using

PHIP. A few examples will now be detailed.

The use of PHIP to elucidate reaction intermediates has been highlighted in a

Pt catalysed alkyne hydrogenation, in which the choice of solvent could affect the

alkene produced [23]. The identification by use of PHIP combined with GC-MS

showed that in the presence of alcoholic based solvents, alkoxy alkenes could be

produced. This observation enabled an already established catalytic cycle to be

extended to show that alcohols such as methanol could act as a proton source for the

hydrogenation of the alkyne [24].
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New intermediates in the hydrogenation of various olefins using Wilkinson’s

catalyst, RhCl(PPh3)3, has been shown by PHIP [25]. Previously undetected dihydride

species were observed such as the binuclear complex (H)2Rh(PPh3)2(m-Cl)2Rh(PPh3)
(olefin) and Rh(H)2(olefin)(PPh3)2(Cl). The binuclear complex is not directly part of

the catalytic cycle, and its observation suggested reduced activity of the system

through the formation of a less active binuclear species. Rh(H)2(olefin)(PPh3)2(Cl),

however, is an intermediate in hydrogenation catalysis and, from the PHIP spectra,

the phosphines were found to be cis to one another as were the two hydrides. These

observations enabled previously established reaction cycles to be expanded as well as

alluding to the reduced effectiveness of the catalysts over time.

Conclusive evidence for the mechanism of hydrogen addition to Pt(Ph2CH2CH

(Me)OPPh2) has been obtained through the use of PHIP [26]. Hydrogen addition was

found to occur in a concerted pairwise manner by monitoring the hyperpolarised

signals generated when parahydrogen was reacted with the unsymmetrical platinum

complex. The resulting dihydride species, in which the hydrides are magnetically

inequivalent, possess antiphase peaks which are observed as doublets of doublets due

to coupling with 31P and 195Pt. The 2D spectroscopy of this dihydride complex is

discussed in more detail in Sect. 3.4.

As well as structural elucidation, PHIP has been used in conjunction with other

chemical methods to obtain novel hyperpolarised products. A recent contribution by

Bargon has highlighted how molecules that are not normally polarisable can become

hyperpolarised by utilising chemical processes other than hydrogenation [27]. Their

study focuses on the hydrogenation of vinyl acetate forming ethyl acetate. The use of

vinyl acetate instead of ethenol (which tautomerises to give predominantly ethanal)

results in the double bond being in the desired position for hydrogenation. Subsequent

basic hydrolysis yields acetic acid and ethanol, the latter of which possesses an

absorption peak (CH2 protons) and an emission peak (CH3 protons). The signal

enhancement is low (~fourfold) but the process of hydrogenation, hydrolysis and

transport into the measurement field is greater than 20 s so there is significant

relaxation.

In Sects. 2.2 and 2.3 the application of PHIP to two specific examples involving

hydrogenation will be discussed: its use in conjunction with photochemical

methods and its employment for studying hydroformylation reactions.

2.2 In Situ Photochemistry in Combination with PHIP

The unstable nature of some complexes means that most characterisation methods

using NMR are limited due to the way the sample is manipulated prior to data

acquisition. Groups have used UV light to circumvent this; in particular the use of

modified probes which enable the photolysis of samples within the bore of the

magnet allow for the characterisation of intermediates formed by conventional

methods.
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One of the main contributions in this area was in 2005 by the group of Duckett.

Their investigations into the laser initiated (either pulsed or continuous-wave) reaction

between complexes of the type Ru(CO)3(L2) (where L2 ¼ dppe (1,2-bis(diphenyl-

phosphino)ethane) or dpae (1,2-bis(diphenylarsino)ethane) and parahydrogen led to

the generation of a pure nuclear spin state with respect to the hydride ligands [28]. The

two complexes formed by reaction with parahydrogen (Ru(CO)2(L2)(H)2) after laser

flash photolysis possess hydrides with spin states of purity 89.8 � 2.6% (dppe) and

106 � 4% (dpae). The dppe system was studied using continuous wave and flash

laser irradiation. The use of flash irradiation was far superior to continuous wave as it

prevented dephasing and relaxation effects. This work demonstrated the applicability

of such a system in producing a defined pure magnetic state which would be suitable

for employment in quantum computing.

A related system, Ru(CO)2(PPh3)(dppe), was also probed using parahydrogen
based NMR studies [29]. Ru(CO)2(PPh3)(dppe) was shown to react differently when

probed using either thermal or photochemical methods. Under thermal conditions,

PPh3 is lost from Ru(CO)2(PPh3)(dppe), enabling the oxidative addition of hydrogen

to form Ru(CO)2(dppe)(H)2. The formation of this product was confirmed by the

observation of enhanced hydride resonances using parahydrogen which were

quenched upon the addition of an excess of PPh3. Photochemically, loss of CO

dominates and thus an alternative dihydride is produced Ru(CO)(PPh3)(dppe)(H)2
(Isomer A in Fig. 1). The exposure of Ru(CO)2(PPh3)(dppe) to parahydrogen with

concurrent UV laser photolysis resulted in the formation of a new set of signals; these

were shown to belong to Isomer B (see Fig. 1). An alternative photochemical

pathway was identified by the irradiation of Ru(CO)2(PPh3)(dppe) in the presence

of pyridine, which led to the observation of Ru(H)2(CO)(dppe)(pyridine). This

pathway involves CO and PPh3 loss. The presence of two isomers of Ru(H)2(CO)

(dppe)(pyridine) was again confirmed by the use of parahydrogen. This report

highlights the importance of parahydrogen in conjunction with photochemical stud-

ies so that all the generated species can be detected.

Further ruthenium complexes of the type Ru(CO)3(L)2 where L ¼ PPh3, PMe3,

PCy3 and P(p-tolyl)3, have been studied using photochemical methods in conjunction

with parahydrogen [30]. Two competing processes were identified; one in which CO

loss occurs prior to hydrogen addition to form the cis-cis-trans-L isomer of Ru

(CO)2(L)2(H)2 and another in which a single photon induces loss of CO and L, thus

leading to the formation of the cis-cis-cis isomer. A summary of the products formed

after reaction, via both pathways, is shown in Fig. 2. The pathway which involves just

Fig. 1 The two isomers

produced after the irradiation

of Ru(CO)2(PPh3)(dppe) with

concurrent exposure to

parahydrogen
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CO loss involves the 16-electron complex Ru(CO)2(L)2. The utilisation of PHIP in

conjunction with theoretical calculations elucidated that hydrogen addition occurs

over the OC–Ru–CO axis.

Iridium complexes have also been studied using photochemical techniques and

PHIP. The rapidity of NMR characterisation of thermally and photochemically

generated complexes of the general formula [Ir(H)3(CO)3�x(PPh3)x] (x ¼ 1–3) has

been reported [31]. The hydride region of the 1H NMR spectrum is very diagnostic as

to the complex formed, and the ability to complete these experiments using 31P

decoupling and the employment of 13CO facilitated the complete assignment of all

the hydrides observed. The detection of these unstable hydride complexes was

achieved without the need for high pressures of hydrogen gas and, more importantly,

requiring very small amounts of the initial complex (~1 mg). Without the increase in

signal intensity offered by PHIP these observations would not have been possible.

2.3 The Study of Hydroformylation Systems

Hydroformylation is a key industrial process for the synthesis of aldehydes using

metal complexes. Understanding the process by which the aldehyde is formed can

lead to the development of better catalysts. PHIP has been employed to achieve a

greater understanding in these systems by enabling the direct observation of interme-

diate species.

Fig. 2 Summary of parahydrogen addition to Ru(CO)2(PPh3)2 and Ru(CO)2(PPh3) fragments and

the subsequent structures of the products formed
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Cobalt and rhodium systems containing phosphines are typically used as industrial

catalysts. Iridium catalysts are generally slower because of reduced rates of migratory

insertion, but this may be advantageous in terms of NMR measurements in that it can

be observed on an NMR time scale. An investigation of a hydroformylation reaction

catalysed by an iridium containing catalyst has been described, in which para-
hydrogen is used to gain insight into the reaction mechanism [32]. Ir(CO)

(PPh3)2(Z
3-C3H5) when reacted with parahydrogen at 273 K forms Ir(CO)(PPh3)

(Z3-C3H5)(H)3 and two square based pyramidal isomers of the formula Ir(CO)(PPh3)

(Z3-C3H5)(H)2. The isomers were only detected when using parahydrogen, and were

not detectable under thermal conditions. By warming to 295 K, propene and propane

were detected via their PHIP enhanced 1H NMR signature. The liberation of propene

and propane enabled the subsequent formation of mer and fac isomers of Ir(CO)

(PPh3)2(H)3. In the presence of CO and parahydrogen, hydrogenation was suppressed
and carbonylation occurs. In this mixed atmosphere, two novel dihydride products cis,
cis-Ir(CO)2(PPh3)(COCH2CHCH2)(H)2 and cis,cis- Ir(CO)2(PPh3)(Z

1-CH2CH¼CH2)

(H)2 were detected. The former goes on to eliminate propene, whereas the latter yields

the hydroformylation product. The use of 13CO in both instances enabled the geometry

to be assigned due to the observation of only a single hydride resonance.

A xantphos containing iridium complex has also been used to study hydrofor-

mylation [33]. The use of PHIP in this report was to allow the observation of Ir

(xantphos)(CO)(H)2(COEt), the precursory complex involved in the formation of

ethanol after subsequent reaction with a further parahydrogen molecule. PHIP was

also employed advantageously in conjunction with 1H and 31P NMR spectroscopy to

elucidate fully the structures of the isomers of Ir(xantphos)(CO)(H)2(X). Interest-

ingly, the observation of polarisation (net emission) in the aldehyde product formed

upon the reaction of Ir(xantphos)(CO)(H)2(COEt) with parahydrogen originates

from one-H PHIP. This effect, so named because only one proton from parahydrogen
is transferred to a product, has been reported previously by Permin and Eisenberg [34]

for the analogous complex Ir(dppe)(CO)2(COEt). Permin and Eisenberg, who were

also studying hydroformylation reactions, had postulated that the overlapping

hydride resonances of the intermediate acyl dihydride complex had resulted in a

specific condition causing a second-order effect. However, the observation of one-H

PHIP when using Ir(xantphos)(CO)(H)2(COEt) suggests that this is not the case,

as the hydride resonances are well separated and thus there is no second-order

effect. Upon re-examination of Ir(dppe)(CO)2(COEt) at 500 MHz instead of

400 MHz, the overlap in the hydride region is now non-existent, yet one-H PHIP

was still observed. This set of experiments highlighted that one-H PHIP is not as

specific as previously thought, and may actually be more commonplace. Indeed a

further report of one-H PHIP has been observed in the hydrogenation of diphenyla-

cetylene catalyzed by a platinum(II) bis-phosphine triflate complex [23]. When the

reaction was conducted in methanol-d4 at 314 K, the hydrogen atom of the Z isomer

of the vinylether produced was shown to exhibit polarised signals due to one-H PHIP.

The PHIP effect has been employed to map fully the hydroformylation reaction

using Co(Z3-C3H5)(CO)2(PCy3) [35]. The detection and characterisation of reaction

intermediates which did not contain hydride ligands was made possible by the use of
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parahydrogen which resulted in anti-phase signals being observed in the 1H NMR

spectrum. These complexes were identified as Co(COCH(CH3)2)(CO)3(PCy3) and Co

(COCH2CH2CH3)(CO)3(PCy3).The composition of these intermediates, in that they

both contain PCy3, led to the conclusion that the reaction proceeded initially with H2

via CO loss. Other enhanced resonances were observed for HCOCHCH2CH3 and

HCOCH(CH3)2, the two corresponding hydroformylation products. In a further report,

analogous complexes of the type Co(Z3-C3H5)(CO)2(PR2R’) (R, R’ ¼ Ph, Me; R,

R’ ¼ Me, Ph; R ¼ R’ Ph, Cy, CH2Ph) were used to study the same hydroformylation

reaction [36]. Reactions of these allyl complexes led to the observation of PHIP in both

liberated propane and propene. The detection of branched and linear acyl containing

complexes was again observed. Additionally, when the complex containing PPh2Me

was used, additional PHIP enhanced signals for Co(COCH2CH2CH3)(CO)2(PPh2Me)

(propene) and Co(COCH(CH3)2)(CO)2(PPh2Me)(propene) were also detected. These

arise from the trapping of the 16 electron fragments Co(COCH2CH2CH3)

(CO)2(PPh2Me) and Co(COCH(CH3)2)(CO)2(PPh2Me) by propene, which is PHIP

enhanced, rather than CO.

2.4 Heterogeneously Catalyzed Hydrogenation Reactions
Involving Parahydrogen

PHIP based reactions are typically performed using homogeneous catalysts as this

ensures good sample homogeneity for spectroscopic based studies. There is, how-

ever, a growing need to be able to separate the catalyst from the hyperpolarised

material produced. This is because, for in vivo measurements, the biocompatibility

of the catalyst cannot always be assured. It also means that more biologically

compatible media can be used without cause for concern with respect to catalyst

solubility. It is for these two reasons that attention is being directed to design and

create systems that can be used to polarise effectively a range of suitable substrates.

The first example of the PASADENA effect at a solid surface was demonstrated in

2001 by Weitekamp and co-workers [37]. Reversible hydrogen adsorption onto the

surface of zinc(II) oxide was studied using normal and para-enriched hydrogen.

The anti-phase nature of PASADENA derived signals was observed in the presence

of parahydrogen, which contrasted with a single broad signal observed in the

presence of normal hydrogen. The observation of this polarised signal facilitated

an investigation into hydrogen adsorption modes occurring on the surface of the

metal oxide.

The first report of heterogeneously catalyzed liquid-phase hydrogenation of

alkenes and alkynes was by Duckett and co-workers [38]. A range of platinum,

silver, iron, palladium and rhodium solid supported catalysts were investigated for

the hydrogenation of methyl propiolate. There was no clear correlation between

average particle size and the intensity of the polarised signals. Of the materials

tested, the Pt/silica material gave the most intense PASADENA derived signal,
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despite possessing a low metal content (0.5 wt%) compared with other materials

tested. The observed signal intensity, although small, clearly possessed anti-phase

character associated with a PASADENA type derived signal.

Koptyug et al. provided the first ALTADENA based study using heterogeneous

catalysis [39]. Initially they showed that Rh/TiO2 and Rh/AlO(OH) could hydroge-

nate propylene in the gas phase. This was then extended to a liquid phase based

study, in which the propylene gas was dissolved in either toluene or acetone;

solvent choice was dependent on the catalyst used. ALTADENA polarisation

patterns were observed in the 1H NMR spectrum, thus highlighting the fact that

heterogenous based catalysts could be used for the production of continuously

flowed polarised liquids. The hydrogenation of styrene using the Rh/TiO2

supported metal catalysts quite clearly differentiates the phase character of the

signals produced via either an ALTADENA or a PASADENA route, the former

being either in emission (CH2) or absorption (CH3) mode and the latter having anti-

phase character.

2.5 SABRE

The requirement of unsaturated bonds in molecules so they can be used in conjunc-

tion with PHIP does mean that the scope of the technique is limited to the chemical

nature of the analyte. A new technique which uses parahydrogen to improve the

sensitivity of the NMR experiment is being pioneered at the University of York by

the Duckett group. This new technique does not require the incorporation of

parahydrogen into the analyte. It is the J-coupling which modulates the transfer

of polarisation from parahydrogen derived hydrides to the analyte of interest which
are brought into contact at a metal surface [40]. This new approach, referred to as

signal amplification by reversible exchange (SABRE) [11], involves the creation of

magnetic states at low magnetic field followed by rapid transport to the NMR

spectrometer and acquisition of NMR data. Like ALTADENA, magnetisation is

optimally read out using a p/2 pulse.

The effect was first reported when complexes of the type [Ir(COD)(PR3)2]BF4
(R ¼ Ph, (p-Tol) or p-C6H4OMe) in the presence of pyridine was exposed to an

atmosphere of parahydrogen [41]. The use of 15N-labeled pyridine led to the

observation of anti-phase peaks in the 1H NMR spectrum, which arises because

the hydride ligands are magnetically inequivalent as they belong to an AA“XX”

spin system. The 15N label was sensitized by a factor of 120 times using a

PH-INEPT (detailed in Sect. 3.1) pulse sequence compared to a 1,024 scan 15N

NMR control spectrum. This result was achieved without incorporation of

parahydrogen into the analyte.

Subsequent studies showed that the sensitization of nuclear spins could be fine

tuned by modification of the coordination sphere of the metal complex. A further

complex, [Ir(COD)(PCy3)(py)][BF4], was also found to be a capable polarisation

transfer catalyst [42]. Upon reaction with parahydrogen in the presence of pyridine,
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the complex fac,cis-[Ir(PCy3)(py)3(H)2]BF4 results. After polarisation in a field of

0.5 � 10�4 T, the three 1H resonances of pyridine exhibit enhanced signals in

either an absorption (meta resonance) or emission (ortho and para resonances)

mode. Enhancements for the ortho, para and meta 1H resonances were found to be

�144-, �47- and +220-fold. Sensitization of 15N and 13C resonances was also

demonstrated. When using 15N-labeled pyridine a 128-fold increase was observed

whilst 13C enhancements of 15:5:8 (ortho:meta:para) was obtained when using a

refocused 13C{1H} pulse sequence. The identity of the phosphine was shown to

have an effect on the absolute signal strengths of pyridine after polarisation transfer

at 0.5 � 10�4 T. Of those tested, it was the most electron rich and sterically

demanding ligand, PCy3Ph, which proved most beneficial in polarisation transfer

to the hydrogen atoms in pyridine.

A further report using Ir(COD)(PCy3)(py)]BF4 to sensitize 1H spins in conjun-

ction with NMR and MRI has been published by Duckett and co-workers [11]. This

report highlights not only the application of SABRE to NMR but also to MRI. The

sensitization of analytes at low concentrations was demonstrated. A 6-nmol sample

of pyridine was successfully polarised using [Ir(H)2(PCy3)(pyridine)3][BF4] in a

field of 2 � 10�2 T. Even when the thermal, non-hyperpolarised, trace is expanded

by 128-fold, the hyperpolarised signals (which all have emission character) are far

larger. A sample containing 50 mmol of nicotinamide was polarised similarly at a

field of 0.5 � 10�4 T, after which all four 1H resonances were shown to be

hyperpolarised in the 1H NMR spectrum. Again the resonances display emission

character aside from themeta 1H resonance which is in absorption mode. A refocused
13C{1H} spectrum was also recorded for this sample in a single transient. The authors

note that 3-fluoropyridine, nicotine, pyridazine, quinoline, quinazoline, quinoxaline

and dibenzothiophene can also be polarised using this method because they all

weakly associate with the metal complex through their basic donor sites. 1H True-

FISP (fast imaging with steady state precession)MRI images of an 8-mm sample tube

containing glass cylinders of internal diameter 1 mmwere presented, which showed a

160-fold increase in signal strength when the sample is hyperpolarised using SABRE

compared to its thermal equilibrium magnetisation.

The use of SABRE as a trace analysis tool has been explored by Blümich and

co-workers [43]. They report that 12 nmol of pyridine could be detected in a 0.4-mL

NMR sample using just a single scan after polarisation transfer via SABRE

followed by acquisition of 1H NMR data in a low field spectrometer. The

polarisation transfer catalyst [Ir(COD)(PCy3)(py)][BF4] was used. The application

of SABRE to sensitize the signals of pyridine was compared against a thermal

prepolarisation method using a 2-T Halbach magnet. The limit of detection where

the S/N ¼ 1 was estimated to be 1 mL using the thermal prepolarisation method and

1 nL using SABRE. Therefore, compared with the thermal prepolarisation method,

SABRE provides a 1,000-fold improvement in terms of the detection limit.

SABRE has been implicated in the selective detection of drug molecules in a low

field spectrometer [44]. Harmine, nicotine and morphine were all polarised using

SABRE at 3.9 mT using [Ir(COD)(PCy3)(py)][PF6] as the polarisation transfer

catalyst. The 1H NMR spectra for all three drug molecules were compared with

those obtained using thermal prepolarisation at 2 T. The 1H NMR spectra obtained
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following polarisation using SABRE showed considerable increase in the ampli-

tude of the signal relative to that obtained using prepolarisation at 2 T. In fact, it was

found that a few milligrams of each drug molecule could be readily detected after

polarisation transfer using the SABRE conditions for magnetisation transfer,

even though the hydrogen gas used for the study contained only 50% parahydrogen.
The same group also showed that it was possible to hyperpolarize small amount

of amino acids and peptide chains and detect them in low magnetic fields

(~0.25 mT) [45]. A similar, yet distinct, approach had been reported prior to this

by Duckett and co-workers [46]. Use of IrCl(CO)(PPh3)2 in the presence of adenine

or purine led to the observation of multiple PHIP enhanced hydride resonances

which are indicative of the nitrogen involved in binding and its chemical surroundings

upon ligation.

Modification of the coordination sphere surrounding the iridium metal centre has

been found to improve the sensitization of nuclei of interest [20]. Exchanging the

phosphine for an N-heterocyclic carbene (NHC) led to the observation of increased

signal intensity in the 1H NMR spectrum. For example, when using the complex

[Ir(IMes)(COD)Cl] to polarise pyridine, a 266-fold increase in signal intensity was

observed for the meta protons after polarisation transfer at 0.5 � 10�4 T followed

by interrogation by RF pulses in a 9.4 T magnet. This compares with an 18-fold

increase when using [Ir(COD)(PCy3)(py)][BF4]. This result is therefore suggestive

that the chemical make-up of the metal complex directly influences polarisation

transfer, and thus means that the ligand sphere around the metal ion may be “tuned”

to increase effectively magnetisation transfer.

3 Pulse Sequences for Increasing Sensitivity Using PHIP

Due to the naturally low abundance of heteronuclei, sensitivity gains from using

PHIP are still relatively small. A number of pulse sequences in which hyper-

polarisation can be transferred from 1H nuclei to heteronuclei efficiently have been

developed to tackle this problem. These sequences have been based on well-

established 1D and 2D methods such as INEPT. Other pulse sequences have been

designed to detect hyperpolarised signals selectively and suppress thermally derived

signals to aid in spectral assignment and to probe the nature of hyperpolarised peaks.

This section will look at both aspects of this arena of research. Reports on this subject

have been published previously, in particular on the transfer of parahydrogen-
induced hyperpolarisation to heteronuclei by Kuhn and Bargon [47].

3.1 INEPT

INEPT (insensitive nuclei enhanced by polarisation transfer) was originally devel-

oped to increase the signal strength of nuclides which are low in natural abundance

and possess a low gyromagnetic ratio. By transferring magnetisation from protons to

coupled heteronuclei of interest, a gain in sensitivity is achieved. Initial studies had
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viewed the use of INEPT from a chemical standpoint. The observation of anti-phase

peaks in the 31P spectrum of [Ir(H)2Br(CO)(dppb)] just 1 min after thawing from

�196 �C in the presence of parahydrogen compared almost exactly with that of an

INEPT spectrum with room-temperature equilibrated spin states [48]. However, this

experiment just exemplified that spin overpopulations could be generated via the

oxidative addition of parahydrogen to a metal centre followed by subsequent

polarisation transfer to 31P nuclei. Using the INEPT+ sequence developed by

Sorensen and Ernst [49], Eisenberg and co-workers were able to record 13C spectra

of labelled and unlabelled [Ir(H)2Br(CO)dppe] [50]. Using labelled 13CO and

parahydrogen, a 158-fold enhancement in signal strength was observed for a 32-

scan spectrum compared with a 256-transient collected using thermal equilibrated

hydrogen gas. This enhancement is quite phenomenal in that 1 scan collected using

PHIP is effectively equivalent to 25,000 scans collected using normal conditions.

When natural abundance COwas used, the resulting spectrumwas 25-fold stronger in

S/N than that produced at thermal equilibrium.

The INEPT sequence has been adapted for use with PHIP by Bargon and co-

workers, who have developed three sequences based on the INEPT building block

(Fig. 3); PH-INEPT, PH-INEPT+ and PH-INEPT(+p/4) [51]. All of these sequences
require the two protons of parahydrogen to add to an unsaturated molecule in

chemically inequivalent positions. Additionally, it is worthy of note that the PH-

INEPT sequence does not transfer any proton magnetisation stemming from systems

at thermal equilibrium. Consequently, the corresponding spectrum only displays

signals originating from products recently formed by reaction with parahydrogen.
The need to develop more than one pulse programme for conducting INEPT

experiments using parahydrogen, arose from difficulties in probing systems in

which the J-coupling between the protons derived from parahydrogen is small or

non-existent. The PH-INEPT(+p/4) successfully circumvents this problem by

converting trilinear linear unobservable terms of the type IzIySx into observable

terms by application of a 45� pulse on proton to yield observable IzIzSx. Thus the
coupling between the two parahydrogen derived protons is irrelevant. Compared

with the INEPT + sequence, which yields anti-phase signals in parahydrogen
systems and in-phase signals in systems at thermal equilibrium, the PH-INEPT

(+p/4) was found to perform much better.

3.2 SEPP

Most sequences discussed so far have revolved around the direct modification of the

pulse sequence by changing an initial p/2 for a p/4 pulse in order to interrogate

magnetisation transfer conducted under the PASADENA regime. A simple selec-

tive excitation and detection scheme for observing enhanced signals via PHIP has

been published [52]. This scheme has been named SEPP (selective excitation of

polarisation using PASADENA); see Fig. 4 for pulse sequence. SEPP converts the
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Fig. 3 Pulse sequences for PH-INEPT (a), PH-INEPT+ (b) and PH-INEPT (+p/4) (c)
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longitudinal two-spin order term IzIz into in-phase magnetisation on one of the

protons originating from parahydrogen. Given that the conversion of longitudinal

two spin order is only 50% using a p/4 pulse, SEPP allows for a more efficient and

versatile handling of PASADENA signals.

SEPP has been combined with a number of different pulse sequences in order to

investigate parahydrogen based systems. Bargon and co-workers have reported

sequences for SEPP-INEPT, SEPP-INEPT+ and SEPP-DEPT and used them suc-

cessfully to monitor the hydrogenation of 1-hexyne and phenylacetylene catalysed

by [Rh[norbornadiene](PPh3)2] [53].

Sengstschmid et al. have demonstrated the use of 1D TOCSY and doubly selective

HOHAHA transfer in combination with the SEPP sequence [52]. A 1D-SEPP-

HOHAHA is presented showing a single step transfer from the proton located on

the 2 position of 1-hexyne to the adjacent methylene group whilst hydrogenation

occurs to form 1-hexyne. Also presented is a multistep transfer which demonstrates

that four stepwise transfers is possible using this technique, whilst still giving

sufficient S/N after eight scans. Eight scans were also adequate to enable all 1H

NMR resonances to be detected using the 1D SEPP-TOCSY.

3.3 INADEQUATE

Parahydrogen polarisation can be transferred to pairs of hetero nuclei using a

modified INADEQUATE sequence as reported by Bargon and co-workers [54].

The pulse sequence used is shown in Fig. 5. Using this pulse sequence, 13C-13C

couplings were obtained for the hydrogenation product 1,4-diphenylbut-1-en-3-yne

from 16 scans under the PASADENA condition. Employment of the conventional

INADEQUATE sequence was not sufficient to detect 13C-13C couplings after 15 h

of measurement time. Modulation of the evolution times t1 and t2 enabled the

Fig. 4 Pulse sequence for SEPP-INEPT
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polarisation to be transferred exclusively to selected pairs. When t1 and t2 were

both set to 0.0032 s polarisation was transferred to the two olefinic carbon nuclei.

Use of a longer time of 0.028 s reduced the selectivity of the transfer and, as such,

three pairs of carbon nuclei were detected.

Cowley et al. have reported on the use of INADEQUATE in conjunction

with SABRE [20]. The traditional INADEQUATE sequence rather than

PH-INADEQUATE was employed. The ortho and meta 13C NMR resonances of

4-picoline were detected with a common J13C–13C splitting of 54 Hz. This was

obtained in just four scans using an automated polarizer system to prepare and

transfer the hyperpolarised material.

3.4 HMQC

The HMQC sequence has been modified for use with parahydrogen derived

polarisation transfer experiments under the high field regime by changing the

sequence such that the initial p/2 pulse is replaced by a p/4 pulse. Duckett and co-

workers have used such a sequence to probe the reaction chemistry of [Rh(PMe3)3Cl]

and [Rh(PMe3)4]Cl with hydrogen [55]. Using the modified HMQC sequence in

conjunction with parahydrogen, the 31P and 103Rh nuclei of the addition products

were detected indirectly due to their coupling to 1H. This demonstrates how PHIP can

be used to detect, with respect to 103Rh, nuclei that have low magnetogyric ratios and

would therefore not be routinely probed. Couplings to 195Pt have been detected via

the use of this modified HMQC sequence [26]. Even when less than 1 mg of the 195Pt

Fig. 5 Pulse sequence for PH-INADEQUATE.
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containing complex is used, [Pt((dpp)2mop)(Cl)2] (((dpp)2mop) is Ph2PCH2CH(Me)

OPPh2), 2D spectra were obtained in 2–5 min. From this, a pair of doublets of

doublets was observed due to coupling to the magnetically inequivalent 31P nuclei

of the ligand.

This modified HMQC sequence has also been used to probe directly the ligand

sphere of a Ru(II) dihydride [56]. Examination of the spectra produced highlighted

that, whilst Hb in the ccc-form of the complex (see Fig. 6) is trans to Pb and cis to Pa,
Ha is cis to both Pa and Pb and is, therefore, trans to CO. The presence of an

additional cross peak connects the hydride and phosphorus resonances of the tcc-
form of the complex. Using normal hydrogen, the ccc-form is not observable, thus

highlighting the importance of using parahydrogen in these studies, especially in

conjunction with 2D methods.

3.5 OPSY

An NMR method which efficiently removes signals derived from nuclei with ther-

mally equilibrated spin state populations whilst leaving those signals derived from

PHIP has been reported. Gradient assisted coherence selection is used to achieve the

discrimination required. This technique, known as OPSY (only parahydrogen spec-

troscopy) [57], relies on the generation of the 2IxSx term produced for parahydrogen
derived nuclei after the first p/2 pulse. Subsequent precession during gradient pulse

and evolution by the application of a second p/2 pulse and a further gradient pulse

generates terms of the type IzSy which are observable (see Fig. 7 for pulse sequence).

The application of this technique was validated by monitoring the hydrogenation

reaction of 4-vinylcyclohexene to 4-ethylcyclochexene catalysed by [Rh(COD)

(dppb)][BF4]. Comparison of the OPSY-DQ filtered spectrum with that of the 1H

PHIP NMR spectrum showed very clearly the polarised signals of the methyl group of

the hydrogenated product and the ring protons of the alternative hydrogenation

product vinylcyclohexane. The most important observation in the OPSY-DQ filtered

spectrum was, however, the observation of the polarised signal belonging to the

methylene resonance of 4-ethylcyclohexene and a further enhanced ring proton peak

of vinylcyclohexane. Both of these signals were obscured by thermal signals in the 1H

PHIP NMR spectrum. The OPSY filter was also applied to a COSY pulse sequence.

The 2D spectrum obtained showed strong peaks that arise from the major

hydrogenation product, 4-ethylcyclohexene, and weaker peaks for the minor product

vinylcyclohexane.

Fig. 6 tcc- and ccc-forms of

[Ru(CO)2(PR3)2(H)2]
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Fig. 7 Pulse sequences for OPSY-DQ (a), OPSY-DQ COSY (b) and OPSY-DQ HMBC (c)
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Tang et al. report on the employment of the OPSY sequence to select only those

signals belonging to methyl 2-acetamidopropanote (MAP), the hydrogenation prod-

uct of methyl 2-acetamidoacrylate (MAA) [58]. The rhodium catalysed reaction was

conducted in sodium dodecyl sulphate (SDS) and D2O. The OPSY sequence enabled

the suppression of those signals derived from the solvent and SDS, thus entailing the

observation of CH2 and CH3 resonances of MAP. This pair of signals was

interrogated using the OPSY sequence repeatedly in order to ascertain the longevity

of the polarised signal. Lifetimes exceeding that of T1 were measured, with signal

still being observed after 147 s. The slow continuous diffusion of hydrogen through

the ionic liquid maintains a steady state of hydrogenated product being produced by

PASADENA, thus prolonging the lifetime of the hyperpolarised signal.

The pulse sequence family utilising the OPSY filter has been recently expanded

to include HMBC [59]. In a comparison of a conventional p/4 1H-31P HMBC with

that of an OPSY-ZQ HMBC for a sample containing [Ir(CO)(P(p-MeC6H4)3)2Cl]

and pyridine in d6-benzene, initially both spectra exhibit two sets of enhanced

signals; one set is for trans-[Ir(CO)(P(p-MeC6H4)3)2(H)2Cl], the other for [Ir(py)

(P(p-MeC6H4)3)2(H)2Cl]. The former complex is dominant whereas the latter is

only detectable via the PHIP effect. After the reaction has been allowed to progress,

the presence of both hyperpolarised and non-hyperpolarised signals are detected in

the p/4 1H-31P HMBC experiment, thus making identification of PHIP derived

signals difficult and, furthermore, making it difficult to ascertain whether the

reaction is still occurring. Conversely, only one set of signals are detected in the

OPSY-ZQ HMBC experiment – those belonging to [Ir(py)(P(p-MeC6H4)3)2(H)2Cl]

formed by CO dissociation from trans-[Ir(CO)(P(p-MeC6H4)3)2(H)2Cl] and

subsequent trapping with pyridine (Fig. 8).

4 Applications of PHIP to MRI

Applications of PHIP have not just been restricted to NMR applications. The

inherent ability of parahydrogen to magnify the signal response generated by an

analyte of interest has found widespread utility in MRI. Here, PHIP has been used

to create contrast agents which are themselves hyperpolarised in order to monitor

their biodistribution and to gain significant increases in signal intensity. It has also

been implemented in the study of hydrogenation reactions within the gas phase.

Fig. 8 Scheme showing the formation of [Ir(py)(P(p-MeC6H4)3)2(H)2Cl] via CO dissociation and

subsequent trapping with pyridine (R ¼ p-MeC6H4)
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4.1 Production of Hyperpolarised Contrast Agents

One of the main advantages of using PHIP is that the resulting hyperpolarised

molecules have relatively long T1 values. This allows for the injection of a

hyperpolarised bolus into a subject in order to study the biolocalisation. Predomi-

nantly the use of 13C has been the nucleus of choice, the advantageous nature of its

long T1 values making it highly applicable to MRI applications. However, there is

still much interest in the use of 1H as the detected nucleus, as clinics worldwide

routinely collect such images. There is also interest in 19F as it provides a

background-free active marker in images whilst also being a component in many

drug molecules, e.g. FDG which is used in PET (positron emission tomography).

The use of 19F as a detectable spin nucleus in MRI has been explored by

Bommerich and co-workers [60]. Manipulation of the spin states at sub-Earth fields

via field cycling enabled a strong coupling to be formed between 19F and 1H of

3-fluorophenylacetylene, thus entailing the propagation of polarisation from 1H to
19F. 19F imaging experiments, performed in a 4.7-T magnet using FLASH and a flip

angle of 5�, showed relatively good intensity up until ~30 s. After 1 min, thermal

equilibrium had been restored. However, to obtain the same S/N as possessed by the

first image in the series (acquired after 9 s) would require 2,500 scans. Thus a

substantial improvement in the signal intensity is obtained by the use of PHIP in

conjunction with field cycling.

Using apparatus described in Sect. 1.3 and elsewhere [16], Ross and co-workers

have reported on the successful collection of 3D hyperpolarised 13C spectra in

phantoms and mice models [61]. An in vivo 13C sub-second image was presented of

the rat brain. The image was collected 9 s after close-arterial injection of 1 mL of

25 mM of hyperpolarised succinate. Prior to this, a series of 16 experiments had

demonstrated that the polarisation obtained using their apparatus was very stable;

the average polarisation measured over the 16 runs was 15.3 � 1.9%.

The potential that SABRE offers in terms of MRI is an exciting recent develop-

ment. As SABRE does not chemically modify the substrate, there is the potential to

polarise approved drug molecules or molecules which are found naturally in the

human body. This circumvents the need to find unsaturated precursors as would

be required for normal PHIP type experiments in which the molecule needs to be

hydrogenated in order to polarise it. Furthermore, the scope for the types of

molecules that could be used as biological tracers is widened. Thus far, True-

FISP MR images of an 8-mm tube containing 1-mm internal diameter cylinders

have been successfully imaged which have a 160-fold increase in signal intensity

over those collected using thermal equilibrium magnetisation [11]. In reality, the

signal intensity is far greater than 160-fold when the slice thickness is accounted

for; the slice thickness of the hyperpolarised image is 40 times less than that of the

scan obtained using thermal magnetisation.

Methods have been developed to overcome the efficient relaxation processes

that exist in liquids after polarisation transfer. Most NMR measurements are

performed using a “batch process” in that magnetisation is read out shortly after
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preparation. Use of small flip angles can maximise the longevity of the polarised

state, especially for 2D methods. Roth et al. have reported on the use of hollow fibre

membranes (HFM) to introduce parahydrogen to a solution [62]. The use of HFM

also circumvents the normally small liquid-gas interface of the hydrogen bubbles.

Using a circular system enables the hydrogenation process to be maintained in

conjunction with a continuous sampling of the magnetisation generated, using

either 1D or 2D spectroscopic techniques. An exemplar of this method enabled a

hyperpolarised 1H-1H COSY to be collected in ~7 min compared with ~58 min for

the analogous thermal spectrum.

The advent of 13C imaging in MR, using PHIP, can be approached from the

inclusion of labelled 13C nuclei in the prospective contrast agent and/ or implemen-

tation of field cycling to transfer spin polarisation from 1H to 13C. Goldman et al.

discuss the use of RF, either CW or pulses, to achieve the same order transfer [63].

When considering hydroxyethylpropionate, a pulse sequence is described for the

production of a polarisation level of 83.7% (Fig. 9). In reality, the maximum

polarisation was about 49–50%; the difference is due to the departure of the RF

pulses from ideal conditions. However, compared with field cycling in which the

theoretical maximum is 28% (and observed was 21–25%), the use of pulses offers a

distinct advantage in this respect.

The design of the unsaturated molecule which is to be hydrogenated can be

tailored to increase its resulting bio-applicability. The incorporation of glucose is

one design feature which has been evaluated by Reineri et al. [64]. Several glucose

and glucosamine derivatives were synthesised which possessed alkyne moieties as

suitable sites for hydrogenation. Interestingly, the presence of an amide functional-

ity was found to have a negative impact on both the hydrogenation process and the

subsequent attainment of PHIP effects in the NMR spectrum. Ester derivatives

Fig. 9 Pulse sequence for polarizing hydroxyethylpropionate
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conversely possessed good parahydrogenation yields (an example of a glucose

alkyne derivative hydrogenated is shown in Fig. 10) and 13C enhancement after

field cycling was employed. T1 measurements showed that the incorporation of a

short ethyleneglycol spacer improved the T1 value of
13C carbonyl to 21 s at 9.4 T.

This is significant, as it means that there is the opportunity for the molecule to

localise within tissues during in vivo experiments, prior to data acquisition.

In a similar vein, oligooxyethylenic alkynes have been synthesized and

investigated via MRI [65]. The solubility of the alkyne shown in Fig. 11 enabled

MRI measurements to be concluded in aqueous media. In the presence of oxygen,

the T1 of the hydrogenated species was 33 s in a field of 0.5 T for the 13C labelled

atom of the carbonyl functional group in the symmetrical alkene. Field cycling was

again employed to produce magnetisation of the Iz type predominantly on carbon.

RARE images of a 130 mM hyperpolarised solution in acetone gave good S/N. The

corresponding hyperpolarised image in water gave considerably lower S/N, but did

involve a fast distillation procedure to remove the acetone prior to acquisition, and

thus relaxation was far more important.

A more recent contribution to this area has focussed on the production of

hyperpolarised 1-13C-phospholactate [66]. This report investigated the feasibility of

hydrogenating phospholactate using a rhodium water soluble catalyst, the T1 of the

resulting 13C hyperpolarisation and the characterization of the homo- and

heteronuclear spin–spin couplings. The 13C labelled nucleus was found to have a

T1 of 36 � 2 s at 0.0475 T after polarisation via PASADENA. In the 13C NMR

spectrum, after hyperpolarisation transfer, a 4,000-fold gain in sensitivity was

Fig. 10 Chemical structure of the glucose alkyne derivative incorporating an ethylene spacer

Fig. 11 Structure of the oligooxyethylenic alkyne; asterisk denotes the location of the 13C atom
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achieved at 3 T; this corresponded to a 1% polarisation level. An exploration of the

couplings within 13C-phospholactate suggested that perdeuteration of the precursor
13C-phosphoenolpyruvate would be a more viable contrast agent but more challen-

ging to synthesise. Deuteration would result in an increased T1 and, as the authors

suggest, reduce the spin system to only three spins which participate in polarisation

transfer dynamics. This three spin system is perfectly suited for use with the

polarisation transfer described by Goldman and Johannesson [67], which converts

the proton pair para order derived from parahydrogen into 13C polarisation using RF

pulses. Thus, the increase in sensitivity would be greater, therefore enabling this

molecule to be tracked more easily in vivo.

4.2 Imaging of Hydrogenation Reactions

Pines and co-workers have shown how PHIP can be used to image catalytic

hydrogenation in micro-reactors [68]. The conversion of propylene to propane

catalysed by Wilkinson’s catalyst immobilized on a tightly packed bed of silica

allowed flow maps, active regions in the catalyst bed and controlled transport of

polarisation to be resolved. These experiments highlight the applicability of PHIP to

gain an insight into this type of reaction, and show that the MR aspect of this field

is not restricted to advancing clinical diagnostics. Furthermore, if coupled with

methods to transfer polarisation to heteronuclei, additional insight could be obtained

using the methodology described.

Prior to this report, Pines and co-workers had presented cross sectional images of

hyperpolarised propylene gas through a bed of glass capillaries [69]. Hyperpolarised

propylene was produced under the ALTADENA condition, which led to an enhance-

ment factor of 300 relative to thermally polarised gas. The random packing of the

capillaries was used to demonstrate that gas phase MRI could be visualised through a

porous medium.

5 Conclusion

The utilisation of PHIP in both NMR and MRI based investigations facilitates a

greater understanding about reaction mechanisms, allows for better structural

characterisation and produces much improved signal intensity, thus curtailing the

number of scans required to obtain the same spectrum or image. Reactions can be

conducted in either homogeneous or heterogeneous media. The ease with which

parahydrogen may be introduced to the sample of interest, coupled with the

increased technological advances in polarizers for preparing and delivering the

hyperpolarised material, means that PHIP has an ever-increasing utility.
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In terms of the future, there is much promise for PHIP, especially when consid-

ering recent developments such as SABRE and the development of hyperpolarised

contrast agents. Pulse sequence design will also have a major role to play in the

development of new techniques and increasing the applicability of existing ones in

NMR and MRI. Hyperpolarised contrast agent design was discussed along with

pulse sequences for optimising the observable signal obtainable from clinical

images. SABRE was highlighted as an exciting prospect as it offers a route to

hyperpolarise molecules without the need for hydrogenating them, thus increasing

enormously the range of analytes which can be investigated.
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45. Glöggler S, Müller R, Colell J, Emondts M, Dabrowski M, Blümich B, Appelt S (2011) PCCP
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Abstract Photochemically induced dynamic nuclear polarization (photo-CIDNP) is

an effect that produces non-Boltzmann nuclear spin polarization which can be

observed as modification of signal intensity in NMR spectroscopy. The effect is

well known in liquid-state NMR where it is explained most generally by the classical

radical pair mechanism (RPM). In the solid-state, other mechanisms are operative in

the spin-dynamics of radical pairs such as three-spin mixing (TSM) and differential

decay (DD). Initially the solid-state photo-CIDNP effect has been solely observed on

natural photosynthetic reaction centers (RCs). Therefore the analytical capacity of the

method has been explored in experiments on reaction centers (RCs) of the purple

bacterium of Rhodobacter (R.) sphaeroides. Here we will provide an account on

phenomenology, theory, and analytical capacity of the solid-state photo-CIDNP effect.
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1 The Solid-State Photochemically Induced Dynamic Nuclear

Polarization Effect

The solid-state photochemically induced dynamic nuclear polarization (photo-

CIDNP) effect, discovered by Zysmilich and McDermott in 1994 [1], allows for

signal enhancement by factors of several 10,000 s for 13C magic angle spinning

(MAS) NMR at a magnetic field of 4.7 T (i.e., 200 MHz 1H frequency) in reaction

centers (RCs) of the purple bacteria Rhodobacter (R.) sphaeroides wildtype (WT)

[2] and the carotenoid-less mutant R26 [3]. Such strong signal enhancement allows,

for example, selectively observing photosynthetic cofactors to form radical-pairs at

nanomolar concentrations in membranes, cells [3, 4] and entire plants (G.J. Janssen

et al., unpublished). Due to the long 13C relaxation time in solids, the nuclear

polarization of subsequent photocycles can be accumulated in continuous illumina-

tion experiments, making photo-CIDNP MAS NMR a sensitive analytical tool for

studying radical pairs [5–8]. The effect has been observed in all natural photosyn-

thetic RCs studied so far [9], and for a long time, despite great efforts, experiments

on other systems have failed. Recently we observed the effect in a blue-light

photoreceptor, the phototropin mutant LOV1-C57S [10]. The short lifetime of the

radical pair in natural photosynthesis (some 10 ns) is leading to broad matching

windows which facilitate the observation of the effect. On the other hand, blue-light

photoreceptors with radical-pair lifetimes in the microsecond range show sharp

matching windows (Fig. 1) and are therefore more difficult to approach with

standard NMR equipment.

From RCs of R. sphaeroides, the best investigated photosynthetic RC (for

review see [11, 12]), the field-dependence of the amplitude of the solid-state

photo-CIDNP effect has been studied in the range from 1.4 to 17.6 T in WT and

R26, respectively (Figs. 2, 3, 4, and 5) [13]. Within the entire field regime, the

intensity patterns are different between spectra of WT and R26 RCs. While the first

are entirely emissive spectra, in the latter both emissive and absorptive lines occur.

The optimum for the spectral resolution is reached at about 4.7 T since at 2.4 T the

spectral dispersion becomes too poor, while at higher field artificial line-broadening

is required to compensate for lower signal-to-noise ratio. WT RCs show the

maximum enhancement around 2.4 T (Figs. 2 and 4) corresponding to the high-

field matching window of the solid-state photo-CIDNP effect [by the TSM and DD

mechanisms; see Sect. 2]. On the other hand, for R26 RCs the maximum enhance-

ment is not reached at 1.4 T (Figs. 3 and 5) and the ratio between positive and
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High-field regime
(ST0-TSM & DD)

Magnetic field strength →
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Earth NMR
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Long-lived
radical pairs
(some μs)

Short-lived
radical pairs
(some ns)

Fig. 1 Signal enhancement (vertical axis) obtained by the solid-state photo-CIDNP effect due to

three-spin mixing (TSM) depending on the strength of the magnetic field (horizontal axis) and the
lifetime of the radical pair (broad vs thin semispheres)

Fig. 2 13C MAS NMR spectra of quinone depleted RCs of R. sphaeroidesWT in the dark (black)
and under illumination (gray) at 17.6 T (a), 9.4 T (b), 4.7 T (c), and 2.4 T (d). The spectra were

obtained at 235 K under an MAS frequency of 8 kHz under 1H decoupling
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negative signals is changed strongly in favor of the first. For 1.4 T we estimate an

enhancement factor of at least 80,000 due to the DR mechanism (see Sect. 2).

Experiments at even lower fields would require a field cycling system to avoid

further loss of resolution.

2 The Solid State Photo-CIDNP Effect: Theory

The cyclic spin-chemical processes producing such high nuclear polarizations are

now understood for a spin-correlated radical pair interacting with a single nuclear

spin in quinone depleted RCs of R. sphaeroides [11, 13]. Under illumination, RCs

(Fig. 6) form radical pairs with the primary electron donor P, the so-called “special
pair” of two bacteriochlorophylls (BChl) as radical cation, and the primary electron

acceptor F, a bacteriopheophytin (BPhe), as radical anion (Scheme 1).

The radical pair mechanism (RPM), well established in liquid-state photo-

CIDNP, is active in spin-sorting, i.e., enriching one nuclear spin state in one of

Fig. 3
13C MAS NMR spectra of quinone depleted RCs of R. sphaeroides R26 in the dark (black)

and under illumination (gray) at 17.6 T (a), 9.4 T (b), 4.7 T (c), and 2.4 T (d). The spectra were

obtained at 235 K under an MAS frequency of 8 kHz under 1H decoupling
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the two decay channels of the radical pair and depleting it in the other. Since the

product state in Scheme 1 is identical for both branches of the radical-pair decay, in

steady-state experiments using continuous illumination the process of spin sorting

does not lead to enhanced nuclear polarization. The polarizations arising from the

two channels exactly cancel. Time-resolved experiments (Fig. 7, spectra C), how-

ever, are able to observe the spin-sorting by the RPM. Figure 7 shows the evolution

of signal intensity on the microsecond timescale. Initially positive (absorptive)

transient nuclear polarization occurs (light gray) and is visible up to 10 ms. This
initial phase is due to the RPM and shows selectively the enriched nuclear polari-

zation on the singlet decay pathway. This polarization is only transiently visible, in

this case because the nuclear polarization occurring on the triplet decay pathway is

shifted and broadened beyond detection by the nearby paramagnetic carotenoid

triplet [14]. After the decay of the transient nuclear polarization from the singlet

decay channel, a new pattern occurs, showing an entirely negative (emissive)

envelope on the 100-ms timescale. Equilibration of the polarization by spin diffu-

sion on the millisecond timescale leads to the all-emissive steady-state intensity

pattern (Fig. 7, spectrum B) [15].

The all-emissive steady-state pattern is caused by two solid-state mechanisms

called the three-spin mixing (TSM) [16, 17] and the differential decay (DD) [18].

These mechanisms transfer the initial electron spin zero-quantum coherence, which is

created upon birth of the radical pair in the S state in the S–T0 manifold of states, into

Fig. 4 13C MAS NMR spectra of quinone depleted RCs of R. sphaeroidesWT in the dark (black)
and under illumination (gray) at 2.4 T (a) and 1.4 T (b). The spectra were obtained at 235 K under

an MAS frequency of 8 kHz without 1H decoupling
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net nuclear polarization. In the electron–electron-nuclear TSM mechanism, the

symmetry of the coherent spin evolution in the correlated radical pair is broken by

state mixing due to electron–electron coupling and pseudosecular hyperfine coupling

(HFC). State mixing is maximized at the double matching condition 2|DO| ¼ 2|oI|

¼ |A|, i.e., the difference between the electron Zeeman frequencies DO, the nuclear
Zeeman frequency oI, and the secular part of the hyperfine interaction Amust match

(Fig. 8). Such magnetization transfer near an avoided level crossing is reminiscent of

optical nuclear polarization (ONP) in molecular triplet states. The difference between

ONP and solid-state photo-CIDNP lies in the facts that the latter requires a double

matching and that the matched interactions are different, so that solid-state photo-

CIDNP occurs at the high magnetic fields used in high-resolution solid-state NMR

work. In contrast, ONP is insignificant at such fields, where typical zero-field

splittings of molecular triplets are much smaller than the electron Zeeman interaction.

In the DD mechanism, the symmetry between the singlet and triplet decay

pathways is broken by different lifetimes of the S and of the T0 states of the radical

pair and by pseudosecular HFC. In this case, only a single matching of interactions

2|oI| ¼ |A| is required and the difference between singlet and triplet radical pair

lifetimes must be of the order of the inverse HFC. During the radical pair evolution

the TSM and DD mechanisms in RCs of R. sphaeroidesWT lead to a set of entirely

Fig. 5
13C MAS NMR spectra of quinone depleted RCs of R. sphaeroides R26 in the dark (black)

and under illumination (gray) at 2.4 T (a) and 1.4 T (b). The spectra were obtained at 235 K under

an MAS frequency of 8 kHz without 1H decoupling
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emissive (negative) signals, whose relative intensity encodes information on spin

density distribution in the radical pair state [19]. Since DO and oI depend on the

magnetic field, while A does not, both the TSM and DD mechanisms create

maximum absolute nuclear polarization at a matching field. Experimentally, the

maximum of enhancement is found around 2.4 T (Figs. 2 and 4) which agrees well

with the calculated value [20]. The all-emissive spectra of WT RCs are caused by a

predominance of the TSM over the DD mechanism, for which the sign of the signal

depends on the signs of the secular HFC and of the g tensor difference [20].

In RCs having a long donor triplet lifetime as in the carotenoid-less mutant R26

of R. sphaeroides, contributions from a third mechanism have been observed [21].

Here the polarization generated by RPM, which has the same amplitude and

opposite signs in the singlet and triplet decay branches (and thus usually cancels

in steady state experiments), is partially maintained [22, 23] due to different

longitudinal nuclear relaxation in the two branches (for review see [24]). In the

solid state this has been termed the differential relaxation (DR) mechanism to

emphasize that RPM polarization is modified according to the different relaxation

rates for different nuclei [20]. This mechanism explains the differences between

photo-CIDNP MAS NMR spectra of RCs of R. sphaeroidesWT and R26 [13]. The

DR mechanism relies on enhanced nuclear relaxation in the triplet branch, which is

in turn caused by fluctuations of the anisotropic HFCs of these nuclei to the donor

triplet (3P) state. Therefore, relative line intensity in this case also encodes

Fig. 6 Cofactor arrangement in reaction centers (RCs) of R. sphaeroides wildtype (WT). The

primary electron donor P, the special pair, transfers an electron selectively into the A branch of

cofactors. Reduction of bacteriopheophytin FA leads to the formation of the primary radical pair.

Upon removal of the quinones, cyclic electron transfer (Scheme 1) is induced by transient

formation of the primary radical pair and subsequent back-transfer. Electron back-transfer leads

either to the singlet ground state or the donor triplet state. The lifetime of the donor triplet state

depends on presence (WT) or absence of the nearby carotenoid cofactor C
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information on the electron spin density distribution in the 3P state [13] (see

Sect. 4). The DR polarization dominates at sufficiently low fields and can be

experimentally separated from TSM and DD contributions (Fig. 5; 1.4 T for RCs

of R. sphaeroides). Simulations, using an RPM polarization pattern experimentally

obtained from time-resolved experiments (see next paragraph) [25] and DFT-

computed HFC values, suggest that the maximum of the DR enhancement is also

around 1.5 T. The DR mechanism in the solid state and “cyclic reaction” mecha-

nism [22] in the liquid state are identical except for the fact that they rely on

different relaxation mechanisms.

The above discussion is valid for spin dynamics at fields of more than 25 mT,

significantly higher than Earth’s magnetic field (~50 mT). At fields below 25 mT, an

analog coherent low-field TSM has been proposed for cyclic photoreactions due to

mixing in the S–T� or S–Tþ manifold leading to significant nuclear polarization up

to 10%, almost nine orders of magnitudes larger than the Boltzmann polarization at

thermal equilibrium [26]. If the magnitudes of the electron Zeeman interaction, half

Excited state

Ground state

Donor triplet

 Triplet state

Intersystem
crossing

Singlet state3 ps

20 ns 1 ns

WT:  100 ns
R26:  100 ms

Φ

Φ

Φ

Φ-

P

P
+

Φ-

P
+

3
P

P∗

hu

Radical pair

Scheme 1 Photocycle in quinone-blocked RCs of R. sphaeroides WT and R26. Upon illumina-

tion and fast electron transfer from an excited singlet state, a radical pair is formed in a pure singlet

state having electron two-spin order of unity. The radical pair is formed by a radical cation at

the two donor BChls (special pair, P) and a radical anion on the BPhe acceptor cofactor (F) of the
active branch. The chemical fate of the radical pair depends on its electronic spin state: while

the singlet state is allowed to recombine, for the triplet state a direct recombination to the ground

state is spin-forbidden and a donor triplet (3P) is formed instead. The lifetime of 3P depends on the

relaxation channels provided by the environment. Therefore it is short in WT RCs having a nearby

carotenoid and significantly longer in the carotenoid-less mutant R26
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the electron–electron coupling, and a quarter of the HFC match, three of the eight

levels become degenerate. The pseudosecular contributions of the isotropic HFC

and of the electron–electron coupling are then sufficient for level mixing and thus

for transfer of electron two-spin order to nuclear polarization. The dominant part of

the electron–electron coupling in a matching situation at the Earth’s field is usually

the dipole–dipole coupling since, at distances where this coupling is reduced to

about 2.4 MHz, exchange coupling is negligible unless there is a continuous

conjugated pathway or conducting material between the two electron spins. At

Earth’s field, the effect is maximal at a distance of about 30 Å between the two

radicals, which roughly coincides with the separation between the donor and

secondary acceptor in RCs (Fig. 9). Numerical computations show that many nuclei

in the chromophores and their vicinity are likely to become polarized. Theory

predicts that only modest HFC of a few hundred kilohertz is required to generate

polarization of more than 1% for radical–radical distances between 20 and 50 Å,

that is, for a large number of radical pairs in electron-transfer proteins. This

suggests that CIDNP effects at Earth field may be common in biological

systems [26].

a

b

c

150 100 50
13C chemical shift (ppm)

3 μs

5 μs

15 μs

10 μs

20 μs
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Fig. 7 13C MAS NMR

spectra of WT RCs measured

in the dark (a), under

continuous illumination (b),

and after a nanosecond-laser

flash (c). The sample is

selectively 13C isotope

labeled at the tetrapyrrole

cofactors (4-Ala label

pattern). The laser pulse

length is ~10 ns and the

wavelength 532 nm
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Fig. 9 Contour plot of the dependence of nuclear polarization on isotropic HFC aiso/2p and

distance r between the two electron spins. Shades of gray correspond to levels of nuclear

polarization as indicated by the labels. The electron Zeeman frequency oS/2p ¼ 1.4 MHz

corresponds to the Earth field

Fig. 8 Energy gaps (top) and mixing terms (bottom) required for three-spin mixing (TSM) in the

high-field limit. At lower fields, the matching conditions are easier to fulfil (DOS ¼ difference in

electron Zeeman frequency, oI ¼ nuclear Zeeman frequency, A ¼ secular part of the hyperfine

interaction, d ¼ effective electron–electron coupling in the S-T0 manifold, B ¼ pseudosecular

part of the hyperfine interaction)
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We have seen that the TSM and DD mechanisms acting in RCs of R. sphaeroides
show a broad maximum at high fields, which is around 2 T (Figs. 2 and 4), as

expected for a matching mechanism. The low-field theory predicts the occurrence of

a second broad maximum (Fig. 9). The size of the matching window is determined by

the radical-pair lifetime (Fig. 1). Natural photosynthetic RCs – and presumably also

the phototropin mutant LOV1-C57S – having a short radical-pair lifetime of a few

tens of nanoseconds, have broad enhancement functions making the solid-state

photo-CIDNP effect easily detectable. On the other hand, at much longer radical-

pair lifetimes, lifetime broadening is not significant and the matching conditions

become narrow, making the effect more difficult to detect in many blue-light photo-

receptors and artificial RCs. Therefore, for exploring the effect in such systems, the

availability of various fields is the key factor. There is, however, an opposite effect in

blue-light photoreceptors simplifying the observability of the effect: due to the

comparably small size of the radicals and their asymmetric structure, the range of

hf factors of individual nuclei is larger than in photosynthetic systems, providing the

chance to observe a small number of nuclei at a certain field (see Sect. 4).

3 Photo-CIDNP MAS NMR: Analytical Applications

Classical solid-state NMR experiments provide a wealth of information on the

sample, in particular:

1. Chemical shift (Fig. 10a, a0), chemical shift anisotropy, and J-couplings reflect
local ground-state electronic properties of the system.

2. The linewidth is related to order and dynamics. Specifically dedicated NMR

experiments can recognize dynamics and separate it from disorder.

3. The intensity of crosspeaks provides information on interactions and distances

and allows for unequivocal signal assignments.

Exactly such type of information can also be obtained from photo-CIDNP MAS

NMR experiments, even with improved sensitivity and selectivity. To that end, we

have modified pulse-sequences for classical two-dimensional MAS NMR

experiments for photo-CIDNP, mostly by changing the initial cross-polarization

step to a direct carbon pulse. For example, we used modified RFDR and DARR

[27] pulse sequences to obtain exact chemical shift assignments of selectively 13C

labeled cofactors [25, 28]. This straightforward NMR analysis has proven that the

special pair is already differing between its two cofactors in the electron ground state

(Fig. 10a, a0). In particular, PL is the special cofactor of the special pair, while PM is

rather similar to a BChl cofactor in chloroform and to the accessory BChl cofactors

[25, 28].

Solid-state photo-CIDNP experiments also provide information not available in

standard NMR, for example, due to the induction of non-equilibrium distribution of

polarization. Recently we measured the effect of 13C–13C spin diffusion on a

selectively isotope labeled special pair [27]. In this experiment, the equilibration

of the high photo-CIDNP polarization is observed. Since spin diffusion depends on

The Solid-State Photo-CIDNP Effect and Its Analytical Application 115



local mobility, the local dynamics of the special pair were reconstructed. From this

data we conclude that, although the entire special pair is rather rigid, there is a

gradient in rigidity from the soft end of PM to the hard end of PL. It might be that

this gradient of dynamics is relevant for the symmetry break of electron transfer in

R. sphaeroides.
Another form of information obtained from photo-CIDNP experiments is due to

the fact that photo-CIDNP intensities are related to local electron spin densities.

There are three approaches to obtain electron spin densities from photo-CIDNP

intensities:

1. Both TSM and DD contribute to the photo-CIDNP build-up by unbalancing the

ratio of a- to b-nuclear spins in the two decay channels. Both mechanisms require

anisotropy of the hyperfine interaction (DA). According to theoretical considerations
and numerical simulations, the polarization arising at the end of the photocycle in R.
sphaeroides WT from these two mechanisms is roughly proportional to DA2, and
thus to the square of p spin density on the carbon atoms [19].

2. Time-resolved photo-CIDNP MAS NMR allows for observation of transient

nuclear polarization originating selectively from the electronic S state. In such

experiments, the light pulse for excitation (~8 ns) and the NMR pulse for

Fig. 10 Experimentally

determined electronic

structures of the special pair

in different states showing the

two halves PL (left) and PM

(right). Relative electron
densities in the electronic

ground state (a, a0), s-spin
densities of the radical cation

(b, b0), and pZ electron spin

density in the donor triplet

state (c, c0)
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detection (~4 ms) are much shorter than the lifetime of the P molecular triplet

(3P) of R26 RCs (~100 ms). Thus, the transient nuclear polarization of the S state

can be detected by a population of the electronic ground state that arises

primarily from the singlet decay pathway, whereas nuclear spins in the triplet

branch are still invisible because of paramagnetic shift and broadening [15].

Thus, effects attributable to isotropic coupling between electrons and nuclei

become observable, similar to RPM-based photo-CIDNP in liquids. The sign

rules are the same as for cage products from a singlet-born pair in RPM-based

photo-CIDNP [29]. Therefore, the time-resolved experiment can provide

estimates of the isotropic hyperfine interaction aiso (Fig. 10b, b
0) [25].

3. The intensities caused by the DR mechanism, which can be isolated in low-field

experiments [13], are related to the local electron spin densities in the donor

triplet state 3P. Such analysis shows that the electron spin density in the donor

triplet state of the special pair is almost equally spread over the two macrocycles

(Fig. 10c, c0) [13]. Assuming that 3P is a combination of electron spin density of

a HOMO and a LUMO, and also approximating that the isotropic hyperfine

interactions in the radical cation state provide a picture of the HOMO, the

reconstruction of the excited state from NMR data might be possible [13].

In addition to standard NMR information, local dynamics, and electronic

structures, there are three more important parameters which can be determined

from photo-CIDNP experiments:

1. Time-resolved photo-CIDNP MAS NMR experiments provide kinetic informa-

tion, for example on the lifetime of the triplet state of the donor or a nearby

carotenoid.

2. From field-dependence of the effect in the low-field range, the distance of the

cofactors forming the radical pair can be estimated, since the low-field matching

condition is set by electron–electron coupling. The width of the matching

condition is related to the radical-pair lifetime. Therefore precise and compara-

ble field-dependent experiments, for example with a shuttle system, are required.

3. The intensity pattern contains the information as to whether the radical pair has

been formed from a singlet or triplet excited state precursor [20]. In particular for

blue-light photo-receptors, it often is not clear whether the electron is transferred

from an excited singlet or triple state. Here a definite answer can be found.

Another analytically relevant aspect, which we presently explore [27], is the

transfer of the high photo-CIDNP polarization to the neighborhood in “spin-torch”

experiments [27] allowing, for example, study of the protein pocket around the

cofactor. While the enhanced polarization dissipates rapidly in CHHC type

experiments into the proton pool, 13C–13C spin torch experiments allow for explo-

ration in a 6–7 Å radius in which the flow of polarization can be observed on a

millisecond timescale. Via a chain of 13C labels (“relay stations”) the nuclear

polarization can flow up to 40 Å [27]. Hence, spin-torch experiments allow study

of the environment of the radical pair in great detail. Such experiment might be

useful to probe putative light-induced changes relevant for signaling.
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4 Photo-CIDNP in Blue-Light Photoreceptors

In liquid-state photo-CIDNP, flavin compounds are frequently used as dyes to

produce triplets which act as single electron acceptors and thus produce radical

pairs. Classical reaction partners in such solution systems are aromatic amino acids

such as tyrosines and tryptophanes. The method has been brought to perfection by

Kaptein and co-workers by probing surfaces of proteins with liquid-state photo-

CIDNP [30]. The effect has been well explained by the classical RPM and its

“cyclic reaction” modification. Observation by Weber et al. of photo-CIDNP in the

C450A-mutant of the phototropin LOV2-domain of Avena sativa [31, 32] by 13C

liquid-state NMR, however, cannot be explained by the classical RPM. Also an

explanation based on the “cyclic-reaction” scheme is difficult because signals from

both electron donor and acceptor occur.

Phototropins, blue-light photoreceptors related to cryptochromes, regulate key

responses of plants to light, such as phototropic movement and chloroplast reloca-

tion. Upon illumination, the triplet excited state of the flavin reacts with a nearby

cysteine residue to form a covalent adduct as the signaling state [33]. Mutation of

the reactive cysteine to serine or alanine abolishes this adduct formation. Instead, a

less efficient competing pathway of electron transfer from a tryptophan leads to

transient accumulation of a flavin anion radical on illumination [31, 32] and finally

to formation of a flavin neutral radical [34]. The radical is re-oxidized by oxygen.

The mutant C57S of the phototropin-LOV1 domain from the green alga

Chlamydomonas reinhardtii (Fig. 11) was the first non-photosynthetic system

showing the solid-state photo-CIDNP effect (Figs. 12 and 13) [10]. This experiment

Fig. 11 Structure of the blue-light photoreceptor phototropin LOV1-C57S. The flavin cofactor is

shown at the bottom
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was done at 2.4 T under continuous illumination. While natural RCs have a radical

pair lifetime of a few tens of nanoseconds, this mutant presumably has a radical pair

lifetime of a few hundreds of nanoseconds, still allowing for a broad enhancement

function and the detection of the effect at various fields. Chemical shift assignments

demonstrate that the radical pair is formed by the FMN cofactor and tryptophan

residue Trp-98, the only Trp in the protein. An edge-to-edge distance of about 11 Å

between the FMN and Trp-98 is suitable for electron transfer. An assignment to a

histidine or tyrosine would be difficult to reconcile with the resonance at 108.2 ppm

(Cg of Trp). These data demonstrate that the solid-state photo-CIDNP effect is not

limited to natural photosynthetic systems, providing the possibility to develop a

more generally applicable method for signal enhancement.

Fig. 13 Expanded view on the aromatic region of the 13C MAS NMR spectrum of phototropin

LOV1-C57S showing the solid-state photo-CIDNP effect (spectrum 2B)

Fig. 12 13C MAS NMR spectra of phototropin LOV1-C57S obtained with 8-kHz MAS at a

magnetic field of 2.3 T in the dark (a) and under continuous illumination with white light (b)
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Abstract Parahydrogen-induced polarization of nuclear spins provides enhance-

ments of NMR signals for various nuclei of up to four to five orders of magnitude

in magnetic fields of modern NMR spectrometers and even higher enhancements in

low and ultra-low magnetic fields. It is based on the use of parahydrogen in catalytic

hydrogenation reactions which, upon pairwise addition of the two H atoms of

parahydrogen, can strongly enhance the NMR signals of reaction intermediates and

products in solution. A recent advance in this field is the demonstration that PHIP can

be observed not only in homogeneous hydrogenations but also in heterogeneous

catalytic reactions. The use of heterogeneous catalysts for generating PHIP provides a

number of significant advantages over the homogeneous processes, including the

possibility to produce hyperpolarized gases, better control over the hydrogenation

process, and the ease of separation of hyperpolarized fluids from the catalyst. The

latter advantage is of paramount importance in light of the recent tendency toward

utilization of hyperpolarized substances in in vivo spectroscopic and imaging appli-

cations of NMR. In addition, PHIP demonstrates the potential to become a useful tool

for studying mechanisms of heterogeneous catalytic processes and for in situ studies

of operating catalytic reactors. Here, the known examples of PHIP observations in

heterogeneous reactions over immobilized transition metal complexes, supported

metals, and some other types of heterogeneous catalysts are discussed and the

applications of the technique for hypersensitive NMR imaging studies are presented.
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1 Introduction

The entire field of research related to hyperpolarization in magnetic resonance is

demonstrating rapid and exciting progress lately, and parahydrogen-induced polar-

ization (PHIP) is no exception in this respect. Observed and misinterpreted [1],

predicted theoretically [2], and then re-discovered experimentally [3], PHIP (or

PASADENA, Parahydrogen And Synthesis Allow Dramatic Enhancement of

Nuclear Alignment) was a curiosity at first, which gradually evolved into a hyper-

sensitive tool for research in the field of homogeneous catalysis [4–8]. The PHIP

phenomenon is based on the conversion of the correlated state of nuclear spins of

parahydrogen (or, in general, the ortho or para spin isomers of H2 or D2) into the

significant enhancements of the NMR signals of molecular species by means of a

catalytic process (see, e.g., Chap. 2 of this book). Any gain in signal enhancement

in NMR and MRI is always welcome, but usually one can only dream about an

enhancement as large as four to five orders of magnitude and more. Signal

enhancements provided by PHIP and other members of the family of hyperpolari-

zation techniques described throughout this book are a very rare example of the

dream come true.

It is obvious at this point that one of the major driving forces for the development

of the field of hyperpolarization in magnetic resonance is its potential application in

human MRI research and possibly in medical diagnostics. However, most of the

spectroscopic and imaging PHIP studies reported to date are performed using

homogeneous catalysts – transition metal complexes dissolved in a liquid phase

along with the substrate that undergoes hydrogenation [2, 6–14]. The presence of

the dissolved catalyst is one of the major obstacles en route toward human studies as

it has to be somehow removed from the hyperpolarized liquid before the latter can

be administered into the body. In this respect, SABRE [10, 15] (see also Chap. 3 of

this book) is no different from the classical PHIP as it also requires a dissolved

catalyst and in fact represents a catalytic process, notwithstanding the fact that the

product and the substrate are chemically identical and differ only in the states of

their nuclear spins.

Removal of a catalyst from the reaction products is also one of the key issues in

industrial catalysis which is heavily employed in the technologies of the modern

chemical industry (e.g., petrochemical, pharmaceutical, fine chemical, food indus-

try, etc.). Over 90% of all commercial chemical processes make use of heteroge-

neous catalysts [16], i.e., catalysts that constitute a phase (e.g., solid) which can

easily be separated from the reaction mixture. Quite often the ease of catalyst

separation associated with heterogeneous catalysts by far outweighs the superior

catalytic properties of homogeneous catalysts. There are other advantages in using

heterogeneous catalysts as well, for instance the possibility to flow reactants

continuously through a bed of catalyst particles instead of performing a reaction

in a batch mode/reactor. Similarly, utilization of heterogeneous catalysts in

hydrogenation processes could be a viable strategy for developing novel PHIP

techniques and applications that would benefit from easy removal of the catalysts

from the hyperpolarized fluids and the possibility of their continuous production.
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Unfortunately, one cannot just utilize the hydrogenation catalysts developed for

industrial applications in order to advance PHIP technology. The reason is that

those extremely efficient catalysts were developed for a somewhat different pur-

pose, namely to maximize the efficiency of production of the desired product of a

hydrogenation process, i.e., to maximize both the conversion of the substrate into

the products and the selectivity toward the desired product. However, for PHIP

studies it is not sufficient to produce a product in large quantities; this product

should also exhibit polarization of nuclear spins. For the conventional PHIP effects

to be observed, the initial correlation of the two nuclear spins of the parahydrogen

molecule has to be converted into the polarization of the nuclear spins of the

product molecule formed in the hydrogenation reaction. This usually implies that

the two hydrogen atoms originally belonging to the same parahydrogen molecule

should not lose each other throughout the catalytic cycle. While there are known

examples when only one hydrogen atom ends up in a product molecule and yet

exhibits hyperpolarization of its nuclear spin [17, 18], this is rather an exception. It

still requires that the two hydrogen atoms remain close to each other through some

part of the catalytic cycle, e.g., in a reaction intermediate where spin dynamics can

convert their correlation into the observable hyperpolarization before the two

hydrogen atoms go their separate ways. In the majority of PHIP examples, however,

the two hydrogen atoms need to stay together all the way from the parahydrogen

molecule through a number of reaction intermediates and finally into the same

product molecule. Therefore, this pairwise addition of the two hydrogen atoms

from the same parahydrogen molecule to the same substrate molecule can be

considered as a prerequisite for the observation of PHIP effects in the product

molecule formed upon hydrogenation of the substrate. In contrast, supported

metals, some of the most efficient industrial-type hydrogenation catalysts, do not

sustain this pairwise addition, but instead tend to add random hydrogen atoms to

double and triple bonds of unsaturated substrates. As a result, for many years the

use of heterogeneous catalysts was not even considered in the context of PHIP

research.

Nevertheless, the possibility to observe PHIP in heterogeneous reactions (HET-

PHIP) has been demonstrated successfully and conclusively for various types of

heterogeneous catalysts [19–23] including the supported metal catalysts expected to

have the “wrong” reaction mechanism. This makes it possible to move on and

formulate a number of new objectives in this research field that need to be addressed.

Two related but separate directions can be outlined. One direction is the further

expansion and development of the scope of the PHIP phenomenon and methodology.

In particular, it is important to advance our understanding of the HET-PHIP phenom-

enon by testing a broader range of heterogeneous catalysts and identifying those

types of catalysts that can produce HET-PHIP most efficiently. Comparison with

their homogeneous counterparts is essential and can be quite informative. For some

heterogeneous catalysts (e.g., supported metals), the reaction mechanisms are

expected to be very different from those of homogeneous hydrogenation processes,

so the question is what mechanism is responsible for PHIP formation? However, even

in those cases when the mechanisms for heterogeneous catalysts are expected to be
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similar to those of their homogeneous analogs (e.g., immobilized vs. homogeneous

metal complexes), the presence of a different phase (e.g., the solid support) can still

affect the formation of PHIP. Therefore, for all heterogeneous catalysts it is important

to identify the essential differences with the homogeneous case in terms of the

reaction mechanism and to establish what factors can influence the magnitude and

other characteristics of PHIP. In certain cases it may be necessary to go back and

re-examine the results published previously to clarify the nature of the actual catalyst

that is responsible for the observed signal enhancements. For instance, observation of

PHIP during hydrogenation of phenylacetylene into styrene and ethylbenzene in

acetone-d6 with the use of colloidal Pdx[N(octyl)4Cl]y catalyst [24] was taken as

the evidence in favor of homogeneous hydrogenation mechanism, obviously because

at that time the possibility of HET-PHIP observation was not even considered.

Another direction encompasses the development of novel spectroscopic and

imaging applications of the PHIP phenomenon. Two major sub-domains can be

identified here. One is the development of PHIP technology as a source of catalyst-

free hyperpolarized liquids and gases for advanced hypersensitive spectroscopic and

imaging applications, from the studies of HET-PHIP formation and temporal and

spatial evolution in beds of heterogeneous catalysts to the advanced biomedical MRI

and MRS studies, and more. Another sub-domain is the development of HET-PHIP

as a highly sensitive tool for the in situ and operando studies of the mechanisms of

heterogeneous catalytic processes. This has already been demonstrated in homoge-

neous hydrogenations where the strong signal enhancement offered by PHIP provides

high sensitivity essential for the detection of short-lived reaction intermediates and

the detailed analysis of reaction mechanisms and kinetics [4–8]. Further progress in

the fields of HET-PHIP phenomena and practice could make it possible to develop a

similar hypersensitive tool for in situ and operando studies of the mechanisms of

heterogeneous catalytic processes.

Before we proceed to the discussion of HET-PHIP, some comments on the

interrelation between homogeneous and heterogeneous catalysis are in order. In

fact, classifying catalysts as “homogeneous” and “heterogeneous” is a more compli-

cated issue than it may seem. For the purpose of this discussion, homogeneous

catalysts are complexes of transition metals such as the well-known Wilkinson’s

catalyst RhCl(PPh3)3, Vaska’s catalyst Ir(CO)Cl(PPh3)2, Crabtree’s catalyst [(COD)

Ir(PCy3)(Py)]
+PF6

� (COD ¼ 1,4-cyclooctadiene, PCy3 ¼ tricyclohexylphosphine,

Py ¼ pyridine), and other molecular complexes including those used in many con-

ventional PHIP and SABRE studies. To carry out a homogeneous catalytic reaction

using these catalysts, they are dissolved in an appropriate solvent and are present in

solution along with the substrate to be hydrogenated and/or hyperpolarized. In

contrast, heterogeneous catalysts are macroscopic particles of a complex nature that

are not dissolved in the liquid and thus constitute a separate solid phase which can be

removed relatively easily from the liquid or gas phase containing the substrate and the

product(s). The catalytic reaction in this case takes place at the surface of the solid

catalyst upon adsorption of the reactants, and the product desorbs from the surface

into the bulk liquid or gas phase. There are many different types of heterogeneous

catalysts, including, but not limited to, transition metal complexes (for instance, those
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mentioned above) immobilized on (attached to) macroscopic solid supports,

supported metal catalysts comprising metal nanoparticles residing on the surface of

solid materials, and unsupported particles or films of metals and metal oxides. Such a

working definition of heterogeneous catalysts is in fact a dramatic oversimplification

which is intended to streamline the following discussion of the modern status of

HET-PHIP research. It is likely, however, that as the field of HET-PHIP research

develops further, it will be necessary to refine and expand this definition to include

other types of catalysts currently employed in modern heterogeneous catalysis.

Homogeneous catalysts often have a catalytically active center with a structure

which is well-defined on the molecular level and thus can be synthesized reproduc-

ibly. In contrast, heterogeneous catalysts such as supported metal nanoparticles are

often known to possess several different types of active sites with significantly

different catalytic behavior which can operate in parallel. Even slight (and often

uncontrollable) modifications of the preparation procedure can markedly affect their

catalytic behavior such as activity and selectivity. Further complications arise

because catalytic substances introduced in the reaction mixture are often precatalysts

rather than the actual catalysts. For both homogeneous and heterogeneous catalysts,

some kind of activation is often required to observe catalytic activity, during which

the (pre)catalyst can undergo significant structural changes. Furthermore, an initially

homogeneous precatalyst can produce heterogeneous catalytic species (e.g., transfor-

mation of a metal salt or complex into metal clusters and nanoparticles), and for a

supposedly heterogeneous catalyst some fraction of the metal can cross over to the

homogeneous phase (e.g., leaching of an immobilized complex, partial dissolution of

metal particles under reactive conditions), leading to the homogeneous nature of a

supposedly heterogeneous reaction.

In many catalytic studies reported in the literature, the nature of the actual

catalyst is merely assumed from the nature of the precatalyst employed [25]. It is

not surprising, therefore, that there are numerous examples in catalytic research

when the nature of the catalytically active species has been misidentified. Examples

related to PHIP are already known and will be mentioned below. Therefore, while

characterization of the catalyst prior to the reaction is very important, it is no less

important to check the catalyst integrity or transformation after the reaction.

However, the most reliable results can be achieved only if the nature of the

catalytically active species is addressed in the operando mode, i.e., during the

reaction. Still, the problem cannot be solved by simply identifying the nature of

the majority of species which potentially can have catalytic activity. Indeed, the

predominant species can be catalytically inactive, whereas minor species (e.g.,

metal clusters or nanoparticles) can have an exceptionally high catalytic activity.

This “homeopathic effect” can lead to false conclusions about the nature of the

catalytically active species even for studies performed under reactive conditions

[25]. While HET-PHIP can potentially become a powerful tool for mechanistic

studies in heterogeneous catalysis, it should be developed and applied with care, as

the homeopathic effect of minor species or even impurities possessing an excepti-

onally high catalytic activity multiplied by the signal enhancement provided by

PHIP can lead to “hyperhomeopathic effect” and data misinterpretation.
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2 HET-PHIP with Immobilized Metal Complexes

As mentioned above, to produce PHIP the catalyst has to be able to add an H2

molecule to an unsaturated substrate in a pairwise manner. Transition metal

complexes used as homogeneous catalysts are known to perform this pairwise

addition, as confirmed by numerous observations of PHIP in homogeneous

hydrogenations with parahydrogen [3–9] (see also Chap. 2 of this book). Therefore,

heterogenization of such complexes by means of their immobilization on a suitable

solid support was likely the most promising route toward the first observation of

HET-PHIP. Indeed, the use of immobilized transition metal complexes in catalytic

hydrogenations of unsaturated substrates with parahydrogen constituted the first

instance of HET-PHIP observation in heterogeneous reaction processes [19].

In catalysis, many different strategies to heterogenize (immobilize) homogeneous

catalysts have been developed [26–30], including covalent binding, ionic binding,

hydrogen bonding, physisorption, entrapment or encapsulation, the use of supported

liquid (e.g., aqueous) phase, supported ionic liquid phase, and more. However,

basically all these strategies are not reliable enough to be used in industrial catalysis

[28]. Nevertheless, utilization of immobilized noble metal complexes at this stage of

HET-PHIP research is quite important since, similar to their homogeneous analogs, it

allows tailored preparation of catalysts with a single and well-defined type of active

site. This approach provides the uniformity of active sites essential for the elucidation

of mechanisms and structure-function relationships.

However, the apparent simplicity of the concept of HET-PHIP observation using

immobilization of transition metal complexes is deceptive. In fact, immobilization

of a metal complex on a solid support introduces a large number of new factors that

can affect (or even prevent) the formation and/or observation of PHIP effects. In

particular, solid support can be considered as a bulky ligand which can modify the

catalytic behavior of the metal center by introducing various steric and electronic

effects. These effects will depend on the mode of immobilization and on the length

and mobility of the tether that links the active center to the support. Alteration of

molecular mobility and the lifetime of reaction intermediates caused by immobili-

zation may also significantly affect the degree of relaxation of nuclear spin coher-

ence/polarization before the reaction product is formed. Finally, even if the product

molecule is produced with hyperpolarized nuclear spins, the lifetime of this hyper-

polarization can be reduced drastically because of the enhanced nuclear spin

relaxation due to the presence of the solid phase, i.e., the catalyst support.

In general, the preparation and use of the immobilized catalysts requires extraor-

dinary attention to the experimental conditions. In particular, immobilization

should be performed in an oxygen-free atmosphere. In addition, particular attention

should be paid to reaction operation conditions, since immobilized complexes are

apt to reduce readily in the presence of hydrogen at elevated temperatures, resulting

in the formation of metal particles. Furthermore, many heterogenized catalysts tend

to leach from the support into solution during the reaction, which contaminates the

liquid phase with the metal and also raises the question as to whether the
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heterogeneous or the re-dissolved species are responsible for the experimental

observations. All these complications led to the fact that the research in the field

of unambiguous and reliable application of immobilized complexes in HET-PHIP

is still at an early stage.

In this section we consider all reported instances of the use of immobilized

complexes in HET-PHIP and discuss the valuable practical and theoretical points

related to such applications. We note that in all HET-PHIP experiments described

in this chapter, “parahydrogen” refers to H2 with the ortho:para ratio of ca. 1:1

since conversion of H2 to parahydrogen in all studies was performed at 77 K.

2.1 Immobilized Rh Complexes

2.1.1 Immobilized Wilkinson’s Complex

It appears that among all immobilized Rh complexes, Wilkinson’s complex (RhCl

(PPh3)3) has been studied most extensively in terms of HET-PHIP observation

[19, 31, 32]. To the best of our knowledge, three types of this catalyst differing in

immobilization support were examined in hydrogenations using parahydrogen

under different experimental conditions. It is also rather convenient to separate

the discussions of the liquid-phase and the gas-phase hydrogenations because of the

basic differences in their experimental implementations.

Liquid-Phase Hydrogenations

The first demonstration of a successful use of immobilized Wilkinson’s complex for

producing hyperpolarized substances was reported by Koptyug et al. [19]. Two types

of immobilized Wilkinson’s catalysts, supported either on styrene-divinylbenzene

copolymer or on diphenylphosphinoethyl-modified silica, were used in the hydro-

genation of styrene as a test process. For the experiments, a 0.1 M solution of styrene

in benzene-d6 was thoroughly degassed with N2 bubbling to ensure a low concentra-

tion of dissolved O2. Moreover, the operations such as assembling of the flow system

and adding the catalysts were performed while N2 flow was left on to purge any

oxygen. Both catalysts demonstrated clear PASADENA signals in the 1H NMR

spectra after bubbling parahydrogen through the 10-mm NMR sample tube held at

65�C inside the NMRmagnet and containing the solution and the catalyst (Fig. 1a, b).

The ALTADENA spectra were also detected when bubbling of the sample with

parahydrogen was performed outside the magnet before it was placed in the NMR

magnet for signal detection.

Two significant differences between these two types of immobilized Wilkinson’s

complexes were observed in the experiments. First, the polymer-supported catalyst

required a long activation time at elevated temperatures, sometimes in excess of 1 h.

Presumably this was needed for the catalyst beads to swell and expose the catalytic
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centers to the reactants [33]. Second, higher gas flow rates and longer bubbling times

(more than 1 min) were critical for a reliable observation of polarization effects in

hydrogenations using the polymer-supported catalyst. On the other hand,Wilkinson’s

complex supported on modified silica did not require any activation period and

became active as soon as the temperature was raised, and bubbling parahydrogen

for a few seconds was sufficient to observe strong polarization in the 1H NMR spectra

with this catalyst.

In general, metal complex leaching off the support is the potential problem,

which should be considered whenever an immobilized metal complex is involved in

a catalytic process in a liquid phase. In terms of PHIP, this leads to the ambiguity on

Fig. 1 1H NMR spectra detected during the in situ (PASADENA) hydrogenation of styrene in

C6D6 at 65
�C using parahydrogen. The antiphase multiplets of the polarized protons in the product

ethylbenzene are labeled A and B and appear at 2.6 and 1.2 ppm, respectively. (a) The spectrum

obtained with the Wilkinson’s catalyst supported on diphenylphosphinoethyl-modified silica after

hydrogenation for 8 s inside the magnet. (c) The spectrum acquired after the catalyst was removed

and the supernatant solution was bubbled with parahydrogen for 15 min. The spectrum is plotted

on the same vertical scale as in (a) and shows no PASADENA or product formation. (b) The

spectrum obtained with the polymer-supported Wilkinson’s catalyst after hydrogenation for 15 s.

(d) The spectrum acquired after the catalyst was removed and the solution was bubbled with

parahydrogen for 15 s. The spectrum is plotted on the same vertical scale as the one in (b) and

shows a very small antiphase pattern. Reprinted with permission from [19]. Copyright 2007

American Chemical Society
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whether the polarization is produced by the immobilized catalyst or not, and

additional tests are required in order to elucidate this issue. Separation of the

reaction solution from the heterogeneous catalysts followed by bubbling of

parahydrogen through the supernatant liquid confirmed that the polarization was

generated almost exclusively in the heterogeneous reaction both for the polymer-

supported catalyst and for the catalyst supported on the modified silica [19]. Indeed,

some drastic differences in the 1H NMR signals corresponding to the hydrogenation

product with (Fig. 1a, b) and without the immobilized catalysts (Fig. 1c, d) were

observed. In addition, the insignificance of the leaching was confirmed by detecting

the 31P NMR spectra of the supernatant liquid obtained after the hydrogenation

using the polymer-supported catalyst [19].

At the same time, leaching can be strongly affected by the experimental

conditions, especially the type of solvent used, temperature, and the duration of

the reaction process. Therefore, the results described above for the Wilkinson’s

complex supported on the polymer and on the modified silica should be considered

in conjunction with the particular experimental conditions, and a reasonable con-

clusion can be made that reaction in benzene at 65�C on the time scale of several

hours does not lead to significant metal complex leaching off the support. However,

if experimental conditions are changed significantly, the necessary tests should be

performed to verify that leaching is not a problem.

The issue of leaching for the Wilkinson’s complex supported on mesoporous

SBA-15 material was considered in detail by Gutmann et al. [32]. The mesoporous

material had 2-(diphenylphosphino)ethyl linkers attached to its surface, which were

intended for the anchoring of the complex. For some reason, probably because of

the lower Rh content or a substantially different structure of the support, the catalyst

did not show significant activity for styrene hydrogenation reaction performed in

benzene-d6 at 60�C. Moreover, no PHIP was observed after bubbling parahydrogen

under these reaction conditions. This observation is in a striking contrast with the

results obtained earlier for the Wilkinson’s complex supported on the polymer and

the modified silica [19]. At the same time, when more polar solvents (methanol-d4

and acetone-d6) were used, strong ALTADENA 1H NMR signals corresponding to

ethylbenzene were observed in the spectra as the reaction was performed using the

SBA-15-supported catalyst with the solvents heated to their boiling points [32].

Further study of filtrate solutions showed that complex leaching off the SBA-15

support was exclusively responsible for the observed polarization. Authors also

concluded that leaching was probably caused by the presence of the adsorbed

Wilkinson’s complex, which likely can be detached from the surface much easier

as compared to the complex coordinated to the ligand-containing linker. In any

case, as no leaching was observed when benzene was used as a solvent, there is

clear evidence that an increase in the solvent polarity leads to more significant

leaching of the complex.

The successful observation of PASADENA and ALTADENA in the hydro-

genations using immobilized Wilkinson’s catalyst [19] confirmed the notion that

the reaction mechanism does not essentially change upon the immobilization of the

transition metal complex. Indeed, observation of PHIP provides direct evidence that
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the hydrogenation mechanism involves a pairwise hydrogen addition step, as is the

case when the originalWilkinson’s complex catalyzes a homogeneous hydrogenation

process. On the other hand, specific details of the hydrogen addition are not known

when an immobilized complex is used, and it is rather important to look for further

confirmation that the homogeneous reaction mechanism is preserved upon metal

complex immobilization. Importantly, PHIP can provide such information as a spin-

labeling technique which can reveal the pathways of hydrogen transfer [4, 6, 34–37].

In the study reported by Skovpin et al. [31] it was shown that propyne hydrogenation

in benzene-d6 over immobilized Wilkinson’s complex supported on modified silica

exhibits a stereoselective syn addition of hydrogen molecule, which is much the same

as for homogeneous hydrogenation of alkynes using dissolved Wilkinson’s complex

[38]. In the study, the gas mixture containing propyne and parahydrogen was bubbled

for ca. 10 s through 4 mL of benzene-d6 suspension of the immobilized Wilkinson’s

complex in a 10-mm sample tube held at 70�C, followed by the acquisition of 1H

NMR spectra. Under these conditions, the antiphase PASADENA patterns were

observed only for the two resonances corresponding to vicinal vinyl protons of

product propene which are in the cis position relative to each other [31]. The absence
of PASADENA polarization for the trans molecular configuration in propene

provided the evidence that propyne hydrogenation over the immobilized catalyst

proceeded stereoselectively via syn addition of H2, which in turn serves as an

additional confirmation for the preservation of homogeneous reaction mechanism

upon immobilization of the metal complex.

Gas-Phase Hydrogenations

In the context of PHIP research, hyperpolarization of gases is important from the

mechanistic, methodological, and practical points of view. As the concentration of

nuclear spins in gases is roughly three orders of magnitude lower than in liquids, the

NMR signals of gases particularly suffer from low signal-to-noise ratio (SNR). The

importance of hyperpolarization for the practical applications of gas-phase NMR

and MRI is thus difficult to overestimate. A very limited range of gases (129Xe, 3He,
83Kr) can be hyperpolarized using optical pumping techniques [39–43]. There are

no reports on hyperpolarized gases produced using homogeneous PHIP as this

would be, at best, very difficult to achieve. At the same time, HET-PHIP is naturally

suited for gas-phase hydrogenations with parahydrogen, thus significantly

extending the list of gases that can be hyperpolarized. Gas-phase HET-PHIP

applications are easy to implement because gaseous substrates such as low-mass

unsaturated hydrocarbons are easy to premix with parahydrogen gas. Next, one can

accurately control the concentrations of individual gases in the gaseous mixture

including the substrate and H2 during the hydrogenation process which, in contrast

to the liquid-phase hydrogenations, is not limited by the dissolution of H2. All this

makes it easier to get an understanding of the processes on a quantitative level.

However, in the first HET-PHIP experiments yet another aspect of heteroge-

neous gas-phase hydrogenation was of paramount importance, namely the fact that

leaching of an immobilized complex is impossible in the absence of the liquid phase
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(solvent). Therefore, any observation of polarization under these conditions must

stem from a heterogeneous catalytic reaction. This is the ultimate proof that in the

early studies [19, 21] the observed PHIP was indeed HET-PHIP, i.e., that it was

generated in a heterogeneous catalytic reaction. At the same time, the absence of a

solvent may have a dramatic influence on the mechanism of hydrogenation in the

gas-phase as compared to liquid-phase hydrogenations, and therefore one should

expect some differences if an immobilized catalyst is used for gas-phase

hydrogenations.

The first demonstration of HET-PHIP production in gas-phase hydrogenations

was reported by Koptyug et al. [19] for the Wilkinson’s catalyst immobilized on

diphenylphosphinoethyl-modified silica. The experimental procedure consisted of

preparing the gas mixture of parahydrogen and propene in a gas cylinder, and

passing the mixture through the catalyst layer. PASADENA experiments were

performed with the catalyst in a 10-mm NMR tube positioned in a high magnetic

field (7 T) and a sample temperature of 80�C. The spectrum was acquired while the

gas mixture was flowing through the NMR tube. In ALTADENA experiments the

hydrogenation was performed outside the NMRmagnet in an S-shaped reaction cell

made of 1/800 copper tubing which was packed with 0.1 g of the catalyst and held at
70–150�C while the mixture flowed through it and then to the NMR magnet for

spectrum acquisition.

Both types of experiments showed the presence of enhanced PHIP signals in the
1H NMR spectra (Fig. 2). At the same time, apart from the different polarization

patterns, the ALTADENA spectrum revealed stronger polarized signals as com-

pared to the PASADENA experiment. The likely reason for this is a lower reaction

yield due to a different reaction temperature and possibly the mutual cancellation of

the inner components of the antiphase multiplets for the PASADENA polarization

pattern. The results of this work were further exploited in the subsequent utilization

of HET-PHIP for gas-phase NMR imaging [44–46], and the signal enhancements of

up to 300 compared to thermal polarization of nuclear spins were achieved using

the immobilized Wilkinson’s catalyst.

We note, however, that at that early stage of research the nature of the catalytic

centers responsible for the hydrogenation process was not considered in detail,

mostly, it seems, because at that time it was strongly believed that supported metal

catalysts described later in this chapter were not expected to produce any PHIP. At

the same time, the catalytic cycle for the Wilkinson’s complex in solution implies a

more or less active involvement of a solvent, which is absent in the case of gas-phase

hydrogenations. In order to gain a deeper understanding of this issue, Skovpin et al.
[31] studied the cis–trans stereoselectivity of hydrogenation over the immobilized

Wilkinson’s complex under gas-phase conditions. Propyne hydrogenation was used

in the study to allow a direct comparison to the liquid-phase stereoselectivity experi-

ment described in Sect. 2.1.1, subsection Liquid-Phase Hydrogenations. Three stages

of the catalyst evolution were observed in the experiments. During the first stage

when the reaction was performed at moderate temperatures (�70�C), stereoselective
syn addition of hydrogen to a propyne molecule was observed, as confirmed by the

observation of PASADENA polarization for the proton resonances corresponding to
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cis molecular configuration of the product propene (Fig. 3a). This stage lasted for a

short period of time on the order of 1 min. Thereafter the catalyst became inactive,

and no polarization and/or product formation was detected for tens of minutes during

this second stage until the temperature was elevated significantly. The third stage was

observed while the catalyst was held at an elevated temperature (�110�C) for several
minutes, and was characterized by an essential increase in activity for the

hydrogenation process, which was accompanied by the appearance of

PASADENA-type polarization of the 1H NMR signals (Fig. 3b). Moreover, there

was no stereoselectivity of hydrogen addition during the third stage since polarization

was observed for both trans and cis propene configurations. In addition, inspection of
the catalyst showed that its color has changed from orange to dark gray. The obvious

change in the nature of active catalytic centers during the catalyst evolution was

eventually associated with partial reduction of the metal complex at elevated

temperatures, and was confirmed by XPS analysis [31].

Therefore, the possibility of the reduction of metal complexes should be critically

considered if an immobilized metal complex is used in hydrogenations performed at

elevated temperatures. As for HET-PHIP in the gas-phase hydrogenations of

Fig. 2 1H NMR spectra from the gas-phase hydrogenation of propene with parahydrogen

catalyzed by immobilized Wilkinson’s catalyst supported on diphenylphosphinoethyl-modified

silica. (a) PASADENA experiment; the sample temperature was 80�C. (b) ALTADENA experi-

ment; propene was hydrogenated to propane by passing the propene/parahydrogen mixture through

the catalyst packed in a cell maintained at 150�C. Subsequently, the resulting gaseous reaction

mixture flowed into the high field of the NMR magnet at a flow rate of 100 standard cubic

centimeters per minute (sccm). In both spectra the signals of hyperpolarized propane appear at

1.4 and 0.96 ppm and are labeled as A and B. The remaining peaks are from the unreacted propene,

and the hump between 4 and 5 ppm is from ortho-H2. Adapted with permission from [19].

Copyright 2007 American Chemical Society
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propene over immobilized Wilkinson’s complex [19, 44–46], the polarization

observed at high temperatures (�100�C, depending on the time of exposure to H2

atmosphere) most probably should be ascribed to the partially reduced catalyst.

On the other hand, it seems that during the first stage of the evolution of the

immobilized Wilkinson’s complex, the gas-phase hydrogenation proceeds similarly

to homogeneous hydrogenations since stereoselective hydrogenation is observed.

The rapid deactivation of the catalyst indicates the instability of catalytically active

species in the absence of a solvent along with the existence of side processes such as

formation of significantly less active dimeric Rh complexes [31], which in the end

lead to the disappearance of catalytic activity. It should be stressed, however, that

these findings regarding the possible transformations of the immobilized complexes

during the reaction do not cast any doubt on the conclusions made earlier regarding

the heterogeneous nature of the reaction process.

2.1.2 Other Types of Immobilized Rh Complexes

In addition to the immobilized Wilkinson’s catalyst, several other immobilized Rh

complexes were studied in the context of HET-PHIP research, even though the

information available for these catalysts is not as detailed as for the immobilized

Wilkinson’s complex.

Cationic Rh complexes of different structure were utilized in homogeneous

hydrogenations using parahydrogen in many reported studies [4, 6, 36, 47, 48],

and demonstrate even higher activities compared to the neutral Rh complexes

including Wilkinson’s catalyst. Cationic complexes are less prone to dimerization,

Fig. 3 1H NMR PASADENA signal patterns detected for vinyl protons of propene molecule in

gas-phase propyne hydrogenation with parahydrogen. The immobilized Wilkinson’s complex

supported on diphenylphosphinoethyl-modified silica was used as the catalyst. (a) Hydrogenation

performed at 70�C resulted in the observation of antiphase PASADENA signals corresponding to

vinyl protons in cis positions relative to each other (HA and HC). The spectrum was recorded in the

first moments after reaction initiation. (b) After the temperature was increased to 110�C, antiphase
PASADENA signals for all vinyl protons of product propene (HA, HB and HC) were observed,

indicating the loss of reaction stereoselectivity (see text). The dashed rectangles indicate the

PASADENA polarization pattern positions
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which is likely the main route of the deactivation of the immobilized Wilkinson’s

complex under gas-phase reaction conditions [31] (see Sect. 2.1.1, subsection Gas-

Phase Hydrogenations). Thus it is rather interesting to test the heterogenized

analogues of cationic complexes for generating HET-PHIP. In the work published

by Skovpin et al. [31], [Rh(COD)2]
+[BF4]

� (COD ¼ cycloocta-1,5-diene) was

used as a precursor of an immobilized cationic catalyst, which was synthesized

by supporting the complex onto diphenylphosphinoethyl-modified silica. It was

found that as the mixture of propene and parahydrogen started to flow through the

catalyst layer in a 10-mm NMR tube positioned in a high magnetic field, the

polarized signals appeared in the 1H NMR spectrum even at room temperature

(Fig. 4).

Note that the reagent molecule, propene, exhibits polarization which is revealed

as the PASADENA signals corresponding to the vicinal protons in cis positions

with respect to each other (0Hc and 0Hb in Fig. 4). This may indicate the presence of

an exchange process leading to a mutual pairwise exchange between the two

hydrogen atoms of propene and the parahydrogen molecule. Earlier PHIP

experiments performed under homogeneous hydrogenation conditions revealed

the existence of hydrogen exchange processes for several cationic complexes

[4, 37, 47]. It appears, therefore, that such exchange may be a feature of cationic

complexes even after their immobilization. Unfortunately, the immobilized catalyst

proved to be unstable under gas-phase reaction conditions, and even very moderate

Fig. 4 1H NMR PASADENA spectrum acquired during the gas-phase reaction of parahydrogen

and propene catalyzed by the immobilized [Rh(COD)2]
+[BF4]

� complex supported on

diphenylphosphinoethyl-modified silica. The reaction was performed at 25�C. The PASADENA

polarization signals correspond to the protons of the CH (0Hb) and CH2 (
0Hc) groups of propene.

The signal from the CH3 group of propene is labeled as H
a. The signal of the hydrogen atom Hd of

the vinyl fragment of propene shows no polarization. Reprinted with kind permission from

Springer-Verlag: [31], Fig. 7

Parahydrogen-Induced Polarization in Heterogeneous Catalytic Processes 137



heating (70�C) in the presence of H2 resulted in the reduction of the complex, which

was accompanied by an almost complete disappearance of polarization.

Silica-immobilized tridentate Rh complex [Rh(COD)(sulfos)]–SiO2 (sulfos ¼
�O3S(C6H4)CH2C(CH2PPh2)3) is another example of a cationic substance used for

generating HET-PHIP via heterogeneous hydrogenations at 70–150�C [19]. Further

investigations showed that most likely the immobilized complex served as a

precursor of the catalytically active material, since partial reduction of the complex

occurs at the employed operating conditions. This catalyst was utilized in gas-phase

hydrogenation of propene and demonstrated a significant hyperpolarization of the

product propane at elevated temperatures both in PASADENA and ALTADENA

experiments. Additionally, it was used for boosting sensitivity in microfluidic

gas-flow imaging experiments described in Sect. 4.2 [46].

Catalytic reactions can be carried out using ionic liquids (IL) as a reaction

medium. Observation of PHIP effects in ionic liquids has been reported by

Gutmann et al. [49]. However, PHIP effects in that study could not be observed

in the (organic liquid/ionic liquid) biphasic systems, but were successfully

observed only in homogeneous solutions where IL containing a [Tf2N]
� anion

simply enhanced the solubility and thus activity of a cationic rhodium complex

[Rh(COD)(DPPB)][BF4] (DPPB ¼ 1,4-bis(diphenylphosphino)butane) used as

the catalyst for homogeneous hydrogenation of ethyl acrylate.

In many catalytic reactions, including hydrogenation, supported ionic liquid phase

(SILP) catalysts have been successfully used [50, 51]. Usually, heterogeneous SILP

catalysts comprise a thin film of an ionic liquid supported on the surface of a (porous)

solid material with a homogeneous catalyst dissolved in the ionic liquid. HET-PHIP

in the hydrogenation of propene using rhodium complex [Rh(COD)(PPh3)2][BF4]

dissolved in the ionic liquid [BMPY][Tf2N] (BMPY ¼ N-butyl-4-methylpyridinium,

Tf2N ¼ bis(trifluoromethylsulfonyl)amide) supported on silica gel was studied by

Gong et al. [52]. PASADENA experiments were performed with the mixture of

propene and parahydrogen flowing continuously through the catalyst put at the

bottom of a U-shaped cell. The cell was positioned in such a way that the catalyst

layer was residing below the RF coil. At low flow rates (~2 mL/min) no PHIP was

observed despite the substantial levels of conversion of propene into propane. This is

likely because, due to the low flow rate, nuclear spin relaxation destroyed the

polarization before the gas could leave the catalyst and reach the detection zone.

When the flow rate of the gas mixture was increased to 50 mL/min (hydrogen:

propene ratio 3:2), the conversion of propene to propane decreased significantly,

but at the same time the strongly enhanced signals of propane were observed (the

maximum enhancement factors were evaluated as 200–400). The signal enhancement

was strongest in the first 10 min of reaction and dropped bymore than a factor of 20 at

later times, while at the same time the catalytic activity in terms of propane yield was

growing for the first 20–30 min. Three SILP catalysts differing in the IL and Rh

complex loadings showed somewhat different behavior in terms of conversion and

PHIP signal enhancement as a function of time and reaction temperature. In particu-

lar, it was found that PHIP effects increase significantly with temperature in the range

25–75�C both for a fresh catalyst at the early reaction times and for the catalyst that
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was activated in the reaction for more than 30 min. Despite the observation of a

pronounced activation period, the authors assumed that the chemical nature of the

catalysts remained unchanged during the reaction. Therefore the explanation of the

variation of the observed PHIP enhancements with changes in the initial composition

of the catalyst and with time is based solely on the variation of the relaxation losses

the product molecule experiences before it gets to the detection zone. The authors

concluded that in the fresh catalyst the Rh complex concentrates near the gas/IL

interface, while during the reaction the complex migrates toward the IL/solid inter-

face and accumulates there. It is quite possible, however, that variation of conversion

and PHIP signal enhancements with time on stream for these catalysts is caused by

the changes in the chemical nature of the actual catalyst, e.g., by reduction of the

complex and formation of metal particles in the ionic liquid supported on silica gel.

HET-PHIP effects for metal Pd nanoparticles immersed in supported ionic liquids

have been reported earlier [23] and are described in Sect. 3.1.3.

2.2 Other Immobilized Noble Metal Complexes

The instability of immobilized Rh complexes toward reduction encourages the

further search for and application of alternative catalytically active species based

on supported metal nanoparticles and other noble metal complexes. The advances

in HET-PHIP on supported metals are considered later (Sect. 3). As for the

immobilized metal complexes, a number of selected immobilized Au and Ir

complexes have been examined to date.

The observation of HET-PHIP for a heterogeneous gold-based catalyst was

reported by Kovtunov et al. [22] for an immobilized Au(III) Schiff base complex

attached to a metal-organic framework (MOF) material. This catalyst, designated as

IRMOF-3-SI-Au, proved to be stable under gas-phase hydrogenation reaction

conditions [22, 53]. The catalyst was utilized in both propene and propyne

hydrogenations employing the PASADENA experimental scheme. Notably, in

spite of extensive heating (130�C) required for the reactions, no visual evidence

of the metal complex reduction was found. On the other hand, the reaction yields

were relatively low. The enhanced antiphase PASADENA polarization signals of

propane and propene were observed for propene and propyne hydrogenations,

respectively. In addition, the analysis of the polarization patterns revealed that

propyne hydrogenation over IRMOF-3-SI-Au occurred via stereoselective syn
addition of an H2 molecule. The signal enhancement determined for hyperpolarized

propane produced in propene hydrogenation was estimated to be �16 as compared

to the thermal polarization. This value is significantly lower than what could be

expected under ideal conditions. It was concluded in the original publication that

most likely the polarization losses were caused by the interaction of propane

molecule with the pore walls of the MOF material.

An investigation of immobilized Ir complexes in terms of HET-PHIP is the

work-in-progress in our lab. For instance, it was found that the catalyst synthesized
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via immobilization of Vaska’s complex [Ir(CO)(PPh3)2Cl] onto phosphine-

modified silica provides HET-PHIP only in the gas-phase hydrogenations, whereas

in the liquid phase (in toluene-d8) the catalyst activity is extremely low. Propene

and propyne were utilized as substrate gases in the PASADENA and ALTADENA

experiments. The results obtained indicate a clear difference in the hydrogenations

of double and triple bonds over the immobilized Vaska’s catalyst. In the

hydrogenation of the double bond of propene, the catalyst provided a significant

reaction yield at relatively low temperatures (�70�C) whilst the polarization was

comparable to the thermal one. In the case of the triple bond hydrogenation, only

very low reaction yields were observed even at higher temperatures (�110�C)
while the polarization enhancement of two orders of magnitude was detected.

Moreover, it was found that the immobilized Vaska’s complex does not tend to

reduce under H2-rich atmosphere even at reaction temperatures as high as 140�C.
We note that the discussion of Ir complexes should be considered as a rather

preliminary qualitative result, which, at the same time, valuably supplements all

the data available on the behavior of immobilized complexes in HET-PHIP studies,

and brings the description of the state of the art to completeness.

3 HET-PHIP with Supported Metal Catalysts

Activation of a hydrogen molecule by transition metal complexes, both dissolved in

solution and immobilized on a solid support, usually takes place at a well-defined

and localized active center. In many cases this appears to be sufficient to ensure the

pairwise addition of H2 to a substrate molecule upon its hydrogenation. As men-

tioned above, this pairwise addition is a necessary condition for PHIP to be

observed. With supported metal catalysts, i.e., nanoparticles of a metal dispersed

on a surface of a solid support material, the situation with hydrogen addition is

entirely different.

The accepted reaction mechanism for heterogeneous hydrogenation by metals

involves dissociative chemisorption of hydrogen on the metal surface, which creates

a pool of surface hydrogen atoms available for the reaction [54]. These atoms can

rapidly move over the metal surface, and for some catalysts can also dissolve into the

metal lattice and/or spill over from the metal particles to the support. Subsequently,

an unsaturated substrate physisorbs or chemisorbs on the metal surface. It is

established, for instance, that the main pathway of alkene hydrogenation reaction

involves a weakly p-bonded alkene, which harvests a hydrogen atom from the surface

pool to form a surface alkyl moiety [55–57], e.g., (CH3)2CH–M or CH3CH2CH2–M

for propene hydrogenation. The latter harvests another H atom from the surface pool

to yield the final product alkane (CH3CH2CH3). In some studies, however, it is argued

that p-bonded alkene (e.g., ethylene) is completely unreactive toward addition of

surface hydrogen atoms since the latter cannot approach the p-orbitals of the substrate
from the right direction [58], and that it is only (or predominantly) the H atoms
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dissolved in the metal lattice and emerging to the surface that are reactive enough to

hydrogenate surface alkenes [59].

Pd metal in the presence of H2 forms a hydride phase PdHxwith x changing within
a narrow range from 0.7 to 0.63 when hydrogen pressure is varied from ca. 1 to

0.02 bar at room temperature [60]. The mobility of hydrogen atoms in this hydride

phase is very high: on average, an atom jumps over the distance of 0.3 nm to the

neighboring location once every 10�9 s. For surface hydrogens, the time between

jumps is comparable [61] and decreases with increasing temperature. For comparison,

the turnover frequency (TOF) of a very good hydrogenation catalyst is of the order of

100 s�1, which means that one catalytic center, on average, produces a product

molecule once every 10�2 s. Obviously, these time scales differ by many orders of

magnitude, which leaves no doubt that a pool of completely randomized hydrogen

atoms that exists on the surface and/or in the bulk of the metal is involved in the

hydrogenation. This situation is clearly incompatible with the pairwise hydrogen

addition required for the observation of PHIP. Furthermore, the initial correlation of

the nuclear spins of H atoms starts to decay once their parent parahydrogen molecule

chemisorbs on the metal surface and the equivalence of the two H atoms is lost.

Therefore, even if two H atoms involved in the reaction accidentally come from the

same parahydrogen molecule, by the time they take part in the reaction their original

correlation should be long gone. The mechanism of hydrogenation reactions on

supported metals is thus inconsistent with the pairwise hydrogen addition. Not

surprisingly, such catalysts were not expected to produce any PHIP effects.

It is therefore quite remarkable that, after all, they do. This fact has been

demonstrated recently [20]. It means that pairwise hydrogen addition, which quite

likely is not the main reaction mechanism, is nevertheless achievable with

supported metal particles. At this time it is impossible to formulate a detailed

mechanism which leads to the formation of HET-PHIP in these systems. Several

possible scenarios that have been considered are as follows:

• A small fraction of parahydrogen molecules is still able to add to a substrate in a

pairwise manner on the surface of the supported metal catalysts – a purely

statistical effect.

• Various species that exist on the metal surface during reaction, such as carbona-

ceous deposits, spectator species, reaction intermediates, side products, catalytic

poisons, or reactants, provide some localization of the active sites and thus force

the two H atoms to stay close to each other on the metal catalyst.

• There exist certain low-dimensional active sites such as corners, edges and

certain facets of metal particles, particle-support interface regions, etc., that

can operate as isolated active centers similar to homogeneous catalysts and

immobilized metal complexes.

• Non-chemisorbed (physisorbed) hydrogen participates in the hydrogenation of a

substrate, e.g., according to the Eley–Rideal mechanism of the reaction between

adsorbed substrate and an incoming H2 molecule.

Which of these scenarios is responsible for the results reported to date is still not

clear, but some experimental observations that may point in the right direction are
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discussed below. However, it is possible that in fact more than one mechanism is

responsible for HET-PHIP with supported metal catalysts. Contribution of each

particular mechanism can change as the properties of these catalysts and the

reaction conditions are varied. These studies are complicated by the fact that, in

contrast to homogeneous catalysts, supported metal catalysts are not single-site

catalysts, and in many cases it was established that multiple types of active sites are

acting at the same time. Besides, metal nanoparticles can evolve (e.g., restructure,

change composition, aggregate, etc.) under reactive conditions.

All issues discussed in the introductory part of Sect. 2 about the differences

between immobilized and homogeneous complexes are equally applicable to

supported metals. In addition, accelerated conversion of parahydrogen to normal

hydrogen is known to take place on supportedmetals upon dissociative chemisorption

of H2 and subsequent recombination of H atoms followed by desorption of H2 with

thermally equilibrated nuclear spins [62–64]. Besides, utilization of supported metal

catalysts does not automatically solve the problem of metal leaching into solution as

leaching of a metal is still possible when such catalysts are employed [25]. We note

once again that in all experiments described below, H2 with the ortho:para ratio of ca.
1:1 is used, and this mixture is referred to as parahydrogen.

3.1 Gas-Phase Hydrogenations

3.1.1 Supported Pt Catalysts

Hydrogenation of Propene

In the first study where HET-PHIP was observed successfully for supported metal

catalysts, heterogeneous hydrogenation of propene with parahydrogen over

Pt/g-Al2O3 catalysts was used. Substantial hyperpolarization of the two 1H NMR

signals of propane was successfully observed in both PASADENA and ALTADENA

experiments [20, 21]. To account for the ability of supported metal catalysts to

produce HET-PHIP, it was tentatively suggested that numerous surface species that

are known to be present on the surface of the metal during reaction (e.g., carbona-

ceous deposits [59, 65, 66], p-bonded and di-s-bonded propene, propylidyne

[56, 57], etc.) can localize the active centers by statically or dynamically partitioning

the surface into smaller areas and thus hinder the migration of hydrogen atoms on the

metal surface. This tentative explanation was apparently in line with the observed

dependence of the PHIP signal enhancement on the size of metal nanoparticles, with

the smallest particles (0.6 nm) producing the largest signal enhancements, despite the

fact that this catalyst was noticeably less active in the hydrogenation of propene than

other Pt/g-Al2O3 catalysts with larger metal particle sizes. This catalyst was shown to

produce PHIP even at low flow rates of the reactant mixture, with the magnitude of

the enhanced NMR signals being constant over a wide range of flow rates [20].
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A more detailed study of the structure sensitivity (particle size dependence) for

hydrogenation of propene over Pt/g-Al2O3was reported later byZhivonitko et al. [67].

For this purpose, a series of monodisperse Pt catalysts supported on g-Al2O3 were

prepared. Themean particle sizes and size distributions for all catalystswere evaluated

using transmission electronmicroscopy. Heterogeneous hydrogenation reactionswere

carried out in a 10-mm NMR tube equipped with a screw cap. About 70 mg of a

supported catalyst was loaded in the NMR tube and a mixture of gaseous reactants

with the 1:4 substrate:parahydrogen ratio was passed through a 1/16" Teflon capillary

extending to the bottom of the NMR tube with a flow rate of ca. 7 mL/s. During the

hydrogenation experiments the sample was placed inside the NMR magnet of an

NMR spectrometer (the PASADENA protocol), and the NMR spectra of the reaction

mixture were detected using a single 45�-pulse without interrupting the flow [67].

In the reported experiments [67], strongly polarized PASADENA patterns were

observed for the catalyst with the smallest Pt particles (<1 nm). As can be seen

from Fig. 5, the dependence of signal enhancement on the Pt particle size is clearly

non-monotonic (see discussion in [67] for details). To analyze the particle size

dependence of the experimental observations, the following procedure was

adopted. First, the values of TOF were evaluated for the catalysts studied. These

values characterize the number of product molecules produced per exposed metal

Fig. 5
1H NMR PASADENA spectra obtained during hydrogenation of propene with

parahydrogen over Pt/g-Al2O3 catalysts with different metal particle sizes. The reaction was

performed at 345–350 K. The PASADENA polarization signals correspond to the protons of the

CH2 (5) and CH3 (4) groups of propane. The signals from the CH3, CH2, and CH groups of

unreacted propene are labeled as 3, 1, and 2, respectively; these signals show no hyperpolarization
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atom per unit time. Metal dispersion and the amount of accessible Pt atoms on the

surface of nanoparticles were evaluated using irreversible H2 chemisorption at

343 K. The TOF values were calculated separately for the overall reaction

(TOFoverall) and for the pairwise H2 addition (TOFpairwise). The calculation of

TOFpairwise values was based on the estimation of the contribution of the pairwise

route to the hydrogenation reaction calculated from the estimated signal

enhancements provided by HET-PHIP [21]. Next, the TOFpairwise and TOFoverall
values were related to the particle sizes using the phenomenological approach of

Farin and Avnir which describes particle size effects in heterogeneous catalytic

processes [68]. According to this approach, catalyst activity expressed in TOF units

depends on the radius R of a metal particle as

TOF / RDR�2 (1)

where DR is defined as reaction dimension. This parameter can be used to deduce

the nature of active sites responsible for a catalytic process. When presented as a

log–log plot, Eq. (1) is expected to give a linear dependence with the slope equal to

DR – 2.

Analysis of the results obtained with supported Pt catalysts has shown that the

major (non-pairwise) reaction route was characterized by the value of DR � 2.8

[67], which in the literature is usually associated with hydrogenations involving

active sites located on the most closely packed (1 1 1) and (1 0 0) planes of

platinum metals [69–71]. For pairwise H2 addition to propene, the value obtained

wasDR � 0 or 3.8 for Pt particles smaller or larger than 3 nm, respectively. This can

serve as an indication that pairwise H2 addition on highly dispersed catalysts with

2R < 3 nm occurs mainly on the most coordinatively unsaturated corner or kink

platinum atoms or other zero-dimensional defects [72], whereas on particles with

2R > 3 nm certain active sites of multiatomic nature are responsible for pairwise H2

addition [68]. Earlier, the contribution of the pairwise addition to the entire

hydrogenation process for a Pt/g-Al2O3 catalyst with 0.6-nm metal particles was

estimated as ca. 3% [20, 21]. This estimate, however, assumes that no polarization is

lost to nuclear spin relaxation in the reaction intermediates and products and that no

equilibration of parahydrogen in the gas phase by the catalyst takes place during

reaction. At the same time, the relaxation-induced losses for intermediates and

products in contact with a solid material can be expected to be substantial. Thus,

this estimate gives the lowest possible value of the pairwise contribution to the

overall hydrogenation reaction, while the actual values may be larger.

Similar experiments were performed with Pt nanoparticles supported on ZrO2,

SiO2, and TiO2, and the analysis revealed similar trends for the Pt particle size

dependence of the pairwise hydrogen addition [67]. For Pt catalysts supported on

g-Al2O3, ZrO2, and SiO2, the magnitudes of PHIP effects (i.e., the contribution of

the pairwise H2 addition to the double bond) were similar for similar particle sizes.

However, Pt/TiO2 supported catalysts were shown to have higher activity in

pairwise H2 addition, indicating that support can significantly affect the pairwise

route of propene hydrogenation (Fig. 6). This Pt–TiO2 synergism is presumably the

144 K.V. Kovtunov et al.



result of a strong metal–support interaction. These effects are well known in

catalysis [73] and can induce charge transfer as well as particle morphology

modifications associated with the redistribution of surface crystal faces toward

less densely packed faces and defect sites and therefore could be responsible for

the increase in the amount of both types of active sites that catalyze pairwise H2

addition. Thus, both the size of metal nanoparticles and the nature of support can

significantly affect the observed HET-PHIP effects.

Hydrogenation of Alkynes and Dienes

In addition to the high activity and stability, another very important property of

a catalyst is its selectivity toward the required reaction product. Selective hydrogenation

of alkynes and dienes in gaseous streams containing mainly C2–C4 alkenes is a serious

challenge in the petrochemical industry [74, 75]. Before the alkenes can be used in

polymerization or selective oxidation processes, trace amounts of alkynes and dienes

produced in steam and catalytic cracking of hydrocarbons need to be removed selec-

tively to avoid catalyst poisoning. Selective hydrogenation of propyne, 1,3-butadiene,

and 1-butyne over supported metal catalysts is a difficult task, and solution of the

problem requires a detailed understanding of the reaction mechanism [76].

As already demonstrated in preceding sections, hydrogenation of an asymmetri-

cally substituted alkyne allows one to use PHIP to address the stereoselectivity of

Fig. 6 1H NMR PASADENA spectra obtained during hydrogenation of propene with

parahydrogen for Pt metal catalysts supported on different oxides. The reaction was performed

at 345–350 K. The PASADENA polarization signals correspond to the protons of the CH2 (5) and

CH3 (4) groups of propane. The signals from the CH3, CH2, and CH groups of propene are labeled

as 3, 1, and 2, respectively; these signals show no hyperpolarization. The sizes of Pt nanoparticles

are indicated in the figure
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hydrogenation with respect to the syn and anti addition of the two hydrogen atoms

to the substrate. In particular, in propene, the product of the partial hydrogenation of

propyne, the two H atoms in the CH2 group, possess different chemical shifts.

Therefore, from the PHIP NMR spectrum it is possible to obtain information

regarding the syn and anti hydrogen addition by determining which of the two

hydrogen atoms in the CH2 group is polarized. For instance, in the hydrogenation of

propyne with parahydrogen over the immobilized Au(III) complex discussed earlier

(Sect. 2.2), only the signal of the H atom trans to the methyl group is polarized,

which corresponds to the selective syn hydrogenation of propyne to propene [22]. In
contrast, in the hydrogenation of propyne over supported Pt catalysts, both

hydrogens of the methylene group exhibit HET-PHIP [21], presumably due to the

catalytic isomerization of propene.

In 1,3-butadiene there are two conjugated double bonds, and several different

products can be formed upon its hydrogenation. The total hydrogenation of 1,3-

butadiene provides butane, while selective (partial) hydrogenation results in the

formation of 1-butene and 2-butene (we note that cis and trans forms of 2-butene

Fig. 7 1H NMR spectra obtained during hydrogenation of 1,3-butadiene over Pt/g-Al2O3 catalyst

with normal hydrogen (a) and parahydrogen (b). The reaction was performed at 100�C. The total
hydrogenation of 1,3-butadiene (1H NMR signals of CH2 and CH groups of 1,3-butadiene are

labeled as 1 and 2, respectively) provides butane (signals labeled as 9 and 10), while partial

hydrogenation results in the formation of 1-butene (signals labeled as 3, 4, 5, and 6) and 2-butene

(signals labeled as 7 and 8). The spectra are scaled relative to each other as indicated in the figure
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cannot be distinguished in the spectra discussed below). The selectivity for each

product and the total conversion of the substrate can be evaluated from the 1H NMR

spectrum of the reaction mixture (Fig. 7a). When parahydrogen was used in the

hydrogenation of 1,3-butadiene, all reaction products (1-butene, 2-butene, and butane)

exhibited hyperpolarization (Fig. 7b). Therefore pairwise H2 addition contributes to

the formation of each product. Based on the information provided by PHIP, it may be

suggested that hydrogenation of 1,3-butadiene proceeds via semihydrogenation of

1,3-butadiene to produce butenyl intermediate which can give polarized 1-butene

upon addition of the second H atom or can isomerize and yield polarized 2-butene.

Hydrogenation of polarized butenes can produce polarized n-butane even if the

addition of H2 in this second hydrogenation is not pairwise.

Similar to propyne, in the heterogeneous hydrogenation of 1-butyne over

supported platinum catalysts the products of syn and anti addition of H2 can be

distinguished by PHIP. Figure 8 shows that polarization can be successfully

Fig. 8 1H NMR spectra obtained during hydrogenation of 1-butyne over Pt/g-Al2O3 catalyst with

parahydrogen (a) and normal hydrogen (b). The reaction was performed at 100�C. The total

hydrogenation of 1-butyne provides butane, while selective hydrogenation results in the formation

of 1-butene and 2-butene. The PASADENA polarization signals correspond to the protons of

1-butene, 2-butene and butane (b). The 1H NMR signals of all compounds are labeled as indicated

in the figure
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observed for all products of 1-butyne hydrogenation. The detailed mechanism of 1-

butyne hydrogenation reaction includes the surface-bound 1-butyne (I) and a

number of species produced upon its subsequent hydrogenation (II–VII) (Fig. 9).

Interestingly, the polarized peaks of H atoms in the CH and CH2 groups of 1-butene

that are in a trans position to each other (product of anti addition of H2, VII) are

stronger than the intensity of the polarized peaks of the CH3 and CH groups of

2-butene (V) (Fig. 8a) even though they are expected to form from the same

intermediate (III). Strong polarization observed for VII can be explained by the

presence of another reaction route. While 2-butene (V) is formed from isobutyl

intermediate (III), the product VII can also be formed in the reaction with a weakly

bound H2 molecule (species VIII and IX) by the Eley–Rideal mechanism [77, 78].

It should be noted that the product of syn addition of H2 (II) is the first product of

pairwise hydrogen addition to adsorbed 1-butyne (I). After that, isobutyl intermediate

(III) is formed which yields 2-butene (V) in the case of elimination and n-butane (VI)
in the case of isobutyl hydrogenation. Therefore, the formation of 2-butene (V) and

1-butene (IV) from the same intermediate (III) should give the same intensity of

polarizedNMR signals. However, the observation of lowNMR intensity for polarized

2-butene (V) and high polarization for 1-butene (VII) confirms that anti addition of

hydrogen to 1-butyne (I) prevails over the elimination of isobutyl intermediate (III).

Therefore anti addition of hydrogen to 1-butyne proceeds via the stage of interaction
between surface-bound 1-butyne (I) and weakly bound hydrogen. Our reasoning is

in agreement with the literature data [79]. However, when normal hydrogen is used

for hydrogenation, the concentration of 2-butene (V) is comparable with 1-butene

(IV and VII). Therefore, the main route of 2-butene formation is 1,4-addition

(not included in this scheme), leading to the loss of spin-correlation between

H atoms from parahydrogenmolecule. As can be seen, PHIP provides useful informa-

tion about the reaction mechanisms not available with other techniques owing to the

Fig. 9 The mechanistic scheme for the hydrogenation of 1-butyne with parahydrogen which

includes the surface-bound 1-butyne (I) and a number of species produced upon its subsequent

hydrogenation (II–VII), as well as species VIII and IX involved in the Eley–Rideal mechanism of

hydrogen addition to I
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ability of PHIP to track the positions of two hydrogen atoms originating from the same

hydrogen molecule, in particular, when stereoselectivity of hydrogen addition and

isomerization processes may be important.

As NMR spectra contain information about the concentrations of all products, the

TOF values could be estimated for each product of 1,3-butadiene hydrogenation

reaction. The reaction dimension [Eq. (1)] was found to be DR ~ 3.1 for both overall

and pairwise hydrogenation of 1,3-butadiene to 1-butene, 2-butene, and butane

(Fig. 10), implying that the reaction in all cases proceeds on the flat facets of platinum,

in contrast to propene hydrogenation discussed earlier where pairwise H2 additionwas

observed to proceed on the active sites of different structure. Hydrogenation of 1,3-

butadiene with parahydrogen on Pt/TiO2 catalysts produced stronger polarization

(Fig. 11) as compared to Pt on other oxide supports. The Pt–TiO2 interaction effects

alreadymentioned earlier can lead to the formation of TiOx species on the Pt particle in

the hydrogenation reaction, which can reduce the size of active centers at the (1 1 1)

facets of Pt nanoparticles. In this case, H atoms have even less freedom to separate and

the probability that their initial correlation is preserved may be higher.

3.1.2 Supported Pd Catalysts

Supported palladium catalysts are widely used both in industrial processes and in

fundamental studies involving hydrogenation of hydrocarbons with multiple

unsaturations. Specifically, selective hydrogenation of alkynes in the presence of

alkenes is one of the most important industrial processes [80]. In the selective

hydrogenation of propyne over a range of supported palladium catalysts, significant
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Fig. 10 The Pt particle size dependence of the specific rates of the overall 1,3-butadiene

hydrogenation (a) and of the pairwise H2 addition (b) on Pt/g-Al2O3 catalysts, shown in the

log–log representation. The particle sizes were determined from the TEM measurements. The

TOFs were estimated from the percentage of the pairwise addition or the overall selectivity of

hydrogen addition to 1,3-butadiene. The reaction dimension DR was found to be ca. 3.1 for both

overall and pairwise hydrogenation of 1,3-butadiene to 1-butene, 2-butene, and butane
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carbon deposition on the catalyst and a non-steady-state regime of the process have

been observed [81]. Later studies by Kennedy et al. [82] reported the existence of two

different active sites of propyne hydrogenation over supported palladium catalysts.

The sites of Type I perform the total hydrogenation of propyne to propane whereas

formation of carbonaceous overlayer during the early stages of the reaction defines the

sites active for the selective hydrogenation of propyne to propene (Type II).

Four different series of monodisperse supported palladium catalysts (Pd/TiO2,

Pd/ZrO2, Pd/SiO2, Pd/g-Al2O3) with different metal particle sizes were prepared

and used in the heterogeneous gas-phase hydrogenation of propyne and propene.

These catalysts were characterized using the same procedures as for supported Pt

catalysts discussed earlier in Sect. 3.1.1. When parahydrogen was used in the

hydrogenation of propene to propane, strongly polarized peaks for CH3 and CH2

groups of propane were observed only for Pd/TiO2 supported catalysts, whereas for

Pd/ZrO2, Pd/SiO2, and Pd/g-Al2O3 catalysts only thermally polarized signals of

propane were observed in this reaction (Fig. 12). The absence of the polarized lines

in the 1H NMR spectra for Pd/SiO2, Pd/g-Al2O3, and Pd/ZrO2 catalysts in the

hydrogenation of propene to propane indicates that these catalysts are unable to add

molecular hydrogen to the substrate in a pairwise manner to a measurable extent.

These results once again demonstrate the importance of the catalyst support for

producing HET-PHIP effects. The nature of the metal is also very important, as

demonstrated by the difference between these results for supported Pd catalysts and

the results for Pt catalysts discussed in Sect. 3.1.1. We also note that some weak

polarization of propane has been observed previously in the hydrogenation of propene

over Pd/g-Al2O3 catalyst [20]. This confirms the fact well-known in heterogeneous

Fig. 11 The effect of the support type on the selectivity of pairwise H2 addition to 1,3-butadiene

with 1-butene formation over supported Pt catalysts. The reaction was performed at 100�C. The
percentage of the pairwise hydrogen addition in the formation of 1-butene was estimated from

PASADENA polarized signal of its CH2 group
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catalysis that the details of the catalyst preparation procedure can significantly affect

its catalytic behavior.

The same four series of supported palladium catalysts were used in the hetero-

geneous hydrogenation of propyne. When Pd/ZrO2, Pd/SiO2, and Pd/g-Al2O3

catalysts were used in the HET-PHIP experiments, strongly polarized peaks were

observed only for propene, whereas propane formed in this reaction exhibited only

thermal polarization of its 1H NMR signals. In contrast, when Pd/TiO2 catalysts

with various Pd particle sizes were used in this reaction, clear PASADENA polari-

zation patterns could be observed for both propene and propane (Fig. 13b). Thus,

the contribution of the pairwise H2 addition route in the hydrogenation of propyne

over supported Pd catalyst strongly depends on the nature of catalyst support

Fig. 12 The reaction scheme that accounts for the polarized reaction products observed for

propene hydrogenation at RT over supported Pd metal catalysts. Strongly polarized PASADENA

peaks for the CH3 and CH2 groups of propane were observed only for Pd/TiO2 supported catalysts

when parahydrogen was used, whereas catalysts Pd/ZrO2, Pd/SiO2, and Pd/g-Al2O3 were not able

to produce HET-PHIP

HC C CH3

Ha  Hb

Ha  Hb

Ha  Hb

Ha  Hb Ha  Hb

Ha  Hb

Ha  Hb

HC

HC

HC

HC

HC H2C

HC

HCC

C

C

C C
H

C

C

C

C

CCH3

CH3

CH3

CH3

CH3

CH3

CH3

CH3

CH3

CH3

Hb

Ha

Ha

Hb

Hb

Hb

Hb

Ha

Ha

H2
H3C

H2C

Ha

3

3

2

1

1

2

2

H

Pd/AI2O3,
Pd/ZrO2,
Pd/SiO2,

Pd/TiO
2

4

5

2

Pd/AI2O3

Pd/TiO
2

2
3 1 4

5

7 6 5 4 3 2 1 0

Chemical shift, ppm

a b

Pd/AI2 O3,

Pd/AI2 O3,

Pd/AI2 O3,

Pd/ZrO2, Pd/SiO2

Pd/ZrO2, Pd/SiO2

Pd/ZrO2, Pd/SiO2

Fig. 13 1H NMR spectra detected during the hydrogenation of propyne with parahydrogen over

the Pd/TiO2 and Pd/g-Al2O3 catalysts at RT (b) and the reaction scheme that accounts for the

PASADENA polarized products observed for hydrogenation of propyne with parahydrogen over

palladium supported metal catalysts at RT (a). The PASADENA polarized signals of propene and

propane are labeled as indicated in the figure
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(Fig. 13a). The absence of polarization for the signals of CH2 and CH3 groups of

propane and clear polarization patterns for the CH and CH2 groups of propene for

Pd/ZrO2, Pd/SiO2, and Pd/g-Al2O3 catalysts allow us to conclude that the pairwise

hydrogen addition route exists only for the selective hydrogenation of propyne to

propene and that formation of propene and propane takes place on different active

sites (Fig. 13a). These conclusions made on the basis of the observation of PHIP

effects are in agreement with the data on the mechanism of propyne hydrogenation

which is reported to involve two different active sites. The sites of Type I are active

in the formation of propane and the sites of Type II are responsible for propene

formation [82]. Our PHIP results indicate that the sites for propane and propene

formation via pairwise hydrogen addition are also different (Figs. 12 and 13a).

The metal particle size dependence of hyperpolarization magnitude was found to

be different for different supports. For Pd/g-Al2O3 and Pd/ZrO2 the smallest metal

particle sizes gave the lowest intensities of the polarized lines of CH and CH2

groups of propene in the hydrogenation of propyne, while for Pd/SiO2 the polariza-

tion decreased with increasing Pd particle size. For Pd/TiO2, the intensities of the

polarized lines of CH and CH2 groups of propene were the same for different metal

particle sizes while the intensities of the polarized lines of the CH2 and CH3 groups

of propane decreased with decreasing metal particle size.

In contrast to the hydrogenation of propyne where only the Pd/TiO2 catalyst

produced HET-PHIP for all reaction products (propene and propane), in the

hydrogenation of 1-butyne all catalysts (Pd/TiO2, Pd/SiO2, Pd/g-Al2O3, and

Pd/ZrO2) produced HET-PHIP effects for all hydrogenation products. In this

case, the support influence was reflected in the different intensity of polarized

signals.

In the hydrogenation of 1,3-butadiene with parahydrogen over supported palla-

dium catalysts, only 1-butene and 2-butene were weakly polarized when Pd/SiO2,

Pd/g-Al2O3, and Pd/ZrO2 catalysts were used. However, for Pd/TiO2 the PHIP

effects could be observed for all products of 1,3-butadiene hydrogenation (Fig. 14).

3.1.3 Metal Nanoparticles Immersed in Ionic Liquid

Recently, metal nanoparticles directly formed in an ionic liquid were successfully

used as catalysts for hydrogenation of unsaturated compounds both in a liquid–liquid

biphasic system and in a gas–SILP (supported ionic liquid phase) system [83, 84].

In the recent HET-PHIP study [23], two different ionic liquids supported on

activated carbon fiber (ACF) materials and containing Pd nanoparticles were used:

Pd/[bmimOH][Tf2N]/ACF with 5-nm Pd particles and Pd/[bmim][PF6]/ACF with

10-nmPd particles. It was found that these catalysts are highly active in the gas phase

heterogeneous hydrogenation of propyne at 130�C and hydrogenate propyne into

propene and to a lesser extent to propane, with observation of a strong PHIP effect

for propene molecules and a weak one for propane (Fig. 15). The signal enhance-

ment factor provided by PHIP was estimated by comparing the intensity of NMR

lines for methyne groups of hyperpolarized and thermally polarized propene in the
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corresponding 1H NMR spectra and was found to be ca. 8 [23]. This signal enhance-

ment is ca. 60 times lower than the maximum possible value [21]. PHIP was

observed for the methyl and the methylene groups of propane as well. If addition

of H2 to propene is non-pairwise, formation of polarized propene from propyne and

subsequent hydrogenation of propene can carry over its polarization to propane.

Alternatively, polarization of propane can form directly if hydrogenation of propene

is partially pairwise.

3.2 Liquid-Phase Hydrogenations

It was successfully demonstrated that supported metal catalysts are able to produce

PHIP effects in liquid-phase hydrogenations as well [21, 85, 86]. In particular,

Rh/TiO2 and Rh/AlO(OH) catalysts were used in a heterogeneous hydrogenation of

dissolved propene gas. Both catalysts hydrogenated propene into propane in toluene

and Rh/TiO2 hydrogenated propene in acetone. When a mixture of parahydrogen

and propene was bubbled through the NMR tube containing the solvent and the

Fig. 14 1H NMR PASADENA spectra detected during hydrogenation of 1,3-butadiene with

parahydrogen over Pd/TiO2 catalyst (a) and Pd/g-Al2O3 catalyst (b). The reaction was performed

at 100�C. The selective pairwise hydrogen addition to 1,3-butadiene over Pd/TiO2 supported

catalyst provides formation of polarized butane, 1-butene and 2-butene (a), whereas over Pd/g-
Al2O3 supported catalyst only 1-butene is polarized (b). The

1H NMR signals of all compounds are

labeled as indicated in the figure
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solid catalyst, HET-PHIP was observed in solution for the reaction product pro-

pane. The experimental spectra detected during propene hydrogenation over

Rh/TiO2 in acetone-d6 are shown in Fig. 16, demonstrating that both ALTADENA

and PASADENA experiments can produce HET-PHIP in liquid–solid heteroge-

neous hydrogenations. The possibility to carry out the reaction and to produce

HET-PHIP outside the NMR magnet (ALTADENA) using supported metal

catalysts opens up the possibility to use such catalysts for the production of continu-

ously flowing catalyst-free polarized liquids, and in addition provides much more

flexibility in the experiment design and the experimental conditions as compared to

the hydrogenation performed within the restricted space of an NMR magnet inside

an RF probe. For instance, much higher temperatures, pressures, and significantly

larger reactor volumes can be used in an ALTADENA experiment.

Once a polarized product molecule is produced, its polarization starts to decay due

to nuclear spin relaxation processes. The relaxation is expected to be much faster for

molecules residing in the pores of the supported catalysts than for molecules in a bulk

fluid. Compared to the gas-phase hydrogenations, in the liquid-phase hydrogenations

using heterogeneous catalysts the diffusional transport of molecular species is much

slower. This can lead to significant polarization losses and even to a complete destruc-

tion of polarization while the polarized product molecule diffuses out of a porous

catalyst support. To verify that PHIP can be observed for slower diffusing molecules,

styrenewas chosen as a highermolecular weight substrate for further experiments. The

same two supported metal catalysts were found to hydrogenate styrene into

Fig. 15 1H NMR spectrum detected during the heterogeneous hydrogenation of propyne with

parahydrogen over Pd/[bmimOH][Tf2N]/ACF catalyst with 5 nm Pd particles. The polarized

protons of methyne and methylene groups of propene are labeled as HX, HY, and HZ and the

polarized methylene and methyl protons of propane are labeled as Ha and Hb. Adapted from [23]

with permission from The Royal Society of Chemistry
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ethylbenzene in acetone-d6 and to produce PHIP effects when parahydrogen was used

in the reaction [85]. The results demonstrate that observation of ALTADENA polari-

zation patterns in liquid phase heterogeneous hydrogenations should be possible for a

variety of substrates, and that the use of supported catalysts, without doubt, holds a

potential for significantly broadening the range of PHIP applications.

Production of water-soluble hyperpolarized contrast agents is essential for

extending PHIP MRI applications to novel in vivo studies. The Rh/TiO2 supported

catalyst was therefore further tested in the aqueous phase hydrogenation experiments.

It was found that the Rh/TiO2 catalyst hydrogenates acrylamide [85] and allyl methyl

ether when the heterogeneous hydrogenation reactions are carried out inD2O at 353K,

and that relatively weak but unambiguous PASADENA polarization patterns are

observedwhen parahydrogen is used. The spectrum detected during the heterogeneous

hydrogenation of allyl methyl ether into ethyl methyl ether in D2O is shown in Fig. 17.

A random assortment of supported metal catalysts was tested in the liquid-phase

hydrogenation of the triple bond of methyl propiolate in a PASADENA experiment

at room temperature (RT) or 305 K and 2–3 bar of parahydrogen by Balu et al. [86].

For metals supported on carbon, essentially no PHIP could be observed.

The activity of Au and Fe based catalysts was too low to observe any chemical

conversion or hyperpolarization. A pronounced polarization of the reaction product,

Fig. 16 1H NMR spectra detected in the heterogeneous hydrogenation of propene catalyzed by

Rh/TiO2 supported metal catalyst in acetone-d6 at room temperature in the ALTADENA (a) and

PASADENA (b) experiments. The enhanced polarized lines of the CH2 and the CH3 groups of

propane are labeled Hb and Ha, respectively
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methyl acrylate, was observed in methanol-d for Pd/silica and for Pt supported on

mesoporous Al-SBA-15 and Al-MCM-48 materials, but the strongest polarization

was observed with the Pt/silica catalyst. The latter was further tested in the

hydrogenation of a number of alkynes and alkenes. Clear PHIP signals were

observed in the hydrogenation of styrene and 1-phenylpropyne, but when non-

conjugated linear compounds containing double and triple bonds were employed,

no PHIP could be detected despite the fact that hydrogenation products were clearly

observed in the 1H NMR spectra. The validity of the reaction-site localization

hypothesis advanced earlier [20, 21] was questioned, but no alternative explanation

of the mechanism of HET-PHIP formation was suggested.

4 HET-PHIP Applications in NMR Imaging

Conceivably, the sensitivity boosting provided by PHIP can be quite useful in all

areas of magnetic resonance, but its applications are limited by the requirements

associated with the practical implementation of the technique. The use of heteroge-

neous catalysts for producing hyperpolarization has a number of advantages

Fig. 17
1H NMR spectrum detected in the heterogeneous hydrogenation of allyl methyl ether with

parahydrogen over Rh/TiO2 supported metal catalyst in D2O at 353 K in a PASADENA

experiment

156 K.V. Kovtunov et al.



compared to the homogeneous ones. At the same time, in order to apply success-

fully HET-PHIP in 1H NMR imaging, one should carefully consider a number of

important points. In particular:

• Necessary attention should be paid to the specific shape of the polarization

pattern of the NMR signals of hyperpolarized molecules during an NMR pulse

sequence design and image reconstruction.

• A relatively fast relaxation of the hyperpolarization requires fast fluid transfer

and signal readout.

• A heterogeneous catalyst layer can significantly accelerate the relaxation of

hyperpolarization compared to the catalyst-free regions.

Another general comment to add is that gas-phase HET-PHIP NMR imaging

experiments are easier to implement than the analogous liquid-phase experiments.

This is because molecular hydrogen is a gas under ambient conditions and can be

easily premixed in any proportions with gaseous substrates such as unsaturated

hydrocarbons to form a reagent mixture for the hydrogenation reaction. In contrast,

the solubility of molecular hydrogen in common organic solvents is very low, and

thus in the liquid-phase hydrogenations the rate of production of hyperpolarized

substances is significantly reduced unless higher pressures or other sophisticated

approaches [11, 87–89] are employed. This is the main reason why HET-PHIP

applications in NMR imaging known to date are gas-phase experiments. Generally,

these experiments were based on the production and use of hyperpolarized propane

in the propene hydrogenation with parahydrogen over suitable heterogeneous

catalysts. The details of these studies are briefly described and discussed below.

4.1 Gas-Phase Imaging of Relatively Large Objects

As mentioned earlier, low concentrations of molecules in gases make imaging of

lungs, porous materials, and other systems with void spaces very challenging. This

sensitivity problem has pushed the use of optically pumped hyperpolarized gases

such as 129Xe, 3He, and 83Kr [39–43]. Meanwhile, rather simple implementation of

HET-PHIP for the production of hyperpolarized gases opens up some new attrac-

tive opportunities for gas-phase MRI.

The first instance of HET-PHIP application for gas-phase imaging [44] utilized

heterogeneous hydrogenation of propene with parahydrogen catalyzed by an

immobilized Wilkinson’s catalyst ([RhCl(PPh3)2PPh2(CH2)2]–SiO2) to produce a

continuous flow of hyperpolarized propane gas. The flow diagram of the experi-

mental procedure is shown in Fig. 18.

At the initial stage of these experiments, parahydrogen (a hydrogen mixture

enriched to 50% para-H2) was produced by passing pure hydrogen through a tube

packed with ortho–para conversion catalyst (FeO(OH)) at the liquid nitrogen

temperature (Fig. 18a). After that, the mixture of parahydrogen and propene in a

4:1 ratio was prepared in a gas cylinder (Fig. 18b). Hydrogenation of propene with
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parahydrogen was then carried out by supplying the mixture into an S-shaped

catalytic reactor made of copper tubing packed with a certain amount of the

immobilized Wilkinson’s catalyst. The reactor (polarizer) was kept at ca. 150�C
and served as the source of hyperpolarized propane gas. The estimated reaction

yield was about 5%; therefore the resulting reactant–product mixture contained

only about 1 vol.% of hyperpolarized propane. After that, the reaction mixture was

adiabatically transferred to the high field of an NMR magnet resulting in two

strongly enhanced ALTADENA multiplets of opposite sign (emissive and absorp-

tive) in the 1H NMR spectrum, which was detected using a single-pulse excitation

(Fig. 19).

These enhanced signals were utilized to image simple phantoms made of Teflon

that were placed inside a 10-mm NMR tube. For this, hyperpolarized propane was

allowed to flow through the phantoms from the bottom of the tube to the top

(see Fig. 18c), and images of the gas flowing in the void spaces of the phantoms

were acquired using pure phase-encoding protocol for the spatial domain [90] so

that the frequency information in the spectroscopic domain (i.e., the NMR spec-

trum) was preserved in the experiment. One of the enhanced ALTADENA peaks

was integrated to generate the images shown in Fig. 20c, e. For comparison,

conventional 1H MR image of one of the phantoms with the void spaces filled

with water is shown in Fig. 20a.

The SNR was estimated to be on the order of 150–200 for the images

corresponding to hyperpolarized propane (Fig. 20c, e), while no or very little signal

could be seen in the images generated using the CH2 peak of unreacted thermally

Fig. 18 Flow diagram for the gas-phase experiment. (a) The parahydrogen enrichment was

performed at 77 K by passing the normal hydrogen through the ortho–para conversion catalyst,

FeO(OH), immersed in liquid nitrogen. (b) The mixture of parahydrogen and propene (in a 4:1

ratio, respectively) prepared in a gas cylinder was passed through the reactor comprising an

S-shaped catalytic cell packed with immobilized Wilkinson’s catalyst that was held at

70–150�C. This procedure produced hyperpolarized propane at the Earth’s magnetic field.

(c) The hyperpolarized propane was transferred to the 7 T field of an NMR magnet where it

passed through the model phantoms for the NMR imaging experiments. The transfer produced an

ALTADENA polarization pattern for propane
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polarized propene (Fig. 20b, d) which was present in the gas mixture in much larger

quantities as compared to propane.

The low signal of thermally polarized propene made it impossible to estimate

accurately the polarization enhancement directly from these images. Instead, the

enhancement was determined from the 1H NMR spectra similar to that shown in

Fig. 19. First, the reaction yield (conversion of propene to propane) was estimated

to be 5% (1/20). Second, it was found that under flowing conditions the 1H NMR

signal intensity of propene was only about one half of its thermal equilibrium value.

Third, the ratio of peak areas for the ALTADENA-enhanced propane protons to the

thermally polarized propene protons was determined to be 30:1. Altogether this

gave the value of the enhancement factor of 30 � 20 � 1/2 ¼ 300. To be more

accurate, the enhancement should be determined by comparing the signals of

propane in two separate experiments with normal hydrogen and with parahydrogen.

Nevertheless, one can conclude that an enhancement of at least two orders of

magnitude relative to the thermally polarized gas is a reliable estimate for these

gas-phase imaging experiments.

4.2 Combining HET-PHIP and Remote Detection MRI
for Microfluidic Gas-Flow Imaging

Another example of MRI applications of hyperpolarized gases produced using

HET-PHIP concerns microfluidic gas-flow imaging [46]. In principle, NMR is

Fig. 19
1H NMR spectrum of the mixture of propene and polarized propane gas produced upon

hydrogenation in the catalytic cell under flowing conditions. The peaks from the parahydrogen-

derived propane protons and the CH2 peak in the unreacted propene are marked in the spectrum

[44]. Copyright Wiley-VCH Verlag GmbH& Co. KGaA, Weinheim. Reproduced with permission
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one of only a few techniques suitable for a noninvasive and traceless monitoring of

microfluidic flow phenomena. At the same time, the problem of its low sensitivity is

especially severe when small amounts of fluids in microchannels are imaged using

relatively large conventional RF detectors. This issue is complicated further when

Fig. 20 (a) High-resolution water proton image for a thin cross-sectional slice through a cross-

shaped Teflon phantom. The circle depicts the Teflon tube (0.16 cm or 1/16 in.) which delivers

the gas. (b) Propene gas phase image based on the signal intensity from the CH2 peak.

(c) ALTADENA image from the propane CH3 peak. Parts (b) and (c) were reconstructed from

the same experiment and are plotted with respect to the same color scale. Images (d) and (e)

correspond to a phantom consisting of a random packing of capillaries to demonstrate gas-phase

MRI in a porous medium [44]. Copyright Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.

Reproduced with permission
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gases, whose molecular density number is several orders of magnitude lower than in

liquids, are under investigation.

The sensitivity issue can be resolved to a good extent by using an alternative

signal detection scheme named “remote-detection” (RD) [91–95]. In this technique

the encoding of spatial information and the detection of the signal are performed

using two different RF coils in different spatial locations. Typically, a microfluidic

device is placed inside an encoding RF coil which is large enough to house the

entire device. After the spatial encoding step, the fluid flows out of the device

through a thin capillary and subsequently arrives at the detection coil for signal

read-out. The size and circuit characteristics of the detection coil are adjusted to

have ultrasensitive detection properties. As the fluid molecules have to travel from

the encoding coil to the detection coil, the remote-detection technique inherently

also provides the time-of-flight information.

Depending on the sample, RD can provide the sensitivity enhancement of up to

several orders of magnitude in microfluidic flow studies, but even under these

circumstances an additional sensitivity boost is desired for microfluidic gas-flow

imaging. In the study reported by Telkki et al. [46], this additional sensitivity boost
was achieved by hyperpolarizing propane gas using HET-PHIP. As compared to the

phantom experiments described above [44], the important difference of these

experiments is that the total volume of the channels in the microfluidic systems

studied is several orders of magnitude lower than the volume of the voids in the

phantoms studied using conventional MRI. Therefore it is essential to achieve the

maximum possible sensitivity in the RD experiments. As the relaxation time of

propane gas is relatively short (on the order of 900 ms), it is essential to implement a

reasonably fast transfer of the hyperpolarized propane from the reactor where it is

produced to the NMR system where the microfluidic device and the RF coils are

located (in the experiments discussed here the two RF coils are located close to each

other within the same NMR magnet [46]). At the same time, the gas flow in the

microfluidic device has to be much slower in order to have reasonable residence

times of the gas in the device and in the detection coil. In practice, it was

accomplished by connecting an additional outlet gas line branch close to the inlet

part of the microfluidic chip. The needle valve 1 at the end of this branch (Fig. 21a)

allowed one to maintain the required fast transfer of the gas but efficiently

decreased the rate of gas flow through the microfluidic system under study

(Fig. 21b). The needle valve 2 was connected to the outlet part of the microfluidic

system for a more precise regulation of gas flow rate.

Supported Wilkinson’s catalyst or [Rh(COD)(sulfos)]/SiO2 (sulfos ¼ �O3S

(C6H4)CH2C(CH2PPh2)3) were utilized as the hydrogenation catalyst precursors

for the propene hydrogenation process to produce the hyperpolarized propane in a

similar way to that described in the previous section. Both catalysts provided signal

enhancements of about 80 compared to thermal polarization in the 7 T magnetic

field, while the estimated reaction yield was 60%. Because of different reaction

conditions, the product yield was higher than in the experiments described previ-

ously (ca. 5%) [44]. Notably, this much better yield resulted in about three times

stronger signal of the hyperpolarized propane, even though the polarization
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enhancement in this study was somewhat lower. The sensitivity of the detection

microcoil and the PHIP signal enhancement were sufficient to observe an

ALTADENA spectrum of continuously flowing polarized propane at 1 atm pressure

in a 150-mm capillary after accumulation of eight scans (Fig. 21c). The gas volume

inside the detection coil was only 53 nL. The SNR was estimated to be about 8.8 per

scan and atmosphere, which is 88 times higher compared to that for hyperpolarized

xenon in a Xe/He/N2 gas mixture in a continuous flow experiment performed using

an almost identical microcoil [94].

Three different microfluidic systems were examined in the imaging experiments

(Fig. 22). First, a 150-mm capillary tubing was set to lead through the encoding and

the detection coils, and two-dimensional RD time-of-flight images were acquired

using the pulse sequence shown in Fig. 21d. The images corresponding to the

Fig. 21 (a) Experimental setup for RD experiments. The parahydrogen/propene mixture flows

through the hydrogenation catalyst layer packed between plugs of glass wool inside a heated

quartz tube. After the hydrogenation reaction, the polarized propane gas flows from the tube into

the microfluidic chip positioned inside an NMR magnet. (b) Remote-detection MRI experimental

setup. (c) 1H NMR spectrum of hyperpolarized propane gas measured by the detection coil.

(d) Remote-detection MRI pulse sequence, in which phase encoding of spatial coordinates is

carried out in the y and z directions. Time-of-flight information is obtained using a train of p/2
pulses applied in the detection coil [46]. Copyright Wiley-VCH Verlag GmbH & Co. KGaA,

Weinheim. Reproduced with permission
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hyperpolarized propane are shown in Fig. 22b. The signal patches in the panels

acquired at different travel time instants are relatively short, indicating that gas

dispersion along the flow direction is small and therefore the diffusional mixing in

the capillary transverse to the direction of flow is very efficient. Comparison with a

similar experiment performed using water, which has three orders of magnitude

Fig. 22 Remote-detection time-of-flight images measured from microfluidic systems. Water

(a) and hyperpolarized propane (b–d) flowing in the capillary tubing leading through the encoding

coil (a, b), and in microfluidic chips [Chip 1 (c) and Chip 2 (d)]. The flow channels are outlined

with white lines. The first images on the left are the result of summation of subsequent images

measured at different travel-time instants (time projection). The travel time instants are indicated

in milliseconds. The spatial resolution in the y and z directions is 0.5–1.6 mm and 1.5–2.5 mm,

respectively, depending on the experiment [46]. Copyright Wiley-VCH Verlag GmbH & Co.

KGaA, Weinheim. Reproduced with permission
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slower self-diffusion, instead of hyperpolarized propane revealed the presence of

significant flow dispersion (Fig. 22a). For example, at t ¼ 200 ms one can observe

water in the entire encoding coil region.

The second microfluidic system examined was Chip 1, which had a 2 mm wide

enlargement section and a depth of channels of 50 mm (Fig. 22c). Although the

channel thickness was expected to be constant at different channel cross-sections, the

RD time-of-flight images indicated that the gas mostly flowed close to the edges of

the enlarged section, while almost no flow streams passed through the central part.

This observation led to the manufacturing imperfections being exposed, since the

central part was found to be much thinner than the expected thickness of 50 mm. This

fact was eventually confirmed by visual inspection and conventional 1H MRI imag-

ing of water in the channels of Chip 1. It is worth noting that the channel geometry of

Chip 1 was also used in the experiments with hyperpolarized 129Xe under comparable

conditions [94]; however, the acquisition time in the xenon experiment (9 h) was

much longer than in the experiment with hyperpolarized propane (10 min), likely

because of a much lower sensitivity in the xenon experiment.

The imperfections of the geometry were also revealed in Chip 2 with the ladder-

like channel structure (Fig. 22d). In this case, the channel depth was expected to be

constant and equal to 100 mm, but the signal amplitudes in the time projection

(Fig. 22d, leftmost image) indicate, for instance, that the cross-sectional area of the

left vertical channel is smaller than that of the right vertical channel. It should be

noted that, in addition to information on geometry of the objects, the RD time-of-

flight experiments allowed one to measure flow velocities in different parts of the

examined microfluidic systems, providing comprehensive information about mass

transport in these systems. For further details we refer the reader to the original

publication [46], and another describing the travel time distribution analysis in RD-

HET-PHIP experiments [96].

In addition to the imaging of microfluidic chips, the combined use of RD and

PHIP has a promising potential for boosting the sensitivity in the studies of

operating chemical microfluidic reactors [97]. The discussion of this subject is

included in the next section.

4.3 NMR Imaging of Catalytic Hydrogenation

In all the experiments described above, parahydrogen naturally takes part in

heterogeneous catalytic hydrogenations as a reactant. This provides a unique

opportunity for the in situ MRI studies of catalytic processes with reasonably

high sensitivity even in gas-phase hydrogenations. The goal of such investigations

is a deeper understanding of physico-chemical processes influencing the perfor-

mance of a catalytic reactor, which is commonly considered as a “black box” that

converts reactants into products. Extremely versatile information which can be

obtained using MRI can provide means for better optimization of important cata-

lytic processes. In addition, the studies of heterogeneous processes involving

parahydrogen are required in order to understand better the factors which control
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the formation of highly hyperpolarized substances in HET-PHIP experiments, since

both the build-up and the decay of hyperpolarization should depend strongly on the

transport processes taking place in catalytic layers.

In the first reported implementation of HET-PHIP for studying model catalytic

microreactors [45], hydrogenation of propene over Wilkinson’s catalyst (most likely,

reduced) supported on modified silica gel was used as a model reaction process. One

of the challenges of that study was the demonstration of the significant sensitivity

improvement in microreactor imaging due to the use of HET-PHIP. The sensitivity

enhancement of 300 compared to thermally polarized propane was measured previ-

ously in an ALTADENA experiment using immobilized Wilkinson’s catalyst [44].

The degree of sensitivity enhancement was confirmed again in the imaging study [45].

At the same time, one significant difference faced was that the reactor under study

was located inside a 7 T NMR magnet. The maximum signal amplitude in this

PASADENA experiment is observed with a p/4-pulse, and the 1H NMR signals of

hyperpolarized propane have an antiphase pattern. This is much less convenient for

imaging compared to the in-phase ALTADENA patterns, since an attempt to generate

an image by integrating the signal is bound to cancel the enhancement. Thus a spin-

echo readout (p/4–t–p–t–acquisition) was employed along with the pure phase

encoding protocol. It served several purposes: to refocus the dephasing of magnetiza-

tion due to magnetic susceptibility gradients, to remove the broad 1H NMR signals of

orthohydrogen and solid materials, and to allow a certain amount of evolution under

homonuclear J-coupling which converts some of antiphase magnetization into the in-

phase magnetization.

Two microreactors made of 1/800 nylon tubing (�2 mm ID) were used in the

experiments. The propene–parahydrogen mixture flowed through the microreactors

containing hydrogenation catalyst to produce hyperpolarized propane. The first

reactor was tightly packed with about 0.1 g of immobilized Wilkinson’s catalyst

to form a 5-mm catalyst bed surrounded by two layers of glass beads. This reactor

was used for the demonstration of the in situ imaging of the production of

hyperpolarized propane, the visualization of active regions of the catalyst bed,

flow mapping, and the demonstration of a controlled transport of the polarization

out of the catalyst bed. As a particular example, the 1H NMR image acquired from

the hyperpolarized propane in the catalyst bed is shown in Fig. 23a. The SNR was

good enough to generate a velocity map of the gas flowing through the reactor

(Fig. 23b) using a flow-encoded MRI pulse sequence [45]. The second reactor

contained a powder of loosely packed pure Wilkinson’s complex mixed with glass

beads, and served as a model of a more heterogeneous packing as well as for

demonstration of the polarized outstream control.

Amongst other things, the study demonstrated an approach for reducing the

influence of the nuclear spin relaxation in HET-PHIP NMR imaging using long-

lived spin states [98, 99]. This approach allowed the observation of delivery of the

hyperpolarized propane beyond the catalyst beds in both microreactors.

Recently, Zhivonitko et al. [97] have shown that combination of RD and HET-

PHIP described in Sect. 4.2 provides a means for a versatile characterization of

microfluidic reactors of much smaller sizes compared to the reactors discussed
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above. The microfluidic reactors they studied had single cylindrical channels of

various diameters, from 800 to 150 mm, packed with heterogeneous catalysts [97].

Propene hydrogenation was employed as a model reaction process. The study

demonstrated that RD-HET-PHIP provides the sensitivity enhancement of almost

five orders of magnitude compared to a fictitious direct MRI experiment performed

without RD and PHIP. Such a significant improvement in sensitivity allowed the

authors to study mass transport and to obtain quantitative estimates of gas flow

velocities, to visualize the reaction product distribution, and to address adsorption

processes that take place in the microfluidic packed bed reactors. These data also

provided an insight into the processes influencing the build-up of hyperpolarization

in the packed layers of heterogeneous catalysts.

As an example of the results obtained, the two-dimensional time-of-flight

images demonstrating the build-up of the hyperpolarized product propane are

shown in Fig. 24. The leftmost images are the time projections generated by

summing all other panels corresponding to different travel time instants from the

encoding to the detection coil. It is clearly seen that for longer travel times, the

signal intensities are lower compared to those for shorter travel times, which

indicates that the amount of hyperpolarized propane increases from the inlet toward

the outlet of the reactors (from the upper to the lower parts of the panels). The

shortest travel times (86, 62, and 133 ms for Fig. 24a–c, respectively) correspond to

the gas which was encoded when it already flowed out the catalyst bed region and

entered the outlet capillary leading to the detection coil. A theoretical analysis

Fig. 23 1H NMR image (field of view 2.3 mm (x) � 7.0 mm (z); spatial resolution 20 mm � 60

mm) acquired from a tightly packed catalyst bed (catalyst layer thickness is ~5 mm) and the

corresponding flow map of the gas. (a) Parahydrogen-polarized propane image. (b) Flow map in

the xz plane generated with the use of the hyperpolarized propane. The orientation and length of

the arrows show the direction and magnitude of the local flow velocity, respectively. The

resolution of the flow map is intentionally decreased by retaining only 1 of every 16 arrows to
avoid excessive overlap of the arrows. From [45]. Adapted with permission from AAAS
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Fig. 24 (a–c) The yz-encoded RD TOF images measured for Rh/SiO2 catalyst beds in (a) 800,

(b) 405, and (c) 150 mm reactors at 60�C. The leftmost images are the time projections. Travel time

instants in milliseconds are indicated in the panels. The catalyst bed regions are outlined with

white dashed lines. The complete data set for each reactor was acquired in 13 min with a time

resolution of 12 ms and a spatial resolution of 160–250 mm in the y direction and 0.62–2.2 mm in

the z direction [97]. Copyright Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim. Reproduced

with permission
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performed in the study brought authors to the conclusion that the decay of hyper-

polarization due to nuclear spin relaxation processes within the catalyst beds of the

reactors is insignificant under given experimental conditions. Moreover, the exam-

ined devices can be considered as the first prototypes of microfluidic PHIP

polarizers that provide signal enhancements on the order of two orders of magni-

tude, bringing together the HET-PHIP research with the new rapidly emerging

capabilities provided by microfluidics.

5 Evaluation of Signal Enhancement in Continuous-Flow

PHIP Experiments

When signal enhancements in PHIP and other hyperpolarization NMR experiments

are evaluated, the hyperpolarized NMR signals are usually compared to the signals

of the same samples in thermal equilibrium. It is therefore important to ensure that

the observed intensities of non-hyperpolarized signals do indeed have thermal

equilibrium values at the time of their detection. This is not necessarily the case

if such quantitative NMR experiments are performed in a continuous flow regime.

Indeed, before the flowing fluid enters an NMR magnet from the outside, its

nuclear spin magnetization is essentially zero. It takes (3–5) � T1 to attain thermal

equilibrium, but as the fluid flows toward the signal detection zone it experiences an

ever growing magnetic field, and the magnetization of its nuclear spins is perma-

nently trying to catch up with the gradually increasing thermal equilibrium value.

Therefore, even if the temperatures of the fluid and the RF probe are the same, for

high enough flow rates the magnetization of the fluid in the RF coil may be

measurably smaller than the thermal equilibrium value at the nominal magnetic

field of the NMR spectrometer. As a result, the NMR signal of the “thermally

polarized” fluid may be significantly reduced. This effect will be particularly

pronounced for fluids with very long relaxation times, but even for liquids with

the proton T1 times of a few seconds such effects may be easily observed. This is

also a problem with continuously flowing gases as flow rates used are usually

higher, whereas the T1 times of some of the gases used are not much shorter than

those of liquids. For instance, for 1 bar of propane at 7 T the proton T1 time is ca.

0.9 s, and for other gaseous hydrocarbons discussed above the values of T1 are also
on the order of 1 s. Differences in the flow regimes of gases (plug flow with little

flow dispersion) and liquids (laminar flow with high dispersion) may also affect the

degree of the NMR signal suppression of the flowing “thermally polarized” fluids.

To explore and quantify these effects, our experimental setup was modified to

accommodate a cell with activated charcoal in the NMR tube just above the

sensitive zone of the RF probe so that the inflowing gas passes through the bed of

paramagnetic charcoal before it reaches the catalyst. As a representative example,

Fig. 25 presents the results obtained with 1,3-butadiene using this setup. When the
1H NMR spectrum of 1,3-butadiene flowing at ca. 7 mL/s is detected without the
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charcoal insert (Fig. 25a), its signals have low intensity, but become much larger

when the insert is in place and the nuclear spin relaxation of the gas is accelerated

before its signals are detected (Fig. 25c). A simple way to see if the incomplete

relaxation may be a potential problem is to compare the spectra detected for the

flowing (Fig. 25a, c) and the static gas (Fig. 25b). This comparison shows that the

paramagnetic insert allows one to quantify properly the thermal equilibrium

intensities of the NMR signals of the flowing gas, whereas in the experiment

without the insert the “thermal equilibrium” signals are in fact severely diminished

in intensity. We note here that the signal attenuation observed in Fig. 25a is not

caused by the fact that an FID is being detected while the gas is flowing out of the

RF coil. This outflow could shorten the FID and thus broaden the observed NMR

lines, but the integrated signal intensity should be largely unaffected. This is not

what is observed in the spectra of Fig. 25: the linewidths in the spectra detected

under static and flowing conditions are similar, whereas the signals of flowing 1,3-

butadiene in the absence of the paramagnetic insert are dramatically suppressed. In

addition, comparison of Fig. 25b, c shows that the intensities of the signals are not

affected by flow when the insert is in place. Thus, signal suppression is clearly

caused by a rapid inflow of the gas into the magnet from a low magnetic field which

makes the magnetization of the gas much smaller than the thermal equilibrium

value in the high magnetic field of the NMR instrument at the time of NMR signal

detection.

In the work of Sharma and Bouchard [100], hydrogenation of propene with

parahydrogen was studied using supported Pt catalysts, with Pt nanoparticles

Fig. 25 1H NMR spectra of the mixture of 50%-enriched parahydrogen and 1,3-butadiene (4:1 by

volume) (left) and the schematic drawing of the experimental geometry (right). The spectra were
detected for (a) flowing gas without the paramagnetic charcoal insert; (b) static gas under stopped

flow conditions; (c) flowing gas with the insert in place. The spectra (a–c) were acquired without

the catalyst at the bottom of the tube
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stabilized using p-mercaptobenzoic acid. The catalyst modification procedure, which

the authors refer to as “rational design”, is well known in heterogeneous catalysis for a

long time as catalyst poisoning. Catalyst poisoning can be very useful inmodifying the

selectivity of a catalyst to get higher yields of the desired product by selectively

deactivating (poisoning) those active centers that exhibit low selectivity toward the

target product. The conclusions the authors make about the mechanism of HET-PHIP

generation in this system and the contribution of the pairwise hydrogen addition to the

overall hydrogenation reaction on this catalyst are based on their estimate of the signal

enhancement factor. However, a careful inspection of their spectra indicates that, quite

likely, they have overlooked the effects described above, and that the actual

enhancements were largely overestimated.

Figure 26 compares the 1H NMR spectrum from the work of Sharma and

Bouchard [100] and our 1H NMR spectrum of a static gaseous sample. Both spectra

were detected under very similar conditions except that the gas in the experiment of

Fig. 26a was static. Both samples contained ca. 1 bar of the 4:1 mixture of 50%-

enriched parahydrogen and propene in a 10-mm NMR tube and were detected using

four signal averages. It can be seen that the signal of propene is dramatically

stronger for the static sample as evidenced by its SNR which is larger by a factor

of ~30 even though the spectrum in Fig. 26b was acquired at a higher magnetic field

(9.4 T vs. 7.05 T for Fig. 26a). This major difference in SNR points to the fact that

propene signals in the spectra reported by Sharma and Bouchard [100] (Fig. 26b)

are suppressed well below the thermal equilibrium value. This is further confirmed

by the fact that the ratio of the signals of propene and ortho-H2 in Fig. 26b is

obviously much lower than in Fig. 26a (see also Fig. 1b of [100] for the spectrum

acquired using 4,000 accumulations), even for the spectrum of the static gas with

the propene signals intentionally broadened to emulate the outflow effects

(Fig. 26a, inset). The signal of flowing ortho-H2 is not suppressed because its

spin–lattice relaxation is much faster than that of propene. An additional confirma-

tion of the suppression of the non-hyperpolarized signals is the statement made by

the authors that polarization efficiency decreased significantly when the gas flow

rate was reduced [100]. This is not surprising since lower gas flow velocities result

in a larger “thermal equilibrium” magnetization before the gas enters the RF coil.

Fortunately, the situation for propane is somewhat different from that for

propene. For propane produced as the product of hydrogenation reaction within

the NMR tube residing in the NMR magnet, it is almost impossible to suppress the

thermal equilibrium signal completely. The very short T1 time of ortho-H2 some-

what increases when H2 is mixed with heavier gases such as hydrocarbons, but in

any case does not exceed a few milliseconds. Therefore, when normal hydrogen is

used in the reaction, at any practically feasible gas flow rate the nuclear spins of H2

hydrogen atoms are expected to be in thermal equilibrium by the time H2 enters the

reaction. As a result, one of the six methyl protons and one of the two methylene

protons of propane that come from H2 will be in thermal equilibrium even if other

hydrogens of propane are not. Thus, in a catalytic experiment with normal hydrogen

the signal intensities of propane could be suppressed at the high gas flow rates by

the factors of up to two and six for the methylene and methyl resonances,
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respectively. As the signal enhancement in [100] was estimated from the resonance

of the methyl group of propane, it can be concluded that the degree of polarization

and the degree of pairwise hydrogen addition were overestimated by at least a factor

of 6. Combined with the fact that catalyst poisoning resulted in an almost negligible

conversion of propene to propane, the results of Sharma and Bouchard can hardly

be considered as a significant advance with respect to the results reported earlier.

The authors also draw the conclusion that the ligands present at the Pt particle

surface can confine the catalytically active sites, apparently confirming the possible

mechanism of HET-PHIP formation on the supported metals advanced earlier

[20, 21]. At the same time, the results can equally well be explained in a different

Fig. 26
1H NMR spectra detected for the 4:1 mixture of 50%-enriched parahydrogen and propene

at 1 bar in a 10 mm NMR tube using a 45�-pulse for excitation and four signal averages. (a) The

spectrum detected at 7.05 T for a static gas in the absence of any catalyst. No apodization was used

in processing of the FID. NMR signals of H2 and the three groups of propene are labeled. The inset
shows part of the same spectrum with the lines artificially broadened using exponential

apodization of the FID to mimic the flow-induced line broadening effect. (b) The spectrum

detected by Sharma and Bouchard [100] at 9.4 T for the gas flowing through the tube containing

supported Pt catalyst. The spectrum in (b) is presented in the absolute value (magnitude) mode,

and the entire spectrum is inverted in the figure. The lines marked with arrows belong to

hyperpolarized propane. See text for further details. (b) was adapted with permission from [100]
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way. Poisoning of the catalyst with p-mercaptobenzoic acid significantly reduces its

activity as evidenced by the dramatic reduction in the product yield. This poisoning

of catalytically active sites could be selective, e.g., it could preferentially suppress

the active centers that produce no PHIP, which in fact could potentially increase the

degree of pairwise hydrogen addition at the expense of a significantly decreased

conversion. At the same time, since the enhancement factor and the degree of

pairwise H2 addition [100] were most likely significantly overestimated, neither

conclusion seems justified without further careful experimental verification.

Finally, it is worth noting that this effect of suppression of thermally polarized

signals by fluid flow can be used to advantage in the continuous-flow PHIP

experiments to reveal weak polarizations potentially masked by the much stronger

thermally polarized signals of the reactants and especially products. As an example,

Fig. 27 presents the results of the PASADENA experiments performed with 1,3-

butadiene as a substrate. Figure 27c shows the HET-PHIP spectrum detected with

the charcoal insert present. The polarization contributions to the NMR signals of the

products are smaller than the equilibrium signals of the same products, as revealed

by the small size of the emissive components of the lines compared to the

Fig. 27 1H NMR spectra detected during the hydrogenation of 1,3-butadiene with parahydrogen

over Pt/g-Al2O3. The reaction was performed at 100�C. The spectra were detected for (a) flowing

gas without the paramagnetic charcoal insert; (b) static gas under stopped flow conditions;

(c) flowing gas with the insert in place
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absorptive components. For even smaller levels of polarization, these negative parts

may be overwhelmed by the much larger absorptive contributions and would not be

observed. At the same time, when no paramagnetic insert is present, the lines of the

non-polarized products are significantly suppressed and the polarization patterns

are much closer to the symmetric absorption-emission multiplets expected in a

PASADENA experiment (Fig. 27a).

6 Conclusions and Outlook

The concept of HET-PHIP has clearly proven its viability. While this sub-field of

hyperpolarization in magnetic resonance is still in its infancy, at this point the demon-

stration that many types of heterogeneous catalysts have an intrinsic ability to produce

PHIP is quite an important and encouraging achievement. Heterogeneous processes

may have certain limitations, but they also have many advantages over their homoge-

neous counterparts. In particular, while it is possible in principle to remove a dissolved

catalyst from solution of a hyperpolarizedmolecule, practical attempts to do this lead to

a dramatic reduction in the levels of signal enhancement by several orders ofmagnitude

[101]. In this respect, HET-PHIP appears to be a more direct way to catalyst-free

hyperpolarized liquids and solutes, and quite likely the onlyway to utilize parahydrogen

to produce hyperpolarized gases. Another advantage of HET-PHIP is that the duration

of the hydrogenation event can easily be controlled by selecting the desired contact time

of the reaction medium with the heterogeneous catalyst, something which is not easily

achievable with homogeneous hydrogenations as dissolved parahydrogen can ensure

that reaction continues for an undefined period of time even after bubbling of

parahydrogen through solution is terminated. This feature may be useful in the studies

of the dynamics of PHIP formation and transfer to other nuclei in a coupled system of

nuclear spins. It is also expected that HET-PHIP could become a useful tool in the

mechanistic studies of heterogeneous catalytic processes, as demonstrated by some of

the examples discussed above. In addition, HET-PHIP could potentially address the

low-sensitivity issue in the NMR studies of surfaces, as demonstrated by the observa-

tion of PHIP-enhanced 1H NMR spectrum of surface-bound H atoms upon heterolytic

activation of parahydrogen on the surface of ZnO [102].

Further development of HET-PHIP will continue in several different directions.

These include the contribution of HET-PHIP to the theory and practice of PHIP in

general, the efforts to gain a much better understanding of the mechanisms respon-

sible for HET-PHIP, the design of better catalysts and catalytic processes to

produce large quantities of strongly polarized liquids and gases, the development

of HET-PHIP as a tool to study the mechanisms of heterogeneous catalytic

processes and the processes in operating catalytic reactors, and the application of

HET-PHIP in hypersensitive spectroscopic and imaging studies including in vivo

magnetic resonance. It is quite likely that significant progress can be achieved in

this novel field of research, but this will require very careful experimentation and

knowledgeable reasoning.
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Significant progress has been achieved lately in the development and application

of other nuclear spin hyperpolarization techniques. Furthermore, a number of other

major developments in modern magnetic resonance that took place in recent years

are also very important in the context of hyperpolarization studies. Those

developments that already revealed their utility in combination with PHIP include

the demonstration and use of the unusual properties of the long-lived (singlet) spin

states [99, 103–105], the growing number of the types of molecules that can be

hyperpolarized and used as, e.g., advanced contrast agents for MRI [106–112], the

development of the new approaches and instrumentation to generate hyperpolariza-

tion [11, 15, 87–89], the techniques for the optimized conversion of the initial spin

order of the product molecule into the observable polarization [113–115] and for

magnetization transfer to other nuclei [34, 87, 116–124], and more. The tendency to

overcome the isolation between different research directions and to develop the

group of hyperpolarization techniques and their applications as one big and rapidly

growing family, in combination with the joint collaborative efforts of the magnetic

resonance community, will definitely go a long way in accelerating progress in this

important field of modern magnetic resonance.
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Dynamic Nuclear Polarization Enhanced

NMR in the Solid-State

Ümit Akbey, W. Trent Franks, Arne Linden, Marcella Orwick-Rydmark,

Sascha Lange, and Hartmut Oschkinat

Abstract Nuclear magnetic resonance (NMR) spectroscopy is one of the most

commonly used spectroscopic techniques to obtain information on the structure and

dynamics of biological and chemical materials. A variety of samples can be studied

including solutions, crystalline solids, powders and hydrated protein extracts. How-

ever, biological NMR spectroscopy is limited to concentrated samples, typically in

the millimolar range, due to its intrinsic low sensitivity compared to other techniques

such as fluorescence or electron paramagnetic resonance (EPR) spectroscopy.

Dynamic nuclear polarization (DNP) is a method that increases the sensitivity of

NMR by several orders of magnitude. It exploits a polarization transfer from

unpaired electrons to neighboring nuclei which leads to an absolute increase of

the signal-to-noise ratio (S/N). Consequently, biological samples with much lower

concentrations can now be studied in hours or days compared to several weeks.

This chapter will explain the different types of DNP enhanced NMR experiments,

focusing primarily on solid-state magic angle spinning (MAS) DNP, its applications,

and possible means of improvement.

Keywords Dynamic Nuclear Polarization (DNP) � Hyperpolarization � Sensitivity �
Solid-state MAS NMR � Structural Biology
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S/N Signal-to-noise ratio

SD Spin diffusion

SE Solid effect

SQ Single quantum

T Tesla

T1DQ Double quantum relaxation time

T1e Electron spin-lattice relaxation time

T1n Nuclear spin-lattice relaxation time

T1p Nuclear relaxation time in the rotating frame

T1ZQ Zero quantum relaxation time

T2e Electron spin–spin relaxation time

T2n Nuclear spin–spin relaxation time

TEMPO 2,2,6,6-Tetramethylpiperidinoxyl

TJ-DNP Temperature-jump dynamic nuclear polarization

TM Thermal mixing

TOTAPOL 1-(TEMPO-4-oxyl)-3-(TEMPO-4-amino)-propan-2-ol

W Watt

ZQ Zero quantum

Δ Inhomogeneous breadth of the EPR spectrum

δ Homogeneous EPR linewidth

ε Enhancement

γe Gyromagnetic ratio of electron

γn Gyromagnetic ratio of nucleus

κ Sensitivity

τB Polarization buildup time constant

τR Rotor period

ω0e Electron Larmor frequency

ω0I Nuclear Larmor frequency

ωR Spinning frequency
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1 Introduction and Motivation

Nuclear magnetic resonance (NMR) spectroscopy is a powerful tool for studying

structure and dynamics of biological macromolecules at atomic resolution. Magic-

angle spinning (MAS) NMR can be used to acquire high-resolution data on solid

samples, and has been applied to many biological systems [1, 2] including amyloid

[3–5], nanocrystalline [6, 7], and membrane proteins [8–12].

However, NMR is limited to the study of samples with high concentrations of

magnetically active nuclei, typically requiring labeling strategies for biomolecular

applications. Furthermore, the NMR transition energy is very low when compared to

the transition energy for infrared or ultraviolet/visible spectroscopy. Therefore, only

an exceedingly small excess Boltzmann polarization can be induced (~1 in 1,000,000)

by an external magnetic field.

The sensitivity of NMR spectroscopy has dramatically increased throughout the

lifetime of the technique. Instrumental innovations such as superconducting magnets

and cryo-probes have proved to be invaluable to the NMR spectroscopist. Methodo-

logical developments such as Fourier transform (FT) spectroscopy, improved polari-

zation transfer schemes [i.e., cross-polarization (CP) and insensitive nuclei enhanced

by polarization transfer (INEPT)], and optimized detection techniques have made

NMR a versatile tool in chemistry, biology, and materials science [13].

An additional approach for increasing NMR sensitivity is to use hyperpolariza-

tion to produce spin population differences far greater than that obtained at the

thermal Boltzmann distribution. Several hyperpolarization techniques have been

demonstrated such as chemically induced dynamic nuclear polarization (CIDNP)

[14–19], para-hydrogen induced polarization (PHIP) [20–22], optical pumping

[20, 23–25], and dynamic nuclear polarization (DNP) [26]. Each of these methods

increases the sensitivity by several orders of magnitude. The first two approaches

generate hyperpolarized states by special chemical reactions, while optical

pumping is limited to noble gases. DNP, however, can be applied whenever the

sample contains an unpaired electron source, provided that the electron relaxation

times and concentrations are favorable. The primary focus of this chapter will be

DNP enhanced solid-state MAS NMR spectroscopy.

DNP was first proposed by Overhauser in 1953 [26] and was soon experimentally

verified in conducting solid metals by the work of Carver and Slichter [27], and later

on in solutions [28–30]. DNP is currently achieved using continuous high-power

microwave (MW) irradiation of unpaired electron spins from polarizing agents such

as the stable nitroxide radicals, TEMPO and TOTAPOL [31]. The initial hyperpolar-

ization is usually achieved at cryogenic temperatures (from ~100 K to as low as

1–2 K) to improve the relaxation processes that help determine the transfer efficiency.

Solution state DNP experiments either polarize the sample at room temperature [32]

or at liquid nitrogen and helium temperatures, then followed by a fast temperature

jump [33, 34]. MAS DNP [35–38] is usually performed at ~100 K with a high-power,

high-frequency gyrotron MW source [39, 40]. Commercialization of high-field MAS

DNP instrumentation has made the technique widely available [41]. In routine MAS
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DNPNMR applications to biological and macromolecular molecules, DNP-mediated

increases in the NMR signal between ~10 and 100 (DNP enhancement, ε) have been
obtained. Such signal enhancements decrease the signal averaging time by 100- to

10,000-fold (~ ε2). The extent of this signal enhancement by DNP becomes more

pronounced when the additional polarization increase due to cryogenic temperatures

is considered. Thus, an additional factor of ~3 is possible for the absolute sensitivity

(DNP + cryogenic enhancement), e.g., for experiments performed at ~100 K com-

pared to ~300 K.

In principle, the DNP enhancement is proportional to the gyromagnetic ratio

of the electron (γe) and nuclear spins (γI). Therefore, a signal enhancement of

ε ¼ (γe/γI) � 660 can theoretically be obtained for 1H, but in practice

ε ¼ 100–200 is more commonly observed when using model compounds

[42]. In biological systems such as lysozyme [40] and bacteriorhodopsin

[43–45] the enhancements are smaller, ε ¼ 40–50. In systems with longer

relaxation times due to crystallinity and/or deuteration, considerably larger

enhancements were observed (ε ¼ ~100 in the amyloidogenic model peptide

GNNQQNY7–13 [46] and ~120 for a deuterated protein [99]).

DNP-enhanced NMR spectroscopy has been used to study biological and func-

tional materials at low concentrations in reasonable experimental times that were

inaccessible without DNP [44, 47–50]. Moreover, large biological molecules, reac-

tion dynamics, and high-throughput screening may now be studied with improved

sensitivity using DNP techniques. Hyperpolarized molecules have also been used to

monitor reaction intermediates in magnetic resonance imaging (MRI).

In this chapter we present several approaches that have been taken to utilize

DNP. A brief summary is first given regarding solution state DNP and dissolution

DNP. The chapter’s main emphasis is on solid-state MAS DNP. The theoretical

aspects of solid-state MAS DNP are briefly summarized followed by a third section

on specialized DNP instrumentation. Fourth, electron polarization sources are

discussed. Practical aspects of MAS DNP will be summarized in a fifth section.

2 Experimental Approaches for DNP

Different instrumental methods to exploit DNP include solution-state, shuttling,

dissolution and solid-state methods. In the following text, “solution-DNP” will refer

to hyperpolarization and detection at ambient temperatures in the solution phase of a

sample. “Shuttle DNP” will refer to hyperpolarization of a solution at low magnetic

field followed by the physical shuttling of the sample into a higher magnetic field for

NMR detection. “Dissolution-DNP” will refer to hyperpolarization of a frozen

solution at ~1–2 K followed by fast melting of the sample to ambient temperatures

for detection of a solution phase sample. “Solid-state DNP” will refer to the hyperpo-

larization of a frozen solid sample at temperatures below 200 K and detection at this

temperature.
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2.1 Solution-State and Shuttle DNP

Solution DNP hyperpolarizes nuclear spins at ambient temperatures. It has several

advantages over dissolution and solid state DNP in regards to instrumentation,

sample repeatability, and broad applicability, though the signal enhancements are

smaller compared to other DNP methods. Solution DNP can provide detailed local

structural information since the technique relies on the nuclear–electron interaction

in a site specific manner [51].

Spin polarization is mediated by the Overhauser effect in solution DNP. Hence

solution state DNP is also referred to as Overhauser DNP [26, 30]. Spin polarization

is transferred between a hyperfine coupled electron and nuclear spin via an allowed

single quantum (SQ) electron paramagnetic resonance (EPR) transition excited by

the MW irradiation. MW irradiation saturates the electrons, and as a result increases

the polarization of the hyperfine coupled nucleus. The polarization transfer is

successful due to the difference in the zero-quantum (ZQ) and double-quantum

(DQ) relaxation rates, which favor hyperpolarization of the nucleus. A detailed

description of solution state DNP theory and the nature of the polarization transfer

at several different magnetic fields can be found in the literature [30, 32, 51, 52, 53].

Polarization transfer at high magnetic fields is instrumentally demanding due to

the difficulty in saturating the broad EPR signal and the intrinsic relaxation of the

sample [54, 55]. Solution state DNP was initially demonstrated at 1.4 T (60MHz 1H

frequency) where an enhancement of�9 was reported for the water signal using the

trityl radical [56]. The enhancement was later increased to �17 by using a high-

pressure DNP setup, as a result of better nuclear–electron interactions at liquid/

solid-radical interfaces [57]. At 3.4 T (145MHz 1H frequency), enhancements of up

to �65 were reported for water containing the 4-hydroxy-TEMPO radical using a

milliwatt (mW) microwave power source [58]. At 5 T (214 MHz 1H frequency),

enhancements of �181 and �41 were reported for 31P and 13C, respectively, using

BDPA as the polarizing agent [59].

The highest field for which a solution state DNP enhancement has been reported

so far is 9.4 T (400 MHz 1H frequency) [60, 61]. An enhancement of approximately

�9 was achieved using a 45-mW microwave source and 15N-Fremy’s Salt as the

radical (Fig. 1). DNP enhancement of�29 was achieved using ~20W ofMWpower

produced by a gyrotron. This enhancement is larger than the theoretically predicted

value [62] indicating that the current understanding of the polarization mechanism is

not complete, especially with regards to the effects of molecular dynamics

[63, 64]. As promising examples of solution state DNP–NMR experiments, several

interesting systems have been investigated, including site specific hydration dynam-

ics measurements on membranes and lipid bilayers, as well as NMR flow imaging

[65–69].

Shuttle DNP is an alternative method to overcome the poor saturation of the EPR

resonance and B0-dependence observed in solution DNP. Shuttle DNP hyperpolarizes

the solution sample at lowmagnetic fields, followed by rapid sample transfer (shuttle)

into a high magnetic field to observe a high resolution NMR spectrum [70–72].
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The first demonstration of shuttle DNP was performed with an initial polarization

step at 0.34 T followed by detection at 14 T. DNP enhancements of�2.6 and 15 were

observed for water and 13C labeled chloroform, respectively, using TEMPO-based

radicals [70, 71]. An analogous, continuous-flow approach was used for MRI and

spectroscopy with hyperpolarization solutions having enhancements of around �15

[73–75].

2.2 Dissolution DNP and MRI Applications

Dissolution DNP utilizes low temperatures (~1�2 K) and magnetic fields (>1 T) to

obtain hyperpolarization with very high efficiencies (Fig. 2) [33]. For the first

experimental demonstration by Ardenkjaer-Larsen et al., a sample containing trityl

radical was first cooled to liquid helium temperature in a ~3.35-T magnetic field.

MW irradiation at 94 GHz was used to saturate the EPR transitions, resulting in the

hyperpolarization of the surrounding nuclei in the frozen solution. The sample was

then rapidly melted (dissolution step) and transferred into an NMR spectrometer or

MRI scanner for detection [33, 76]. The total dissolution and acquisition period

only takes ~10 s, although the polarization period may require several hours to

complete. With this method, remarkable enhancements of ~44,400 (37% efficiency;

where efficiency is ~εobserved/εtheoretical) and 23,500 (7.8% efficiency) were obtained

for carbon and nitrogen nuclei, respectively. The large enhancements result from a

combination of the hyperpolarization and the rapid temperature-jump of the

hyperpolarized sample from low to high temperatures.

The losses from nuclear relaxation due to the paramagnetism of the radicals,

however, limit efficiency of dissolution DNP. Nevertheless, fast sample transfer

Fig. 1 Solution state DNP enhanced NMR spectroscopy at 400 MHz 1H Larmor frequency on

40 mM aqueous Fremy’s Salt solution. (a) With a high power gyrotron MW source. (b) With a low

power solid-state MW source. Reproduced from Denysenkov et al. with permission of the PCCP

Owner Societies [62]
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times of ~6 s result in only a minor loss of polarization during sample transfer due to

relaxation [33]. The dissolution DNP polarization transfer mechanism (with the trityl

radical) is dominated by thermal mixing, with a minor contribution of the solid effect

(see theory section). It is possible to remove up to 99% of the radical from the

hyperpolarized solvent by filtration prior to transfer into an NMR or MRI instrument

for in vivo applications [33].

Dissolution DNP may dramatically change the way conventional NMR and MRI

are currently done, and open many new research perspectives. However, the

hyperpolarized sample can be measured only once and then needs to be polarized

again and the exact characteristics of the sample can differ from scan to scan.

Nevertheless, it was shown that small flip angle experiments or single-scan

approaches can make it possible to record multidimensional NMR spectra [77–79].

In addition to NMR applications, DNP can also help in the field ofMRI, which is a

non-invasive imaging technique.MostMRI applications create an image using proton

detection due to sensitivity considerations. However, MRI based on 13C spectroscopy

might better fit to the diagnostic purposes, though the sensitivity is poor due to its low

gyromagnetic ratio and low natural abundance. A huge increase in 13C sensitivity

would be needed for such an image. The solution is through the combination of MRI

with DNP [80–84]. The DNP enhancement in MRI experiments has been reported in

several instances. These studies use isotopically labeled hyperpolarized small

metabolites, e.g., pyruvate. The metabolite can then be used for a cell-cycle-targeted

imaging experiment by utilizing the increased signals ~104–105-fold, Fig. 3

[33, 85–95].

2.3 Solid-State DNP

The first DNP experiment was carried out in the solid state in the early 1950s under

static conditions (Fig. 4, left) [27]. Incorporating MAS into DNP experiments to

improve the spectroscopic resolution was a milestone for solid state DNP NMR

Fig. 2 (a) A single scan

dissolution state DNP

enhanced 13C NMR spectrum

of unlabeled urea, with a

hyperpolarization of ~20 %.

(b) Solution state NMR

spectrum of the same sample

at 9.4 T and at room

temperature, which is

acquired in 65 h with many

signal-averaging repetitions.

Reproduced from Larsen et

al. with permission [33].

Copyright (2003) National

Academy of Sciences, USA

188 Ü. Akbey et al.



which was introduced in the mid-1980s (Fig. 4, right) [35, 39, 40]. Before

explaining the practical aspects of DNP enhanced NMR in the solid state, the

mechanisms utilized in the DNP enhanced MAS NMR for hyperpolarization of

solid samples will be discussed briefly below. Moreover, the effect of the spin

diffusion to the polarization transfer will be mentioned.

Fig. 3 The images obtained by 13C MRI (a) immediately and (b) 2 s after the injection of the

hyperpolarized contrast agent into a rat. Reproduced from Golman et al. with permission [76].

Copyright (2003) National Academy of Sciences, USA

Fig. 4 Left: The first experimental demonstration of DNP enhancement observed on Li metal. The

middle line represents the enhanced signal by electron irradiation, in comparison to the top line
representing thermal equilibrium signal. Reprinted with permission from Slichter et al. [27]

Copyright (1953) by the American Physical Society. Right: The representation of the DNP

enhanced 13C CPMAS NMR spectrum utilizing MAS on a uniformly labeled arginine sample

containing 40 mM 4-amino-TEMPO radical. The MW on and off spectra were recorded at ~5 T

(200 MHz 1H frequency). Adapted from Hall et al. [40]. Reprinted with permission from AAAS
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2.3.1 Basics of Polarization Transfer in Solid-State DNP

There are three mechanisms for polarization transfer from an electron to its

surrounding nuclei in dielectric solids: the solid effect (SE), the cross effect (CE),

and thermal mixing (TM). Parameters determining the DNP mechanism in solids are

the inhomogeneous breadth of the EPR spectrum (Δ, up to several hundreds of MHz

for TEMPO at 5 T), the homogeneous EPR linewidth (δ), and the nuclear Larmor

frequency (ω0I, i.e., 400MHz 1H frequency at 9.4 T). Δ denotes the full breadth of the

entire EPR spectrum, which can be directly obtained from an EPR spectrum.

δ denotes the linewidth of a single electron component (orientation) that could be

determined from, for example, a hole-burning experiment. The EPR spectra of

TEMPO and trityl radicals, along with the magnitudes of Δ and ω0I, are shown in

Fig. 5.

The efficiency of DNP is affected by experimental parameters such as γe and γn,
B1e (the microwave power), B0 (the static magnetic field), Ne (the electron concen-

tration), δ, and T1e and T1n (the electron and nuclear spin-lattice relaxation times),

respectively [96]. Moreover, the extent to which polarization is transferred to the

surrounding nuclei via spin diffusion affects the overall DNP efficiency. Factors

which influence the efficiency of spin polarization for the SE and CE mechanisms

are discussed below, and are valid in the limits of fast spin diffusion, low MW

power, and low radical concentration. Homogeneous electron lineshapes are

assumed, and sample rotation is not taken into account [35, 97]. B1e and Ne may

have a linear effect on DNP enhancement due to saturation at high radical concen-

tration and high MW powers [41, 98]. The concentration of protons affects DNP

enhancement through T1n and should be carefully optimized [99], which will be

discussed in the following sections.

Fig. 5 Representation of the EPR spectra of TEMPO and trityl radicals, along with the spectral

widths and obtained DNP enhancement values. The spectra were kindly provided by ThorstenMaly
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The Solid Effect

The SE utilizes the hyperfine coupling between electron and nuclear spins to transfer

polarization. A four-level energy diagram describes the system (Fig. 6). MW irradia-

tion is applied at either the ZQ or DQ transitions (at the so-called forbidden-

transitions) [101–103]. If the DQ transition is saturated, the population of the

irradiated states will equalize, leading to hyperpolarization of the nuclear states.

The ZQ and DQ transitions result in negative (at frequency ω0e � ω0I) and

positive (at frequency ω0e + ω0I) DNP enhancements, respectively, separated by

twice the nuclear Larmor frequency (ω0I). The polarization transfer ismore rigorously

described via rate equations that depend on the spin-lattice relaxation times of the

nucleus, electron, and the cross relaxation terms T1DQ and T1ZQ. A detailed mathe-

matical treatment is beyond the scope of this work, and can be found for the SE in the

literature [89, 90, 100, 104–111] including calculations on moderate and large spin

systems [112–115].

The SE is more favorable at low Β0 fields because the enhancement depends on

the static magnetic field by the inverse square:

εSE / γe
γn

B1e

B0

� �2 Ne

δ
T1n (1)

The SE occurs when a polarizing agent has a homogeneous EPR linewidth and an

inhomogeneous EPR spectral breadth that are both smaller than the nuclear Larmor

frequency (δ, Δ < ω0I) [42, 107]. This requirement is met, for instance, when

hyperpolarizing protons with a Larmor frequency of ~210 MHz at 5 T using trityl

radicals which have a spectral breadth of ~40–50 MHz. The SE DNP scales

Fig. 6 The representation of the energy diagrams for (a) SE, (b) CE and (c) TM types of DNP

mechanisms. Reprinted with permission from Hu et al. [100]. Copyright (2011), American

Institute of Physics
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quadratically with the inverse of the magnetic field (B0
�2) due to the inefficiency of

electron excitation, and as a result it is much less efficient at high magnetic fields.

Nevertheless, in recent work by Corzilius et al. a remarkably high 1H DNP enhance-

ment of ~90 was achieved using 40 mM trityl at 5 T [110], and higher MW powers

(>10W) demonstrating the possibility of SE-induced DNP at high magnetic fields. A

strong MW power dependence was observed in this work and high enhancements

were only observed at high MW power levels. The enhancement decreased dramati-

cally at lower MW power (~27 at 3 W). This experimental result demonstrates the

possibility of increasing SE type DNP efficiency at highmagnetic fields by scaling the

MW power levels, which will allow a similar extend of excitation efficiency and

the DNP enhancements will not necessarily be compromised.

The Cross Effect

The CE is a three spin process that requires a strongly dipole–dipole coupled electron

pair, and a nucleus hyperfine-coupled to these electrons. It was discovered by

Kessenikh et al. [116] in polystyrene samples that were doped with radiation defects

as electron sources, and further investigated by Hwang and Hill [104]. In these

studies, a typical SE DNP enhancement was observed for samples containing low

radical concentrations. However, it was observed that for the samples with higher

radical concentrations, the enhancement profile became broader due to increased

electron–electron dipolar couplings. More generally, the cross effect is most effective

when biradicals are used [31]. A complex eight-level energy diagram then describes

the system (Fig. 6). MW radiation is used to excite one electron, which then excites

the dipolar coupled electron via a DQ or ZQ transition. If the Larmor frequencies of

the electrons differ by the nuclear Larmor frequency (i.e., │ω0e1 � ω0e2│ ¼ ω0I), a

nuclear spin is also excited, which is the basis of CE DNP. A more detailed

mathematical treatment of the CE DNP can be found in several excellent articles

and reviews, and will not be covered here [42, 100, 105, 117]. The effect of MAS on

CE DNP will be discussed in Sect. 5.5.

The CE occurs when the homogeneous EPR linewidth is smaller than the nuclear

Larmor frequency (ω0I), and the inhomogeneous breadth of the EPR spectrum is

larger than ω0I (δ < ω0I < Δ) [42]. The efficiency of the polarization transfer

strongly depends on the frequency difference between the two coupled electrons.

The CE is more efficient when the inter-electron distance and the relative orienta-

tion of the electron g-tensor is optimized, as is the case for the biradical, TOTAPOL

[31]. The CE mechanism for DNP is mediated by the homogeneous linewidth, as

described by (2):

εCE / γe
γn

B1e
2

B0

� �
Ne

2

δ2
T1n (2)
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The inverse linear B0 dependence suggests that the CE mechanism is more

efficient at high fields relative to the SE [see (1)]. As a result, the CE is the most

commonly utilized mechanism to obtain DNP enhancements at high B0.

Thermal Mixing

TM is a multi-electron mediated polarization transfer mechanism that occurs when

the homogeneously broadened EPR linewidth is larger than the nuclear Larmor

frequency (δ > ω0I). This situation is typically observed at high radical

concentrations that increase the overall dipolar couplings of electrons and broaden

the δ [42]. A multi-level energy diagram describes the system (Fig. 6). A detailed

description of the effect of homogeneous and inhomogeneously broadened EPR

lineshape on the efficiency of the TM mechanism is described in recent work by

Hovav et al. [118]. In this work it was proposed that both TM and SE result in DNP

enhancements in a homogeneously broadened line, while in the inhomogeneous case,

the combined effect of SE and CE results in DNP enhancements. Generally, the TM

mechanism is more efficient at high magnetic fields compared to the SE, but smaller

compared to the CE (see Sect. 4.1 and Hu et al. [119]).

To describe the mechanism for TM, advanced models that account for both

homogeneous broadening and partial inhomogeneous effects are required. The details

of TM and its relation to the so-called “spin temperature” phenomenon are not

discussed further here [35, 106, 107, 118, 120–127].

Influence of Spin Diffusion

Spin diffusion (SD) is a process by which the dipolar coupled spins exchange

magnetization among each other [128]. It is used to explain the T1 relaxation times

in dielectric solids via rate equations describing the evolution of local spin

polarizations [129]. The SE and CE transfer polarization from electrons to the core

nuclei (nuclei which are hyperfine coupled with electrons) in close proximity and as a

result modify the spatial polarization distribution. The hyperpolarized NMR signal

must originate from the bulk nuclei (nuclei which are not hyperfine coupled to

electrons due to larger distance, and which are surrounding the core nuclei) because

the strong hyperfine couplings broaden the signals of core nuclei below detection

[113]. The transfer of polarization from core nuclei to the bulk nuclei determines the

overall DNP efficiency, and observed enhancement. Moreover, in the case of a solid

protein sample dissolved in a solvent, an additional transfer of polarization from the

bulk nuclei to the protein sample is required via SD.

To quantify the effect of spin diffusion on DNP processes via SE, simulations were

performed to understand polarization transfer progressing from core to bulk in a chain

of nuclei, some of which are not directly hyperfine coupled to the electron

[113]. Results demonstrate that the DNP polarization of the bulk nuclei propagates

via nuclear–dipolar interactions, and as a result shows the sizeable effects of SD.
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3 Instrumentation for Solid-State DNP

While the first successful DNP experiments were carried out at low magnetic fields

(<1 T) [13, 35, 130], advancements in hardware technology and the availability of

gyrotrons as high power and high frequency MW sources enabled solution and

MAS DNP NMR at higher magnetic fields (>5 T) [35, 39, 40, 96]. In the following

sections we will summarize the instrumentation in three parts: MW sources to

achieve polarization transfer, waveguides to deliver MWs, and the cryo-probes to

perform the NMR experiment (Fig. 7).

3.1 Microwave Sources

High power (~ several watts) and high frequency (100–500 GHz)MWs are necessary

for solid state DNP NMR, where the DNP enhancement is proportional to the MW

power up to saturation (by B1e or B1e
2). Gunn diodes, IMPATT (IMPact ionization

Avalanche Transit-Time) diodes and pumped far-infrared CO2 lasers generate MWs

in the respective GHz range needed, though with lower power output at higher

frequencies. A detailed description of this topic can be found in a review by Maly

et al. [42]. Nevertheless, a ~30 mW diode microwave source was used to produce

enhancements of up to 80 at ~20 K in a 9.4-T field [131]. This experimental setup was

then used for high resolution imaging, which resulted in an ~0.03 μm3 voxel size,

nearly three orders of magnitude smaller than usually obtained in contemporary

experiments [131].

Vacuum electronic devices are separated into slow-wave and fast-wave devices

[42]. Slow-wave devices such as extended interaction oscillators (EIOs), extended

interaction klystrons (EIKs), backward wave oscillators (BWOs), and orotrons

Fig. 7 The commercial Bruker DNP solid-state NMR system with a commercial gyrotron,

corrugated wave guide, cooling cabinet and 9.4 T magnet at the Leibniz Institute für Molakulare

Pharmakologie, Campus Buch, Berlin, Germany. MWs are delivered to the sample through the

probe base. The picture was kindly provided by Arne Linden
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produce high power MW up to ~140 GHz. At higher frequencies their output power

drops dramatically (Fig. 8). Fast-wave devices such as gyrotrons have been used

successfully in DNP experiments to generate high MW power at frequencies up to

460 GHz (suitable for experiments at 700 MHz 1H Larmor frequency and 16.4 T)

[39, 41, 42, 62, 97, 133–144].

3.2 Waveguides

The intensity of the MWs delivered to the sample site is a major factor in the overall

DNP efficiency. Low-loss transmission lines are used to guide MWs to the sample

in the NMR probe including fundamental, oversized or corrugated waveguides

[96, 145]. Corrugated waveguides are rectangular or circular tubes with periodic

wall perturbations (corrugations, with depth around a quarter of the MW wave-

length), to suppress the wall currents for reducing losses. Corrugated waveguides

are more efficient and thus currently preferred [41, 42].

3.3 Cryo-Probes

Special probes are required for solid-state DNP NMR experiments that can operate

at cryogenic temperatures, deliver MW irradiation, and detect NMR signals. The

probe can be either for static or for rotating samples (Fig. 9) [42]. For static samples,

a MW resonant cavity design around the samples is advantageous because the

cavity provides a high quality factor (Q-factor) at EPR frequencies, which

circumvents the need for high-power MW sources. However, cavity designs are

not easily incorporated into the MAS apparatus: the size of high-frequency

resonators may cause problems when fitting conventional MAS rotors inside.

This makes it necessary to use high-power MW sources for high resolution MAS

experiments.

In MAS probes, MWs are spread to the coil and sample in a direction either

parallel to [36, 37, 96] or perpendicular to the rotor axis [148, 149]. With the

parallel-to-axis irradiation, the MWs penetrate the bottom of the rotor, leading to

inefficient polarization of the entire sample. The perpendicular-to-axis design more

efficiently penetrates the rotor with MWs through the NMR coil turns [150]. While

both orientations may lose penetration efficiency at higher magnetic fields due to

the shorter MW wavelength, MW penetration into an MAS rotor can be adequately

achieved at temperatures as low as 20 K with a careful design of the MAS stator

[41, 131].

For the static case, the EPR and NMR requirements are matched by combining an

NMR coil with an MW waveguide in a cavity [146]. With such a design MW field

strengths (B1e) of about 2.5 MHz could be achieved for a double resonance circuit

using only ~20mWpower, and a 1H DNP enhancement of ~400 was obtained at 12 K
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Fig. 8 Top: Power output profile of MW sources vs. frequency. Reprinted with permission from

Granatstein et al. [132]. Copyright (1999) IEEE. Bottom: A gyrotron resonator and cross section

schematic. Reproduced from Rosay et al. with permission of the PCCP Owner Societies [41]
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compared to the spectrum recorded under same conditions without MW. Tycko and

coworkers presented another example of static DNP at low temperatures by using low

MW powers. 1H DNP enhancements of ~20 and ~40 were obtained with TOTAPOL

and DOTAPO-TEMPO radicals, respectively, at ~10 K, 9.4 T, and ~80 mM nitroxide

concentration [151].

4 Polarizing Agents

The spin polarization mechanism in a DNP NMR experiment strongly depends on

the type and concentration of radical used. The radical’s solubility, relaxation

properties, and temperature dependence all affect the efficiency of DNP polariza-

tion. Stable organic radicals (Fig. 10) are the preferred electron polarization source

due to their favorable spectroscopic properties and somewhat tunable solubility

[32, 100]. They are typically incorporated into the sample as a homogeneous

mixture, usually by dilution. An endogenously doped sample is one where the

radical is inseparable from the analyte, such as samples that contain intrinsic free

electrons, materials with surface electronic defects, paramagnetic proteins, or

chemically bound radicals [152]. We will focus here on exogenous radicals

(TEMPO-based and others) used in solid state DNP NMR.

Fig. 9 Left: A cavity probe design for static applications. Reprinted from Weis et al. with

permission from Elsevier [146]. Copyright (1999). Right: An MAS probe for high-resolution

applications: (1) stator; (2) sample/coil; (3) mirror miter; (4) corrugated waveguide; (5) thermal

insulation. Reprinted from Barnes et al. with permission from Springer [147]
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Fig. 10 Radicals that have been used for DNP enhanced NMR applications. (1) 4-Hydroxy-
TEMPO, (2) 4-amino-TEMPO, (3) commonly referred to as “Trityl”, (4) BDPA, (5) BTnE,

(6) TOTAPOL, (7) DOTOPA-TEMPO, (8) BTOXA, (9) BTOX, (10) BTurea, (11) bTbk, (12)
BDPA-TEMPO, (13) BTcholesterol, (14) pyrelene-TEMPO. Reprinted from Hu et al. with

permission from Elsevier [100]. Copyright (2011)
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4.1 Monoradical Polarizing Agents

Monoradicals are commonly used for SE and TM polarization transfers. Trityl

(OX063: tris{8-carboxyl-2,2,6,6-benzo(1,2-d:4,5-d)-bis(1,3)dithiole-4-yl}methyl sodium
salt) [33, 153], and BDPA (bis-α,γ-diphenylene-β-phenyl-allyl) [126, 127, 154] are
popular radicals for the direct electron to nucleus transfer with SE mechanism. Due

to their threefold molecular symmetry, the EPR spectra of BDPA and trityl radicals

are very narrow (~20 and ~40–50 MHz at ~5 T for BDPA and trityl, respectively).

BDPA has been used as a polarization source for hydrophobic polymers [36–38, 40,

155]. Trityl has been used to study biological materials in aqueous solutions. A

proton enhancement of ~15 was obtained on a 13C-urea sample using 40 mM trityl

radical at ~5 T; see Fig. 11 [119].

A commonly used nitroxide based radical is TEMPO (4-oxo-2,2,6,6-tetramethyl-

piperidine-1-oxyl). The EPR spectral breadth is approximately 600 MHz in a 5-T

magnetic field (Fig. 11). Inhomogeneous broadening occurs due to the radical’s lack

of symmetry and amorphous nature, causing different orientations with respect to the

external magnetic field to resonate at different frequencies (Fig. 12). Experiments

performed with 40 mM TEMPO resulted in a TM-mediated 1H DNP enhancement of

ε ¼ ~50 at 5 T and 90 K [119]. At ~9 T, this 1H DNP enhancement decreased to

ε ¼ ~17 at ~100 K and 60 mM TEMPO concentration [97, 119].

Fig. 11 The EPR spectra and magnetic field dependent 1H DNP enhancement profiles of water/

DMSO mixtures with (a) trityl, (b) TEMPO and (c) trityl/TEMPO mixture (50:50). The data were

recorded at 5 T. The circles are the experimental data and the solid lines are the simulations. EPR

data were obtained by using 1 mM radicals at 20 K, whereas, the DNP data were recorded by using

40 mM radicals at 90 K. Reprinted with permission from Hu et al. [119]. Copyright (2007),

American Institute of Physics
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4.2 Biradical Polarizing Agents

At high magnetic fields the efficiency of SE DNP with monoradicals is very low and

only small enhancements are observed [42, 100]. TM- or CE-mediated DNP with

nitroxide biradicals are more efficient at high magnetic fields compared to SE

mediated DNP. Employing biradicals is promising because larger DNP

enhancements are obtained as compared to the use of monoradicals (Fig. 12) [31].

BT2E (bis-TEMPO-2-ethylene oxide) consists of two TEMPO molecules

separated by two ethylene glycol groups [156]. When the molecule was designed,

the electron–electron dipolar coupling was chemically varied between ~22 and

11 MHz by changing the spacer length (2–4 glycol moieties; the shorter the radical,

the stronger the dipolar coupling between them). The dipolar coupling between

electrons for a biradical solution is significantly larger compared to solutions

containing monoradicals with similar concentrations. For example, TEMPO has an

intermolecular electron–electron dipolar coupling of ~0.3 MHz for a 10 mM solution

[98]. Approximately four times larger 1H DNP enhancements of ~175 were obtained

via CE DNP compared to monoradicals under comparable concentrations. BT2E is

poorly water-soluble and its use in biological applications is limited, though in

materials science this radical should have an impact. Structurally similar biradicals,

such as BTOX (bis-TEMPO tethered by oxalate), BTOXA (bis-TEMPO tethered by

oxalyl amide), and BTUrea (bis-TEMPO tethered by urea), did not perform as well as

BT2E, possibly due to the overall larger electron dipole coupling and more rigid

nature of those radicals compared to BT2E, leading to a poorer CE matching

condition [98]. The BTOXA radical was the worst among these polarizing agents

(performing worse than TEMPO), due to the very similar EPR frequencies of the two

TEMPO units in this configuration, which deteriorates the CE matching condition.

The water-soluble radical TOTAPOL (1-(TEMPO-4-oxy)-3-(TEMPO-4-amino)

propan-2-ol) contains two tempo molecules separated by a flexible linker [31].

Fig. 12 Comparison of the

DNP enhancements using

different radicals at 5 T and

90 K by using 10 mM radical

concentration on 2 M 13C

labeled urea samples.

Reprinted with permission

from Hu et al. [98, 100].

Copyright (2008), American

Institute of Physics
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TOTAPOL is more soluble in water than the BTnE class of biradicals, and still

produces similar enhancements. The flexible linker allows different conformations,

which helps to achieve the CE matching condition. The electron–electron dipolar

coupling of TOTAPOL is approximately 22 MHz. Large 1H DNP enhancements of

~165 are possible with lower radical concentration (10–20 mM). The TOTAPOL

EPR spectrum is shown in Fig. 13.

bTbk (bis-TEMPO-bisketal) is a rigid biradical that was designed to improve the

relative orientation of the tethered nitroxide radicals compared to BT2E

[157]. bTbK leads to larger DNP enhancements (~250 at 5 T) than BT2E. Though

bTbk is not very water soluble, it can be used in the presence of biological

membranes [158]. Bis-TEMPO-bis-thioketal-tetra-tetrahydropyran (bTbtk-py), a

TOTAPOL-based biradical, yields slightly better DNP enhancements with a proton

DNP enhancement of ~230 at 5 T (~20% more than TOTAPOL) [159, 160].

4.3 Outlook and Optimization

The design principles for multiradical compounds have been investigated via com-

puter simulations. The effect of the relative subunit orientation has been calculated for

multiple biradicals in the static case [161]. To obtain the largest DNP enhancements,

rigid structures should be produced with the proper relative N–O bond orientation and

distance. Additionally, longer T1e favors higher enhancements [162].

Fig. 13 Comparison of the X-band EPR spectra of monoradical (a: TEMPO), biradical

(b: TOTAPOL) and triradical (c: DOTOPA-TEMPO) measured on water/ethanol solutions

containing 0.5 mM radicals at ambient temperature. Reprinted from Thurber et al., Copyright

(2010), with permission from Elsevier [131]
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Mixed radical solutions containing radicals with narrow and broad EPR line

shapes, such as trityl mixed with TEMPO, may be an attractive alternative to

biradical optimization [119]. This approach yielded significantly better DNP effi-

ciency under otherwise similar conditions (~160 vs ~50) compared to solutions

containing TEMPO as the sole polarizing source. The radical mixture mimics a

theoretical CE polarizing agent but with well-resolved and narrow EPR lines.

Moreover, the difference between the TEMPO’s gyy and trityl’s giso is

~214 MHz, which is very close to the Larmor frequency of proton of 211 MHz at

5 T. An important point to note is that the frequency at which the maximum 1H

DNP enhancement observed in this study is different for the radical mixture

(trityl + TEMPO) compared to the experiments with only trityl or TEMPO. As a

result, to utilize the larger DNP enhancements, the frequency of MW irradiation or

the B0 should be adjusted accordingly.

TheDOTOPA-TEMPO triradical was introduced to satisfy better the CE condition

due to many correct orientation possibilities [131]. Larger 1H DNP enhancements

were observed using this triradical, ~75 at 16 K and 20 mM in comparison to ~26

obtained by using TOTAPOL by their experimental setup. Transition metals, such as

Mn2+ and Gd3+, can be used as polarizing agents in the solid-state [163], with SEDNP

enhancements of ~2 and ~13, respectively, at 5 T and ~84 K. Moreover, a naturally

occurring radical in a flavodoxin semiquinone protein produced DNP enhancement of

up to ~15 [152].

5 Practical Aspects of DNP in Biological MAS NMR

In this section, important practical considerations of MAS DNP applied to solid

biological samples are discussed, covering effects of sample preparation, radical

concentration, temperature and resolution, magnetic field, MW power, MAS, relax-

ation times, and deuteration. The different factors influencing the observed DNP

enhancement are summarized in the theory part (Sect. 2); here their relevance for

protein DNP NMR is discussed.

In a DNP enhanced MAS NMR experiment, hyperpolarization of protons is

most commonly exploited. The polarization is then transferred to heteronuclei

(13C or 15N) by a cross-polarization (CP) step for detection (referred to as “indirect

DNP”). Examples of 1D and 2D NMR pulse sequences are shown in Fig. 14.

Enhancements of ~30–40 are routine on biological systems using TOTAPOL at

9.4 T, and enhancements of ~100 and ~120 are possible in special cases [46, 99].

In addition to indirect-DNP experiments, direct hyperpolarization of low-γ
nuclei is also possible (called “direct DNP”) and can be utilized when the hyperpo-

larization of protons followed by polarization transfer to a heteronucleus is not

desired [99, 164]. Direct 13C DNP on polystryrene samples doped with BDPA

resulted in an ε13C ¼ ~40 at room temperature by using a gyrotron [39].
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5.1 Sample Preparation and Radical Concentration

Sample preparation is a crucial step for achieving sufficient DNP enhancement,

ensuring resolution, and maintaining sample integrity at cryogenic temperatures. A

glass-forming solvent is necessary to prevent the formation of ice crystals,

Fig. 14 (Top) The electron to nucleus polarization transfer paths in a biological samples, and

direct and indirect DNP NMR pulse schemes. (Bottom) The 1D conventional and DNP enhanced
13C CPMAS NMR spectra of a proline sample in a sapphire rotor at ~100 K and 9.4 T containing

20 mM TOTAPOL radical. A DNP enhancement of ~60–70 is observed
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cryoprotects the sample at cryogenic temperatures, and ensures a uniform mixture of

radical and analyte, leading to more favorable relaxation times and larger

enhancements [40]. A glycerol–water mixture (60 % d8-glycerol, 30 % D2O, 10 %

H2O) is usually used for protein samples [166]. However, this mixture may affect

proteins by changing their hydration shells [167, 168].

The proton concentration of the solvent (as well as of the solute) is adjusted to

achievemaximumDNP polarization. On the one hand protons are needed to distribute

the hyperpolarization throughout the entire sample, on the other hand they facilitate

unfavorable relaxation [99]. Changing the proton and radical concentrations, as well

as temperature, alters the relaxation properties of the sample and solvent, which results

in different DNP enhancements.

The radical concentration determines the overall DNP efficiency in several ways.

Relaxation times (T1, spin–spin relaxation time T2*, and nuclear relaxation time in the

rotating frame T1ρ) depend upon the radical (TOTAPOL) concentration (cT). The
radical introduces paramagnetic effects (PE) such as paramagnetic relaxation

enhancement (PRE) and paramagnetic shifts, which effectively ‘remove’ a portion

of the NMR signals. As a positive effect, the decrease in T1 relaxation times allows for

shorter repetition delays. The homogeneous linewidth, ~1/T2*, affects both sensitivity
and resolution. T2* becomes worse with higher cT, but if the radical can be spatially

separated from the analyte, T2* may be less affected [46, 49, 50, 156]. The efficiency

of heteronuclear polarization transfer is mediated by T1ρ which is also shortened at

large radical concentrations. Balancing these effects is necessary to maximize sensi-

tivity [169]. The sensitivity (κ) is defined by Lange et al. as

κ ¼ S=N

nA � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:3 � T1 � ns

p (3)

where 1.3 · T1 is the optimum recycle delay, ns is the number of scans, nA is the

number of analyte molecules, and S/N is the signal-to-noise ratio [169].

The S/N of an NMR spectrum recorded without MW on a proline solution

decreases with increasing cT and a constant number of scans. If the experiment

time is held constant, by changing the number of scans and setting the relaxation

delay to the 1.3 * T1, the S/N reaches a maximum at a cT of 26 mM and then

decreases at higher cT for the same proline solution (Fig. 15). At higher radical

concentrations, DNP enhancements decrease more slowly than the sensitivity.

To analyze the effect of radical concentration on the sensitivity and enhance-

ment further, the paramagnetic signal ‘bleaching effect’ was modeled. The radical

and the bleached area around which no NMR signal is observed as a result of

hyperfine couplings are represented by a rod-shaped volume. The bleaching barrier

was estimated to be ~9–10 Å. The calculation showed that only ~50% of the nuclei

are observable at a radical concentration of 50 mM in a proline solution [169].

For DNP applications on insoluble samples, the incorporation of a sufficient

amount of radical is sometimes difficult. A method called “incipient wetness impreg-

nation” was introduced by Lesage et al. This method is simply physically mixing the
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powder sample and radical-containing solvents, and as a result wetting powder

samples to incorporate a sufficient amount of radical [170]. This method results in

large DNP enhancements (ε1Η ¼ 20–100), e.g., for silica-based mesoporous

materials. The hydrophobic radical BDPA can be suitable for such applications.

More recently, the radical bCTbK, which can be effectively solved in organic

solvents, was utilized to achieve a 1H DNP enhancement of ~100 for a powder

material [162].

Another factor that determines the amount of enhancement concerns the MW

absorption by the MAS rotor walls. Sapphire rotors yield larger enhancements

(~ 20–25%) compared to zirconia rotors, since sapphire is more transparent to MW

radiation [99]. Moreover, they prevent large temperature gradients across the sample

compared to zirconia rotors. The rotor diameter and wall thickness affect the DNP

enhancements for similar sample preparations [31, 42]. A 2.5-mm sapphire rotor

yielded a ~290 1H indirect DNP enhancement, while DNP enhancement of ~170 was

observed using a 4-mm rotor, most probably due to different MW penetration

efficiency into the sample.

5.2 Cryogenic Temperatures and Resolution

DNP-enhanced NMR of solids requires cryogenic temperatures for slowing the

nuclear and electron relaxation processes. From temperatures above 100 K up to

room temperature, electron and nuclear T1 and T2 decrease dramatically.

However, a sufficient understanding of spectra from biological samples at low

temperatures is lacking. The structure and dynamics of proteins can vary signifi-

cantly depending on the experimental temperature [49]. Dynamics is the most

affected feature that changes upon cooling, due to effects such as glass or ice

formation by the solvent, the solvent-accessible side chains interacting with

Fig. 15 1D DNP enhanced 13C CPMAS NMR spectra of proline samples as a function of

TOTAPOL concentration. The spectra were recorded (a) either with the same number of scans

or (b) within the same experimental time (10 min). Reproduced from Lange et al., Copyright

(2012), with permission from Elsevier [169]
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hydration shell solvent molecules, and the solvent-independent thermal motions of

the protein itself [49, 171]. Nevertheless, similar high-resolution protein structures

were determined at ambient and cryogenic temperature by X-ray crystallography

[172]. Moreover, high resolution NMR spectra of favorable systems led to deter-

mination of peptide conformations at ~100 K. This situation was demonstrated on a

water-free tri-peptide N-f-MLF-OH at ~90 K [143, 173], Furthermore, secondary

chemical shifts from spectra recorded at ~180 K on the GB1 protein revealed

protein conformations [174].

A recent study by Linden et al. analyzed the effect of slow temperature changes on

the NMR spectra of a microcrystalline SH3 domain sample between 95 and 295 K

[49]. 1D and 2D NMR spectra were recorded to follow resolution and lineshape in

those spectra (Fig. 16). No sudden resolution changes were observed at a particular

temperature in the range of 295–95 K, not even below and above the protein glass

transition temperature of ~200 K [175, 176]. In general, line broadening continued

until each resonance reached a coalescence temperature after which multiple signals

appeared. Nevertheless, at low temperatures some of the individual peaks showed a

linewidth similar to that of the motionally averaged peaks at 293 K. In these spectra,

different scenarios may still be observed concerning the line broadening/splitting

effects. The threonine signals were split into many different peaks at low

temperatures, and cross peaks were always observed. For proline residue P54, a

coalescence phenomenon appeared. The signal was observed until 193 K, which then

Fig. 16 (a) 1D 13C CPMAS NMR spectra of the SH3 at temperatures between 295 and 95 K. The

sample does not contain any cryoprotectant or radical. (b) The zoomed isoleucine 30 Cδ1 and valine

53 Cγ2 region of the 1D spectra to represent the removal of scalar couplings upon cooling the

sample. (c) The 2D 13C–13C NMR spectra of the SH3 sample in the same temperature range to

observe the site specific changes. Reproduced from Linden et al. with permission from Springer [49]
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disappeared at lower temperatures, and multiple peaks reappeared at ~113 K. Alanine

residue A55 similarly showed a coalescence behavior, which was not observed

between 153 and 113 K, but was present again at 95 K. For a complete description

of the resonance-specific linewidth changes, the reader is referred to the work of

Linden et al. [49].

It has been demonstrated that it is possible to record NMR spectra at cryogenic

temperatures without compromising spectral resolution. Barnes et al. reported

linewidths of ~0.4–1 ppm in the temperature range of 82–273 K for a crystalline

model peptide N-f-MLF-OH at 9.4 T [144]. However, distinct chemical shifts

observed at 75 K represent two coexisting conformations which are slightly different

from the room temperature conformation. In this study, it was shown that for the APG

peptide, high resolution is obtained at 75 K, though with some minor heterogeneous

contribution appeared as signal splitting. Remarkably, resolved homonuclear

carbon–carbon scalar couplings were observed in a 2D 15N-13C correlation spectrum.

For this sample, similar structures were determined by solid-state NMR and X-ray

crystallography, the latter at cryogenic temperatures.

Another promising example of the application of DNP enhanced NMR to

proteins has been presented by Linden et al. A high-resolution NMR spectrum of
13C labeled neurotoxin II (NT-II) bound to the nicotinic acetylcholine-receptor

(nAChR) in native membranes was observed at ~100 K [49]. Same TOTAPOL

radical was found to be located at the surfaces of the membrane, compromising

resolution due to the PRE effect (see Fig. 17). However, the total concentration of

the active biradical decreased while storing the sample at �20 �C for 1 month. In

this time, these TOTAPOL radicals localized close to the membrane were

inactivated, while active TOTAPOL remained immobilized in the frozen solvent

glass. This led to well-resolved NMR spectra with several resolvable residues,

though with a lower DNP enhancement (ε ¼ 12). The experiments on the

acetylcholine-receptor system in its native membrane demonstrate that

DNP-enhanced NMR of extensively labeled preparations is possible with good

resolution. Several spin systems such as leucines and prolines could be assigned.

In this case, it was possible to obtain a well resolved 2D spectrum in ~14 h instead of

the 10 days of measurement time required without DNP. However, the underlying

mechanism of achieving narrow lines in protein NMR needs further investigations

to open the way to routine high resolution DNP enhanced protein NMR

spectroscopy.

Application of DNP enhanced NMR to materials is less affected by cryogenic

broadening effects, in part due to the relatively broad resonances observed for the

material samples already at room temperature as a result of many different

conformations simultaneously present in powder samples. At ~100 K, spectra with

a resolution very similar to that at room temperature can be obtained in studies of,

silica based materials [170, 177, 178].
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5.3 DNP Enhancement Profiles

The DNP enhancement profiles must be known for optimizing DNP efficiency for a

specific polarization mechanism and sample. There are well-defined resonance

conditions at which the enhancement reaches maxima and minima. These

Fig. 17 The DNP enhanced 2D 13C–13C MAS NMR spectra of NT-II bound to nAChR recorded

at 9.4 T, ~100 K and 8 kHz MAS by using TOTAPOL radical. (a) Spectrum with fresh sample

preparation with 50 mM radical. (b) Spectrum recorded after keeping the sample at −20˚C for

4 weeks. (c) Spectrum recorded with fresh radical addition. (d) The representation of the hypothe-

sis explaining the observed DNP enhancement reduction and increase in the spectral resolution.

The active radical layer present in the newly prepared sample (left), and the inactivated radical

layer present with fresh radical addition (right). Reprinted with permission from Linden et al.,

Copyright (2011) American Chemical Society [50]
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resonance conditions for MAS DNP NMR experiments are matched when the MW

frequencies are at ~ωe � ωn for SE, TM, and CE DNP. The width and separation of

the resonance conditions at which polarization transfer occurs provide valuable

information about the nature of the active transfer mechanism. DNP enhancement

profiles may be recorded in either a frequency- or a magnetic field-dependent way.

Practically, enhancement profiles are usually obtained with a fixed MW frequency

by sweeping the magnetic field at which the NMR experiment is performed,

utilizing an additional coil in the NMR magnet.

A comparison of field-dependent 1H and 13C DNP enhancements utilizing

TOTAPOL as the polarizing agent was presented recently by Maly et al. [165]

(Fig. 18). The magnetic field dependency represents a classical pattern without well-

resolved features, typical of TEMPO-based polarizing agents. Maximum positive

DNP (“+”DNP) andmaximumnegativeDNP (“�”DNP) enhancements are observed

at two differentmagnetic field strengths equivalent to two differentMWfrequencies at

ωe � ωn. The asymmetry of the enhancement profiles is due to the asymmetric EPR

spectrum which leads to different enhancements at those two peak positions.

The DNP condition is satisfied when irradiating on different sides of the

TOTAPOLEPR spectrum (“+” and “�” DNP conditions) for different types of nuclei

due to the asymmetric lineshape [165, 179]. 1H DNP is achieved best at the “+” DNP

condition, whereas the 13C DNP is achieved best at the “�” DNP condition. Maly

et al. reported 1H enhancements of a 13C3-labeled glycerol sample of 130 and �108

for the “+” and “�” DNP conditions, respectively. 13C enhancements of the same

sample were determined to be 225 and �281 at the “+” and “�” DNP conditions,

respectively (Fig. 18). Similarly, field-dependent 1H and 13C DNP enhancement

profiles were recorded on protonated and deuterated SH3 samples containing

TOTAPOL [179]. The results with SH3 agree with the observations by Maly et al.,

though significantly larger DNP enhancements were observed for the deuterated

protein. For example, the largest reported 13C DNP enhancement of approximately

~400 was observed at 5 T at the “�” DNP condition.

Fig. 18 The representation

of the magnetic field

dependent DNP

enhancements for 1H and 13C

DNP utilizing TOTAPOL.

The EPR spectrum is

recorded at 90 K and 5 T.

The inset shows the 13C

direct excitation DNP

enhanced NMR spectra with

and without MW,

representing an enhancement

of ~225. Reprinted from

Maly et al. with permission

from Wiley [165]
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The Larmor frequency of the nucleus to be polarized may fit to either side of the

EPR spectrum with different efficiency [165]. For example, the 1H nuclear Larmor

frequency is large and fits better to the broader side of the EPR spectrum. As a result,

larger 1H DNP enhancements are observed at the “+” DNP condition (which is at the

broader side of the EPR spectrum). However, the 13C Larmor frequency is much

smaller compared to the 1H frequency, and fits efficiently into the narrower side of the

EPR spectrum. As a result, larger 13C DNP enhancements are observed at the “�”

DNP condition (which is at the narrower side of the EPR spectrum). It is thus

important to determine the optimum magnetic field for DNP NMR depending on

the nucleus type to be polarized [164, 165].

5.4 Effect of MW Power and Magnetic Field

The extent of electron excitation, as well as the DNP efficiency, changes with

applied MW power (nutation frequency, B1e), see formulas in (1) and (2). For both

the CE and SE, a quadratic increase of the DNP enhancement is expected with

increasing B1e [42, 107]. The optimal MW power to achieve maximum DNP

enhancement has previously been investigated [41, 42, 147] (Fig. 19). From very

low levels up to ~6–7 W, the DNP enhancement increased. At higher MW strengths

(~8–9W), a saturation phenomenon was observed and the DNP enhancements were

stable. At ~10 W of MW power, the enhancement became slightly lower than the

maximum value [41].

The observation of reduced DNP enhancements at excess MW however may be

a result of destructive saturation over a large EPR frequency range, involving the

simultaneous irradiation of “+” and “�” DNP conditions simultaneously (explained

in Sect. 5.4). As a result, cancellation of positive and negative NMR signals could

lead to the decreased DNP enhancements. The high MW powers could also have led

to sample heating, resulting in reduced DNP enhancements.

Fig. 19 The MW power

dependent 1H DNP

enhancements recorded for

a uniformly labeled proline

sample in a water/glycerol

mixture. The enhancements

were obtained with 8 kHz

MAS, at ~100 K and 9.4 T.

Reprinted from Rosay et al.

with permission of the PCCP

Owner Societies [41]
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The magnetic field strength may change nuclear and electron relaxation

behaviors. This may modify the DNP mechanism, since relaxation times play an

important role in the electron to nuclear polarization transfer. Generally, with

increasing magnetic field, the SE DNP enhancement scales quadratically, whereas

the CE DNP enhancement scales linearly. At higher magnetic fields, it becomes

more difficult to saturate electron spin transitions, due to a broader EPR spectrum of

heterogeneously broadened radicals such as TEMPO. This is particularly a problem

when the MW strength cannot be increased linearly with the increased magnetic

field.

Investigations concerning the effect of increasing magnetic field strengths were

performed on TEMPO-containing model systems. A 1H DNP enhancement of ~50

was achieved at 40 mM radical concentration at 5 T. Increasing the magnetic field

led to a reduction in enhancement to ~17 at ~9 T under very similar conditions

[97, 119]. Similar results were obtained when using TOTAPOL [179]. Proton DNP

enhancements of 31 and 120 were observed for the protonated and deuterated SH3

samples, respectively, at 9.4 T and ~100 K [99]. The DNP enhancements of the

same samples were also measured at 5 T and ~80 K under otherwise similar

conditions, and DNP enhancements of 115 and 200 were observed for the

protonated and deuterated proteins, respectively. A twofold increase in the mag-

netic field from 5 up to 9.4 T results in a nearly 2–4-fold decrease in the observed

DNP enhancement for proton DNP experiments.

This reduction in enhancement at higher magnetic fields may put a boundary for

high-field DNP NMR experiments, though the effect might be mitigated by improv-

ing the efficiency of the polarization transfer mechanisms through stronger MW

irradiation, using optimized radicals with reduced anisotropy which results in

smaller EPR linewidth.

5.5 Effect of Magic Angle Spinning

To achieve high resolution in solid state DNP NMR experiments, sufficiently fast

MAS is required. The effects of MAS on the different DNP mechanisms are still not

fully understood. Furthermore, effects of MW penetration efficiency and the effec-

tive sample temperature at different sample spinning frequencies might also result

in the observation of MAS-dependent DNP enhancements. Moreover, modification

of the static EPR lineshape may occur under MAS. In a first study by Rosay et al.

[41], different DNP enhancements were observed at different MAS frequencies in

the range 0–14 kHz using TOTAPOL as the polarizing agent and a field of 9.4 T

(Fig. 20). A maximum DNP enhancement of ~80 was found at ~3 kHz MAS, which

decreased to ~25 under static conditions, and to ~40 at 14 kHz spinning. To

investigate the effect of MAS and MW on the sample temperature measurements,

a KBr temperature calibration setup was done [180]. For the sapphire rotors filled

with KBr a ~4 K temperature increase was observed in the static case due to heating

by MW (6 W). With MAS and MW a total increase of 1–2 K in temperature was
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observed at 1.5 kHz MAS (which is less than in the static case), and below 1 K at

8 kHz MAS. Zirconia rotors led to ~12 K sample heating when the sample was

static, and ~4 K at 12.5 kHz MAS and with MW on. In general, sample spinning

ensures a more uniform MW penetration and lower sample temperature. While

temperature variations over the sample may partly contribute to the observed

maximum ε at ~3 kHz of MAS, it cannot fully account for the phenomenon. The

MW heating effect is expected to be less severe at higher MAS, due to increased

cold nitrogen gas flow and less restricted exposure of rotor surface. As a result,

higher DNP enhancements should be observed at higher MAS. However, this was

not the case; instead a decrease is obtained at MAS >3 kHz in the study by Rosay

et al. (Fig. 20), hinting at a principle spectroscopic reason.

Lafon et al. [178] demonstrated the effect of MAS on direct 29Si DNP. The

enhancements at 5 and 10 kHz were found to be similar. Around 10% less DNP

enhancement was observed at 2.5 kHzMAS compared to the enhancements observed

at 5 and 10 kHz. This fits well with the observation of Rosay et al., assuming that the

heating effects are more pronounced at low MAS frequencies [41].

Mentink-Vigier et al. observed similar MAS-dependent DNP enhancements on

model compounds and biological samples, and provided a theoretical background

of the phenomenon [181]. A similar theoretical treatment of the influence of MAS

was given by the work of Thurber et al. [182]. In these studies, the differences

between DNP mechanisms active in the static case and under MAS were explained.

In the static case, a limited amount of electrons are excited by the MW field, not

only because of insufficient MW penetration, but also due to insufficient excitation

connected to their orientations. However, under MAS, the orientations and there-

fore frequencies of individual electron spins change, enabling simultaneous excita-

tion of many more electrons. Furthermore, at the fixed MW irradiation frequency

changing electron and nuclear frequencies lead to periodically time-dependent

polarization-transfer matching conditions. As a result, polarization transfer occurs

by fast MW passages through CE resonance conditions (on-resonance irradiation

situation on a very short time scale). This phenomenon is termed “fast-passage

DNP” on rotating solids. In the work byMentink-Vigier et al. and Thurber et al., the

Fig. 20 The MAS frequency

dependent 1H DNP

enhancements recorded for a

uniformly labeled proline

sample in a water/glycerol

mixture. The enhancements

were obtained at ~100 K and

at 9.4 T. Reproduced from

Rosay et al. with permission

of the PCCP Owner

Societies [41]
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effects of MAS on the observed DNP enhancement were simulated applying

powder averaging. It was demonstrated that the CE DNP enhancements changed

by MAS, depending on the relative magnitudes of ωR and T1e [181, 182].

5.6 Polarization Buildup Times

During the DNP process, electron spin polarization is transferred to the surrounding

core nuclei and subsequently to the bulk nuclei (described in Sect. 2.3). The

DNP-enhanced signal reaches its maximum intensity after a certain period of

MW irradiation. Every polarized nucleus shows a characteristic exponential polari-

zation signal buildup, with a time constant τB. Understanding and determining this

time constant can be informative about the DNP process. τB depends on some of the

intrinsic properties of the nucleus and its surroundings including nuclear and

electron relaxation, electron concentration, MW power, gyromagnetic ratio, overall

proton concentration in the system, and spin-diffusion rates. The electron concen-

tration and relaxation times determine the polarization transfer from electrons to the

core nuclei. Spin diffusion then mediates the polarization distribution from the core

to the bulk nuclei, which is also important for the polarization transfer from the bulk

nuclei to the site of interest.

Experimental determination of τB is achieved using a saturation recovery NMR

experiment under continuous MW irradiation (Fig. 21). All initial polarization is

removed during a saturation period, followed by signal detection either directly or

indirectly after a CP transfer step. τB is determined from the signal intensity change

as a function of polarization time.

For a protonated SH3 sample containing 20 mM TOTAPOL, the measured proton

polarization buildup τB
1H was�1 s [179]. Carbon signals were an order of magnitude

slower, with τB
13C � 10 s. Nitrogen signals show the longest DNP buildup times,

with τB
15N � 260 s. The different relaxation times for the proton, carbon and

nitrogen nuclei contribute to these observed differences in τB. The observation of

very long τB for 15N may be a result of inefficient spin diffusion due to the lack of a

dense nitrogen network in a uniformly labeled protein sample. Further systematic

investigations are required on this topic to understand the polarization buildup

process in more detail.

5.7 Effect of Deuteration and Exchangeable
Proton Concentration

In DNP-enhanced NMR spectroscopy, deuterated glass-forming solvents have been

used extensively, including d6-DMSO or a 60:30:10 % v:v:v d8-glycerol/D2O/H2O

mixture [41, 98, 156]. These solvent mixtures were optimized to include sufficient
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protons for efficient 1H-1H spin diffusion to distribute the enhanced polarization

uniformly throughout the sample, while the reduced proton content ensures longer

T1n values that are favorable for DNP. The effects of solvent proton content on the

DNP enhancement were recently shown with samples containing proline and

10 mM TOTAPOL radical dissolved in two different solvents: d8-glycerol-D2O-

H2O with 60:30:10 volume ratios and h8-glycerol-H2O with 60:40 volume ratios.

The sample with the ~85% deuterated solvent had a proton DNP enhancement of

~63, whereas the sample with the protonated solvent has only ~42. These results

show that the proton content of the solvent needs to be carefully optimized for

maximum DNP enhancement [41].

It was also shown that protein deuteration can significantly increase DNP

enhancements by factors of ~4 and ~19 for proton and carbon DNP, respectively,

compared to protonated proteins under similar conditions (Fig. 22) [99]. SH3 samples

fully deuterated at the non-exchangeable sites were used to study the effect of protein

deuteration. The deuterated proteins were crystallized from appropriate H2O/D2O

buffers to adjust the 1H/2H ratio at the exchangeable sites. Finally, the protein was

dispersed in a glass forming d8-glycerol/D2O/H2O matrix containing the radical.

A comparison of one-dimensional 13C CPMAS spectra of the protonated and

deuterated SH3 samples, as well as 13C direct excitation spectra using different

recycle delays, are shown in Fig. 22. The 1H DNP enhancement observed in the

Fig. 21 (a) Pulse programs used to obtain the polarization buildup behavior for a CP and direct

excitation types of DNP enhanced NMR experiments. (b) The polarization time dependent 1H

DNP enhanced NMR signal recorded under continuous MW irradiation. Spectra were recorded at

5 T and ~90 K using the BT2E radical on a 13C labeled urea sample. (c) The polarization build-up

time constant can be calculated by fitting the signal growth. Reprinted with permission from

Song et al. [98]. Copyright (2008), American Institute of Physics
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Fig. 22 The representation

of the effect of protein

deuteration on the DNP.

(a, b) The pulse sequences

used to record the 13C CP and

direct excitation (MAS)

NMR experiments. 13C

CPMAS spectrum of the

(c) protonated SH3,

(d) deuterated SH3. 13C

direct excitation spectra of

the deuterated SH3 with

(e) 2 s and (f) 12 s of

relaxation delays. The

protonated and deuterated

SH3 samples were dissolved

in glycerol/water mixtures

with ~15 and ~50 % of

overall exchangeable proton

content. The spectra were

recorded at 9.4 T, ~100 K and

8 kHz MAS. Reproduced

from Akbey et al. with

permission from Wiley [99]
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CPMAS spectrum from a protonated and fully 13C/15N labeled sample is ~31 at 9.4 T,

~100 K, and containing 20 mM TOTAPOL, similar to the enhancements previously

reported. In the spectra of the deuterated protein, the proton enhancement increases

up to ε � 120. The efficiency of the direct-excitation 13C DNP efficiency increases

more dramatically by protein deuteration, and an enhancement of ε � 148 is

observed compared to the carbon enhancement of ~8 (not shown in the figure)

obtained using fully protonated SH3. Similarly, from a direct 15N DNP experiment,

an enhancement of ε � 207 is obtained when deuterated SH3 is used. The 13C/15N

enhancements are larger compared to the 1H enhancement, although the much shorter

T1 relaxation times of protons still make them the nuclei to polarize when highest

overall sensitivity is desired. Moreover, direct 2H polarization resulted in large DNP

enhancements of ~700 employing trityl, which has a narrow EPR spectral width in

the order of 2H Larmor frequency at 5 T [164].

The effect of proton concentration on the SE DNP mechanism was studied by

Corzilius et al. [110]. It was found that increasing the proton concentration in solvents

containing trityl or Gd3+ had opposite effects and can influence two separate pro-

cesses: first, the initial electron to nuclear polarization transfer and second, the

subsequent polarization distribution to the bulk nuclei. When using trityl as the

polarizing agent, increased proton concentration decreased the DNP enhancements,

due to a slow rate-determining initial polarization transfer step which is worsened by

increased proton content.When using Gd3+ as the polarizing agent which undergoes a

rapid initial polarization transfer step, increased proton concentration leads to larger

DNP enhancements up to a plateau value at high proton concentrations.

5.8 High-Temperature DNP

The requirement of using cryogenic temperatures for DNP enhanced solid-state NMR

spectroscopy imposes so far a boundary for applications in structural biology, due to

resolution losses upon sample cooling (see Sect. 5.2 for details) [49, 171].

One possibility to overcome the detrimental effects of cooling is to record

DNP-enhanced NMR spectra at increased temperatures, >100 K. This approach

can lead to better resolved spectra, though at the expense of maximum DNP

enhancements [167]. There can be a compromise temperature which supplies both

sufficient DNP enhancement and resolution.

Temperature-dependent DNP enhancement studies on deuterated and protonated

SH3 samples at temperatures between 98 and 200 K (Fig. 23) showed the feasibility

of this approach. Starting from ~100 K, an increase of ~20 K results in a ~30–40%

decrease in the observed DNP enhancement. Nevertheless, the deuterated protein

with optimized exchangeable proton level still shows significant DNP

enhancements of ~11 and ~18 at ~180 K in 13C cross-polarization and direct-

excitation DNP NMR experiments, respectively. These enhancements correspond
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to a ~120- to 320-fold decrease in experiment time. This method was termed “High-

Temperature DNP” [167] and utilizes the DNP efficiency increase by protein

deuteration. High sensitivity 2D 13C-13C spectra were successfully recorded at

178 K in less than 10 min. The temperature area of good compromise is close to

the previously mentioned protein glass transition temperature, ~200–240 K [175]

and the freezing point of the protein hydration shell, ~170 K [176].

Compared to experiments at ~98 K, twofold narrower linewidths were obtained

at ~178 K. The DNP enhanced 2D and 3D NMR spectra can now be recorded in

reasonable experimental times at 178 K via DNP with sufficient resolution. We

believe that this will facilitate unambiguous assignments of biological systems

under DNP conditions. Further experimental parameters can be optimized that

may lead to even larger DNP enhancements at these high temperatures, including

utilizing sapphire rotors and optimized radicals. This may lead to further elevations

in the operational DNP temperature with improved spectral resolution.

Fig. 23 (a) The effect of temperature on the 1H and 13C DNP enhancements. Results for the

protonated and perdeuterated SH3 are compared. (b, c) 1D spectra representing the temperature

effect to the DNP enhancements. The spectra recorded with MW are scaled to the same height.

(d) The 2D spectra of protonated and deuterated SH3 at different temperatures. Reproduced from

Akbey et al. with permission from Springer [167]
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6 Summary

With the commercialization of DNP enhanced MAS NMR instruments, many

laboratories focusing on functional materials and biomolecules have started to utilize

the technique. The increasing number of applications in the past five years has driven

further developments of the methodology with promising examples. In particular,

resolved DNP spectra of protein samples were published, enhancements were

increased by making use of sample deuteration, and new radicals have been devel-

oped. Further research on improving enhancements and spectral quality is ongoing,

including DNP at higher fields and tunable MW source – NMR combinations, for

example. This chapter summarizes the current state-of-the-art, concentrating on the

major factors determining overall DNP efficiency with an emphasis on the benefits

and the drawbacks of specific methods. Particularly, the effects of the cryogenic

temperatures usually employed for DNP are explored, especially with regards

biological samples optimized for room temperature experiments, as well as the loss

of signals due to the bleaching effect of the biradical dopants and its effect on the

sensitivity of the experiment [49, 50, 169]. The potential of diluting protons by

extensive deuteration to increase enhancements both for biological [99] and inorganic

materials [183] is discussed with considerable focus.

Together with the expected further rapid development of DNP, new experimen-

tal approaches are already emerging, such as the application to whole cells and

extracts [50, 184–186], and in the future atomic-level in vivo structure determina-

tion of biomolecules under physiologically relevant conditions. DNP can also be

expected to play a continuing role in the study of in-cell metabolomics and drug

discovery, where the relevant concentrations of the molecules of interest are within

the picomolar range [187, 188]. Further development of polarizing agents with

longer relaxation lifetimes should allow for more efficient signal enhancements and

DNP experiments at higher temperatures [162, 167].

Besides the use of DNP in structural biology and biomedical studies, DNP has

proven itself an important technique for materials science investigations. Particularly

the detection of low-γ nuclei may benefit. These type of nuclei are inherently difficult

to detect by conventional NMR techniques, and might give important information,

e.g., for catalysis and their surface chemistry, as well as reaction intermediates

[189–195]. Continuing development of polarizing agents designed to enhance

directly signals from low gamma nuclei should also be expected.
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Oschkinat H, Copéret C, Emsley L et al (2013) Improved dynamic nuclear polarization

surface-enhanced NMR spectroscopy through controlled incorporation of deuterated func-

tional groups. Angew Chem Int Ed 52:1222–1225

184. Jacso T, Franks WT, Rose H, Fink U, Broecker J, Keller S, Oschkinat H, Reif B (2012)

Characterization of membrane proteins in isolated native cellular membranes by dynamic

nuclear polarization solid-state NMR spectroscopy without purification and reconstitution.

Angew Chem Int Ed 51:432–435
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Photo-CIDNP NMR Spectroscopy

of Amino Acids and Proteins

Lars T. Kuhn

Abstract Photo-chemically induced dynamic nuclear polarization (CIDNP) is

a nuclear magnetic resonance (NMR) phenomenon which, among other things, is

exploited to extract information on biomolecular structure via probing solvent-

accessibilities of tryptophan (Trp), tyrosine (Tyr), and histidine (His) amino acid

side chains both in polypeptides and proteins in solution. The effect, normally

triggered by a (laser) light-induced photochemical reaction in situ, yields both

positive and/or negative signal enhancements in the resulting NMR spectra

which reflect the solvent exposure of these residues both in equilibrium and

during structural transformations in “real time”. As such, the method can offer –

qualitatively and, to a certain extent, quantitatively – residue-specific structural and

kinetic information on both the native and, in particular, the non-native states of

proteins which, often, is not readily available from more routine NMR techniques.

In this review, basic experimental procedures of the photo-CIDNP technique as

applied to amino acids and proteins are discussed, recent improvements to the

method highlighted, and future perspectives presented. First, the basic principles

of the phenomenon based on the theory of the radical pair mechanism (RPM) are

outlined. Second, a description of standard photo-CIDNP applications is given and

it is shown how the effect can be exploited to extract residue-specific structural

information on the conformational space sampled by unfolded or partially folded

proteins on their “path” to the natively folded form. Last, recent methodological

advances in the field are highlighted, modern applications of photo-CIDNP in

the context of biological NMR evaluated, and an outlook into future perspectives

of the method is given.
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1 Introduction

It is a remarkable fact that a nuclear property called “spin” can alter the yields

of free radical reactions in solution and the effect can be detected by NMR.

The accidental observation of anomalously emissive NMR resonances during the

thermally induced decomposition reaction of the small organic compound

dibenzoylperoxide (DBPO) (Fig. 1) made by Bargon et al. around 45 years ago [1]

marked the discovery of this phenomenon which shortly afterwards became known as

chemically induced dynamic nuclear polarization, or simply CIDNP.1 The effect,

which was independently observed by Ward and Lawler at about the same time [3],

arises from the ability of magnetic nuclei to modulate the electronic spin state of a

radical pair and hence its reactivity. It manifests itself by emission or enhanced

absorption in the nuclear magnetic resonance (NMR) signals of the products of free

radical reactions in solution occurring in the presence of a strong magnetic field.

Early theories, trying to interpret and explain CIDNP qualitatively and quantita-

tively [4–6], were based on the mechanisms which, in those days, were already

known to be responsible for the nuclear Overhauser effect (NOE) and dynamic

nuclear polarization (DNP). However, they all failed to explain both the magnitude

of the detected enhancements as well as the occurrence of simultaneous emission

and absorption lines, i.e., the multiplet effect (see below), within the same multiplet

of signals for a given nucleus observed in many CIDNP spectra. A few years later,

however, an alternative explanation, which accounted much more convincingly

for these experimental observations, was proposed by Closs [7] and independently

by Kaptein and Oosterhoff, the so-called CKO model [8]. Their theory placed the

emphasis on the ability of magnetically active nuclei to alter the electronic spin

state of a radical pair and hence modulate its reactivity. This theoretical approach

subsequently became known as the radical pair mechanism (RPM) and led to the

application of both thermally or photochemically induced CIDNP to mechanistic

problems in organic chemistry as the NMR enhancements observed could be

used to identify and elucidate the pathways of reactions which proceed via one

or more radical pair intermediates [9–12]. Of particular importance in the context

of this review was the development made by Kaptein et al. of a CIDNP technique

in which the polarization is generated in reversible photochemical reactions

between an excited photosensitizer and certain aromatic amino acid side chains

present on the surface of a protein [13], thereby monitoring their solvent accessi-

bility or “exposure”. Ever since its first application, this “photo-CIDNP” technique

has proved to be a powerful probe of protein structure and of the wide variety of

factors that modify the accessibility of the polarizable amino acid residues.

1 The acronym “CIDNP” was suggested to Bargon et al. for the first time by Sir Rex E. Richards

from the Physical Chemistry Laboratory (PCL) at Oxford University, Oxford, UK, who, long

before the discovery of the CIDNP effect itself, had set out a thought experiment on how to induce

the – already at that time – well-known Overhauser effect in a chemical way, i.e., by breaking a

chemical bond [2].
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Applications include studies of the interactions of proteins with cofactors,

inhibitors, nucleic acids, lipids, and other proteins, comparison of related proteins,

and investigation of conformational changes and denaturation both in equilibrium

and in “real time” (RT).

2 Chemically Induced Dynamic Nuclear Polarization

2.1 Radical Pairs

Radicals are chemical species which possess an unpaired electron and are hence

paramagnetic. When two radicals are closely associated they can form a so-called

spin-correlated radical pair, which means that the overall spin state of the pair

is well defined. The value of the total electron spin angular momentum quantum

number (S) of this radical pair is given by a Clebsch–Gordon series:

S ¼ s1 þ s2; s1 þ s2 � 1; . . . ; js1 � s2j;
where sj is the electron spin angular momentum of radical j in the pair. Hence, for a
radical pairScan take the values 0 or 1. ForS ¼ 0 (Ms ¼ 0) the radical pair resides in

a singlet state (S), whereas for S ¼ 1 (Ms ¼ 0� 1) there are three triplet states

labeled T�, T0, and T+. The spin parts of the singlet and triplet electronic

wavefunctions of a radical pair can be defined in terms of the products of the

individual electronic wavefunctions αj i and βj i:

S ¼ 1ffiffiffi
2

p α1β2 � β1α2ð Þ; T� ¼ β1β2; T0 ¼ 1ffiffiffi
2

p α1β2 þ β1α2ð Þ; Tþ ¼ α1α2:

In the liquid state, the radical pair and its component radicals tumble rapidly.2

Hence, anisotropic terms of the spin Hamiltonian are averaged to zero and the spin

Fig. 1 Thermal decomposition of dibenzoylperoxide (DBPO) during which the first observation

of the CIDNP effect was made [1]. Magnetic nuclei of recombination (ester) and escape product

(benzene) exhibit opposite polarization patterns

2 Tumbling frequencies of around 1011 Hz for free amino acids and around 109 Hz for proteins are

usually observed.
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Hamiltonian required to describe a radical pair needs to contain only isotropic

terms; in particular, the electron Zeeman interaction, the exchange interaction,

and the isotropic component of the hyperfine interaction need to be included

(cf. Appendix).

In the absence of an applied magnetic field, the three triplet states of a radical

pair are degenerate at all separations of the two radicals, whereas the singlet and

triplet states only become degenerate at large separations, i.e., when the exchange

interaction is negligibly small. In the presence of a static magnetic field, however,

the degeneracy of the triplet states is being lifted, which changes the overall

properties of the radical pair dramatically. This behavior is illustrated in Fig. 2,

where the energies of the singlet and triplet states at a given applied magnetic field

strength in the absence of any magnetic nuclei are shown as a function of the

electron separation r. When the interactions responsible for the mixing of electronic

states are much weaker than the energy difference separating them, the efficiency

(or extent) of mixing between the different states is – amongst other things –

inversely proportional to this energy difference. In the presence of strong magnetic

fields larger than approximately 0.1 T, the T�, and T+ states are so far removed

from the singlet state (S) that mixing is restricted to the S and T0 states provided

that the separation of the two electrons of the radical pair is sufficiently large.

It is exactly this mixing process between the S and the T0 state, the so-called

singlet–triplet mixing, which accounts for the generation of CIDNP in a spin-

correlated radical pair under high-field conditions.

2.2 The Spin Hamiltonian

The spin dynamics of a spin-correlated pair of radicals can be described using a spin

Hamiltonian ( Ĥ ) which comprises terms for the Zeeman interaction ( Ĥz ), the

electron-nuclear hyperfine interaction (Ĥhf ), and the exchange interaction ( ĤJ )

that exist between electrons. As in solution the radical pair is allowed to undergo

free tumbling and diffusion, these spin interactions are assumed to be fully isotro-

pic, i.e., they do not exhibit any spatial or orientational dependence, with the

Fig. 2 Relative energies (vertical axes) of the singlet and triplet states (a) as a function of the

applied magnetic field strength and (b) as a function of the radical separation r (horizontal axes).
JðrÞ is the electron exchange interaction (see text)
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only exception being the exchange interaction (ĤJ ) which is spatially dependent

on the distance r between the two radicals. The individual terms that contribute

to the overall spin Hamiltonian are explained in more detail below.

The interaction of the spin angular momentum with the applied magnetic field

is known as the Zeeman interaction and its magnitude is given by the following

Hamiltonian:

Ĥz ¼ g1Ŝ1z þ g2Ŝ2z
� �

B0

μB
�h
;

where Ŝjz is the z-component of the electron spin angular momentum operator Ŝj
on radical j. Furthermore, gj represents the respective g-values of the component

radicals and B0 is the magnetic field strength; μB is the Bohr magneton of the

free electron. In general, the effect of the nuclear Zeeman interaction is assumed

to be negligibly small as compared to its electronic equivalent.

The hyperfine Hamiltonian represents the interaction of electronic and nuclear

spin angular momentum and is usually described using the following expression:

Ĥhf ¼
X
i

ai Îi � Ŝ1 þ
X
j

aj Îj � Ŝ2

where ai and aj are the isotropic hyperfine coupling constants of nuclei i and j
on radical 1 and 2 which arise from the Fermi contact interaction. According to

the theory of the RPM explained below, it is this interaction which gives rise to

the CIDNP effect. Hyperfine interactions between the unpaired electron on one

radical and the magnetically active nuclei on the other radical are usually consid-

ered to be negligibly small and hence do not contribute to the CIDNP effect.

In addition, the two unpaired electrons present in a spin-correlated radical pair

can interact with each other via the quantum mechanical exchange interaction

which is due to the overlap of the electronic orbital wavefunctions. It is described

using the following Hamiltonian:

ĤJ ¼ �JðrÞ 1

2
þ Ŝ1 � Ŝ2

� �

where JðrÞ is a distance-dependent function describing the strength of the exchange
interaction. The exact form of this function is unknown, but it is assumed that

its decay is approximately exponential with increasing radical separation r; it can
normally be neglected for separations greater than 1 nm. The manifestation of

the exchange interaction is to remove the degeneracy between the singlet and the

three triplet states of the radical pair even in the absence of any applied magnetic

field (see above). The representation of the spin Hamiltonian in the S, T�, T0,

and T+ basis set is given, in angular frequency units, by
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where ω ¼ 1=2 ω1 þ ω2ð Þ and Q ¼ 1=2 ω1 � ω2ð Þ. Moreover, ω1 and ω2 are given

by the following relationship where mi and mj are the magnetic quantum numbers

of nuclei i and j, respectively:

ω1 ¼ g1B0

μB
�h
þ
X
i

aimi;

ω2 ¼ g2B0

μB
�h
þ
X
j

ajmj:

2.3 The Vector Model and Singlet–Triplet Mixing

The intersystem-crossing process between the singlet state (S) and the triplet state

(T0), i.e., the singlet–triplet mixing, is most simply described using a vector model

approach. Within this semiclassical representation, the magnetic moments

associated with the electron spin states s1 and s2 of the two paramagnetic

components of a radical pair can be represented by vectors precessing about the

direction of the applied static magnetic field B0 as shown in Fig. 3. In this

representation, the S and T0 states differ only in the phase difference between the

two vectors whose precession frequencies are equal to ω1 and ω2 . As shown

schematically, the conversion between the S and T0 states will thus occur at a

frequency determined by the difference in precession frequencies of the two

vectors. In the absence of any hyperfine interactions, ω1 and ω2 are determined

solely by the g-factors of the two radicals. If, however, the precession frequencies

of the radicals are modulated by hyperfine interactions, the intersystem crossing

rate of the radical pair and hence its recombination probability will be nuclear spin

state-dependent.

2.4 The Radical Pair Mechanism (RPM)

The CIDNP phenomenon can readily be interpreted in terms of the RPM which

accounts for almost all phenomena observed during the analysis of thermally or

photochemically induced reactions of spin-correlated radical species in solution
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using NMR or EPR spectroscopy.3 To understand how the nuclear spin dependence

of singlet–triplet mixing leads to CIDNP, the reaction scheme shown in Fig. 4 can

be considered. In a first step, a spin-correlated radical pair in its triplet state is

formed as a result of an electron abstraction reaction between the triplet excited

electron acceptor P and the ground state electron donor Q. Held together by a

cage of solvent molecules, this triplet radical pair then has two alternative ways

to react: (1) the two partner radicals can either diffuse apart and get scavenged at

a later stage to form so-called escape products (here PX and QY) or, alternatively,

(2) react via a back electron transfer reaction to yield so-called recombination
products, i.e., the initial diamagnetic starting compounds. In the absence of any

hyperfine interactions between the unpaired electron and magnetically active nuclei

of the same compound, both pathways have an almost equal chance to occur.

If, however, the radical electron’s precession frequency is modulated by these

hyperfine interactions, the probability of the radical pair to recombine will be

spin-dependent.
The recombination likelihood of a radical pair depends strongly on the electronic

spin state of the pair, with reaction usually only possible from a singlet state as

Fig. 3 Vector model representation of singlet–triplet mixing. The cones represent the individual
electron spin states and the arrows the electron spins. The intersystem crossing rate (kST) is

determined by the precession frequency difference of the two radical electrons

Fig. 4 Schematic representation of the radical pair mechanism (RPM) and the spin sorting

process. In this example, singlet–triplet mixing is faster when the proton on Q is in the “α”
state. The overbar indicates the spin-correlation between the two radical partners

3 The RPM is also responsible for the ESR equivalent effect of CIDNP called chemically induced

dynamic electron polarization (CIDEP) [14, 15], and for the magnetic field effect (MFE) observed

during radical pair recombination reactions [16].
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the Pauli principle has to be obeyed. Hence, the triplet radical pair must first

convert to a singlet state in order to proceed via the recombination route. If

singlet–triplet mixing is faster when a nucleus on Q is in its α state, then a nuclear

spin sorting process will take place with triplet radical pairs containing a nucleus

in its α state more likely to interconvert into a singlet state and then recombine.

On the other hand, triplet pairs comprising nuclei of opposite spin quantum

number will have a greater probability of diffusing apart and react via the

escape route depicted in Fig. 4. As a consequence of this nuclear spin selective

chemistry, recombination products will contain an excess of α spin state nuclei

and hence show an absorptive, i.e., positive, NMR enhancement upon application

of a π=2-pulse and, conversely, escape products will possess an excess of β spin

state nuclei leading to an emissive, i.e., negative, enhancement in the NMR

spectrum. In exactly the same way, when singlet–triplet mixing is slower for

radical pairs comprising α spin nuclei, i.e., Δg and a of opposite sign, or for

an initial radical pair formed from a singlet precursor, the situation is reversed,

leading to positive enhancements in the magnetic nuclei of the escape products

and negative enhancements in those of the recombination products [17, 18].

2.5 Sign Rules

The observations mentioned in the previous section have been conveniently

summarized in a multiplicative sign rule proposed by Kaptein [19, 20] in which

the phase of the enhancement ðΓÞ, i.e., positive or negative, for a given nucleus i
is given by the product of four signs:

ΓðiÞ ¼ μ � ε � Δg � ai;

where ai is the sign of the hyperfine coupling constant for nucleus i and Δg is

the sign of the difference of the two g-factors of the two radicals, i.e., g1 � g2 ,
where gi is the g-factor of the radical carrying nucleus i; μ is the expression for

the spin state of the precursor which can either be in a singlet (negative sign)

or a triplet (positive sign) state and ε describes the way of the reaction

route and is positive for recombination products and negative for escape products.

If ΓðiÞ is of positive sign, Kaptein’s sign rule predicts a positive (absorptive) NMR

enhancement for the observed nucleus and a negative (emissive) NMR enhance-

ment is expected for a negative sign ofΓðiÞ. Kaptein’s sign rule may be transformed

to yield the sign of the precursor, the hyperfine coupling constant, or the reaction

route if ΓðiÞ is known from the CIDNP spectrum. In a similar manner, g-factor
differences can be estimated if the experiment is repeated with different radicals of

known g-factors combined with the radical to be studied. Hence, this rule is of great

value in the study of radical reactions.

It is worth noting that the sign rule described above only applies to CIDNP

spectra recorded at very high magnetic fields which are usually present when using
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contemporary state-of-the-art NMR spectrometers. In this case, the hyperfine inter-

action is small compared to Δg � B0 and hence every multiplet component for a

given nucleus has the same polarization. This type of CIDNP is known as the net
effect. At fields much lower than those used in photo-CIDNP experiments of amino

acids and proteins or for small values ofΔg (or large ai), a so-called multiplet effect,
in which simultaneous emission and absorption occurs within the same multiplet

for signals of a single nucleus, is often observed together with the net effect. For this

case, Kaptein has formulated a separate sign rule to predict emission and absorption

polarization patterns [19, 20].4

2.6 Spin Dynamics: The Concept of Secondary Recombination

The discussion of the origins of the CIDNP effect has so far largely ignored both

the dynamic nature of radical pairs as well as the effects of the aforementioned

distance dependent exchange interaction. As was described in Sect. 2.1 and shown

schematically in Fig. 2, the S and T0 states of a radical pair only become degenerate

once the component radicals have separated by a few nanometers and hence

S–T0 mixing is precluded within the initially formed primary pair of radicals.

Hence, for recombination to occur from a triplet precursor, the component radicals

must first diffuse apart before they re-encounter to form a so-called secondary

radical pair. The timescale of this re-encounter step (ca. 10�10 to 10�7 s) is

normally such that singlet–triplet mixing (ca. 10�9 to 10�8 s) can take place

while the radicals are separated and experience a very small and hence negligible

exchange interaction. Normally, the relative timescales of the spin dynamics

and the motional behavior of the component radicals can be described in greater

detail within the quantitative framework of a CIDNP diffusion model [20, 24, 25].

Spin relaxation times are typically on the order of 10�6 s and hence loss of

spin correlation between the two radicals of the pair does not interfere with the

somewhat faster processes involved in generating CIDNP, i.e., spin evolution

and diffusion processes. Once CIDNP has been generated within the dia-

magnetic products of the radical pair reaction, the time window for observation

is significantly extended due to slow nuclear spin relaxation which normally

takes around 0.1–10 s.

4 The Kaptein sign rules for CIDNP, however, do not apply in all cases [21, 22]. For example, an

exception to the CIDNP sign rule for the net effect can occur when the dominant relaxation process

in an electron-nucleus spin system is transverse ΔHFC–Δg cross-correlation. This phenomenon

has been shown to lead to an inversion in the geminate fluorine-19 CIDNP phase provided the

molecule of interest has a large rotational correlation time [23].
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2.7 CIDNP of Biomolecules: The Cyclic Reaction Scheme

The application of photo-CIDNP to the study of biological systems involves the

generation of the radical pair comprising the aromatic side chains of tyrosine (Tyr),

tryptophan (Trp), or histidine (His) and a suitable photosensitizer, usually the tricyclic

isoalloxazine derivative flavin mononucleotide (FMN). Methionine (Met), the only

non-aromatic CIDNP-active amino acid side chain, also shows weak polarization at

its γ-CH position [26]; however, it is not of general interest. From an experimental

point of view, the basic photo-CIDNP experiment as applied to amino acids and

proteins involves adding a small amount of a suitable photosensitizer to an amino acid

or protein sample [18, 27]. Spectra are then recorded with (light spectrum) and,

subsequently, without (dark spectrum) prior irradiation of the sample in situ using an

NMR spectrometer that has been adapted to allow light from a suitable light source,

e.g., an argon ion laser, to pass into the sample within the probe.

The generation of polarization in biomolecules proceeds as follows (Fig. 5).

The production of CIDNP in the aromatic amino acid side chain begins with

the photochemical excitation of the FMN photosensitizer yielding a flavin molecule

in its first excited singlet state (1F). The fluorescence quantum yield of this

state is rather low and approximately half of the molecules rapidly undergo an

intersystem crossing process to a longer lived excited triplet state (3F). Triplet

excited flavin has a high electron affinity [28] and hence, in a second step, the

triplet state photoexcited sensitizer reacts reversibly with the amino acid side

chain (A) in a diffusion-controlled electron transfer or a hydrogen abstraction

reaction (see below) to form a spin-correlated triplet electron transfer state,

i.e., a radical pair.5 The generated nuclear polarization is most easily detected by

subtracting the spectrum without laser irradiation (“dark”) from the spectrum

obtained with laser irradiation (“light”). Photo-CIDNP experiments on amino

acids and proteins using an argon ion laser as the light source and FMN as the

photosensitizer exhibit proton NMR signal enhancements of up to one and a half

orders of magnitude. Heavier spin-1/2 nuclei, e.g., 13C, 15N, and 19F, often show

larger polarizations. For certain fluorinated aromatic systems, for example, it was

shown that a hyperpolarization of approximately two orders of magnitude can be

generated and sustained for several seconds [29, 30].

The reaction scheme mentioned above is essentially identical to the RPM

described in Sect. 2.4, with the only exception being that the idealized reaction is

cyclic. This means that, unlike in Fig. 4, where recombination and escape products

represent chemically different species, amino acid radicals that escape from the

radical pair are no longer scavenged, but react with independently formed photo-

sensitizer radicals to regenerate the original amino acid and the flavin in its

5 Generally speaking, the photo-CIDNP phenomenon is not restricted to the magnetic nuclei of the

three aromatic amino acids but the radical pair can be formed between many different excited

sensitizers and various electron donors provided the ionization potential of the latter is sufficiently

low.
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ground state. The cyclic nature of the mechanism is extremely important in

ensuring that, in the case of proteins, polarization is exclusively observed in the

intact macromolecule rather than in a chemically modified form.

In summary, CIDNP in amino acids arises from the remarkable fact that

nuclear spin modulates chemical reactivity. The effect is not very pronounced

and the spin sorting process described above is not very efficient, but it does

not need to be. A difference in recombination rates of only 0.01% for radicals

containing protons in both spin states, i.e., “α” and “β”, will lead to an order of

magnitude enhancement in the NMR intensity, on the basis that the equilibrium

population difference is 1 part in 105. More detailed, quantitative quantum mechan-

ical descriptions of the origin of CIDNP can be found in the literature [11, 27].

2.8 Biological Photo-CIDNP and the Protein Folding Problem

2.8.1 Photo-CIDNP of the Amino Acids

The basic photo-CIDNP technique, as applied to amino acids and proteins, is very

selective and involves laser irradiation of the sample solution in the presence of a

suitable photosensitizer followed by detection of the nuclear polarization. Among

the 20 naturally occurring amino acids, however, only the magnetic nuclei of the

three aromatic residues tyrosine (Tyr), tryptophan (Trp), and histidine (His), and,

to a certain extent, the non-aromatic residue methionine (Met) are CIDNP-active

and hence polarizable (Fig. 6).6 In the following section, the polarization pattern

Fig. 5 Schematic of the cyclic photochemical reaction scheme responsible for the production of

CIDNP in amino acids (A) and proteins – via the radical pair mechanism (RPM) – using a flavin

photosensitizer (F). An electron transfer mechanism is shown; a similar set of reactions takes place

if the initial step is hydrogen abstraction. The overbar indicates spin-correlation. Recombination

and escape products are chemically identical. Thus, the net polarization depends on the amount

lost due to spin–lattice relaxation in the longer lived escape radicals

6 Given the photochemistry of the naturally occurring amino acids, it is not likely that additional

polarization routes exist which could extend the observation of the photo-CIDNP effect beyond

tryptophan, tyrosine, histidine, and methionine. Nonetheless, a number of amino acid derivatives

are, under certain circumstances, polarizable [18]. Also, CIDNP can be induced in nucleic acids

and oligophenols. However, the application of the photo-CIDNP technique to nucleic acids has

received relatively little attention, compared to proteins, and is hence poorly understood. In
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occurring in the photo-CIDNP spectra of these three side chains will be described

and the reaction mechanisms in generating a radical pair with one of the most

common CIDNP dyes – flavin mononucleotide (FMN) – will be discussed.

Tyrosine

The CIDNP spectrum of tyrosine exhibits a strong emissive resonance for the

3,5 protons of the aromatic ring along with weaker absorptive enhancements

for the aromatic 2,6 and the aliphatic HB protons.7 The lack of polarization for

the HA proton suggests that it is too far removed from the unpaired electron’s

spin density – mainly located on the six-membered ring of the tyrosyl radical – to

experience an appreciable hyperfine interaction.

Earlier, the reaction between tyrosine and the excited triplet state of the flavin

was believed to occur via a transfer of the phenolic hydrogen atom to the FMN

yielding a neutral pair comprising a tyrosyl radical with a g-value of 2.0041 and a

flavosemiquinone radical with a g-value of 2.0030 [34]. Evidence for hydrogen

rather than an electron abstraction mechanism was based on a number of experi-

mental observations, most convincingly the observation of a lack of CIDNP

in a tyrosine derivative in which the abstractable phenolic hydrogen had been

replaced by a methyl group [18]. More recently, however, it was shown that the

initial step of radical pair formation involves electron abstraction from the tyrosine

to the FMN in the first place yielding a spin-correlated pair of two radical ions [35].

The electron transfer is followed by swift deprotonation of the tyrosine radical

cation to give a pair comprising two neutral radical partners. The rate constant

of quenching of the triplet flavin by the tyrosine is on the order of 109 M�1 s�1

and is independent of the pH value of the solution [35]; this, in turn, is indicative

of electron transfer reactions as it happens at the diffusion controlled limit.

The hyperfine coupling constants for the tyrosyl radical have been determined

Fig. 6 Chemical structure of the three (aromatic) CIDNP-active amino acids (a) histidine,

(b) tyrosine, and (c) tryptophan including the numbering scheme for the aromatic side chain protons

particular, it is not yet clear what the conditions are for detecting polarization from the nucleotide

bases in double-stranded nucleic acids [18]. In addition, photo-CIDNP spectra of linear and cyclic

ortho-methylene-bridged oligophenols show significant polarization for the phenolic units with the

largest number of ortho and para alkyl substituents [31–33].
7 The emissive enhancement of the 3,5 protons allows an easy identification of exposed tyrosine

residues in the CIDNP spectrum of a protein since neither histidine nor tryptophan produce a

similar, i.e., negative, CIDNP enhancement in this region of the spectrum.
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experimentally and are a3,5 ¼ �6.15 G, a2,6 ¼ 1.5 G, and aβ ¼ 6.7 G. If Kaptein’s

sign rule for the net effect is applied to the 3,5 protons, it can be confirmed

that the triplet state of the flavin molecule is involved in the formation of the

radical pair:

ΓðiÞ ¼ μ � ε � Δg � a3;5 ¼ þ � þ � þ � � ¼ �ðEÞ:

Histidine

Under similar experimental considerations, histidine shows absorptive enhance-

ments for the protons at the H2 and H4 positions of the aromatic ring and an

emissive resonance for the HB protons. In this case, a hydrogen abstraction

mechanism is believed to occur and is supported by similar experimental evidence

as for tyrosine whose radical pair formation process was initially assumed to occur

via hydrogen abstraction as well [18, 35]. The polarizations observed in the CIDNP

spectrum are opposite in phase to those observed for tyrosine, suggesting thatΔg is
smaller than zero and hence that the g-value of the neutral histidine radical is

smaller than that of the flavosemiquinone radical.

Tryptophan

Tryptophan CIDNP spectra show absorptive enhancements for the 2, 4, and

6 protons of the aromatic ring and emission for the HB protons. In aqueous

solutions containing only small amounts of deuterated water (D2O), the indole

NH proton is also visible and shows a weak absorptive CIDNP enhancement.

In solutions having a high D2O content, however, the indole resonance is normally

not observable due to hydrogen–deuterium exchange.8 The polarization of the

tryptophan indole proton is useful as an identifier for exposed tryptophan residues

in a protein as there are hardly any other signals observable in the region of

the NMR spectrum where the indole proton resonates. In contrast to histidine, the

reaction between triplet excited flavin and tryptophan proceeds most probably via

an electron abstraction mechanism to yield a radical pair ion comprising a trypto-

phan cation radical and a flavosemiquinone anion with a g-value of 2.0034 [18].

The obtained polarizations are again opposite in phase to those observed for

tyrosine, suggesting that Δg < 0 and hence that the g-value of the tryptophan

radical cation is lower than that of the flavosemiquinone anion. The lack of

polarization for both the 5 and 7 ring protons suggests negligible spin densities

at these positions in the radical cation. Evidence for an electron abstraction

mechanism is mainly based on the observation of CIDNP in 1-methyltryptophan

and on the absorptive enhancement observed for the indole NH proton in both

8 In NMR spectroscopy, protein sample solutions normally exhibit a D2O content between

5% and 10% which allows the detection of both the Trp indole NH proton as well as the

deuterium lock reference signal.
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water and dimethylsulfoxide (DMSO) which is consistent with its position on a

tryptophan radical cation formed by electron transfer, i.e., negative Δg and

negative NH coupling constant [18]. Moreover, the rate constant for quenching of

the triplet flavin by the tryptophan is – as in the case of tyrosine – on the order

of 109 M�1 s�1 and hence happens at the diffusion controlled limit, thereby

further corroborating the assumption of an electron transfer reaction rather than

hydrogen abstraction.

Methionine

Aside from histidine, tryptophan, and tyrosine, methionine is the only commonly

occurring amino acid susceptible to the photo-CIDNP technique [36, 37]. Irradia-

tion of methionine in the presence of flavins yields a tiny absorptive enhancement

for the γ-CH2 protons consistent with a sulfur-centered radical having a g-value
larger than that of the flavin radical [37]. The weakness of the effect probably owes

more to a large value ofΔg, due to the strong spin–orbit coupling at the sulfur atom,

rather than to a slow reaction with triplet flavin. It has been suggested that the

mechanism of the reaction is electron transfer. The weakness of the effect makes

it unlikely to be generally useful for structural studies unless other dyes can be

found whose radicals have substantially higher g-values than flavins. The only

report of directly polarized methionine in a protein has been in the lac repressor

and its headpiece [38].

2.8.2 CIDNP Cross-Polarization

1H photo-CIDNP spectra for tyrosine, histidine, and tryptophan exhibit enhanced

absorptive and emissive signals for nuclei that experience appreciable hyperfine

interactions with the unpaired electron within their radical pair precursors:

H3,5 and – to a lesser extent – H2,6 in tyrosine; H2, H4, and H6 in tryptophan;

H2 and H4 in histidine; and the β-CH2 protons in all three side chains. In addition

to these direct enhancements, there is an indirect polarization route which

transfers magnetization from directly polarized nuclei to other, nearby nuclei

[39–41]. As the generation of CIDNP produces large, non-equilibrium spin

populations on certain nuclei in the amino acids, dipolar cross-relaxation partially

transfers this direct polarization to other nuclei of the same side chain. The effect

has exactly the same origin as the NOE, that is to say modulation of nuclear

dipole–dipole interactions by molecular motion. This so-called cross-polarization
enables nuclei which are not directly polarized by the radical pair reaction

to become either weakly enhanced absorptive or weakly emissive. Thus, the

H5 and H7 protons in tryptophan may be indirectly polarized, or cross-polarized,
by the H4 and H6 protons. Similarly, the small absorptive enhancement of the

H2,6 protons in tyrosine may be considerably modified by magnetization transfer

from the strongly emissive H3,5 protons. Principal cross-relaxation pathways for
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all three CIDNP-polarizable amino acids are described in the literature [18]. By

analogy with the NOE, the extent and phase of the transferred polarization depends

on the distance between the 1H nuclei involved in the interaction and, importantly,

on the molecular tumbling rate or rotational correlation time (τc) of the molecule

of interest [40, 41], the latter being (roughly) defined as the average time it takes

for a molecule to end up at an orientation about one radian from its starting point.

Hence, for the same reasons that rapidly tumbling molecules exhibit positive

proton–proton NOEs, while slowly moving molecules give negative NOEs,

CIDNP transfer is more likely to occur via a double quantum relaxation process

(ΔmI ¼ �2) and thus with inversion of phase, e.g., emission to absorption, for

rapidly tumbling molecules, e.g., small molecules such as free amino acids in

non-viscous solutions, but with retention of phase for slower tumbling molecules,

e.g., proteins, as, in this case, transfer tends to occur via a zero quantum relaxation

pathway (ΔmI ¼ 0). In tyrosine itself and in small peptides, the weak absorptive

polarization of H2,6 is enhanced by cross polarization from H3,5. By contrast,

in a larger and less mobile molecule, the H2,6 doublet becomes emissive as a

result of cross-relaxation. Similarly, the H5 and H7 protons in tryptophan become

absorptively polarized in a protein unless there is considerable local mobility, when

they may appear in emission. By direct analogy with the NOE, the time dependence

of cross polarization may be used to assist in making resonance assignments and in

studying dynamics. A simple calculation shows that indirectly polarized protons

become more prominent with respect to their directly polarized partners with

increasing irradiation times and for longer delays between the light and radio

frequency pulses [18]. This behavior makes it straightforward to distinguish

between H3,5 and H2,6 in tyrosine, and, when combined with multiplicity infor-

mation, provides an unambiguous assignment method for the five tryptophan

aromatic protons [18, 41–43]. Assignment of resonances is also facilitated by

discovering the source of the indirect polarization. This may be done either by

double resonance-selective saturation of directly polarized protons during the light

pulse so as to suppress any cross-polarization [43] or, less straightforwardly, but

more satisfactorily, by a CIDNP analogue of the two-dimensional NOESY experi-

ment (Sect. 3.4.4). Turning to dynamics, the relative enhancements of the H3,5

and H2,6 tyrosine resonances in various proteins have been used to provide a

qualitative measure of the degree of mobility of the tyrosine side chain [44–47].

Similarly in histidine, cross polarization from the emissively polarized β-CH2

protons to H4 cancels some of its absorptive polarization in a protein leading

to a H2/H4 ratio that is indicative of the degree of mobility [45]. This effect

might also explain why the CIDNP signal of H4 is often much weaker than H2,

particularly in large proteins.9

9 CIDNP-related cross-polarization in 19F-labeled amino acids and proteins leads to interesting

multiplet intensity patterns arising from the interaction of various relaxation pathways such as

dipole–dipole interactions and relaxation arising from the chemical shift anisotropy (CSA) of the
19F nucleus [30]. In all cases, directly and indirectly polarized signals can normally be distin-

guished by comparing the time dependence of the polarization build-up as enhancements due to
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2.8.3 Factors Affecting Polarization

The cyclic nature of the mechanism responsible for the production of photo-CIDNP

in aromatic amino acid side chain nuclei also introduces a number of additional

features to the RPM which are discussed here.

Recombination Cancellation

As the idealized photo-CIDNP reaction scheme for biological macromolecules

outlined before is cyclic, the products of the escape and recombination channels

are chemically identical with the only difference between them being the reciprocal

overpopulation of nuclear spin states. Hence, one might be inclined to think that,

since the nuclear polarization produced in the recombination and escape products

is equal and opposite in phase, there would be a complete cancellation of the

nuclear polarization and no enhancements of the NMR signal would be observed

upon subtraction of “light” and “dark” spectra. Fortunately, however, complete

cancellation does not occur because product formation via the escape route (10�4 s)

tends to be slower than via the recombination route (10�7 s) since it involves

the kinetically slower (second order) recombination of independent free radicals

at low concentration, allowing ample time for polarization in the longer lived

escaped radicals to decay to a greater extent via nuclear spin relaxation. Further-

more, nuclear spin relaxation in the escaped radicals is very efficient due to the

strong magnetic moment of the electron with relaxation times of magnetic nuclei

in radicals being on the order of around 10�4 s. This results in a substantial loss

of the nuclear spin polarization in the escape products; accordingly, cancellation

of the total nuclear spin polarization is incomplete. This effect is known as

recombination cancellation. As nuclear spin relaxation in free radicals occurs

predominantly via the dipolar coupling to the unpaired electron, relaxation rates

are related to the electron spin density at the nucleus. If the lifetimes of escaped

radicals are short, nuclei with large hyperfine coupling constants will lose less

recombination polarization through cancellation than nuclei with small hyperfine

couplings [41, 48].

Exchange Cancellation

A second cancellation route in cyclic reactions arises if the escaped radicals are

able to undergo rapid degenerate electron exchange reactions with their diamag-

netic counterparts, thereby transferring polarization to the recombination products.

A spin-polarized radical “A”, for example, can exchange its radical electron with

cross-polarization tend to increase both with the length of the laser flash used to generate CIDNP

and with the delay separating the generation and detection of the polarization, i.e., the acquisition

delay.
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a paired electron of a recombined radical showing opposite polarization.10 Since

this escape polarization is opposite in phase to that produced via the recombina-

tion channel, the exchange will result in a decrease in the recombination product

polarization. This phenomenon is known as exchange cancellation. Exchange

effectively shortens the lifetime of escaped radicals and therefore competes effi-

ciently with nuclear spin–lattice relaxation. Hence, the CIDNP intensity for a

given proton on amino acid “A” obtained in the presence of exchange is given by

IA ¼ PA

R1

kex½A� þ R1

;

where PA is the polarization generated per radical pair in the absence of exchange

and kex is the rate constant for electron exchange. R1 represents the nuclear

spin–lattice relaxation time in the escaped radical. The rate constant kex is typically
on the order of 107 to 108 mol�1 dm3 s�1 and hence for concentrations of “A” in

the range of 10�3 to 10�2 M exchange will occur on a timescale (10�6 to 10�4 s)

that competes efficiently with nuclear spin relaxation (10�4 s). In addition, the

equivalent hydrogen atom transfer of the protonated radical is much slower and

hence the CIDNP intensities for amino acids may vary considerably with the pH

of the solution (Sect. 3.5.1).

As proteins represent very large macromolecular species, their translational

diffusion in solution is rather slow. Hence, both recombination cancellation and

exchange cancellation rates are normally very much reduced as compared to

small molecules. Nuclear spin–lattice relaxation times, on the other hand, are

broadly similar and, as a consequence, whilst both recombination and exchange

cancellation effects play an important role in determining the CIDNP intensities

of polarized nuclei of the free amino acids in solution, they play a relatively minor

role within the bulkier protein molecules [18].

Competition Effects

When more than one CIDNP-active side chain is able to react with the excited

flavin dye at the same time, e.g., a mixture of free histidine and tryptophan amino

acids, the CIDNP intensities observed for every individual amino acid type are

likely to depend in a very sensitive way on its ability to compete for the small

concentration of excited triplet flavin. Furthermore, triplet flavins are quenched by

fluorescence or reaction with molecular oxygen (O2) and hence the absolute CIDNP

intensity (IA) of a proton in an amino acid A in a binary mixture of two different

amino acids A and S in the absence of degenerate exchange is determined by a

competition between these three processes:

10 Even though this phenomenon is usually referred to in the literature as an electron “exchange”

it is in fact based on an electron “hopping” process rather than on a swapping of electrons.
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IA ¼ PA

kA½A�
k þ kA½A� þ kS½S� ;

where PA is the polarization produced per radical pair in the absence of any

competing mechanisms; kA and kS are the second order rate constants for the

reaction of A and S with triplet excited flavin, respectively, and k is the first

order rate constant for the decay of triplet flavin by fluorescence or quenching by

molecular oxygen. The second order rate constants for the reaction of the three

amino acids with triplet excited flavin are on the order of 108 to 109 mol�1 dm3 s�1

[49]. Hence, when using millimolar amino acid concentrations, reactions will occur

on a timescale on the order of 10�7 to 10�5 s, which competes efficiently with

quenching via fluorescence or by molecular oxygen (10�6 s) [37].

The relative magnitudes of the second order rate constants for all three

CIDNP-active amino acids have been estimated by both transient absorption and

photo-CIDNP competition experiments [37, 49]. In both cases, it was found that the

order of reactivity for the three amino acids is such that tryptophan reacts more

favorably with triplet flavin molecules than tyrosine which, on the other hand,

is much more efficient than histidine. For CIDNP studies of proteins, this means

that even though a histidine residue may be sufficiently exposed to undergo the

hydrogen atom abstraction required to generate the nuclear polarization, it will

be less able to compete efficiently for the triplet flavin when at least partially

exposed tyrosine or tryptophan residues are also present. Accordingly, the

CIDNP signal intensity for this histidine residue will not reflect its true relative

surface accessibility with respect to other polarizable side chains. Hence, great

care must be taken in interpreting the signal intensities found in protein CIDNP

spectra in particular for histidine both in the “steady state” as well as under

conditions where changes in the relative accessibility and hence reactivity of

amino acid residues other than the one under observation are likely to occur,

e.g., in protein folding or unfolding reactions observed in a time-resolved fashion

(see below).

2.8.4 Photo-CIDNP of Proteins and the Protein Folding Problem

In a protein, the CIDNP spectra of Tyr, Trp, and His residues should resemble

those of the free amino acids, except that the chemical shifts will differ, and the

relative intensities may be affected by relaxation and other effects. The assumption

underlying the photo-CIDNP technique as applied to proteins is that only residues

accessible to flavin triplets are polarizable. Hence, for a given amino acid residue to

exhibit a CIDNP enhancement it has to be in contact with the surrounding solvent in

order to be able to react with triplet state excited flavin molecules. Hence, when

applied to proteins, the photo-CIDNP technique can be used to probe the surface
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exposure – or surface accessibility – of tryptophan, tyrosine, and histidine residues

both in the steady state as well as in “real time” (Sect. 4.2). In the case of tyrosine

and histidine, which react by hydrogen abstraction, the static or dynamic structure

of the protein must be such as to allow close approach of the N5 atom of the triplet

flavin and the OH or NH atom to be abstracted. The electron transfer mechanism for

tryptophan is perhaps less likely to suffer from stringent constraints on the orienta-

tion of the reactants and may take place at larger dye–residue separations, possibly

by a tunneling process. An additional and more questionable assumption pervades

the literature on CIDNP of proteins – that an increase (or decrease) in the CIDNP

intensity of a residue on changing conditions, e.g., pH, concentration, temperature,

ligand, etc., directly corresponds to an increase (or decrease) in accessibility. As

said before, this hypothesis needs to be approached with caution.

To understand the effects of the photo-CIDNP technique as applied to proteins

more visibly, one can compare the NMR and photo-CIDNP spectra of the protein

bovine α-lactalbumin (BLA), which contains four tryptophan, four tyrosine, and

three histidine residues. In common with numerous other proteins, these three

residue types occur frequently enough in the polypeptide chain of BLA to serve

as structural probes distributed throughout the three-dimensional structure of the

molecule. A direct comparison of both CIDNP as well as standard 1H NMR

spectroscopy shows that the CIDNP approach represents a vast simplification as

compared to a standard one-dimensional NMR spectrum, since only signals arising

from polarized amino acid residues are detectable. Of the four tryptophan, four

tyrosine, and three histidine side chains that can be found in BLA’s amino acid

sequence, only Trp 118, Tyr 18, and His 68 exhibit a sufficiently high protein

surface accessibility in the native state and are hence polarizable [50–52]. The

ability of the photo-CIDNP technique to probe the surface of a protein in a residue-

specific manner has led to its application in a wide variety of different contexts. In

most cases, changes in the surface accessibilities of CIDNP-active side chains

caused by the addition of some form of structure or surface perturbant, e.g.,

a chemical denaturing agent, are being examined in equilibrium [18]. An alternative

application of the photo-CIDNP technique involves monitoring the changes in the

accessibilities of the amino acid side chains that occur as a protein unfolds from its

native state or as it refolds from its unfolded, i.e., denatured, state. The use of an

NMR in situ mixing device designed to transfer protein quickly into a refolding

buffer containing a suitable amount of a CIDNP photosensitizer inside the NMR

spectrometer allows the detection of protein folding/unfolding in “real time”

on timescales going as low as milliseconds. Several proteins have been studied

by this technique, including, for example, hen egg-white lysozyme (HEWL) and

bovine α-lactalbumin, as in these cases folding to the native state is slow enough,

i.e., it proceeds on the order of seconds or minutes [53–57]. Slightly changing the

above-mentioned experimental mixing setup allows an extension of the method

to the observation of submillisecond folding events (see below).
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2.8.5 Excursus: The Protein Folding Problem: An Introduction

The protein folding process represents a crucial step in the central dogma of

molecular biology which states that the genetic information contained within a

given sequence of deoxyribonucleic acid (DNA) is converted into a proteinaceous

macromolecule exhibiting biological activity [58]. A clear and unambiguous under-

standing of the protein folding process in which a disordered chain of amino

acids is transformed into a compact and well-structured biopolymer is hence

one of the main challenges of modern structural biology. A better understanding

of the complex relationship between the amino acid sequence and the formation

of tertiary structure, i.e., the protein folding problem, will not only allow the

de novo design of specific protein structures but also aid in understanding the

cause and origin of a large number of neurodegenerative diseases associated with

the incorrect folding of certain protein species [59, 60]. As of now, however, the

protein folding problem remains largely unsolved and several attempts have been

undertaken so far in order to shed more light on this area of biochemical research.

A simplistic way to find an answer to the protein folding problem would be to

assume that – following its synthesis on the ribosome – all possible conformations

are searched by the unstructured polypeptide chain in a random fashion to find the

energetically most favorable one. Early on, however, it was found that it would take

around a million years for even a small protein to fold properly if the folding

process were to occur via this random search of conformational space. In the

majority of cases, proteins fold on a timescale of seconds or milliseconds and

hence at an early stage it became clear that a certain pathway must in some way

be involved in directing the search for the native structure. In fact, the essence of

protein folding is rather complicated and most approaches trying to find answers to

the problem put strong emphasis on the retention of partially folded intermediate

structures and transition states that are being established as folding progresses

[61, 62]. Two additional considerations concerning the energetics of protein folding

make the problem even more challenging to answer. First, proteins are only

marginally stable. The free energy difference between the folded, i.e., native, and

the unfolded state of a protein of average size, i.e., ca. 100 amino acid residues

in length, is only about 10 kcal mol�1. Hence, the average stability per residue

is about 0.1 kcal mol�1 which is less than the random thermal energy kT
found at ambient conditions. This also means that folding intermediates containing

native substructures can be lost along the folding pathway. Second, some folding

intermediates have favorable energies but are not on the path to the final folded

form. For these species to contribute eventually to the ensemble of correctly folded

native proteins they have to escape this energy well or “kinetic trap” by reversely

folding back into a less structured conformer of higher energy. It is for these reasons

no great surprise that protein folding is such an intriguing problem for both

theoreticians and experimentalists.
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3 Experimental Methods and Instrumentation

3.1 Light Source and Coupling Methods

3.1.1 Light Source

Even though most of the early work on photo-CIDNP employed lamps of various

sorts [10–12, 18], two light sources have been used predominantly for conducting

photo-CIDNP experiments of biomolecules, in particular amino acids and proteins:

(1) continuous wave (CW) argon ion lasers and (2) rare gas halide excimer lasers.

Little or no use has been made of other suitable lasers systems, e.g., Nd–YAG, dye

lasers, etc., mainly because the use of the argon-ion/flavin combination in particular

has yielded excellent results.

Operating in multi-line mode, the argon-ion laser(s) delivers blue-green light

with principal wavelengths (λ) of 488 and 514 nm. The output is usually between a

few up to approximately 25 W, and the narrow, highly collimated beam – a

millimeter or two in diameter – is directed into the NMR probe using an optical

light guide and suitable (fiber) optics. These properties make it a nearly ideal

choice for conducting biological photo-CIDNP experiments. In addition, the wave-

length range is well suited for protein photo-CIDNP studies as it falls within the

absorption bands of the flavin-based photosensitizers. FMN, for example, has

absorption maxima at 375 and 450 nm, but avoids absorption via the protein,

with the exception of, for example, proteins that contain visible chromophores

(see below). The light is gated into pulses of typically 50 ms to 1 s in duration

using a mechanical shutter controlled by the spectrometer computer. Commonly

used and commercially still available (high-power) argon-ion laser(s) are, for

example, systems from the “Innova” series (Coherent Inc., Santa Clara).

An alternative to the aforementioned argon-ion light source are rare gas halide –

usually either XeCl or KrF – excimer lasers operating at wavelengths of 308 and

249 nm, respectively [63, 64]. The beam, usually rectangular in shape, has a signifi-

cantly larger divergence than its argon ion counterpart and is hence less facile to

couple efficiently into an NMR probe. No gating is necessary, although it can be

advantageous to use bursts of 10–100 pulses to increase further the photo-CIDNP

enhancements. The much shorter irradiation times of excimer lasers – pulse lengths

of ca. 10 ns are common – can be exploited to obtain spectra with, at best, sub-

microsecond resolution, free from some of the secondary factors that affect CIDNP

intensities such as cross-polarization, F-pair polarization, cancellation effects, and

intramolecular electron transfer [64–68]. Nevertheless, this technique has found little

application in structural studies of proteins. One potential drawback is that tryptophan

and tyrosine residues absorb at wavelengths below approximately 320 nm with the

possibility of direct light-induced oxidation and, in addition, flavins have low absor-

bance at 308 nm. Also, the beam is often wide – between 2 and 3 cm in length – and
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inadequately collimated, making it more difficult to get the light efficiently into the

NMR probe. Typical commercial units are the COMPex (Pro) Series (Coherent Inc.)

or PulseMaster 860/880 Series (LightMachinery, Ottawa).

3.1.2 Light Coupling

Essentially two different methods of guiding light into the coil region of a super-

conducting magnet have been developed over the years (Fig. 7) – either a cylin-

drical quartz rod or, alternatively, an optical fiber.

A slightly old-fashioned method of directing light into an NMR sample inside

a superconducting magnet is to install a cylindrical quartz rod (diameter ~5 mm)

in the NMR probe, running from its base up to the sample (Fig. 7a,b). A quartz

rod inside the probe can be placed centrally so that light enters the sample vertically

from below (Fig. 7b), or off-center in which case a right-angle prism or an inclined

mirror is placed on top of the rod (Fig. 7a), or else the rod must be cleaved

so as to direct the light in a horizontal fashion through the coil and into the sample.

In either case, diverging the narrow beam by means of, for example, concave lenses

or convex mirrors is useful to reduce sample heating and increase the volume

of sample illuminated. Alignment of the beam can be assisted by the use of an

HeNe laser or a silicon solar cell. Modifications to commercial NMR probes are in

most cases needed to accommodate the light guide including prisms or coated

mirrors required to illuminate the NMR tube from the side or below. If placed

too close to the NMR coil these optical components may compromise the spectral

resolution. In addition, a centrally placed quartz rod has several drawbacks.

First, it may not be compatible with the variable temperature (VT) insert of the

probe. Second, restrictions are placed on the optical density of the sample, if excited

dye molecules are to be generated throughout the sensitive region of the r.f. coil.

Third, homogeneity optimization of the magnetic field can be awkward if the

base of the, preferably flat-bottomed, NMR tube is placed close to the coil to

allow light to reach the sensitive region.

A more advantageous method is to use optical fibers to guide the light beam

into the NMR sample tube, particularly when using an argon ion laser as the

light source (Fig. 7d–f). Coupling of argon-ion laser(s) light into a narrow-diameter

fiber is relatively straightforward with appropriate launcher optics and avoids the

need for prisms and mirrors. Routinely, a 1 mm diameter optical fiber (e.g., model

F-MMC, Newport Optics, Irvine) with launcher optics (e.g., Newport F-915T) is

used. Using this setup, the light is introduced via the probe body, but it is simpler to

bring the fiber in from above through the magnet bore. The output end of the fiber,

or bundle of fibers, may either be dipped into the sample – although this might

lead to problems with sample contamination, excessive local heating effects, and

damage to the tip of the fiber – or installed into the probe body from below.

Alternatively, the fiber is mounted in a coaxial insert – e.g., Wilmad WGS 5BL –

fitted into the sample tube (Fig. 7d) [69]. The latter is an attractive option, although

it precludes sample spinning. Alternatively, a quartz rod with a conic-shaped tip
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inserted into the NMR tube and reaching into the coil region can be used to give

more uniform illumination of the sample (Fig. 7e; [56, 57]).11

Recently, a method for the illumination of optically dense NMR samples has

also been presented [70]. Ideally, the entire sample solution volume should be

uniformly illuminated to maximize sensitivity and to avoid concentration and

temperature gradients, primarily disturbing during kinetic photo-CIDNP experiments.

These problems are likely to be most severe for optically dense samples and can

only be insufficiently dealt with using one of the aforementioned tip designs.

To circumvent this, Hore et al. propose a straightforward and inexpensive method

of illumination from above in which the laser light is distributed along the axis

of the NMR tube by means of a tapered optical fiber (Fig. 7f). While illumination

from above the coil (Fig. 7d) gives rise to an exponential fall in light intensity

from the top of the sensitive r.f. receiver coil region to the bottom, the tapered

tip – optical path length 20 mm in the case of the former vs ca. 3 mm in the case

of the latter – gives almost uniform illumination. In addition, the approach requires

Fig. 7 Schematic drawings of NMR sample illumination methods, e.g., for photo-CIDNP

experiments. (a) Illumination from the side through the receiver coil via a cylindrical quartz rod

installed inside the probe body together with a prism or mirror (see text). (b) Illumination from

below with a quartz light guide and a flat-bottomed NMR tube. (c) A variant of (b) using a cone-

shaped NMR tube to permit more homogeneous irradiation of optically dense samples.

(d) Illumination from above using an optical fiber held inside a coaxial glass insert. (e) A variant

of (d) in which light is distributed by means of a pencil-shaped tip insert. (f) Another variant of (d)

with a stepwise tapered optical fiber [70]

11 Utilizing this tip, a coupling of two lasers operating at different wavelengths – one to release

calcium ions from the photolabile ion chelator DM-Nitrophen and the other to induce CIDNP – has

been designed to observe the RT refolding of calcium-depleted BLA thereby making physical

mixing of solutions superfluous. The potential gain in acquiring spectra right after the start of the

reaction is, however, compromised by long irradiation times (~200 ms) required to release

sufficient metal ions to fold the protein and difficulties in uniformly photolysing the entire sample

volume associated with low SNRs (see below).
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no modification of the probe, leads to less than a 5% loss of filling factor and, as a

consequence, produces minimal degradation of spectral resolution. Moreover,

discontinuities in magnetic susceptibility produced by introducing the fiber are

almost only perpendicular to the axis of the tube.

3.2 Photosensitizers

3.2.1 Flavins and Other Dyes

The nuclear polarization generated during a CIDNP experiment is due to a photo-

chemical reaction between an electron or hydrogen donor molecule – in this case

the CIDNP-active amino acid side chain – and a photoexcited electron or hydrogen

acceptor dye molecule, i.e., the CIDNP photosensitizer. The most widely employed

photoactive CIDNP dyes are flavins, e.g., lumiflavin, riboflavin, FMN, and FAD.

Their general structure, based on the tricyclic isoalloxazine core, is shown in Fig. 8.

The chemical, biochemical, and photochemical properties of flavin compounds are

well characterized and understood. They occur widely in nature due to their ability to

undergo facile, reversible one- and two electron redox reactions. The three common

redox states are the (oxidized) flavin itself (F), the flavosemiquinone radical,

the flavohydroquinone (FH2), and their deprotonated forms. Flavins are commonly

found as co-enzymes, often non-covalently bound to proteins, and are responsible

for the electron transfer properties of flavoproteins, e.g., hydrogenases, oxidases,

and mono-oxygenases. Flavins also act as co-factors in cryptochromes, a class of

blue light-sensitive flavoproteins involved in animal and plant magnetoception [71]

as well as the stabilization of their circadian rhythm [72].

The UV–Vis absorption spectrum of flavins is characterized by broad absorption

bands occurring in the near UV and the blue and green regions of the electromag-

netic spectrum at wavelengths (λ) of about 375 and 450 nm, respectively. While

absorption at a wavelength λ ¼ 514 nm is rather weak, the extinction coefficient ε
is greater than 104 dm3 mol�1 cm�1 at λ ¼ 488 nm. Hence, excitation into this band

leads to efficient and rapid formation of the triplet state (quantum yield ~0.5) when

using argon-ion laser(s) light [73, 74]. All commonly employed flavin-derived dyes

(Table 1) are water soluble and induce CIDNP in tryptophan (Trp), tyrosine (Tyr),

histidine (His), and/or methionine (Met) side chains via electron or hydrogen

abstraction to yield a pair of radicals in a cyclic photochemical reaction, giving

rise to the observed nuclear polarization. The relative CIDNP efficiencies, however,

do slightly differ depending sensitively on the charge and size of the substituents R1

and R2. For selective amino acid polarization, e.g., Trp and/or Tyr polarization only,

xanthenes (eosin Y and fluorescein), and thiazines (thionine) can be used as

alternatives to flavins. Both xanthenes and thiazines have a high solubility in

water and produce strong CIDNP over a wide pH range (see below). A significant

drawback of all CIDNP dies mentioned so far is that they result in photodegradation

of amino acids and proteins, limiting the number of transients that can be recorded
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for each sample. The concentration of photosensitizer used in each photo-CIDNP

experiment represents a compromise between a sufficiently low optical density

of the sample solution to allow its uniform illumination and, on the other hand, a

high yield of triplet excited photosensitizer molecules present upon photoinduction.

Flavin photosensitizers are typically used in a concentration of ca. 0.2 mM

(�0.1 mM).

In addition, various dyes have been investigated as alternatives to flavins [18].

Xanthenes (fluorescein, rose bengal, or eosin), for example, polarize tyrosine but

not tryptophan or histidine when irradiated with, for example, green light [75–78].

Methylene blue and several porphins also produce CIDNP in tyrosine. In addition,

p-methoxyacetophenone, irradiated at ~250 nm, gives strong CIDNP from Tyr and

Trp but little enhancement of His. Quinoxalene, excited at the same wavelength,

gives strong signals for tyrosine and histidine but not tryptophan [79]. Finally,

Broadhurst et al. tested a number of quinones, aromatic ketones, aza-aromatics,

and a variety of dyes and sensitizers [80]. The largest enhancements were achieved

with the aza-aromatic compounds 2,20-dipyridyl (DP, 2,20-bipyridine) and, to a

lesser extent, 2,20-bipyrazine when irradiated with UV light.12 DP is very often

employed in microsecond time-resolved CIDNP experiments using, for example,

xenon-chloride excimer lasers, to investigate cancellation effects caused by recom-

bination or degenerate exchange (e.g., [64]). Studies of the reactions of the triplet

Table 1 Chemical composition of a number of flavin derivatives used as photosensitizers

in CIDNP experiments

Name R1 R2

Lumiflavin CH3 H

3-N-methyllumiflavin CH3 CH3

3-N-carboxymethyllumiflavin (Flavin 1) CH3 (CH2CO2)
�

3-N-ethylaminolumiflavin CH3 (CH2CH2NH3)
+

10-N-carboxyethyllumiflavin (CH2CH2CO2)
� CH3

Riboflavin CH2(CHOH)3CH2OH H

Flavin mononucleotide (FMN) [CH2(CHOH)3CH2OPO3]
2� H

Fig. 8 Structural representation of flavin derivatives frequently used as photosensitizers in

photo-CIDNP experiments of amino acids and proteins. The different chemical composition of

flavin derivatives is characterized by the substituents “R1” and “R2” as shown in Table 1

12With the possible exception of the final pair, most of these sensitizers do not look very promising

for biological photo-CIDNP studies as they suffer from extraneous product formation and undergo

non-cyclic reactions with amino acids and proteins.
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state of DP with Trp, Tyr, and His show that the rate constants and, hence,

the CIDNP strongly depend on the protonation state of both DP and the amino

acid side chain. Although Trp and Tyr residues are strongly enhanced, the polari-

zation of His is weaker and varies strongly across the pH range.

3.2.2 Excursus: Photodegradation

During photo-CIDNP reactions, the flavin molecule is prone to photoreduction,

leading to a substantial degradation or bleaching of the dye solution as the photore-
action underlying the CIDNP mechanism is not perfectly cyclic. This, in turn, can

cause problems during continuous or multiple laser flash illumination – e.g., during

“real time” photo-CIDNP experiments or when recording a 2D spectrum – causing

a gradual loss of polarization as the concentration of oxidized flavin is depleted.

For example, during the investigation of the reaction of lumiflavin with the amino

acid tryptophan it was shown that the gradual loss of polarization is due to both

photodegradation of the flavin molecule and degradation of the amino acid itself

[81, 82]. Bleaching of the solution seems to be the more serious problem in this

case because the CIDNP intensities depend sensitively on the optical density of the

sample. In addition, the concentration of the flavin is an order of magnitude smaller

than that of polarizable amino acid side chains in a protein. The most probable

cause of this photochemically induced reduction is the disproportionation of

flavosemiquinone radicals as indicated by microsecond time-resolved CIDNP stud-

ies [82, 83]. Flavin photochemistry, however, is inherently complex and hence

additional factors might contribute to the degradation of the dye molecule. In

particular, a number of intramolecular and intermolecular light-induced reduction,

addition, and dealkylation mechanisms have been proposed, the predominant

reaction pathway chosen depending on factors such as the type of solvent, pH,

buffer composition, and other parameters [73]. Furthermore, primarily formed

products may themselves undergo a variety of secondary photolytic or thermal

reactions leading to a highly complex sample mixture. Hence, by focusing on

the primary intermolecular reduction of flavins, it is apparent that only an idealized

picture of flavin photochemistry can be presented.13

Several attempts have been made to combat the problem. (1) As bleaching

occurs predominantly in the irradiated portion of the NMR tube, (manual) sample

mixing between acquisitions can be used to replenish the flavin [85, 86]. (2)

Manipulation of the molecular oxygen (O2) concentration is, potentially, also

helpful: O2 efficiently re-oxidizes FH2 to F but is consumed in the process.

Hence, removal of O2 by degassing accelerates photobleaching. A high

13 Prolonged irradiation of a protein–flavin solution can also result in photo-damage to the protein

presumably caused by irreversible oxidation of side chains by excited flavin molecules. For

example, extensive photolysis of hen egg-white lysozyme in the presence of FMN can, in some

cases, cause a significant reduction in its thermal denaturation temperature [80, 81, 84].
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concentration of molecular oxygen, on the other hand, strongly attenuates the initial

polarization due to, amongst other things, quenching of photoexcited triplet flavin

[81]. (3) Another way to try to overcome the problem of photodegradation has been

to spin the NMR tube rapidly between flashes so as to create a vortex in the solution

[85, 86]. This reintroduces oxygen and brings fresh flavin into the irradiated region.

Optical fiber illumination, however, is precluded using this approach. (4) More

recently, further ways to increase the lifetime of the flavin dye have been explored

and include the use of newly developed mechanical mixing devices as well as

alternative chemical oxidation methods such as the use of hydrogen peroxide

(H2O2) as an oxidizing agent [87, 88].14 For example, a PTFE transfer line

(see above) fed through the coaxial insert can be used to withdraw and then inject

a portion of the solution in the NMR tube between signal acquisitions. If the

solution is reintroduced sufficiently rapidly, the ensuing turbulence causes efficient

mixing as well as reintroducing oxygen [88]. A more straightforward method is the

addition of an oxidizing agent, e.g., hydrogen peroxide (H2O2), which efficiently

reconverts flavosemiquinone to its fully oxidized form. Although H2O2 is

known to act as an oxidizing agent of thioether, e.g., methionine, and thiol groups,

e.g., cysteine, [89], no apparent chemical modification of the protein HEWL,

containing two solvent inaccessible methionine residues, was detected using stan-

dard parameters, i.e., 298 K, pH 7, 10 mM H2O2 [88]. Very recently, Lee and

Cavagnero introduced a novel method that decreases the extent of photodegradation

and enhances photo-CIDNP in experiments requiring long-term data collection.

This method enables efficient regeneration of FMN while minimizing irreversible

photodegradation. Since molecular oxygen is known to be involved in many

photodegradation pathways, O2 is depleted in a first step in the NMR sample

by introducing glucose and the enzymes glucose oxidase and catalase. This enzyme

system is widely used to minimize photodegradation in fluorescence microscopy.

The consequent decrease in photo-CIDNP – given that FMN cannot be efficiently

regenerated from FH2 (see above) – is counteracted by the additional introduction

of an F2-oxidizing enzyme. The resulting tri-enzyme system improves photo-

CIDNP performance significantly while reducing the extent of irreversible sample

photodegradation [90].

3.3 NMR Inserts and Sample Tubes

3.3.1 The “Steady-State” Photo-CIDNP Insert

A straightforward fashion to generate photo-CIDNP in a biological sample in situ is

via one-dimensional “steady-state” CIDNP NMR spectroscopy (see below). For

this purpose, the state-of-the-art means to couple (laser) light into the NMR

14 These studies also provide a more thorough analysis of the origin of the photodegradation

process of flavin photosensitizers observed during many CIDNP experiments.
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sample region using fiber optics is presently achieved using a coaxial glass insert

described above (Fig. 7d), originally designed for external chemical shift

referencing. Usually, the top of the insert is held in place by a standard NMR

tube cap with a small hole drilled in the center. This method of illumination was

first described by Scheffler et al. [69]. The tip of the insert is placed roughly 1 mm

above the top of the r.f. coil to minimize field inhomogeneities while, at the

same time, maintaining reasonable CIDNP intensities [87]. The arrangement of

the sample tube and insert is shown in Fig. 9. As mentioned before, the use of

this setup precludes sample spinning due to the presence of the optical fiber. This,

however, is not a problem with modern NMR spectrometer software/hardware as

efficient automated shimming procedures are routinely available.

3.3.2 The (Stopped-Flow) “Real Time” Mixing Device

A variety of different experimental procedures designed to conduct NMR

experiments in “real time” have been described in the literature [55, 88, 91–94].

While the devices used in these experiments are capable of mixing solutions

inside the NMR tube with high efficiency, problems arise with most of their

designs which very often cause long experimental dead times. Furthermore, it is

difficult to obtain good line shapes due to decreased magnetic field homogeneities

Fig. 9 Optical insert and experimental setup for conducting “steady-state” photo-CIDNP

experiments of amino acids and proteins (see below). The tip of the optical fiber is placed ca.

1 mm above the upper r.f. coil threshold to minimize magnetic field (B0) inhomogeneities in the

relevant sample region of the r.f. receiver
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occurring as the tip of the mixing device which usually reside within the

r.f. coil region of the probe. In addition, most of these systems are constructed

from a modified optical stopped-flow apparatus and require modification of the

NMR probe in order to incorporate the syringe [92, 93].

Roughly 10 years ago, a rapid-mixing device was designed and tested specifi-

cally for conducting “real-time” photo-CIDNP protein folding experiments and,

in addition, photo-CIDNP “pulse-labeling” studies [55]. The system, based on

an earlier photo-CIDNP stopped-flow design presented by Hore et al. [54] and

an improved version thereof by Maeda et al. [88] (Fig. 10), consists of two

main components: a coaxial glass insert fitted inside a 5-mm Shigemi NMR

sample tube and a pneumatic triggering unit placed outside the magnet. The

coaxial insert consists of glass capillary tubing with one end fused to a short

length of a glass micropipette with a narrow internal diameter. The liquid to

be transferred is held inside the capillary and is ejected as a collimated jet

into the NMR tube. The tip of the pipette is positioned right above the top of

the NMR coil, so as to cause minimal disturbance to the field homogeneity,

Fig. 10 Schematic drawing of the mixing device designed by Maeda et al. [88]. The positioning

of the optical fiber, coaxial insert, and PTFE transfer line inside a 5 mm NMR tube is shown.

Sample illumination is based on a method first described by Scheffler [69]. The PTFE line can be

used, for example, to transfer rapidly in situ a small volume of a solution of unfolded protein into a

refolding buffer. Benchmark experiments to assess the rapidity and uniformity of mixing have

been performed on an improved version of this arrangement (Sect. 3.3.3; [55])
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and just below the surface of the buffer solution in the NMR tube. The top of

the glass capillary is coupled to a thin PTFE transfer line which feeds injectant

solution into the glass capillary. An optical fiber is inserted coaxially into the

glass capillary, inside the solution, with its lower end about 2.8 cm above the

micropipette piece. This arrangement makes two types of experiments possible:

either (1) a solution of a protein inside the capillary tube can be irradiated

prior to injection as desired during photo-CIDNP pulse-labeling experiments,

or (2) sample solution inside the NMR tube can be irradiated through the micro-

pipette after the injection. The PTFE transfer line is connected to a glass syringe

outside the magnet whose action is governed by a pneumatic piston, controlled

using a TTL line from the spectrometer, and driven by nitrogen gas at a pressure

of 10 bar. The minimum electronic gate time needed in the pulse sequence to

depress the piston and to inject 50 mL of solution is 10 ms. Extensive bench-

mark testing revealed that complete mixing of reactants occurs within 50 ms,

and real-time protein folding experiments can be performed in H2O, instead of

D2O, by incorporating in vivo NMR water suppression techniques in the pulse

sequence [55, 95].

3.3.3 The Rapid Mixing Device

To transfer protein solutions more swiftly into the NMR tube inside the probe of the

NMR spectrometer, a specific rapid mixing device – based on both the initial design

presented by Maeda et al. [88] as well as the further modifications introduced by

Hore et al. [55] (Sect. 3.3.2) and designed to improve both the efficiency of mixing

and to reduce experimental dead times – was introduced by Mok et al. around

5 years ago (Fig. 11; [96]); it comprises two main components: a coaxial tube insert

fitted inside the susceptibility-matched NMR sample tube (BMS-3; Shigemi Inc.,

Allison Park) and a pneumatic trigger placed outside the magnet. To the end of the

coaxial tube insert is attached a narrow glass microliter pipette (20 mm in length;

internal diameter 0.17 mm) using epoxy adhesive glue. The glass capillary tip

allows for a highly collimated jet of sample to be injected into the NMR tube,

thereby promoting rapid and homogeneous mixing of two (or more) solutions

[34, 55]. Three PTFE collars, each 5 mm in length, are situated along the tube insert

to ensure the coaxial orientation within the NMR tube. The insert is screw-fitted

at the top of the NMR tube by a Y-connector made from PEEK polymer which

is manufactured to fit the width of the NMR bore. An optical fiber (F-MSC;

Newport Corporation, Irvine) is threaded through the Y-connector and is dipped

into the injectant solution enclosed by the coaxial insert. The end of the optical

fiber is positioned within the insert to allow a homogeneous irradiation of the

specified volume of the solution to be injected which normally does not exceed

30 μL. For experiments that do not require sample illumination, it is possible to
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replace the optical fiber with an additional liquid transfer line, thereby permitting

ternary mixing. For photo-CIDNP “real-time” as well as (NOE) pulse-labeling

experiments, a small air bubble is introduced into the end of the glass capillary

tip to avoid premature mixing of protein solution and buffer prior to injection. The

presence of this bubble has no detectable effect on either the mixing efficiency or

the signal intensity [55]. The glass capillary tip is positioned 1 mm above the top of

the receiver coil to cause minimal disturbance to field homogeneities and right

below the surface of the refolding buffer solution in the NMR tube (Fig. 12).

At the top of the Y-connector block, a liquid transfer line (PTFE; internal diame-

ter: 0.75 mm), connected with an HPLC-type fitting, feeds the injectant solution into

the coaxial insert. The other end of the liquid transfer tubing is connected to the glass

syringe (LL-GT type; SGE International Pty. Ltd., Melbourne) via a Luer adapter,

which is mounted on the pneumatic injector. The glass syringe (Model: SGE 500 R

GT) mentioned above is mounted in a PTFE block in order to absorb any mechanical

shock caused by the injection event. The action of the syringe is controlled by a

pneumatic piston driven using nitrogen gas at 10 bar and triggered by a TTL spare

control line from the NMR spectrometer. The syringe and piston assemblies are

housed on a PTFE plate outside the bore of the magnet.

Fig. 11 Detailed schematic of the rapid mixing device used for photo-CIDNP (NOE) pulse-

labeling experiments on, for example, urea-denatured proteins as described in Sect. 4 of this review
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3.3.4 Sample Tubes

Standard high-quality NMR sample tubes, usually 5 mm in diameter, are routinely

used for conducting photo-CIDNP “steady-state” experiments. If fiber optics and

coaxial inserts are employed, the end of the insert should be positioned close to the

top of the r.f. coil region. The exact insert-tip positioning, ideally ~1 mm above the

upper coil region limit, constitutes a compromise between the disturbance to the field

homogeneity on the one hand, and the absorption of light by dye solution outside the

NMR detection region on the other (Fig. 10). Optionally, a hole made in the shoulder

of the insert can be used for the injection of reagent solutions into the NMR sample.

For CIDNP “real time” and/or CIDNP (NOE) “pulse-labeling” experiments,

susceptibility-matched NMR tubes, i.e., so-called Shigemi tubes (Shigemi Inc.,

Allison Park, PA) – 5 mm outside diameter; magnetic susceptibility matched to

D2O – are used routinely for two reasons. First, a smaller sample volume is required

when using Shigemi tubes, which is advantageous when using precious and/or

isotopically labeled samples. Second, when the jet of injected solution strikes the

flat bottom of the tube, greater turbulence is produced than with a round-bottomed

tube, thereby improving themixing efficiency of the (two) solutions even further [55].

3.4 CIDNP Pulse Sequences

3.4.1 One-Dimensional CIDNP

The basic photo-CIDNP experiment is relatively easy to realize as it only requires a

short period of illumination to be implemented into a standard pulse-acquire NMR

sequence at an appropriate position, i.e., prior to the application of the read pulse

and the acquisition of the NMR spectrum. The easiest method to observe the laser

light-induced photo-CIDNP effect is by difference spectroscopy [97]. As shown in

Fig. 13, this involves acquiring a free induction decay (FID) with (“light”) and

another one without (“dark”) a prior laser flash – typical irradiation times (TL) for

Fig. 12 Enlarged r.f. coil region of the photo-CIDNP (NOE) pulse-labeling setup prior to sample

illumination. Denatured protein solution (yellow) and refolding buffer (blue) are separated by a

small air bubble (see text). The optical fiber, entering the solution from above, is shown in red
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an argon–ion laser are 0.1–1.0 s – and then subtracting one from the other, resulting

in a difference spectrum which exclusively exhibits resonances representing non-

equilibrium spin state distributions stemming from the CIDNP effect.

Difference spectroscopy highlights the features that change between the “light”

and “dark” spectra but does not provide new information and hence the signal-to-

noise ratio (SNR) found in the two spectra is degraded by a factor of
ffiffiffi
2

p
in the

difference spectrum. However, this SNR loss is, in most cases, negligible given

the additional signal enhancement due to the CIDNP effect. Moreover, it can

be reduced via the acquisition of more “dark” than “light” transients followed by

an appropriate scaling of the “dark” spectrum prior to subtraction [85, 86]. A short

delay (TΔ ~ 5 ms) is usually arranged between the light and the r.f. pulse to allow

time for diffusing (free) radicals to recombine and hence avoid paramagnetic

broadening of signals [75]. Also, sample heating happening during the acquisition

of the “light” spectrum can lead to small chemical shift deviations (CSDs) and,

as a result, subtraction artifacts in the difference spectrum. Hence, it is advisable

to include a sufficiently long delay (TD) of approximately 10–20 s between the

acquisition of the two spectra, i.e., “dark” and “light”, for temperature equilibration.

Alternatively, one might make use of CIDNP-specific presaturation techniques

outlined below.

The pulse sequence for a photo-CIDNP “real time” experiment is similar to

that shown in Fig. 13, except for the inclusion of the initial injection (TI) and

the repetition of the r.f./light pulse sequence to allow spectra to be recorded at

intervals after initiation of a reaction, e.g., protein folding (Fig. 14). The repetition

time of these measurements is controlled by TΔ, TL, and the FID acquisition time

(TAQ). For the fastest measurements, TΔ can be reduced to zero and TL can be a few
tens of milliseconds for an argon–ion laser or several nanoseconds for an excimer

laser. The repetition time is then determined principally by TAQ, i.e., the desired

Fig. 13 The basic pulse sequence for photo-CIDNP difference spectroscopy. The “light”

(upper part) and “dark” (lower part) halves of the sequence are identical but for the illumination

period. The delay TD, not shown here, is defined as the time between acquisition of “light” and

“dark” spectra. Presaturation is optional, as discussed in the text
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spectral resolution. For example, up to five spectra per second were acquired in real-

timeCIDNP experiments on α-lactalbumin or ca. 20 spectra per second during a “real

time” CIDNP experiment of a paramagnetic protein whose short relaxation times

and large chemical shift range allowed a rather short value of TAQ to be used [98].

A related experiment, photo-CIDNP (NOE) pulse-labeling, involves polarizing an

unfolded or partially disordered protein using a laser flash and then transferring the

magnetization to the native state of the protein via fast refolding (Fig. 14; Sect. 4).

This experiment gives information on side chain accessibilities of the unfolded or

partially folded states of proteins whose NMR spectra are characterized by poor

chemical shift dispersion and broad lines and has been applied, for example, to the

acidic molten globule state of bovine α-lactalbumin [55, 99].

3.4.2 Excursus: Presaturation Methods

The generation of CIDNP results in a nuclear spin system exhibiting non-

Boltzmann spin state distributions. This so-called nuclear polarization is detected

in the NMR spectrum either as signals of enhanced absorption, opposite phase, or

both. To observe these polarization signals more clearly and to provide an alterna-

tive method avoiding the problems of subtraction artifacts associated with the

difference spectroscopy technique described above, it is advisable to presaturate

the whole spectrum prior to the light flash [97]. The use of such a presaturation

technique minimizes the signals observed from any unpolarized nuclei. The two

possible ways of presaturating the whole spin system prior to the laser flash

Fig. 14 Pulse sequence schemes for “non-static” photo-CIDNP experiments: upper part – pulse

sequence for the “real time” observation of kinetic events using photo-CIDNP spectroscopy. “TI”
denotes the injection event, i.e., the voltage pulse used to trigger the mixing device, which

typically takes ~20–100 ms. The delay between the injection event and the first 90� pulse can be

adjusted to alter the temporal resolution of the experiment (see text); lower part – pulse sequence

for photo-CIDNP (NOE) pulse-labeling experiments. The sample is irradiated with a laser pulse to

generate nuclear spin-polarization within the sample, followed by a rapid change in the solvent

conditions by in situ transfer of solutions. “R” denotes the time allowed for refolding which lies

usually between 100 and 300 ms or below (cf. Sect. 4)
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comprise either a π=2 -pulse followed by a short “crush” gradient (G) pulse to

dephase the coherent magnetization or, alternatively, a train of r.f. π=2-pulses of
random phase with an interpulse delay determined by a converging geometric

series. The former sequence is complete in approximately 10 ms as opposed to

1 s for the latter and is hence particularly attractive when a short delay between two

subsequent spectra is required. Both methods effectively suppress background

signals by several orders of magnitude and hence for the technique to be successful

the length of the laser flash must be small compared to the respective spin–lattice

relaxation times. Presaturation can replace difference spectroscopy when TL and TD
are small compared to the shortest T1 of the sample. The only disadvantage of the

presaturation method becomes obvious when working under conditions where

nuclear spins are able to return very quickly to thermal equilibrium. Since proteins

are large macromolecules they tumble very slowly in solution and hence their

rotational correlation times are rather long. An implication of this is that nuclear

spin relaxation becomes more efficient the slower a molecule tumbles and hence,

given that the length of a laser pulse applied during a CIDNP experiment is long

compared to the typical relaxation time of a small protein, significant relaxation can

be expected to occur during the laser pulse. This means that the effect of the

presaturation applied to the spins becomes less pronounced. Since this effect can

be counteracted by using difference spectroscopy methods and also because sub-

traction artifacts in difference spectra can be reduced by presaturation, the two

techniques are commonly combined under conditions of fast spin–lattice relaxation,

in particular when argon-ion laser(s) are used as a light source.

3.4.3 Excursus: Solvent Suppression Methods

Solvent suppression is an additional concern especially for samples in H2O. Due to

the high proton concentration of pure water (~102 M) and the comparably low

amino acid or protein concentrations used in NMR experiments (~10�3 M), a

relatively large solvent signal is usually detected which can cause problems with

the dynamic range of the spectrometer’s analogue-to-digital (ADC) converter. This,

in turn, makes solute signals difficult to detect. To minimize these problems caused

by large solvent signals, pure D2O solutions can be used. In many cases, however,

protein sample solutions containing a 10 to 1 mixture of H2O and D2O are more

practical to observe solvent-exchangeable 1H nuclei, e.g., backbone amide proton

signals or the indole NH proton of tryptophan residues. Hence, solvent suppression

steps are included in all pulse sequences [100]. In principle, it is possible to remove

the solvent signal during subsequent data processing by deconvolution. None-

theless, in most cases it is desirable to suppress the solvent signal prior to the

acquisition of the FID. For this purpose, a double pulsed field gradient spin echo

(DPFGSE) sequence is routinely incorporated into the CIDNP “steady state”

experiment [101]. This sequence, which is more efficient than related pulse

schemes, leads to selective dephasing of the water signal and provides uniform

excitation over a wide range of offsets. The sequence is applied immediately after
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the final π=2 -pulse which generates the detected transverse magnetization. As

shown below, the DPFGSE sequence begins with a strong field gradient that

phase encodes transverse magnetization. A selective π -pulse is then applied to

the solvent signal, followed by a hard π -pulse applied to the whole system.

Subsequently, the strong field gradient is applied again leading to a further

dephasing of the solvent signal. This unit is repeated a second time using a different

pair of gradients, taking care not to refocus the effects of the first one.

For photo-CIDNP “real time” and photo-CIDNP (NOE) pulse-labeling

experiments a different solvent suppression method is used, since modern solvent

suppression techniques that employ “excitation sculpting” such as the DPFGSE

sequence described above or WATERGATE (water suppression through gradient

tailored excitation) [102, 103] are not readily compatible with rapid injection

experiments. Both techniques rely on a gradient echo to dephase selectively the

solvent magnetization leaving the desired signals intact. Even 1 s after an injection

event occurs, however, there is still enough residual bulk motion of the solution in the

sample tube to prevent complete rephasing of the solute magnetization which, in turn,

can result in a significant loss of NMR signal. These problems are similar to those

encountered during in vivo NMR experiments, where motion is also present while

acquiring data. In these cases, the problem has been successfully circumvented using

methods such as WET, VAPOR, DRYSTEAM, or CHESS. Of these sequences,

the CHESS (chemical shift selective excitation) experiment (or variations of it) is

the easiest to implement [95]. The basic CHESS procedure consists of a single

frequency-selective π=2 -excitation pulse on the solvent resonance followed by a

dephasing (homogeneity spoiling) gradient repeated three times using orthogonal

gradients prior to the acquisition pulse. The procedure leaves the spin system in a

state where no net magnetization of the unwanted component is retained while the

desired component remains entirely unaffected in the form of z-magnetization. In the

case of CIDNP “real time” or “pulse-labeling” experiments, CHESS solvent suppres-

sion allows the rapid transfer of a denatured protein into a refolding buffer during

the experiments in protonated water, so that solvent-exchangeable protons can be

observed (see below).

3.4.4 Two-Dimensional CIDNP

Photo-CIDNP spectra of proteins are far less crowded than the corresponding

NMR spectra. For example, the aromatic region of the native state of HEWL

contains ca. 45 resonances, only 6 of which have significant direct CIDNP polari-

zation. Nevertheless, the assignment process is often less than trivial if, for

example, more than one CIDNP-active residue of each kind, i.e., His, Trp, or Tyr,

is appreciably enhanced as this often leads to overlapping of polarization signals

in the aromatic region of the spectrum [43, 104]. As in conventional NMR,

insufficient spectral dispersion and, as a consequence, assignment ambiguities can

be alleviated by spreading resonances into a second frequency dimension. For this

purpose, CIDNP versions of the basic two-dimensional NMR experiments, COSY
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[105] and NOESY [106], were developed by Kaptein et al. [50, 85, 86, 107].

The regular two- and three-pulse sequences are preceded by a train of transmitter

pulses, to destroy all z-magnetization, and a light pulse, as depicted in Fig. 15.

Unfortunately, CIDNP-COSY and CIDNP-NOESY are rather less straightforward

experiments than their conventional analogues because of dye exhaustion (Sect. 3.2.2).

As discussed before, flavins are inactivated by various side-reactions with the result

that only a limited number of transients can be recorded from a given sample,

placing severe restrictions on the implementation of two-dimensional CIDNP

experiments. For this reason, only one transient per value of t1 is used – thereby

making phase cycling and quadrature detection in ω1 unnecessary – and 64 or 128

increments in t1 . To achieve acceptable digital resolution in ω1 , the transmitter

frequency is placed at the low field end of the spectrum with a spectral width large

enough to entail the entire aromatic region (ca. �2 ppm). The remainder of the

spectrum, to high field, is consequently folded inω1. “Light” and “dark” spectra are

recorded separately, and subtracted, to remove non-enhanced signals arising from

z-magnetization that recovers during the light pulse as well as axial peaks resulting

from relaxation during t1. The SNR penalty associated with difference spectroscopy

may be avoided by accumulating more dark spectra than light ones with appropriate

scaling prior to calculation of the difference. A simultaneous photo-CIDNP

COSY/NOESY pulse sequence has also been designed (Fig. 15) and is parti-

cularly attractive when protein sample is sparse [108]. In addition, CIDNP-EXSY

(exchange spectroscopy) experiments can be conducted for (protein) species

Fig. 15 Pulse sequence schematic for two-dimensional photo-CIDNP spectroscopy. Shown are

schemes for CIDNP-COSY, CIDNP-NOESY, and CIDNP-COSY/NOESY experiments, where

“tm” is the NOESY mixing time. The “dark” half of each sequence is identical to the “light” part

but for the absence of the laser flash and, possibly, a different number of transients (see text)
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undergoing slow chemical exchange (roughly 0.1–10 s�1) between two structurally

discreet states. A two-dimensional CIDNP-EXSY spectrum recorded at the mid-

point of denaturant- or temperature-induced unfolding, for example, was success-

fully employed to correlate chemical shifts of protein nuclei exchanging between

the native and denatured state [87].

Schematic 2D CIDNP spectra for tyrosine and tryptophan residues in a protein

are shown in Fig. 16. Only the aromatic region is highlighted and cross-polarization

is assumed to occur with retention of phase. Moreover, cross-polarization during

the light pulse is ignored. These spectra differ from their conventional counterparts

in being asymmetric about the diagonal because only directly polarized protons

appear in the ω1 dimension. Thus, the projection onto the ω1 axis gives the CIDNP

spectrum without cross-polarization and that onto the ω2 axis, the spectrum with
cross-polarization (Fig. 16). The magnitudes of the spin–spin coupling constants

and the internuclear distances lead to CIDNP-COSY and CIDNP-NOESY spectra

of tyrosine and tryptophan that differ in the aromatic region only in the relative

intensities of the peaks. The scalar and dipolar interactions between the H2 and H4

protons in histidine are, in general, too small to produce cross-peaks in either

type of two-dimensional CIDNP spectrum. Each of the three amino acids has

a unique pattern of cross peaks in the aromatic region, allowing unambiguous

first stage assignments of chemical shifts to particular protons in individual

residues. In addition to the cross peaks shown in Fig. 16, all three CIDNP-active

Fig. 16 Schematic two-dimensional CIDNP (COSY or NOESY) spectra of tryptophan and tyrosine

side chains in a protein. Shown is only the aromatic region. The chemical shifts are arbitrary and

spin–spin couplings are neglected. Cross-polarization during the light pulse is assumed to be

negligible, i.e., only H2, H4, and H6 (all absorptive) in tryptophan, and H2,6 (weakly absorptive)

and H3,5 (emissive) in tyrosine appear in the ω1 dimension, and cross-polarization during the

NOESY mixing period is assumed to proceed with retention of phase (Sect. 2.8.2). Emissive

polarization is shown by open circles, absorptive by filled circles. Projections onto the ω1 and ω2

axes are shown to the right and above each two-dimensional spectrum
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amino acids generally show Hβ!Hα and Hβ!Hβ NOESY signals. Extra intra-

residue peaks between the Hα or Hβ and aromatic protons may appear in a CIDNP-

NOESY spectrum, depending on the conformation of the side chain about the

Cα–Cβ and Cβ–Cγ bonds. The only extra COSY peaks likely to be observed are

the Hβ!Hα and Hβ$Hβ, all other couplings being too small. A further advantage

of the two-dimensional method is the ability to distinguish cross-relaxation

pathways that would be difficult to observe in a conventional CIDNP spectrum.

For example, the Trp 62 HA proton in HEWL receives absorptive polarization from

H2 and emissive polarization from HB of the same residue leading to a partial

cancellation of the Trp 62 HA polarization signal in a one-dimensional spectrum.

The existence of the two magnetization transfer routes is immediately evident from

the cross peaks in the 2D spectrum [104].

In addition to proton–proton COSY and NOESY sequences, a heteronuclear
15N–1H CIDNP correlation experiment has been developed by Lyon et al. [29] and

produced significant signal enhancements (SE ~ 100) for polarizable Trp indole

protons of 15N-labeled proteins. The basic sequence involves a single reverse

INEPT 15N–1H transfer between evolution and detection periods, i.e., t1 and t2 .
Under these conditions, the “dark” 15N–1H spectrum is below the noise level

making subtraction of CIDNP “light” and “dark” spectra obsolete. Differences in

surface accessibilities of the six Trp residues in native and urea-denatured HEWL,

respectively, have been detected in this way. More recently, the sensitivity of this
15N–1H CIDNP experiment was further improved introducing two additional 15N-

photo-CIDNP-enhanced pulse sequences, namely EPIC- and CHANCE-HSQC, by

Sekhar and Cavagnero [109]. Both sequences, tested on Trp and the Trp-containing

protein apo-HmpH, were found to produce up to twofold higher sensitivity than the

reference HSQC-type pulse train. In addition, Cavagnero et al. designed a series of

photo-CIDNP enhanced versions of various two-dimensional 1H–15N heteronuclear

correlation experiments, i.e., SE–HSQC, HMQC, SOFAST–HMQC, and

g/s–HMQC, for the sensitivity-enhanced observation of (solvent-accessible) Trp-

indole NH spin systems using low laser irradiation power of 1 W at 500 ms per

increment [110]. Among these, the HPE–SOFAST–HMQC sequence has yielded

the highest sensitivity, i.e., a twofold greater SNR per unit time as compared to its

parent pulse scheme. Another two-dimensional CIDNP sequence introduced by the

same group exploits the relatively large polarization enhancement stemming from
13C CIDNP [111]. The 13C-PRINT (photo-CIDNP-enhanced constant time reverse

INEPT) experiment involves an initial 13C nuclear spin polarization step via photo-

CIDNP followed by conversion to anti-phase coherence and transfer to 1H for

detection. Substantial SEs, up to two orders of magnitude relative to the “dark”

spectrum, are detected for resonances of both side chain and backbone CH pairs for

the three aromatic residues Trp, His, and Tyr, a 32-residue peptide, and the drkN

SH3 protein. The sensitivity of this experiment is unprecedented in the NMR

polarization enhancement literature dealing with polypeptides in solution. In addi-

tion, data collection time is reduced up to 256-fold, thereby highlighting the

advantages of 1H-detected 13C photo-CIDNP in solution NMR.
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3.5 Miscellaneous

3.5.1 Additional Factors Affecting CIDNP Intensities

pH Dependence

The pH of the sample solution is an important factor in CIDNP experiments of

amino acids and proteins as the second order rate constants for the reaction of the

three amino acids with triplet excited flavin also depend on the proton concentration

of the sample solution (see below; [18, 35, 64]). Histidine is most affected,

displaying a difference in rate of more than three orders of magnitude in the

range between pH 2 and 14. Also, in the pH range where most NMR experiments

on proteins are conducted – roughly between pH 4 and 8 – it can be seen that

histidine does not compete efficiently with tryptophan and tyrosine for the low

concentration of flavin triplets [49, 112]. This is (mainly) why the His residue can

only be significantly polarized in the presence of exposed Trp and Tyr when its own

surface accessibility is very high. The absence of polarization for His 32 in BLA,

for example, is probably a result of the competition with Trp 118 and Tyr 18.

The intrinsic pH dependence of histidine polarization can be exploited by comp-

aring CIDNP spectra acquired at low pH (no polarization) and neutral pH

(polarization). Tryptophan and histidine signals, all of which are absorptive in the

aromatic region, can be distinguished on the basis that the tryptophan signals do

not disappear at low pH [113]. It is important, though, not to confuse the intrinsic

pH dependence of CIDNP intensities with pH-induced changes in amino acid

side chain accessibilities.15

The large differences in second order rate constants between the different

CIDNP-active amino acids can been exploited in, for example, RT in situ protein

refolding studies, e.g., in the case of the histidine-containing phosphocarrier

protein (HPr) [116]. The sequestering of tryptophan residues to form a transient,

hydrophobically collapsed intermediate has been proposed based on the appearance

of polarization from relatively less competitive His residues during the early stages

of single phenylalanine-to-tryptophan substituted HPr variants. As mentioned

above, the Trp residues involved in the hydrophobically collapsed intermediate

include the natively solvent-accessible Trp 48 side chain. Most likely, the reason for

this is to minimize intermolecular aggregation by reducing the exposed hydropho-

bic surface area. Similar conclusions involving the early non-native sequestration

15 For tyrosine, the fall-off of CIDNP signal intensity at high pH is believed to arise from

degenerate electron exchange. The same effect is also made responsible for the lack of tryptophan

polarization at low pH. Luckily, cancellation by degenerate electron exchange is much less likely

to be a problem in proteins whose greater bulk reduces the electron exchange rate constant

considerably. Thus, in proteins, CIDNP has been observed for tyrosine residues [114] at pH 12

and for tryptophan residues [115] at pH 2. The small His enhancements at low pH are most likely

due to reduced reaction rates between triplet excited flavin and histidine [67], both of which are

protonated and positively charged below approximately pH 4.5.
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of hydrophobic residues have been reached for HEWL [54, 117] and for the small

helical protein Im7 [118]. Accordingly, when the hydrophobic residues in question

are tryptophan or tyrosine, RT CIDNP can be a valuable tool for examining early

folding events.

Hydrogen Bonding

As mentioned before, the generation of CIDNP in Tyr and His side chains in

the presence of FMN or other flavin derivatives is by hydrogen abstraction and,

thus, requires an accessible hydroxyl (Tyr) or amide group (His), respectively.

In one of the first CIDNP studies on bovine ribonuclease A, no polarization was

found for Tyr 92 or His 105, both of which, on the basis of the crystal structure,

were expected to be exposed to the solvent [119, 120]. In this case, the suppression

of CIDNP is attributed to involvement of the OH and NH groups in hydrogen bonds

with lysine and serine residues, respectively. Hydrogen bonding has since been

used sometimes to explain the lack of CIDNP in tyrosine or histidine side chains,

although the absence of polarized histidine signals can also be caused by insuffi-

cient competition for excited triplet flavin if Tyr and/or Trp side chains are exposed

at the same time. However, there are other examples, where CIDNP is detected in

residues whose anomalously high pKa values suggest that the hydroxyl or amide

groups are hydrogen-bonded [121, 122].

Charge Effects

There are studies which compare the relative CIDNP intensities for different

residues in a protein in the presence of differently charged flavins. In all but one

case [123] the effects are pronounced. Two closely related flavodoxins – from M.
elsdenii and Clostridium beijerinckii (MP), respectively – exhibit CIDNP for two

tryptophans [124–126]. For the latter, positively charged 3-N-ethylaminolumiflavin

polarizes both tryptophans, while the negatively charged 3-N-carboxymethyllu-

miflavin induces polarization only in Trp 90 [124]. These observations were

attributed to the carboxylate group of Glu 65 in the C. beijerinckii protein which

hinders the approach of the negative flavin to the nearby Trp 6. In the flavodoxin

of M. elsdenii, where the charge of the dye has a smaller effect, the glutamate

is replaced by a valine. The two oppositely charged flavins also produce different

spectra for M. elsdenii flavodoxin and the apo-form [125]. In addition, the posi-

tively charged dye polarizes a tyrosine only in the holo-protein. The opposite

effect is found for the negatively charged dye. Similar charge effects have

been observed for HEWL [43]. Replacing 3-N-carboxymethyllumiflavin with

3-N-ethylaminolumiflavin causes a threefold reduction in the enhancement of

Trp 123 relative to Trp 62; neutral dyes, e.g., riboflavin and lumiflavin, give

intermediate intensity ratios. These changes are rationalized by the distribution
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of positively and negatively charged groups in the proximity of the two tryptophans

and, in addition, can be used for resonance assignment.

Related charge effects are observed for the Trp–Trp dipeptide [80]: at high pH,

both Trp residues are strongly polarized, whereas at pH 4 very little CIDNP is seen

for either side chain as a result of rapid exchange cancellation. However, at pH ~ 6,

only the C-terminal tryptophan shows appreciable enhancement. The origin of this

effect is unclear, but can possibly be attributed to a slower Trp radical cation

formation rate near the N-terminal amino group than close to the C-terminal

carboxyl group. Hence, these findings indicate that care is needed in interpreting

CIDNP intensities. It is possible that changes in the local charge environment of a

polarizable residue, e.g., as a result of a change in pH or binding to a (charged)

ligand, affect the polarization such that it might be mistaken for changing surface

accessibilities.

Flavin–Protein Binding

Although FMN and other flavin derivatives – together with their corresponding

radicals – are known to form weak complexes with the amino acids tyrosine and

tryptophan [127, 128], the exact effect of complexation on the extent of photo-

CIDNP intensities is not clear. Weak binding most likely enhances the polarization

via an increase of the radical pair’s lifetime and, thus, more extensive S–T0 mixing.

Interactions within a radical pair, strong enough to prevent the radicals separating to

a point where the exchange interaction is small, suppress polarization. Accordingly,

no CIDNP is observed for flavoproteins [125, 126] in the absence of added

dye despite the internal flavin being photochemically active and its proximity to

aromatic amino acid residues. Similarly, the absence of CIDNP in the adenine

moiety of flavin adenine dinucleotide (FAD) at neutral pH seems to be due to

stacking interactions between the two aromatic rings in the biradical formed by

intramolecular electron transfer. In acidic solution, where the adenine radical is

protonated, the stacked conformation is less favorable, resulting in a smaller

exchange interaction and substantial CIDNP [129].

Evidence as to whether flavin dye–protein interactions affect CIDNP intensities

is inconclusive. It was found that binding of N-acetylglucosamine (NAG) to HEWL

shifts and enhances the CIDNP signals of Trp 62 and also shifted the nitrogen-

bound methyl resonance of 3-N-carboxymethyllumiflavin (Flavin 1). This was

interpreted as a displacement of protein-bound flavin by competitive binding of

NAG in the region of Trp 62, followed by the release of dye into solution. Similar

intensity effects have been found for human lysozyme [50]. CIDNP–NOESY

spectra reveal cross polarization between protons in 3-N-carboxymethyllumiflavin

with retention of phase, an effect that disappears when NAG is fully bound,

indicating slow tumbling in a flavin–protein complex [104]. In contrast,

experiments on lysozyme with FMN rather than Flavin 1 show only a slight

increase in the integrated CIDNP intensity of Trp 62 and no change in the signal

from the other polarizable residue, Trp 123, when NAG is fully bound, suggesting
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that FMN may bind less strongly than 3-N-carboxymethyllumiflavin [80]. Addition

of FMN to lysozyme solutions causes small shifts in the indole NH proton

resonances of tryptophans 62 and 63, presumably due to binding. Finally, the

temperature dependence of tryptophan CIDNP does not depend on the

concentrations of either FMN (0.02–1.0 mM) or lysozyme (0.2–2.0 mM), which

counts as evidence against significant binding effects [115]. In earlier experiments,

however, it is noted that the absolute intensities dropped rapidly when the protein

concentration was increased beyond 1 mM [130]. Similar effects were seen for

the polarization of a small amount of added tyrosine, interpreted in terms of

dye-inactivation by binding to the protein.

Denaturants and Other Factors

Highly satisfactory though they are, flavin-based CIDNP photosensitizers are not

perfect. For example, the triplet-excited state of flavins is efficiently quenched by

molecular oxygen, secondary and tertiary amines [50, 104], and azide. Hence,

complexing agents like ethylenediaminetetraacetate (EDTA) and buffers such as

“tris” have devastating effects on CIDNP intensities [36]. The co-enzymes NADH

[131] and NADPH [132] are also reactive towards excited flavins, as is the

hydrophobic dye 8-anilino-1-naphthalene sulfonate (ANS). As to chemical

denaturants, urea is preferred over guanidine hydrochloride (Gdn-HCl) because

the guanidine group attenuates the enhancements, again by competing for flavin

triplets [80, 115]. Nevertheless, CIDNP has been observed for denatured and

partially denatured proteins in Gdn-HCl and a concentration of up to approxi-

mately 4.0 M Gdn-HCl appears feasible [115]. Experiments on proteins with

reduced disulfide bridges can be difficult, as triplet flavins are also quenched

by thiols, e.g., cysteine [133]. Fully reduced HEWL, for example, has a much

weaker CIDNP spectrum than the fully cysteine-protected, i.e., carboxymethylated,

protein [115]. Also, continuous illumination, in principle, causes irreversible

oxidation of side chains photosensitized by flavin [81], although proof of such

effects is scarce.

Two other factors affecting CIDNP intensities need to be mentioned briefly, too.

(1) Chromophore-containing proteins that absorb strongly at the wavelengths used

to excite the flavin photosensitizer, present problems. Thus, most attempts failed to

detect (flavin-sensitized) CIDNP for heme-containing proteins [36], for example,

although Akutsu et al. induced CIDNP in cytochrome b5 [134]. In addition, Day

et al. demonstrated that it is possible to generate photo-CIDNP in a heme-

containing protein, namely the holo-state of the C10A/C13A double mutant of

cytochrome c552, but, interestingly, not in the wild-type protein [135]. Reasons for

this difference were attributed to the different electronic properties of the prosthetic

heme group, which may influence quenching of the triplet-excited flavin or, alter-

natively, interaction of the heme group with the transiently formed radicals

involved in the radical pair reaction. (2) Protein-bound paramagnetic ions have

the potential to suppress CIDNP as found in a study of HEWL [18]. Here, it was

Photo-CIDNP NMR Spectroscopy of Amino Acids and Proteins 273



found that Pr3+, which binds more tightly to Trp 62 than Trp 123, attenuates the

polarization of Trp 62 to a larger extent than that of Trp 123. Charge effects were

ruled out by comparison with diamagnetic La(III) ions. One possible explanation

is that Pr3+ destroys the spin-correlation in the flavin–protein radical pair via

exchange interactions, and so reduces the polarization. Alternatively, triplet-excited

FMN could be quenched by the bound metal ion [96, 97]. In both cases, the effect

should be strongly dependent on the distance of the residue from the lanthanide

binding site.

3.5.2 Time-Resolved (TR) Photo-CIDNP Techniques

Standard, i.e., continuous-wave, photo-CIDNP NMR spectroscopy detects a time-

averaged, i.e., steady state, value of the photochemically generated magnetization,

which yields mechanistic information but, on the other hand, precludes kinetic

studies. Some of the faster physicochemical processes that can influence the

observed polarization in a CIDNP experiment are obscured by the use of laser

pulses longer than ca. 1 μs in duration. These include, among others, (1) the

production of polarization by encounters between independently formed photosen-

sitizer and amino acid radicals in so-called “F-pairs”, (2) the cancellation of

recombination and escape polarization as a result of radical recombination or

degenerate electron exchange reactions between the escaped radicals and their

parent molecules, and (3) intramolecular electron transfer, e.g., from tyrosine

residues to the radicals of nearby tryptophan residues [63, 64]. The time-resolved

(TR) photo-CIDNP technique, using a pulsed laser as the light source, is best

suited for exploring kinetic events on a microsecond to millisecond timescale in

photo-induced spin-selective radical reactions, allowing these processes in, for

example, amino acids and dipeptides to be studied and their rate parameters

to be extracted [35, 63, 64, 107, 136–139]. TR CIDNP studies of proteins, on the

other hand, are scarce. Experiments on hen egg-white lysozyme, for example,

suggest that intramolecular electron transfer occurs, probably in hydrophobic

clusters at high temperatures in the denatured state [64]. It has yet to be established

though to what extent these rapid reactions influence the CIDNP intensities

observed in experiments on proteins exploiting argon-ion laser(s) illumination.

As mentioned before, TR photo-CIDNP experiments generally require a light

pulse duration (much) shorter than 1 μs. In this case, the resulting incident optical

power densities are not compatible with optical fibers and, thus, prohibit the

use of illumination schemes used in the field of CW photo-CIDNP and/or optical

NMR studies. A first description of a TR photo-CIDNP setup [140], based on

an electromagnet 60-MHz FT NMR spectrometer with relatively complex, home-

built, control electronics entailed straightforward light routing as the probe’s

r.f. coil region was easily accessible from outside the magnet [141]. Since the

introduction of superconducting magnets, however, the geometry around the sam-

ple volume has become much more constrained and difficult to access, such

that sample irradiation can require, at the very least, minor rearrangement of the
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probe’s electronics, requiring sometimes even one of the r.f. coils to be removed

for synchronization purposes. To this end, the method of choice for high-field

TR CIDNP studies comprises the use of a cylindrical fused silica light guide

(diameter 5 mm) passing off axis through the body of the NMR probe, surmounted

by a prism to bring the light into the NMR sample from the side through a

window in the r.f. coil. Alternatively, light can be brought in from below the

sample contained in a flat-bottomed NMR tube. As both arrangements, however,

also demand probe hardware modifications, it is likely that new setup solutions

for TR CIDNP experiments will be produced [138].

4 Applications

4.1 Photo-CIDNP “Steady-State” Experiments

The acquisition of a standard, i.e., one-dimensional, photo-CIDNP “steady-state”

NMR spectrum forms the starting point of every photo-CIDNP, e.g., “real time” or

(NOE) pulse-labeling, study both to check sample conditions as well as to test the

general feasibility of inducing photo-CIDNP in side chain nuclei of the protein of

interest.16 Once set up, the measurement of a basic 1D CIDNP (equilibrium)

spectrum of a protein in aqueous solution is usually straightforward and fast.

The protein concentration – c ~ 1 mM or below – can be the same as or lower

than that used for conventional NMR experiments and the number of scans needed

for an acceptable SNR can often be as low as 8 or 16, depending (mainly) on

the sample conditions. A small amount of stock FMN solution (c ~ 10 mM) is

added directly to the NMR sample tube yielding a final dye concentration of ca.

0.2 mM. A preliminary “steady-state” photo-CIDNP spectrum will provide general

information on the accessible tryptophan, tyrosine, and histidine residues. If infor-

mation on the chemical shifts is available, identification of surface-accessible

residues is immediately possible as well. If further peak dispersion is necessary,

16 As said before, the (potentially) CIDNP-active amino acid side chain must be accessible to the

photosensitizer to generate the triplet-born radical pair and hence the nuclear polarization. “Native

state” (static) solvent accessibilities, using either the high-resolution crystal or NMR structure, can

be calculated prior to the CIDNP experiment to identify those residues that are exposed to the

solvent and, thus, will most probably benefit from the CIDNP effect. The method, developed by

Lee and Richards, calculates atomic accessible surfaces by rolling a probe of a given size around

the outer sphere of the protein as defined by its PDB structure file [142]. When FMN is used as a

photosensitizer, a probe radius of 1.4 Å is used in the calculations and the results are quoted

relative to the accessibilities found for an extended conformation of the tripeptide Ala–Xaa–Ala,

where Xaa is the residue of interest. Recently, it has been shown that the accessibility of the

highest occupied molecular orbital (HOMO) of the aromatic side chain gives a more robust

prediction of the observation of photo-CIDNP signals, particularly in the case of a limited static

solvent accessibility [143].
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homonuclear or, if isotopically 13C- and/or 15N-labelled protein sample is available,

heteronuclear two-dimensional experiments can be carried out (Sect. 3.4.4).

An interesting application of (one-dimensional) “steady-state” photo-CIDNP

spectroscopy involves the comparison between structurally related proteins, in

particular when small differences in CIDNP intensities are interpreted carefully

[18]. The principal aim of these studies is to probe both structural similarities and

differences of related proteins and, in addition, to investigate the effect of structural

modifications on interaction with ligands, lipids, nucleic acids, or other proteins.

In addition, 1D photo-CIDNP of amino acids and proteins can be used to monitor

the pH dependence of aggregation properties and changes in tertiary structure as

well as providing local information about the ionization properties of photo-CIDNP

polarizable side chains and neighboring groups, e.g., to distinguish between the

aromatic resonances of tryptophan and histidine residues, relying on the sensitive

dependence of histidine H2 and H4 chemical shifts on the ionization state of the

imidazole ring [18, 55]. Most photo-CIDNP studies carried out to study the

interactions between proteins and micelles or vesicles sought for information of

two different kinds. (1) First, comparison of spectra taken in the presence and

absence of micelles can help to identify the site of micelle binding. Those studies

were either performed on enzymes that bind and hydrolyze aggregated lipid,

e.g., phospholipase A2, or on proteins to study the physical interaction with lipid

bilayers involved in, for example, receptor binding. (2) Second, cross-polarization

effects – usually in small proteins or peptides – have been used to explore the

effect of complexation on protein mobility and the degree to which micelle

binding induces structure formation in small proteins or peptides. In addition,

thermal or chemical denaturation leads to the disruption of secondary and/or

tertiary protein structure and the effect on CIDNP intensities – both quantitatively

and qualitatively – is significant. Despite the prospect of structural information on

folding intermediates and/or the denatured state of a protein, only very few detailed

1D photo-CIDNP studies at equilibrium are available in the literature, mainly due to

the considerable loss of spectral dispersion and fine structure upon denaturation

(see above).

4.2 Photo-CIDNP (Stopped-Flow) “Real Time” Experiments

Different methods are available to study the folding of proteins as it progresses

inside the NMR tube inside the magnetic resonance spectrometer in “real time”

where folding is in principle initiated following the change of solvent conditions,

e.g., pH, denaturant concentration, or concentration of stabilizing agents, upon

mixing of two (or more) solutions in situ [98, 144–150]. After mixing, various

NMR techniques can be applied to monitor the change of different properties of

the polypeptide chain during the folding reaction. The principal approach in
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this case is the use of one-dimensional NMR spectroscopy due to the time

constraints required to acquire spectra of higher dimensions.17 The combination

of biological photo-CIDNP and “real time” NMR, which provides information

on the changes in the solvent accessibilities of aromatic side chains as a function

of time, has certain advantages over conventional NMR for monitoring rapid

reactions [54, 55, 57, 116, 152, 153]. During a “real time” photo-CIDNP experi-

ment, nuclear polarization is generated by the laser flash, thereby eliminating

the need for relaxation delays between signal acquisitions. In addition, it is not

crucial to wait for spin–lattice relaxation to establish the equilibrium nuclear

polarization, when the transfer of solutions is carried out from a region of low

magnetic field outside the probe of the NMR spectrometer. Accordingly, the

technique allows the spectral sampling of closely spaced time points. Whereas

optical spectroscopic methods report on global folding changes, the detection and

investigation of individual side chain protons is feasible with “real time” photo-

CIDNP NMR provided that there is sufficient chemical shift resolution. It is

thus possible to monitor local structural changes which provide significant insights

into protein folding at a residue-specific level. These high resolution data can

later be used in computational models, for example, where comparison with

experimental results serves as a valuable benchmark allowing validation of the

different theoretical models underlying the calculations.

Prior to conducting photo-CIDNP “real time” unfolding or refolding

experiments, it is helpful to obtain a series of “steady-state” photo-CIDNP spectra

monitoring the equilibrium denaturant-, pH titration-, or temperature-dependence

of the protein to be studied. Peaks observed under static conditions can then be

used to differentiate any new signals that appear in the “real time” measurements.

Such peaks offer potential evidence for the presence of intermediates on the

way to the native state or the denatured state in the case of folding or refolding,

respectively. Furthermore, if present, the molten globule state, characterized by

broad peaks and poor chemical dispersion, can also be clearly identified in the

early stages of folding [18, 27]. Also helpful are refolding and/or unfolding

kinetic data obtained with other optical spectroscopic techniques, e.g., stopped-

flow fluorescence or circular dichroism, to determine the repetition time – how

frequently spectra should be acquired during the refolding reaction – and TAQ
(Fig. 14), i.e., the desired spectral resolution, for “real time” photo-CIDNP

experiments. Kinetic constants can be extracted from high quality data. Examples

include, among others, monitoring the refolding of the proteins HEWL [54],

histidine-containing phosphocarrier protein (HPr) from E. coli [116], bovine

α-lactalbumin [88], and, in addition, ribonuclease A (RNase A) [153]. Initially,

these experiments were conducted employing the stopped-flow, “real time” CIDNP

device. More recently, however, the rapid mixing device is used exclusively in

17One of the most important limitations of one-dimensional NMR experiments is the low spectral

resolution and hence recent work has concentrated on the extension of “real time” NMR methods to

utilize the higher resolution of multidimensional NMR spectroscopy in kinetic experiments [e.g., 151].
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these measurements due to the significantly reduced dead time as well as the

much more efficient mixing of solutions. (1) The in situ observation of structure

formation during the refolding reaction of HEWL, possessing a total of six –

potentially CIDNP-polarizable – tryptophan residues, has been studied using the

photo-CIDNP “real time” approach. “Real time” spectra of the tryptophan indole

proton peaks recorded during folding show a rapid decrease of the broad indole
1H NMR polarization signal corresponding to the denatured state (10.1 ppm),

suggesting a rapid sequestering of the tryptophan side chains that are solvent-

inaccessible in the native state. Only the indole proton peaks corresponding to

the two natively accessible residues (Trp 62 and Trp 123) are found to be polar-

izable at a later stage. (2) Histidine-containing phosphocarrier protein (HPr) from

E. coli is a small 85-residue protein lacking Tyr or Trp residues. Site-specific

single substitutions of its four phenylalanine residues to Trp yielded four

variants of the protein that permit separate “real time” CIDNP analyses of the

accessibilities of tryptophan side chains during refolding from the fully denatured

state. In the native state, one mutant (Phe 48!Trp) is completely solvent-

accessible, while two others (Phe 2!Trp and Phe 22!Trp) are partially inaccessi-

ble. Interestingly, however, it is found that, regardless of the native accessibilities,

all three of these tryptophan residues are transiently inaccessible, suggesting an

early hydrophobic collapse to be common. (3) Another “well-behaved” system for

the study of “real time” protein folding using CIDNP is the metalloprotein bovine

α-lactalbumin. For example, this protein has been studied with respect to the

folding of its calcium(II)-depleted apo-form following the photochemical release

of Ca2+ ions into solution. Photo-CIDNP has also been implemented as a technique

to probe the structure of a non-native, i.e., partially folded, state of BLA, the so-

called “A state”, exploiting the transfer of nuclear polarization from the partially

folded ensemble to the native state for detection (see below). Based on these

approaches, photo-CIDNP has proven successfully to have the potential of

providing significant site-specific information on the various conformations

adopted by a given protein as the native structure is disrupted or recreated. (4)

More recently, photo-CIDNP “real time” NMRwas used to monitor the refolding of

ribonuclease A (RNase A) following the rapid dilution of the denatured protein in

the presence of either urea-d4 or guanidine hydrochloride-d6 (Gdn-DCL). In gen-

eral, similar results were obtained for the refolding of the protein from both the

urea- and the Gdn-DCL-denatured state, revealing the existence of two distinct

kinetic processes, i.e., a faster step and a slower one, the latter being attributed to

the cis/trans-isomerization of one of the proline residues. In addition, the quantita-

tive analysis of the photo-CIDNP spectra yielded time constants which are very

similar for both experiments and, in addition, agree well with literature values

reported by others. An intriguing difference, however, is that the distinct photo-

CIDNP Tyr signal arising from an intermediate state – not observed previously

using other spectroscopic techniques – was only seen in the case of refolding from

Gdn-DCL. It was suggested that this discrepancy can be explained with the much

higher ionic strength of the Gdn-DCL solution which serves to stabilize structurally

the (metastable) folding intermediate.
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4.3 The Photo-CIDNP Pulse-Labeling Experiment

Whereas the assignment of photo-CIDNP-derived NMR signals to specific residues

in the well-resolved “native state” NMR spectrum is relatively simple, it becomes

increasingly difficult as a protein becomes less structured and, thus, the differences in

the chemical environment responsible for the chemical shift dispersion within a

given residue type become less pronounced. The few photo-CIDNP studies of

protein denaturation and unfolded proteins reported in the literature often relied

on the poor resolution of one-dimensional 1H spectra and have thus so far been

limited to a somewhat qualitative description of changes in the relative exposure of

different residue types, e.g., tyrosine and tryptophan, rather than of specific residues.

In an attempt to quantify the exposures of the different residue types relative to those

expected for a fully unfolded protein, comparisons of the relative CIDNP intensities

obtained in the denatured protein to those obtained with mixtures of free amino acids

have been used [115]. In addition, it became clear early on that the temporal

resolution of a CIDNP “real time” experiment is normally not sufficient

for observing folding or unfolding events that occur on a (sub)millisecond time-

scale, e.g., the initial hydrophobic collapse typical for the early phase of folding of

globular proteins, as the dead time of the experiment as well as the delays between

subsequent acquisitions are well above this threshold [55]. Hence, to circumvent

both the problem of a lack of signal dispersion as well as the insufficient time

resolution of the “real time” approach, a more sophisticated CIDNP experiment

has been developed in recent years with which structural features of non-native,

i.e., partially folded or unfolded, states of proteins that refold to the native structure

on a (sub)millisecond timescale, i.e., faster than nuclear spin–lattice relaxation,

can be monitored. This so-called “pulse-labeling” experiment combines the two

approaches of CIDNP “steady state” and CIDNP “real time”.

The idea of performing a kinetic photo-CIDNP “pulse-labeling” experiment

originally came from a radio frequency pulse-labeling study by Balbach et al. in

which NOEs rather than CIDNP enhancements generated in the molten globule

state of the protein bovine α-lactalbumin were transferred by refolding to the native

state for detection [154]. The NOEs were generated somewhat unselectively by

applying a 1 s r.f. excitation pulse to the aromatic envelope of the molten globule

state followed by the detection of cross-polarized signals in the aliphatic region of

the NMR spectrum ca. 0.8 s after the refolding was initiated. Whereas the results

obtained from this approach provided a general idea of the contacts between

residues within the partially folded state, it was evident that the inherent lack of

both sensitivity and selectivity limits the applicability of this technique substan-

tially. To overcome this problem, Lyon et al. designed a photo-CIDNP variant of

the initial r.f. labeling technique in which solvent-accessible magnetic nuclei of

CIDNP-active side chains were selectively polarized in a protein’s structurally

perturbed conformation, e.g., the molten globule state (M) [87, 99]. Following the

refolding of the protein, these polarization signals were then observed in the well-

dispersed “native state” NMR spectrum thereby making it possible to assign and

identify unambiguously individual polarized side chain nuclei that were exposed to
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the solvent in the protein’s “M” state: (1) in the first step of a pulse-labeling

experiment, nuclear polarization is generated in the magnetic nuclei of CIDNP-

active side chains residing on the surface of the structurally perturbed protein; (2)

subsequently, the protein solution is injected into an NMR tube containing the

refolding buffer to trigger the rapid refolding of the protein under investigation in

situ. This refolding step is followed by the application of a π=2 r.f. “read” pulse and
the subsequent acquisition of the NMR spectrum (Fig. 17). The great advantage of

this experiment is that solvent accessibilities of CIDNP-active side chains in a non-

native environment which lacks spectral signal dispersion can be monitored in the

well-resolved and hence spectrally assignable NMR spectrum of the protein’s

native state [99].

Lyon et al. successfully tested their methodologically unprecedented approach

on both the “A-state” of bovine α-lactalbumin, a partially folded “molten globule”

state of the protein characterized by extensive secondary structure and the absence

of rigid side-chain packing and, in addition, the TFE-denatured state of HEWL,

which represents a partially structured state of the protein exhibiting a high degree

of helical structure. Interestingly, the authors managed to irradiate the sample not

only in the strong field of the NMRmagnet (~9.4 T) but also at lower magnetic field

(4.0 T) – where 1H CIDNP enhancements show a fivefold increase in intensity –

followed by a transfer of the pre-polarized sample solution into refolding buffer at

high field. More recent applications of the photo-CIDNP pulse-labeling technique

include the structural characterization of the different equilibrium (partially folded)

“molten globule” states of both bovine and human α-lactalbumin where the appli-

cation of photo-CIDNP pulse-labeling made it significantly easier to differentiate

patterns of hydrophobic-core surface accessibilities and, in addition, to identify

multiple interactions between hydrophobic side chains capable of stabilizing the

overall topology of the molecule [155].

Fig. 17 Schematic of the full NMR pulse sequence used for photo-CIDNP (NOE) pulse-labeling

experiments on partially folded or fully denatured proteins. The field gradient Gα is applied either

as a strong gradient along each of the Cartesian axes (order: x, y, z) or, alternatively, along three

orthogonal vectors tilted at the magic angle with respect to the B0 field direction (see text)
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4.4 The Photo-CIDNP NOE Pulse-Labeling Experiment

4.4.1 Concept and Setup

The photo-CIDNP NOE pulse-labeling experiment, designed to probe the presence

of residual structure in the unfolded state of (ultra)fast folding proteins, further

extends the concept of CIDNP pulse-labeling and combines the two aforementioned

approaches of radio frequency- and photo-CIDNP “pulse-labeling”, adding the

feature of CIDNP-induced NOEs from selectively polarized, i.e., CIDNP-active,

side chains to nearby aliphatic protons in the protein’s denatured state (Fig. 18).

In the first step of a photo-CIDNP NOE pulse-labeling experiment, a solution

containing the denatured protein and the flavin photosensitizer is illuminated with

laser light from an argon ion laser in order to initiate the cyclic photochemical

reaction responsible for the generation of CIDNP. This process leads to the initial

polarization of solvent-accessible tyrosine, tryptophan, or histidine side chain

nuclei. Subsequently, some of the initially generated polarization will be trans-

ferred to nearby aliphatic, i.e., CIDNP-inactive, side chain nuclei via NOE transfer

processes provided that residual structure is present in the unfolded state of the

protein under investigation. Since the efficiency of a polarization transfer involving

cross-relaxation processes is highly distance dependent, only aliphatic side chain

nuclei that are very near to the CIDNP-active side chain in the protein’s denatured

state will become cross-polarized.18 Eventually, this step is followed by the transfer

of the protein solution into the NMR tube containing the refolding buffer to trigger

the rapid renaturation of the protein. The whole sequence is concluded by the

acquisition of the NMR spectrum which exhibits additional, i.e., cross-polarized,

resonances in the aliphatic region provided that these contact interactions exist in

the denatured state of the protein. The advantage of the NOE driven pulse-labeling

approach is that close contact interactions between CIDNP-active, i.e., aromatic,

and CIDNP-inactive amino acid side chains present in the denatured state can

be observed in the well-dispersed and assignable NMR spectrum of the protein’s

native state (Fig. 19). Hence, the technique is capable of unambiguously assigning

side chain nuclei involved in the formation of non-random interactions in the

unfolded state. As the build-up and the retention of additional cross-polarized

NMR signal intensity competes efficiently with spin relaxation, it is clear that

such an experiment can only be conducted on proteins whose refolding rate

constants (kf) – being on the order of milliseconds or below – significantly exceed

the respective spin–lattice relaxation rates of cross-polarized side chain nuclei.

To perform such a photo-CIDNP-driven NOE pulse-labeling experiment, a

means of rapidly transferring a solution containing the denatured protein together

with the flavin photosensitizer into a refolding buffer in situ needs to be used to

18 The distance dependence of the NOE requires that internuclear separations of more than 5 Å can

normally not be observed due to the lack of a sufficiently strong mutual dipolar coupling

interaction between the two potentially interacting spins.
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trigger the submillisecond refolding of the protein under investigation following the

CIDNP-generating illumination and excitation step described above. This fast

transfer of the protein solution is achieved using the rapid mixing device described

in Sect. 3.3.3 (Fig. 11). The crucial parts of this apparatus are again highlighted

in Fig. 12 depicting the r.f. coil region of the NMR spectrometer immediately

prior to illumination of the sample. In this representation it becomes clear that the

optical fiber (shown in red) is directly immersed into the protein solution prior to

the transfer to ensure an intense and homogeneous illumination of the sample

solution which, in turn, will yield a high concentration of triplet-excited flavin

dye molecules. A small air bubble is introduced into the capillary tip of the mixing

device between refolding buffer and the protein solution in order to prevent

diffusion and hence premature mixing of the two reagents prior to the transfer step.

The pulse sequence used for CIDNP pulse-labeling as well as CIDNP NOE pulse-

labeling experiments is depicted in Fig. 17. The sequence consists of a presaturation

period, which entails a π=2-pulse followed by a crush gradient and then a train of

multiple presaturation pulses to destroy any background magnetization present prior

to the illumination of the sample (see above). Since the protein solution is situated

outside the r.f. detection coil region during this period, the presaturation sequence

only affects the refolding buffer. This step is then immediately followed by the laser

Fig. 18 Photo-CIDNP NOE pulse-labeling schematic: CIDNP generation of polarizable side

chain nuclei (left) is followed by an NOE transfer of polarization to nearby aliphatic side chains

in the protein’s denatured state (middle). Subsequently, acquisition of the native state NMR

spectrum is performed following a submillisecond refolding step (right)

Fig. 19 Photo-CIDNP (NOE) pulse-labeling: NMR signals which overlap in the unfolded state

are spread out by the greater chemical shift dispersion in the native state and additional cross-

polarized signals show up in the aliphatic region. The conventional “N” state CIDNP spectrum and

the result of the CIDNP pulse-labeling experiment as pioneered by Hore et al. are shown for

comparison (see text)
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illumination – normally between 50 and 500 ms in duration – necessary to initiate the

RPM responsible for the generation of nuclear polarization. The injection event takes

place immediately after the illumination period and is followed by a short post-

injection delay t (100 ms in length) which ensures that protein folding is completed

and any remaining free, i.e., paramagnetic, radicals have recombined prior to the r.f.

π=2-pulse applied for detection and subsequent collection of the FID.19 Prior to the

acquisition pulse, three CHESS pulses are applied for solvent suppression. The basic

CHESS sequence consists of a selective π=2-pulse on the signal to be suppressed

(H2O) followed by a strong field gradient to dephase the transverse magnetization

produced by the selective pulse. This combination of a pulse and a gradient is the

so-called “crush” pulse. Lin et al. have shown that a combination of radiation

damping effects and the distant dipolar field, in which long-range dipolar interactions

are important, can result in a recovery of magnetization following the application

of a “crush” pulse [156, 157]. Improvement of the signal suppression following

a “crush” pulse is obtained if the field gradient is applied along the magic angle

θ ¼ 54:65�, where the dipolar interaction is zero. θ is defined as the angle between

the dipolar vector and the B0 field vector. For optimum results this selective

crush pulse procedure is repeated three times, with the gradients applied along

three orthogonal axes so that no accidental refocusing of the magnetization occurs.

There are improved versions of this sequence in which the final selective π=2-pulse
is replaced with a selective π-pulse, or the delays and flip angles in the sequence

are numerically optimized to compensate for relaxation and B1 inhomogeneity

effects. In most cases, however, the delays (2 ms) and selective flip angles (π=2)
are set to the same value for each CHESS pulse.

4.4.2 A Case Study: The 6 M Urea-Denatured State

of the Mini-Protein “TC5b”

The TC5b Mini-Protein

The system of choice for the photo-CIDNP NOE pulse-labeling studies as

pioneered by Mok et al. [96] is a designed peptide sequence comprising 20 amino

acid residues (NLYIQ WLKDG GPSSG RPPPS) that folds spontaneously and

cooperatively to a so-called “Trp-cage” [158]. The “Trp-cage” or TC5b (relative

molecular mass ~2.2 kDa) is an iteratively sequence-optimized (de novo) mini-

protein synthesized following the truncation and mutational optimization of the

poorly folded helical peptide “exendin 4” [159]. Interestingly, the native state of

19 During the processing of the data the acquired photo-CIDNP (NOE) pulse-labeling spectra are

averaged over a series of several “light” and “dark” subtraction pairs – usually four or eight – to

improve the signal-to-noise ratio. A new sample and a new injection event are necessary for each

measurement.
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TC5b exhibits key structural features usually much more common for larger and

more complex biomacromolecular systems such as secondary structure elements,

a tight packing of side chains, and pronounced tertiary interactions.

The NMR-derived solution state structure (PDB entry 1L2Y) of the TC5b mini-

protein (Fig. 20) reveals a compact hydrophobic core where three proline residues

(Pro 12, Pro 18, and Pro 19) and a glycine (Gly 11) pack against the aromatic side

chains of Tyr 3 and in particular Trp 6 which lies in the center of the hydrophobic

“cage”, well shielded from solvent exposure. Secondary structure elements present

in the peptide’s native state comprise a helix between residues 2 and 8 together

with a short 310-helix comprising residues 11–14. Recent vibrational circular

dichroism (VCD) studies further reveal the presence of a polyproline II helix

(PPII) found at the C-terminal end of the peptide [161]. The globular fold of

TC5b is structurally maintained by intramolecular hydrogen bonds and a salt bridge

between Asp 9 and Arg 16 that exists in the native state. This salt bridge further

interacts with the hydrophobic core of TC5b which leads to increased fold stabili-

zation of the native state structure. Due to its highly compact and globular charac-

ter, TC5b is considered to be one of the smallest fully folded amino acid sequences

known to date containing not only features of secondary structure but also

elements of pronounced tertiary interactions and a characteristic protein-like fold-

ing behavior. Kinetic investigations into the folding rates of TC5b have been

performed and reveal an unprecedented folding speed. The spectroscopic analysis

of temperature-jump experiments in combination with Trp fluorescence studies

conducted by Qiu et al. showed that folding of this mini-protein is completed within

a time of ca. 4.1 μs [162]. This value exceeds the fastest protein folding rates

previously observed and is rather surprising given the high relative contact order of

the TC5b molecule, which is more typical of slower folding proteins [163, 164].

Additionally, circular dichroism (CD) and fluorescence spectroscopy experiments

reveal that folding of TC5b is largely cooperative following a simple two state

transition, expected for a protein of such a small size.

In addition, NMR experiments show strong evidence for the assumption that

TC5b is in a temperature-dependent equilibrium with an unfolded state that does

not display random coil chemical shift values for all of the side chain nuclei due to

Fig. 20 Stereo view representation of the NMR-derived native state structure of TC5b (PDB entry:

1L2Y). Highlighted are the cage-forming residues (see text) together with the side chains of Ile 4

(yellow), Leu 7 (light blue), and Arg 16 (green). The figure was created using MOLMOL [160]
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the presence of persistent non-random interactions. Proof for that observation was

mainly given by the detection of CSDs for certain side chain 1H nuclei in the

peptide’s thermally denatured state. In an early investigation into the structurally

perturbed states of TC5b, Neidigh et al. stated that even though their CD spectro-

scopic analysis gave no evidence for the retention of helicity after the thermal loss of

tertiary structure, some unexpected negative CSDs were detectable in the NMR

spectrum for the side chain protons of Gly 11 and Pro 12 [158]. These changes

were as large as 1.56 and 0.86 ppm for the HA3 proton of Gly 11 and the HD3 proton

of Pro 12, respectively. Following the author’s statement, these increasingly negative

chemical shift deviations can be understood and explained in terms of the existence of

a residual high temperature hydrophobic cluster between Trp 6 and Pro 12 which

places these two protons further into the shielding region of the aromatic ring current

of the tryptophan side chain. As such, the photo-CIDNP NOE pulse-labeling

approach was considered to be the ideal method to find definitive answers as to

whether the denatured state of TC5b contains elements of residual structure or not.

Preliminary Tests

As the urea-induced unfolding behavior of TC5b was not known, an equilibrium

denaturation curve of TC5b was recorded using fluorescence excitation spectro-

photometry to confirm that the initial and final conditions used in the pulse-labeling

CIDNP NMR experiments correspond to the truly unfolded and native states,

respectively. The protein concentration of TC5b used in this experiment was

10 μmol L�1, the buffer was sodium citrate (pH 7.0), and the temperature was

5 �C. Moreover, the urea-containing solutions were allowed to equilibrate over-

night. Fluorescence excitation was performed at a wavelength (λ) of 295 nm (slit

width: 5.0 nm) in order to measure only the tryptophan fluorescence, and emission

detection was done at 360 nm (slit width: 7.5 nm). The fraction of unfolded

molecules (Fu) was determined for each concentration and the data was fitted to a

sigmoid function showing “two-state” denaturation behavior, albeit indicating low

folding cooperativity.

Hence it was confirmed that the peptide’s unfolding behavior in the presence of

varying concentrations of urea is identical (or at least very similar) to the thermally

induced denaturation process as determined by Andersen et al. [158]. Furthermore,

the unfolding experiment revealed that at a concentration of about 5.5 M urea,

denaturation of TC5b is fully completed and that at urea concentrations smaller

than 0.8 M the peptide attains its fully native structure. According to these

unfolding studies, the initial (6 M) and final (0.55 M) urea concentrations were

carefully chosen to ensure that the pulse-labeling results are reproducible and

scientifically meaningful. This change in urea concentration corresponds to an

11-fold dilution of the denaturant upon injection of the highly concentrated urea

solution into an aqueous refolding buffer during the pulse-labeling experiment,
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thereby triggering the submillisecond refolding of the TC5b peptide. Moreover, the

pulse-labeling refolding reaction was performed at a temperature of 5 �C where,

according to Andersen’s temperature denaturation curve in the absence of urea,

almost all, i.e., approximately 95%, of the protein molecules are fully folded.

In contrast, at a sample temperature of 20 �C, the unfolded state ensemble is still

substantially, i.e., more than 15%, populated even in the absence of added urea

[158]. Hence, it was safe to assume that essentially all of the injected unfolded

molecules refolded to the native state prior to the acquisition of the spectrum during

the pulse-labeling experiment. Furthermore, a temperature of 5 �C was also chosen

for all other NMR equilibrium spectra, e.g., the two-dimensional TOCSY and

NOESY NMR measurements, of the native and the denatured state of TC5b as

described in the following section.

In a second preliminary experiment, a 1H chemical shift assignment of TC5b in

the presence of residual urea (0.55 M) had to be carried out. Since this low urea

concentration resembles the situation after the injection step in the photo-CIDNP

NOE pulse-labeling experiment, information of the chemical shift values measured

using these conditions makes an unambiguous assignment of cross-polarized

resonances in the aliphatic region of the NMR spectrum possible. Accordingly, a

TOCSY and a two-dimensional homonuclear NOESY 1H NMR experiment were

performed on the native and the denatured forms of TC5b to provide definitive

chemical shift assignments and to show the presence of interresidue NOEs in the

denatured state. For the TOCSY experiment, a specific mixing scheme designed to

reduce ROE transfers during the “spin lock” period was used with a mixing time of

80 ms, and for the NOESY experiments two mixing times of 150 and 500 ms were

employed. The conditions used for determining the spectra of the native and

denatured states were identical to the initial and final conditions of the pulse-

labeling experiments, i.e., the temperature was set to 5 �C, the protein solutions

were buffered with 0.05 M sodium citrate at pH 7.5, and the denatured state and the

native state solutions contained 6.0 M urea and 0.55 M urea, respectively. The

protein concentration for these non-CIDNP experiments was 2 mM. The complete

protein backbone and side chain 1H chemical shift resonance assignment of the

native state spectrum of TC5b in the presence of 0.55 M urea was achieved

analyzing the TOCSY and NOESY spectra of TC5b followed by their comparison

with the reported chemical shifts of native TC5b at 0 M urea as outlined in the

“Biological Magnetic Resonance Data Bank” (entry: bmr5292.str). The individual
1H chemical shifts were assigned unambiguously. A close examination of these

values reveals that, compared to the reported chemical shift data of TC5b in the

complete absence of urea, slight changes are observable for some of the 1H

chemical shifts measured in the presence of 0.55 M urea, 5 �C, and pH 7.5. These

minor deviations, however, can all be explained and rationalized in terms of a slight

shift in the folding equilibrium from ca. 98% folded to approximately 8% unfolded

with urea added according to the urea denaturation curve of the protein. In addition,

the small chemical shift differences can further be attributed to slightly changing

solvent conditions.
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Photo-CIDNP Equilibrium Experiments

Initially, conventional photo-CIDNP “steady state” spectra of both the peptide’s

native as well as its urea-denatured states were acquired. As expected, the CIDNP

difference spectrum of native TC5b recorded with a relatively short and intense

light flash of 100 ms is considerably simpler than the NMR spectrum acquired at

thermal equilibrium since only 2 of the 20 side chains present in TC5b’s primary

sequence react with the flavin photosensitizer and are hence potentially

hyperpolarizable. Their polarization signal intensity thereby reflects the relative

solvent accessibility of the two CIDNP-active side chains of Tyr 3 and Trp 6 which,

in the protein’s native state, was calculated to be 53.1% and 10.9%, respectively.

The aromatic region of TC5b’s “native state” CIDNP spectrum displays the

characteristic absorptive peaks for the side chain protons of Trp 6 (HD1, HE3,

and HH2) and an emissive resonance for the aromatic HE 1,2 protons of Tyr 3. In

addition, the aliphatic region contains the emissive signals of the HB 1H nuclei of

the tryptophan side chain. The absorptive HB CIDNP proton signals of tyrosine are

obscured by the buffer resonances. The “steady state” photo-CIDNP experiment of

TC5b unfolded in 6.0 M urea, on the other hand, reveals noticeable differences as

compared to the native state. In this spectrum, the polarized aromatic Trp signals

are stronger relative to those of tyrosine, including the aforementioned indole HE1

proton resonances clearly visible in the “low field” region, thereby confirming the

increase of solvent exposure of the Trp 6 residue upon denaturation and hence

disruption of the native state hydrophobic core with the tryptophan indole side

chain in its center. Intuitively, this feature together with the observation of the loss

of spectral resolution and the movement of signals towards random coil chemical

shifts detectable in the spectrum acquired in the presence of 6 M urea suggests a less

structured, i.e., more flexible, and hence more accessible protein environment in the

denatured state.

Subsequently, CIDNP “steady state” spectra of native and unfolded TC5b were

acquired using different laser illumination periods to examine whether cross-

polarization can be observed between CIDNP-active and aliphatic CIDNP-inactive

side chains. The laser output power used in these experiments was chosen with

respect to the laser illumination duration in order to ensure that the total amount of

light energy delivered to the sample during the laser pulse was constant. Accord-

ingly, laser output powers of 24.0, 6.0, and 2.4 W were employed for the

experiments conducted using laser illumination times of 50, 200, and 500 ms,

respectively. Since it was clear even before the experiments began, that the obser-

vation of this effect in proteins constitutes a crucial prerequisite for the feasibility of

the NOE-driven polarization transfer experiment described below, these studies had

to be carried out prior to the acquisition of the pulse-labeling spectrum.

From the NMR-derived structure of TC5b it was known that the peptide exhibits

a considerable amount of sequence-remote tertiary interactions in its native state.

Accordingly, this structural arrangement of the protein represented the most likely

case of observing CIDNP-induced cross-polarization visible in the aliphatic region

of the NMR spectrum and hence the first CIDNP NOE equilibrium studies were
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performed on the fully folded state of the peptide. A comparison of the spectra

recorded with increasing laser irradiation times and proportionately reduced laser

powers shows that, even though the signal intensities from the directly polarized

aromatic tryptophan and tyrosine protons listed above remain approximately con-

stant, there are several resonances in the aliphatic region of the spectra acquired

with 200 or 500 ms of illumination time – principally between 0.5 and 2.1 ppm –

that are essentially absent in the CIDNP “steady state” spectrum acquired using a

short illumination time of 50 ms. Moreover, these additional signals significantly

grow in intensity as the irradiation time is increased from 200 to 500 ms. This

characteristic build-up of polarization as a function of increasing laser illumination

duration, i.e., mixing time, strongly suggests that the supplemental signals represent

NOE peaks arising from transfer of polarization from initially polarized Tyr 3 and/

or Trp 6 side chain protons to certain aliphatic nuclei.

The chemical shifts of the newly appearing aliphatic signals correlate well with

cross-peaks between protons separated by ca. 2.0–3.5 Å which were also observed

in two-dimensional NOESY spectra of the native state of TC5b and hence used as

constraints while calculating the peptide’s three-dimensional native state structure

[158]. An additional feature observable in the aliphatic region of the “N” state

CIDNP spectra acquired with a laser illumination time of 200 or 500 ms, respec-

tively, relates to the overall shape of the cross-polarized signals. A closer examina-

tion of these signals shows that they exhibit both partially absorptive and emissive

phase contributions. It becomes clear that this mixture of positive and negative

phases reflects the opposite CIDNP enhancements of the tyrosine and tryptophan
1H nuclei whose chemically induced spin state perturbations lead to cross-

relaxation that occurs with retention of phase as the native state of the “Trp-cage”

appears to be in the regime of “slow molecular tumbling” [18, 41]. In particular, the

strongly emissive character of the cross-polarized peaks of Ile 4 HG2, HD1, and

Leu 7 HD1 at a chemical shift of ca. 0.9 ppm suggests that they arise from the

proximity of the (emissive) Tyr 3 HE2 protons in the native state. Likewise, NOEs

to methylene groups from the side chain protons of Trp 6 yield several smaller and

broader signals which are absorptive in phase, such as Pro 12 HG (ca. 2.08 ppm)

and Leu 7 HG (1.6 ppm).

In a next step, the same set of experiments was conducted on the 6 M urea-

denatured state of TC5b. An examination of the data reveals that no signals can be

detected in the aliphatic region of the spectra acquired with laser illumination times

of 50 or 200 ms. At laser illumination times of 500 ms, however, aliphatic

resonances are observable in the CIDNP spectrum of TC5b’s unfolded state,

thereby giving evidence of NOE build-up as a function of increasing laser irradia-

tion time in the denatured state, albeit at a lower intensity as compared to native

TC5b. The observation of much less pronounced CIDNP cross-polarization in the

spectra of the unfolded state is by no means surprising given the fact that

the presence of a high concentration of urea significantly disrupts the structure of

the peptide and hence removes most of the tertiary interactions that can be found

in the native state structure. In addition, a closer examination and comparison of the

“U” state CIDNP spectrum with that of the native state shows that almost all
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of the peaks have different chemical shifts in the unfolded state. Furthermore, most

of the resonance lines representing the aliphatic as well as the amide and aromatic
1H nuclei are not well-resolved in the spectrum of the denatured state, making a

direct resonance assignment extremely difficult.

Hence, although denatured TC5b is relatively less compact as compared to the

native structure, contacts between different amino acid residues can still be detected

under denaturing conditions provided a sufficiently long laser irradiation time is

used. Nonetheless, the superposition of these cross-polarized resonances in the

aliphatic region of the “U” state CIDNP spectrum emphasizes the need for more

resolution and signal dispersion. It is basically this observation together with the

strong evidence of residual structure in TC5b’s unfolded state which gave the

incentive for conducting the pulse-labeling experiments described in the following

section.

Photo-CIDNP NOE Pulse-Labeling Experiment

As outlined, the pulse-labeling experiment entails production of photo-CIDNP and

buildup of NOEs in the denatured state, followed by a rapid injection of the protein

solution into a refolding buffer in the NMR sample tube. Using the aforementioned

rapid injection device, complete mixing is usually accomplished within 50 ms [55].

A FID is acquired after a post-injection delay of 100 ms, which allows ample time

for complete mixing and recombination of radicals. After subtraction of the

corresponding “dark” signal acquired in a separate experiment without laser irradi-

ation, the resulting spectrum of the refolded native state contains aliphatic

resonances whose intensities reflect the strength of the chemically amplified

NOEs that were generated in the denatured state. TC5b is well suited to this

procedure, since the refolding of the “all trans” proline conformers is extremely

fast and occurs on the order of microseconds. As a result of the aforementioned

CIDNP “steady state” experiments, it was decided to use a laser illumination time

of 500 ms at a laser power of 2.4 W to ensure efficient magnetization transfer

between CIDNP-active and CIDNP-inactive nuclei during the pulse-labeling

experiment.

As expected, the aliphatic region of the pulse-labeling (“U” to “N”) spectrum

differs substantially from the conventional CIDNP spectra of native and denatured

TC5b, in particular with regard to the signals that can be found in a region between

0.75 and 2.25 ppm. These cross-polarized resonances can be identified straightfor-

wardly and unambiguously from the NMR assignments of the native state in the

presence of 0.55 M urea. The resonances close to 0.9 ppm have the same chemical

shift values as compared to certain aliphatic protons of Ile 4 (HG2 and HD1) and

Leu 7 (HD1 and HD2) in the NMR spectrum of the native state. Furthermore, this

set of signals has a pattern of absorptive enhancements that shows similarities as

well as differences if it is compared to the “steady state” CIDNP spectrum of the

native state. To ensure that only “true” NOE cross-polarization signals are assigned

and in order to avoid the incorrect interpretation of subtraction artifacts that might
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potentially be present (see below), the remainder of the aliphatic NOE peaks that

can be identified in the pulse-labeling spectrum was interpreted in a conservative

manner, i.e., only those side chains that display two or more cross-polarized signals

were taken into consideration. Following this strategy it can be seen that Ile 4 shows

an additional resonance in the pulse-labeling spectrum at the chemical shift of its

HB proton (1.92 ppm). In addition, a pair of resonances comprising a strong

absorptive peak at 1.67 ppm and another medium-sized signal at 1.84 ppm were

identified as the HB3 and HB2 proton nuclei of the side chain of Arg 16. Broad

absorptive peaks, which most likely correspond to the native chemical shifts of Pro

12 HB2 at 2.0 ppm and Pro 12 HG2 at 2.1 ppm, can also be found. This completes

the chemical shift assignment of the aliphatic region of the pulse-labeling spectrum.

Hence, it can be seen that four side chains, i.e., Ile 4, Leu 7, Pro 12, and Arg 16,

were identified straightforwardly as recipients of cross-polarization stemming from

the hyperpolarized nuclei of the tryptophan residue. However, the individual

distances of these side chain nuclei to their polarization source do not appear to

be of equal size as their relative signal intensities differ significantly from each

other. Hence, it was necessary to perform subsequently a relaxation analysis

intended to extract absolute distances between the Trp 6 side chain and aliphatic

cross-polarized nuclei, thereby giving the pulse-labeling data a more quantitative

character.

Quantitative Analysis of the Photo-CIDNP Pulse-Labeling Data

Absolute distances between nuclei of different, i.e., CIDNP-active and CIDNP-

inactive, amino acid side chains in the unfolded state of the “Trp-cage” mini-protein

can be extracted using a mathematical model based on the Solomon relaxation

equations which were modified to account for the generation of photo-CIDNP and a

subsequent NOE-driven magnetization transfer during the laser pulse [96]. This

data treatment yields absolute distances between cross-polarization donor and

cross-polarization acceptor nuclei provided a few simplifications are introduced

into the calculations. First, it is assumed that a single “point source” of hyperpolar-

ization is responsible for the generation of the observed aliphatic NOEs rather than

individual nuclei of the tryptophan indole side chain. This is necessary because the

pulse-labeling experiment is unable to distinguish between different individual

sources of polarization. Second, the CIDNP generation rate during the whole

duration of the laser pulse is constant. Third, protein folding (kf) is much faster as

compared to nuclear spin–lattice relaxation (R1) and the refolding of the protein

upon injection is considered to occur instantaneously with respect to the post-

injection delay (t) and the acquisition of the NMR spectrum. Subsequently, a

straightforward analysis based on the Solomon relaxation equations [165] which

are modified to include the production of CIDNP during the laser pulse gives

expressions for the relative intensities of directly and cross-polarized signals as

observed in the pulse-labeling (“U” to “N”) experiment. Provided that experimen-

tally determined 1H spin–lattice relaxation times (T1) for the native and the
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unfolded states of TC5b are available, these mathematical expressions can be used

to obtain estimates of absolute intramolecular proton–proton distances. To have an

internal calibration which makes the calculation of absolute distances feasible, the

ensemble-averaged spatial separation of 3.41 Å between the HD1 nucleus of Trp 6

and the Arg 16 HB2 proton in the native state of TC5b was used. This value was

extracted straightforwardly from the PDB file (IL2Y) of the protein’s NMR-derived

native state structure.

The spin–lattice relaxation times of both the native and the unfolded state

necessary for this calculation were measured applying a conventional inversion

recovery experiment to the signals found in the spectra of native and urea-denatured

TC5b. To estimate spin–lattice relaxation times for aliphatic resonances present in

the NMR spectrum of the unfolded state, signal envelope intensities found in the

aliphatic region of urea-denatured TC5b were analyzed rather than individual

signals due to a lack of signal dispersion and missing resonance assignments. The

absolute distance estimates between the Trp 6 side chain and individual aliphatic

nuclei which were extracted from these calculations are shown in Fig. 21.

A comparison of the internuclear distances extracted from the CIDNP NOE

pulse-labeling data and the distances of the same side chain nuclei present in the

native state of the “Trp-cage” displays an unexpected structural change upon

denaturation of the peptide. Counterintuitively, the data suggest that in the 6 M

urea state of TC5b non-covalent interactions between Trp 6 and aliphatic side

chains that are responsible for the generation and stabilization of the native hydro-

phobic core, e.g., Pro 12, already exist in the peptide’s unfolded state. In addition,

the distances of other hydrophobic side chain protons, e.g., the HD nuclei of Leu 7

and the HB3 proton of Arg 16, seem to become smaller with respect to the side

chain of Trp 6 upon the urea-induced unfolding of the molecule and only the HB2

nucleus of the side chain of Arg 16 is further removed from the tryptophan residue

as compared to the native state structure. The most striking structural change,

however, is observable for the amino acid side chain of Ile 4 which – in the native

Fig. 21 Calculated absolute distances (red) between Trp 6 and cross-polarized side chain nuclei

in unfolded TC5b. In addition, distances between Trp 6 and the same aliphatic nuclei extracted

from the native state PDB file are shown in black for comparison
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state – is far removed from the tryptophan by a distance of more than 8 Å. In the

denatured state, however, the isoleucine side chain protons that exhibit signals in

the aliphatic region of the pulse-labeling spectrum are strongly polarized yielding a

calculated distance between them and the Trp 6 indole moiety of only 4.2 Å (HB)

and 4.5 Å (HG2, HD1), respectively. Hence, this interaction can clearly be identified

as a purely non-native contact which seems to exist prior to the folding and the

structural rearrangement of the polypeptide chain into its native conformation.

A Pre-existing Hydrophobic Collapse

Taking the calculated internuclear distances presented in the previous section as a

loose restraint it was attempted to generate a schematic representation of what the

structural ensemble of the “Trp-cage” molecule present at 6 M urea might look like.

The result of this attempt is shown in Fig. 22. It has to be stressed though that this

schematic does not represent the result of a thoroughly performed structure calcu-

lation of an unfolded TC5b ensemble based on numerous intramolecular restraints.

In fact, it should be regarded merely as a “quantitatively correct” visualization of

arrangements of different amino acid side chains with respect to the Trp 6 indole

ring featuring calculated distances which were extracted from the quantitative

information provided by the pulse-labeling data. Furthermore, this structural repre-

sentation exclusively highlights the features of those members of the unfolded

ensemble which are amenable to the pulse-labeling experiment both in terms of

generation and transfer of polarization as well as with respect to the ultrafast, i.e.,

submillisecond, refolding of the protein upon dilution of a high concentration of

urea. Protein molecules that belong to other unfolded ensemble families, e.g., other

proline conformers, are fully neglected and hence cannot be considered.

A close examination of this structural schematic further highlights the features of

unfolded TC5b. In contrast to the general understanding that a denatured mini-

protein is fully expanded, the results rather suggest a compact hydrophobic cluster

around Trp 6 comprising side chains that are normally further removed from this

Fig. 22 Schematic representation of the 6 M urea state of the “Trp-cage” as derived from the

quantitative analysis of the CIDNP pulse-labeling data. The side chains of Ile 4 (yellow), Leu 7

(light blue), Pro 12 (red), and Arg 16 (green) form a hydrophobic cluster around the tryptophan

side chain (dark blue)
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residue in the native state. Although Leu 7, Pro 12, and Arg 16 exhibit several weak

NOEs together with tryptophan protons in the native state, Ile 4 does not, nor does it

have NOEs with other side chains that constitute the hydrophobic “Trp-cage”. In

fact, and in accordance with the native state structure, the isoleucine side chain lies

on the opposite side of the N-terminal helix and hence points away from the

tryptophan. In the unfolded state, however, there is clear evidence that Ile 4 is

close to the tryptophan since the side chains of the two residues face each other

directly. Accordingly, this interaction can be identified as an entirely non-native

interaction. Moreover, NOEs between Trp 6 and the three terminal proline residues

in native TC5b are fully absent in the unfolded peptide since they cannot be

detected in the “U” to “N” pulse-labeling spectrum (see below). The role of Arg

16 in contributing to the formation of a hydrophobic cluster in native and unfolded

TC5b is ambiguous. Although its side chain seems to enhance the stability of the

compact cage structure through formation of a salt bridge with Asp 9 in the native

state, it is its aliphatic part, identified by CIDNP cross-polarized HB2 and HB3

protons, that is found associated with Trp 6 in the “U” state. On the other hand, Pro

18 and Pro 19 – which seem to stabilize the native state of TC5b – do not appear to

be important for the formation of residual structure in the denatured state. In

contrast, and in agreement with its enhanced chemical shift deviation in thermally

denatured TC5b, Pro 12 does participate significantly in the hydrophobic clustering

with tryptophan. Hence, the data seem to suggest that the loss of conformational

entropy due to the caging of Trp 6 by several proline side chains is too great a price

to pay in the unfolded state, and that hence the formation of these contacts occurs at

a later stage on the free energy landscape on the protein’s way to the native state.

The assumption of a stabilizing contribution provided by a non-native interac-

tion between isoleucine and tryptophan in the unfolded state is consistent with

fluorescence correlation spectroscopic studies of a TC5b fluorophore adduct

reported by Sauer et al. [166]. Their experimental results show that the substitution

of Ile 4 by a glycine side chain appears to produce a larger fraction of a fully random

coil structure in the denatured state ensemble as compared to “wild type” TC5b.

Moreover, this paper independently reports on the presence of residual structure in

denatured TC5b using a fully NMR-free methodological approach. Recently

presented data obtained from UV spectroscopy suggests that the tryptophan indole

side chain is actually situated within a hydrophobic environment in the thermally-

denatured state, thereby further supporting the observations derived from the

CIDNP NOE pulse-labeling data [167].20

20 In the meantime, independently performed experiments using state-of-the-art multidimensional

NMR methodology have confirmed the presence of all inter-residue contacts in the 6 M urea-

denatured state of TC5b derived from CIDNP NOE pulse-labeling data. In addition, the study

provides an unambiguous assignment of all interacting side chain protons in the high-temperature

hydrophobic cluster [168].
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5 Concluding Remarks

Biomolecular photo-CIDNP spectroscopy is a potent and very sensitive NMR

method to elucidate the surface structure of polypeptides and proteins, be it in

their native or in structurally ill-defined, i.e., partially folded or denatured, states.

During the last 35 years or so the technique has been developed to a significant

extent and has helped in finding new answers to the long-standing enigma of how

proteins fold correctly into their native three-dimensional conformation following

biosynthesis on the ribosome, i.e., the protein folding problem. In particular, the

method – unlike optical spectroscopic techniques – offers selectivity by virtue of

the chemical shift dispersion of side chain resonances in proteins containing

multiple aromatic residues. This benefit has allowed its application both in equilib-

rium as well as in “real time” studies while a protein folds/unfolds in the

NMR magnet, i.e., in situ. The more recent introduction of photo-CIDNP (NOE)

pulse-labeling extends the application of the method to extract residue-specific

information both on partially folded as well as the ensemble of unfolded conformers

in more detail. In the light of recent experimental and theoretical results on the

denatured state and, in addition, the early stages of folding, e.g., the initial collapse

of hydrophobic polypeptide chains via the formation of both native and also non-

native interactions [168–172], the photo-CIDNP technique appears to be a valuable

source of insight into the nature of both the non-native and the transient states of a

protein. There is no doubt that additional advances in the field, both methodological

and experimental in nature, are to be expected in the not-too-distant future. These

will surely contribute to an even further widening of its applicability.
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Appendix

The radical pair mechanism (RPM) as described in Sect. 2.4 can be recast in terms

of the product operator formalism [17, 18]. The triplet T0 spin-state of the radical

pair can be described by the following expression:

T0j i T0h j ¼ 1

4
E� S1zS2z þ ZQf gx; (1)

where E is the identity operator, S1zS2z is electron two-spin order, and ZQ is

electronic zero-quantum coherence:
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ZQf gx ¼ S1xS2x þ S1yS2y; (2)

ZQf gy ¼ S1yS2x þ S1xS2y: (3)

By analogy, the singlet state is described by

Sj i Sh j ¼ 1

4
E� S1zS2z � ZQf gx: (4)

The initial density operator of the triplet-born radical pair – ignoring the T+ and T�
states – can be written in the following form:

ρ̂ð0Þ ¼ 1

2
T0αj i T0αh j þ 1

2
T0βj i T0βh j ¼ 1

4
E� S1zS2z þ ZQf gx; (5)

where α and β correspond to the nuclear spin states of a spin- 1
2

nucleus

coupled to electron 1 with an isotropic hyperfine coupling constant a. This

density operator is then allowed to evolve under the electronic Zeeman Hamiltonian

ðĤz ¼ ωs1S1z þ ωs2S2zÞð Þ and the electron-nuclear hyperfine Hamiltonian (Ĥh ¼ πa
2S1zIz) where I is the nuclear spin:

ρ̂ð0Þ �����������!ðωs1S1zþωs2S2zÞt 1

4
E� S1zS2z

þfZQgx cosðωs1 � ωs2Þt
þfZQgy sinðωs1 � ωs2Þt;

(6)

ρ̂ð0Þ �����!πat2S1zIz 1

4
E� S1zS2z

þfZQgx½cosðωs1 � ωs2Þt cosðπatÞ�
�2fZQgxIz½sinðωs1 � ωs2Þt sinðπatÞ�
þfZQgy½sinðωs1 � ωs2Þt cosðπatÞ�
þ2fZQgyIz½cosðωs1 � ωs2Þt sinðπatÞ�;

(7)

¼ ρ̂ðtÞ: (8)

The nuclear polarization in the recombination products, which is formed

through the singlet channel, is then given by the trace of ρ̂ð0Þ with

Sj i Sh jIz ¼ 1

2
Sαj i Sαh j þ 1

2
Sβj i Sβh j

� �
Iz; (9)

Sj i Sh jIz ¼ 1

4
E� S1zS2z � ZQf gx

� �
Iz: (10)
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Hence, the expression for the nuclear polarization pr found in the recombination

products of the radical reaction after electron back transfer has occurred takes the

following form:

pr ¼ ρ̂ Sj i Sh jIz½ � ¼ � 1

4
sin ωs1 � ωs2ð Þt sin πatð Þ: (11)

In addition, the nuclear polarization found in the escape products, which is equal

and opposite in phase to the recombination products, is given by the trace of ρ̂ðtÞ
with T0j i T0h jIz:

pe ¼ � 1

4
sin ωs1 � ωs2ð Þt sin πatð Þ: (12)

From (11) and (12) it can easily be shown that no polarization is produced if

the g-values of the two radicals are identical or if there is no hyperfine coupling.

In these cases and in cases where Δg is very small, the CIDNP multiplet
effect applies. Moreover, the phase of the polarization as predicted by Kaptein’s

sign rule is evident from the signs of Δg and the hyperfine coupling constant ai
of nucleus i as displayed in the respective equations.
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