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Preface

Currently, large-scale production of chemicals, fuels, biomaterials, and pharma-
ceutical products from renewable materials draws on biological systems and
processes primarily based on microbial, mammalian, and plant cells. With a few
exceptions, enzymes have been mainly used as biocatalysts for biotransformations
to produce specialties and intermediates. While these bioproduction systems have
many important advantages compared to chemical production processes, indeed
these have contributed greatly to the health and welfare of human beings and to the
protection of our environment, they have several inherent limitations. First, the
product yield is often limited (maximum about 50 % by weight of substrate used
even for primary products such as ethanol) due to the underlying biochemical
principle of coupled oxidation and reduction of the substrate: much of the substrate
is released as CO2. Second, microorganisms are evolutionarily optimized for their
growth and maintenance, not for the formation of a special product which we
desire to have. Despite the tremendous advances in biological fundamentals and
bioengineering techniques, it is today still difficult to precisely and predictably
manipulate a microorganism (e.g., by metabolic engineering or synthetic biology)
for the purpose of bioproduction. In addition to the complex regulation mecha-
nisms at different molecular levels, a major challenge and barrier is the cell
membrane or cell wall which prevents the accumulation or secretion of desired
products. Adding to the fact that cellular production processes take place almost
always in water, we have normally a much diluted ‘‘aqueous soup’’ as the product
from a typical bioproduction process, leading to high energy and investment costs
for the product recovery. Furthermore, complex substrates such as hemi or lig-
nocellulosic materials which represent the most abundant and cheap renewable
substrates can still not be efficiently used in present bioproduction systems using
single microorganisms. This is one of the obstacles for the realization of a bio-
based economy with the aim to move away from a fossil-based one. There are
therefore needs to look for alternatives or new concepts of bioproduction systems.
One of the new and alternative bioproduction systems is the cell-free biosynthesis
which could, in principle, overcome many of the major constraints of present
bioproduction systems. In general, the de-coupling of biosynthesis reactions or
pathways from the cellular machinery can allow for much higher product yield and
thus reduce by-product or waste generation. The biosynthesis could be more easily
manipulated and also carried out in nonaqueous solutions. Biosynthesis outside the
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cells could provide completely new possibilities which are unthinkable with the
present bioproduction systems.

In this volume, eight contributions are lined up to review and illustrate some of
the fundamental issues, tools, promises, and applications of cell-free bioproduction
systems. The article of Loeffler et al. describes the latest developments in peptide
synthesis in an array format and presents a novel synthesis method using a
microelectronic chip printer. This technology represents a so-called ‘‘printing
bioproduction system’’ and allows the precise and massive production of artificial
molecules or molecular building blocks. Bornscheuer illustrates the concept of
protein engineering and its potential application for novel bioproduction systems.
Jandt et al. gives insight into molecular strategies and modeling approaches for
understanding and designing compartmentalization and metabolic channeling in
multienzymatic systems for efficient biosynthesis, also in the context of in-vitro
biosynthesis. The article of Ardao et al. addresses multienzymatic reaction systems
from a more technologically oriented point of view, including process design
aspects, strategies of co-immobilization of multienzymes in nano/micro-sized
materials. It also highlights recent developments in applying multienzyme mic-
roreactors for biosynthesis. Rupp gives an overview on recent developments in
design and modeling of molecular circuits with cell-free protein synthesis tech-
nology and for in vitro biosynthesis. Furthermore, he illustrates the need and
perspectives of developing novel reactor concepts for cell-free biotechnology. The
article of Stech et al. presents recent advances for cell-free synthesis of glyco-
proteins, membrane proteins, and fluorescently labeled proteins. These are diffi-
cult-to-express proteins and require organelles or microsomal vesicles as
functional modules for translocation and post-translational modification. This
work builds a bridge to synthetic and chemical biology. The article of Zhu et al.
reviews the current status of cell-free technology and its applications in the pro-
duction of electricity and bioenergy (hydrogen, alcohols, and jet fuels). They also
address issues related to the high costs and low stability of enzymes and cofactors
as well as compromised optimal conditions for enzymes from different sources.
These are often argued as critical issues against cell-free biosystems as means for
large-scale biomanufacturing. The last article of this volume by Krauser et al.
presents a new bioproduction system as a middle-way between living cells and
cell-free systems, namely tailored and permeabilized cells for multienzymatic
biosynthesis. Practical examples are described to use this probably more cost-
efficient production system for the synthesis of phosphorylated carbohydrates,
sugar nucleotides, and polyketides.

The reader may have noticed that the majority of the authors of this volume are
from Germany. Among other reasons, this may reflect the desire and efforts of the
German government to develop the so-called ‘‘Next Generation Biotechnological
Processes’’ in its research program ‘‘Strategy Process—Biotechnology 2020?.’’
Most of the authors from Germany are involved in this long-term research pro-
gram. Indeed, many of the new bioproduction systems presented in this volume
may really need a long-term research and development to be made mature for
large-scale biomanufacturing. This long-term endeavor is, in my opinion, both
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timely and economically necessary in view of the limitations of present biopro-
duction systems and the large hope for a successful bioeconomy. It is also sci-
entifically both highly interesting and challenging. Of course, I should mention
that cell-free biosynthesis is only one type of the new bioproduction systems under
development. The upcoming era of the synthetic bio(techno)logy will certainly
result in new bioproduction systems with synthetic cells, prototype cells, self-
reproducing organelles, or even vesicles, which may have unique properties and
advantages. The substrate basis and energy supply systems may also completely
change, i.e., from sugars move to CO2, H2O, light, and electricity. We are living in
an exciting time for developing new and efficient bioproduction systems for the
sake of human beings and our environment.

I cordially thank the authors for their excellent contributions and hope that this
volume will inspire the future development of new bioproduction systems.

Hamburg, August 2013 An-Ping Zeng
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Printing Peptide Arrays
with a Complementary Metal Oxide
Semiconductor Chip

Felix F. Loeffler, Yun-Chien Cheng, Bastian Muenster, Jakob Striffler,
Fanny C. Liu, F. Ralf Bischoff, Edgar Doersam, Frank Breitling
and Alexander Nesterov-Mueller

Abstract In this chapter, we discuss the state-of-the-art peptide array technolo-
gies, comparing the spot technique, lithographical methods, and microelectronic
chip-based approaches. Based on this analysis, we describe a novel peptide array
synthesis method with a microelectronic chip printer. By means of a comple-
mentary metal oxide semiconductor chip, charged bioparticles can be patterned on
its surface. The bioparticles serve as vehicles to transfer molecule monomers to
specific synthesis spots. Our chip offers 16,384 pixel electrodes on its surface with
a spot-to-spot pitch of 100 lm. By switching the voltage of each pixel between 0
and 100 V separately, it is possible to generate arbitrary particle patterns for
combinatorial molecule synthesis. Afterwards, the patterned chip surface serves as
a printing head to transfer the particle pattern from its surface to a synthesis
substrate. We conducted a series of proof-of-principle experiments to synthesize
high-density peptide arrays. Our solid phase synthesis approach is based on the
9-fluorenylmethoxycarbonyl protection group strategy. After melting the particles,
embedded monomers diffuse to the surface and participate in the coupling reaction
to the surface. The method demonstrated herein can be easily extended to the
synthesis of more complicated artificial molecules by using bioparticles with
artificial molecular building blocks. The possibility of synthesizing artificial
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peptides was also shown in an experiment in which we patterned biotin particles in
a high-density array format. These results open the road to the development of
peptide-based functional modules for diverse applications in biotechnology.

Keywords Functional particle deposition � High-throughput screening � Peptide
microarray � Solid-phase synthesis

Abbreviations

Ac2O Acetic anhydride
CMOS Complementary metal oxide semiconductor
DIPEA Diisopropylethylamine
DMF Dimethylformamide
Fmoc 9-Fluorenylmethoxycarbonyl
MMA Methyl methacrylate
mol Mole(s)
OPfp Pentafluorophenyl
PEGMA Poly(ethylene glycol) methacrylate
PTFE Polytetrafluoroethylene
Boc tert-butyloxycarbonyl
TFA Trifluoroacetic acid
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1 Introduction1

In the fields of genomics and transcriptomics, microarrays have revolutionized
assay applications [4, 5]. Nevertheless, significant research effort is invested into
technological improvements [6, 7]. The fabrication of molecule libraries in a
microarray format on solid surfaces allows for massively parallel high-throughput
assays with frugal consumption of analyte. Yet, it requires sophisticated tech-
nologies to facilitate such high-density arrays. Although the synthesis of DNA or
RNA arrays only requires four different building blocks, highly versatile methods
for combinatorial synthesis are required to generate peptides or polysaccharides [8,
9]. In the case of natural peptides, 20 different building blocks (amino acid
monomers) need to be processed in a fully combinatorial manner, yielding the
possibility to assemble any desired peptide sequence.

The Nobel Prize awarded solid phase peptide synthesis was invented more than
40 years ago, when Merrifield consecutively coupled amino acid monomers to a
growing peptide chain immobilized on a solid support [10]. His approach allowed
for incubating the growing oligomer chain with excess monomers, which drives
the coupling reaction near completeness and, thereby, results in repetitive coupling
yields that routinely exceed 95 % during peptide synthesis. Because the growing
peptide products remain tethered to the support throughout the synthesis, all
nonreacted monomers are simply washed away. These two basic principles are the
prerequisite for the cost-efficient synthesis of peptides in the array format. In this
chapter, we describe the state-of-the-art peptide array technologies and present a
novel method using a microelectronic chip printer.

2 State-of-the-Art Peptide Array Technologies

With the invention of the phage display technique in 1985 [11], the generation of
large protein libraries was possible. A few years later, the first antibody libraries
became feasible due to the emergence of new methods, such as antibody phage
display and recombinant antibodies [12, 13]. The necessity for an efficient char-
acterization of large numbers of antibodies predetermined the development of
peptide arrays in the early 1990s. Interestingly, the development of array tech-
nologies was not only stimulated by the search for antibody epitopes, but it was
also driven by novel powerful methods in genome analysis. In this section, we
divided peptide array technologies according to one characteristic trait: the number
of coupling cycles. As you will see, this very trait seems to be crucial for success.

1 Parts of this book chapter have already been published [1–3] and were reprinted
with permission.
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2.1 One-Coupling-Cycle-Per-Monomer Methods

In 1992, Stephen Fodor founded the spinoff company Affymetrix, based on the so-
called lithographic method for the generation of peptide arrays [14, 15]. However,
soon afterwards, Affymetrix completely shifted its focus from peptide to oligo-
nucleotide arrays and became a world leader in oligonucleotide array production
[16]. Meanwhile oligonucleotide arrays with thousands of oligonucleotides per
cm2 are commercially available (Affymetrix, USA), which are used for purposes
such as detecting genome-wide transcription activity [17] or linking gene variants
with diseases [18].

The reason for this peptide-to-oligonucleotide shift is quite obviously due to a
peptide-specific drawback inherent to all lithographic synthesis methods [19].
During lithographic synthesis, light selectively removes a photolabile transient
protecting group at the end of the growing oligomer chains, but only in those areas
defined by the lithographic mask. The whole array then is incubated with a
solution of chemically activated monomers that react with the deprotected oli-
gomer. After the coupling reaction, unreacted monomers are washed away. This
cycle adds only one monomer to the growing oligomer chains; therefore, it must be
repeated until all the different monomers from one synthesis layer have been added
to the array. Then, the whole process is repeated to elongate the growing oligomers
by another monomer.

Peptides are composed of 20 different amino acids, whereas oligonucleotides
comprise only four different bases. This fact leads to the peptide-specific large
number of coupling cycles intrinsic in all lithographic syntheses. Although only
4 9 10 coupling cycles are needed to generate a 10-mer oligonucleotide array, the
20 different amino acid monomers demand 20 9 10 coupling cycles to synthesize
a 10-mer peptide array. Such a large number of coupling cycles is expensive and
usually accompanied by accumulation of an intolerable amount of unwanted side
reactions, causing a very low yield.

Pellois et al. used a photo acid in combination with standard Boc protection
instead of a photolabile protection group [17]. Photo acids are neutral precursor
molecules that are transformed into an acid when illuminated by light. Thereby, a
two-dimensional pattern of light with very small feature sizes is translated into a
corresponding pattern of acidic versus neutral areas. This leads to selective and
very efficient cleavage of standard Boc groups in those areas illuminated by light.
However, this one-coupling-cycle-per-monomer technology requires physical
barriers to confine the acid and prevent its diffusion to neighboring spots. This is
possible using microfluidic lParaflo reaction devices (LC Sciences, Houston,
Texas, USA), for example, which have a current yield of about 4,000 different
peptides per chip [8].

Even more than 20 years since the introduction of the lithographic method,
there are still efforts being made to improve its efficiency for high-density peptide
array synthesis. In 2005, Li et al. reported a new chemical procedure for the in situ
addition of photo-cleavable protection groups to a growing peptide chain [20].

4 F. F. Loeffler et al.



Recently, Buus et al. combined this new chemistry with a digital micromirror
device and pointed out the theoretical possibility of synthesizing 2 million indi-
vidual peptide spots per array [21]. It remains to be seen if this variant lithographic
synthesis method indeed yields high-density arrays that display peptides of suffi-
cient length and in good yield.

2.2 One-Coupling-Cycle-Per-Layer Methods

Although the lithographic method shifted from peptide to oligonucleotide array
production, the spot technique for the synthesis of peptide arrays appeared at
around the same time, causing an opposite ‘‘oligonucleotide-to-peptide’’ devel-
opment [19].

In 1989, Southern [22] introduced his novel concept for the combinatorial
in situ synthesis of oligonucleotide arrays , adopting Ekins’ array concept of
spotting many different presynthesized molecules in the array format [23]. The
basic idea behind this endeavor was to use a very limited number of chemically
activated monomers (four different bases) to synthesize many different oligomers
on neighboring places. Thereby, he came very close to the goal of cheap and high-
density oligonucleotide arrays. A few years later, Frank [24] adopted this concept
for the synthesis of peptide arrays: He parallelized the Merrifield synthesis by
patterning 20 different activated amino acid derivatives as small droplets on a flat
two-dimensional surface. There, the chemically activated monomers react with the
solid support, with each droplet defining a small reaction sphere. Consecutively
printed layers result in the parallel growth of many different peptides, whereas the
number of different spots per area is only dependent on the achievable miniatur-
ization of individual spots. Over the years, Ronald Frank’s spot synthesis earned a
reputation of reliability and wide applicability and thus still dominates the field.

High-density in situ synthesized peptide arrays with densities that exceed
25 peptides per cm2, however, are difficult to obtain with the spot synthesis,
mainly due to the difficulty of handling tiny droplets, which tend to evaporate or
spread on the surface of the array. Interestingly, high-density peptide arrays
manufactured with an inkjet printer were patented as early as 1994 [25]. Although
oligonucleotide arrays are commercially available through Agilent’s SurePrint
technology [26], corresponding high-density peptide arrays have not been reported
yet. This striking discrepancy might be due to the solvents required for peptide
synthesis. These solvents are usually viscous, which makes it difficult to print them
with inkjet or piezoelectric printers. The attempts of a world leader in printing
technology—Hewlett-Packard (Palo Alto, California, USA)—in developing an
inkjet printer for peptide arrays in 2002–2005 have also failed.2

2 Stasiak, J.W., Hewlett-Packard, Printable Nano Electronics, COMS 2010, Aug 29th–Sept 2nd,
Albuquerque, USA.
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In analogy to the peptide laser printer, which is discussed elsewhere [19, 27],
we describe in this book chapter the development and application of a novel
microelectronic chip printer, which overcomes this peptide-specific drawback. In
this particle-based method, only one coupling cycle per amino acid layer is
required for the synthesis of peptide arrays. The chip technique [2, 28, 29] offers
spot densities that approach those of lithographic methods. Because of the men-
tioned drawbacks of lithographic methods regarding the amount of coupling cycle
steps and the coupling yield, we immobilized activated monomers in solid parti-
cles. Thus, we gained several orders of magnitude in chemical stability of the
monomers compared to activated monomers in solvents [27, 28]. Addressing the
monomers by patterning the chip surface with different particle types and sub-
sequent printing (i.e. transferring) to a glass slide, we can elongate several thou-
sand different biomolecule types layer-by-layer simultaneously. We melt the
particle matrix to initiate the monomer coupling onto the glass slide, converting
the particles into a gel-like phase and preserving the spatial pattern resolution. The
integrity of these synthesized oligomers has been shown previously [27].

The length of the in situ synthesized oligomer is only limited by the coupling
yield as in standard combinatorial chemistry. Furthermore, this technique has the
potential for wide application in any combinatorial chemistry approach, as long as
the monomeric building blocks are compatible with the chemical steps. With low
space requirements for the experimental setup, our method is easily extendable to
up to 40 (e.g. D- and L- amino acids) or more monomeric building blocks, which
allows for a high combinatorial freedom.

In the following, we show in a proof-of-principle peptide array fabrication that
the parallel synthesis of 16,384 different peptides (10,000 spots/cm2) onto the
surface of a glass slide is in fact possible using our chip printer approach.

3 New Materials and Methods

3.1 Basic chip principle

The microelectronic complementary metal oxide semiconductor (CMOS) chip,
shown in Fig. 1a and b, features a total of 16,384 (128 9 128) pixel electrodes on
its surface with a spot-to-spot pitch of 100 lm and a density of 10,000 pixels per
cm2. For combinatorial particle deposition, the chip is programmed to exhibit a
voltage pattern on its surface (Fig. 1, c1). Then, the chip is exposed to an aerosol
of microparticles: Particles are only attracted and deposited onto those pixel
electrodes that exhibit an electric field. The voltage pattern is thus transformed into
the according particle pattern with high precision (Fig. 1, c2, 3) [30].

A key feature in this process is that particles will only reach the chip surface,
where the local electric field of a switched-on electrode attracts particles. Once
particles have contact with the surface, adhesion forces become so dominant that

6 F. F. Loeffler et al.



particles stick to the surface and conserve the deposition pattern. The magnifica-
tion of a single particle (Fig. 1, c2) illustrates that each particle type incorporates
only one kind of monomeric building block. After application of a first particle
type, the chip is reprogrammed to a different voltage pattern. Due to the high
adhesion forces of the particles, the already deposited pattern remains on the
surface without distortion. Next, we repeat the particle deposition consecutively
without overlap of the different particle types (Fig. 1, c4), each type comprising a
different monomer. These deposition steps can be repeated with hardly any
wrongly deposited particles until the final deposition layer is completed ([2]
supplementary information). Although arbitrary voltage patterns were already
achievable with microelectronic chips [29], until recently, we observed that the
contamination rate in any other pattern (other than the chessboard pattern con-
sisting of only two different peptides) was still so high that combinatorial synthesis
was practically impossible. Regarding this problem, we have theoretically and
numerically analyzed particle dynamics [30], leading to a crucial reduction of
contamination by using new particles with very small diameters and an especially

Fig. 1 Microelectronic complementary metal oxide semiconductor chip with deposition pattern.
Chip (a), a magnified detail (b), and schematic deposition process (c): The chip is programmed to
exhibit a voltage pattern on its surface (1). Then, the chip is brought into contact with an aerosol
of microparticles and the particles are attracted by the resulting electric field and are deposited
according to the desired pattern (2, 3). The magnification of a particle (2) shows that each particle
type incorporates only one kind of monomeric building block (also see Fig. 9). After application
of a first particle type, the chip is reprogrammed to a different voltage pattern. Due to the high
adhesion forces of the particles, the already deposited pattern remains on the surface without
distortion. Next, the particle deposition is repeated with different particle types consecutively (4),
each type comprising a different monomer. These deposition steps can be repeated with hardly
any cross-reactions until the final deposition layer is completed (from [2])
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designed deposition device. Exploiting those improvements in on-chip particle
deposition, we are now able to combinatorially deposit arbitrary particle patterns
and different particle types with high precision and flexibility. We showed that the
consecutive deposition of 20 patterns with very low contamination is in fact
possible ([2] supplementary information).

Higher spot densities of up to 40,000 pixels per cm2 are feasible [28, 31];
however, for the sake of precision, quality, and robustness, we chose a lower spot
density. The present chip is fabricated in a high-voltage CMOS process, which
allows for applying either 0 or up to 100 V to each pixel electrode in any desired
pattern.

3.2 Aerosol Generation and Deposition

To generate an aerosol for particle deposition, we have designed a computer-
controlled aerosol generator (in cooperation with R.O.T GmbH, Celle, Germany)
to ensure reproducible aerosol properties (Fig. 2a). It allows us to generate 20
different aerosol types, corresponding to the 20 proteinogenic amino acids. The
process of aerosol generation is shown in Fig. 2b: Particles are siphoned out of a
particle reservoir using the air ejector principle. Two different air inlets (dosage
and transport air) not only provide for the desired siphoning effect, but can also be
used to control the aerosol density and velocity.

The particles are ejected through a polytetrafluoroethylene (PTFE) tube, which
leads to triboelectric particle charging. Afterwards, they are brought into contact
with the chip at an outlet with an especially designed geometry (Fig. 3). A neg-
atively charged sieve filters and selects the particle size and particle charge to
ensure a high precision of the deposition pattern [30]. The surface-to-volume ratio
of the particles is large due to the rather small size of the particles (about 4 lm in
diameter). Therefore, minor surface friction suffices for the charging. Hence, it is
unnecessary to implement an additional special setup for further triboelectric
particle charging.

We used an aerosol generator consisting of 20 different reservoirs and outlets to
deposit the different particle types, each containing a different amino acid
monomer, consecutively onto the chip.

A schematic of the outlet geometry is shown in Fig. 3: The PTFE supply tube
from the aerosol generator ends in the outlet, which is then expanding from a
diameter of 0.8 cm to a diameter of 3 cm, reducing the flow velocity. Afterwards,
the aerosol has to pass a sieve with a mesh size of 8–10 lm, thus restraining bigger
particles, especially agglomerates, from reaching the chip surface. Finally, the
particles come into the proximity of the chip surface for particle deposition.
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3.3 Chip Printer

In this chapter, we describe a variant procedure of our particle-based synthesis
method that should add even more flexibility to the method, and, in addition,
reduce costs. We constructed a CMOS ‘‘chip printer’’ that gathers particles on
defined pixel areas and, afterwards, ‘‘prints’’ these amino acid particles in high
resolution to a support that is suitable for peptide synthesis.

The CMOS chip is used to generate the particle pattern (Fig. 4a, b), as men-
tioned before. Now, the chip is positioned parallel, about 40 lm apart from a glass
slide with an electrode located beneath it (Fig. 4c). An electric potential between
the chip and the electrode results in a force that transfers the charged particles from
the chip to the glass slide (Fig. 4d). Thus, this technique allows for the transfer of a
particle pattern to a glass slide, making the chip reusable.

Afterwards, the glass slide is heated and the particle matrix melts and forms
distinct gel-like reaction spheres. Similar to Merrifield’s solid-phase peptide
synthesis, the particle matrix releases the monomers, which now couple to the

Fig. 2 Aerosol generator for 20 different particle types. Aerosol generator (left) and schematic of
aerosol generation and deposition principle for one particle type (right): particles are siphoned out
of a particle reservoir using the air ejector principle, two different air inlets (dosage and transport
air) not only provide for the desired siphoning effect, but can also be used to control the aerosol
density and velocity (for further details, see text) (from [2])

Fig. 3 Geometry of the aerosol outlet and the complementary metal oxide semiconductor chip
position in the aerosol stream for particle deposition. Schematic construction drawing (left) and
original outlet (right)
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surface-bound amino groups, without losing the spatial resolution of the deposition
pattern. Then, the glass slide is allowed to cool to room temperature, which causes
the reaction spheres to solidify, freezing the coupling reaction. Finally, the chip is
subjected to several washing steps, removing excess monomers and the particle
matrix. However, the different monomers remain coupled to the surface. The
complete process cycle is repeated layer by layer until the terminal molecule
length is reached (see Sect. 3.4 for further information on the coupling and syn-
thesis cycle).

To closely and parallel align the chip surface with the substrate where the
synthesis of peptides is conducted after the printing of particles, we mounted the
chip on a print head (Fig. 5). It is adjustable in x, y, and z directions with a
precision of ±0.1 lm and ±5 lrad.

The chip, mounted on the print head, is moved in x direction to pick up particles
on selected pixels that were switched to 100 V. Then, the chip is moved to the
substrate position and the particles are printed by a strong electrical field (1,000 V/
cm) to a glass slide. Because of the required repetitive removal of the synthesis
slide for chemical processing, a very high reproducibility of the glass slide position
is necessary. Therefore, a special slide holder was devised (Fig. 6). The synthesis
surface (top of the slide) is fixed in the z direction by stable metal pillars on the top
of the slide and a screw from the bottom fixes this position. The position in x and
y direction is defined by three poles, which allow repetitive manual positioning
with a tolerance below 5 lm.

The process of parallelization and distance control of the chip to the glass slide
in z direction is achieved with the following procedure: Before printing, a slide
with a conductive surface is fixed in the slide holder. Then, the chip is easily
moved into the correct x and y position and, afterwards, gradually moved in
direction of the conductive slide (z direction).

Fig. 4 Complementary metal oxide semiconductor (CMOS) chip printer principle. The scheme
shows the particle deposition (a, b) as in the aforementioned CMOS chip deposition technique.
The chip is then positioned parallel to a glass slide with an electrode beneath (c). An electric
potential between the chip and the electrode results in a force that transfers the particles from the
chip to the slide (d)
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In addition to the pixels, the chip surface also exhibits electric contact sensors,
which can sense a current on contact of a conductor (Fig. 7). These sensors are
now used for fine adjustment and tilting of the printing head.

The printing head is equipped with a tilt stage, which can be tilted in very small
angles (±5 lrad). This is used to tilt and move the chip until an electric circuit is
established between the conductive slide and the contact sensors. Only when all
three contact sensors have established a circuit is the chip successfully
parallelized.

Fig. 5 The complementary metal oxide semiconductor chip printer. The design drawing (top)
and the assembled experimental system (bottom), together with the connected aerosol generator,
are shown. The chip is mounted on a print head and can be moved in x, y, and z directions with a
precision of ±0.1 lm and ±5 lrad
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3.4 Particle-Based Synthesis

The particles [27] used in the process are composed of 84.5 % w/w polymer
matrix, 10 % w/w of 9-fluorenylmethoxycarbonyl (Fmoc)-protected amino acid
monomer preactivated as pentafluorophenyl (OPfp) ester, 4.5 % w/w pyrazolone
orange, and 1.0 % w/w of Fe(naphthol)2 complex [32], acting as a charge control
agent. The compound is homogenized and afterwards air milled. Finally, 0.05 %
w/w silica nanoparticles are added to improve flow properties and to prevent
agglomeration.

We have produced 20 different particle types, each containing a different amino
acid monomer. The obtained mean charge per mass ratio of the different particle
types was about -3 mC/kg [33–35].

The combinatorial synthesis of an array is shown in Fig. 8. First, particles are
deposited onto the functionalized substrate exhibiting the reactive amino groups
(black dots) (Fig. 8a). Each particle type imbeds a different amino acid type, as
illustrated by the differently colored spheres.

When the particle matrix (in gray) is melted, the OPfp preactivated amino acids
diffuse and couple to the amino groups on the surface (Fig. 8b). Afterwards, excess
particles (gray matrix) and uncoupled monomers are washed away (Fig. 8c), using
a mixture of dimethylformamide, acetic anhydride, and diisopropylethylamine

Fig. 6 Synthesis slide holder. The synthesis surface (top of the slide) is fixed in the z direction by
stable metal pillars on the top of the slide and a screw from the bottom fixes this position. The
position in x and y direction is defined by three poles, which allow repetitive manual positioning
with a tolerance below 5 lm

Fig. 7 Complementary metal oxide semiconductor chip surface with highlighted contact
sensors. The sensors are used for fine adjustment and tilting of the printing head. Only when all
three contact sensors have established a circuit is the chip successfully parallelized
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(DMF/Ac2O/DIPEA), which at the same time acetylates (i.e. caps) unreacted
amino groups. Finally, the Fmoc-protecting groups (green triangles) are removed
from the coupled monomers (Fig. 8d), using a solution of 20 % piperidine in
DMF. Hence, new amino groups are presented on the surface for the next coupling
cycle. This procedure is repeated with layers of different particle patterns (Fig. 8e,
f), until the desired combinatorial array is completed. In the end, side-chain pro-
tecting groups are cleaved with trifluoroacetic acid (TFA) (for more details, also
see [2] supplementary information).

The glass slide surface is modified with a 40–50 nm thin copolymer film of
poly(ethylene glycol) methacrylate (PEGMA) and methyl methacrylate (MMA)
with mole fractions of 10 % PEGMA and 90 % MMA [36, 37]. The coating
provides for the functional hydroxyl groups, which were subsequently modified
with three b-alanine residues according to standard protocols to render the amino
groups required for the synthesis [38]. Measurement of the starting density of
amino groups upon Fmoc cleavage resulted in about 1 nmol/cm2.

Using this technique, it is easily possible to generate a variety of biologically or
chemically different molecules, given that the building blocks are compatible with
the synthesis reaction. The maximum achievable peptide length depends on the
amino acid coupling yield, which is about 90 % [27]. Because the signal-to-noise
ratio (peptides to truncated peptides) might become increasingly relevant, we
require a total peptide yield of at least 10 %. Thus, in our case, the maximum
peptide length is about 20 amino acids, with a density of 0.1 nmol/cm2; the rest of
the peptides are truncated.

Fig. 8 Combinatorial synthesis of a peptide array. First, the particles are transferred to a
substrate (a). Each particle type contains a different (amino acid) building block, represented as
colored spheres. Afterwards, the particles are melted and the monomeric building blocks couple
to the surface (b). Then, the melted matrix and uncoupled monomers are washed away (c) and
finally, the protective groups (green triangles) are removed (d). These steps are repeated with
different particle patterns (e, f), until the desired array is completed (from [2])
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3.5 Bioparticle Production

The resolution of peptide arrays produced with particle-based procedures such as
the CMOS chip or the laser printer is, from a practical point of view, only
dependent on mechanical aspects—for example, the size of the used pixel elec-
trodes in the CMOS chip or the adjustment mechanisms in the laser printer.
However, if we theoretically neglect these equipment-specific factors, we reach
another restricting parameter: the particle size. Hence, the array resolution and
precision is also dependent on the particle size and shape.

Previous investigations and comparisons to commercially available toner par-
ticles showed that particle types with a median diameter of 10 lm lead to the best
results in laser printing. For the CMOS chip technique, a smaller particle diameter
is required. Particles of desired size distributions can be produced by grinding and
mechanical winnowing. This procedure leads to particle fractions with a tunable
median diameter between 1 and 10 lm. Bigger particle fractions are used for the
laser printer, whereas finer fractions are applied in the chip approach.

Therefore, to produce high-resolution peptide arrays, it is important to manu-
facture particle batches with median diameters between 1 and 5 lm. Such particle
size distributions could enable the synthesis of arrays with 1 million peptide spots
per cm2.

Experimental particle batches were produced using a milling procedure. The
raw particle material was pulverized in a universal mill (M20, IKA, Staufen,
Germany) and grinded in an air jet mill (50AS, Hosokawa Alpine, Augsburg,
Germany). By fine-tuning the milling parameters, it is possible to achieve the latter
particle size distributions (median diameter in the range of 1–5 lm), even without
winnowing.

A different approach to create microparticles containing amino acids is the use
of a spray drying device (Mini-Spraydryer B-290 in combination with the Inert
Loop B-295 for drying of organic solvents; Büchi, Flawil, Switzerland).

The main advantage of this method is the saving of time. Especially for the
production of novel experimental particle types containing building blocks, which
are yet unverified for synthesis, this method is preferred. Another advantage is the
particle shape: In comparison to the randomly shaped particles received by the
milling approach (Fig. 9, left), the spray-drying device leads to round, almost
uniformly shaped particles (Fig. 9, right).

The crumbly appearance of the particles’ surface originates from hydrophobic
silica nanoparticles, which were added to act as a dispersive medium in order to
prevent agglomeration and improve the flow behavior of the microparticles.

The volume of the organic solvent used to dilute the particle material for the
spray-drying process is an important parameter to control the size of the resulting
particles. The less concentrated the solution, the smaller the particles will be.
When the solution is too concentrated, the particles will become bigger; at a
certain point, they even lose their shape. In Fig. 10, two different examples are
shown: The chaotic particle shape and wide particle-size distribution caused by
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Fig. 9 Comparison of milled and spray-dried particles. The random shape of milled particles
(left) is compared to the round shape (right) of spray-dried particles in a scanning electron
microscope

Fig. 10 Different spray-drying parameters. Scanning electron microscope pictures show the
chaotic particle shape and wide particle-size distribution caused by spray drying a concentrated
solution (left). In comparison, note the very small and almost perfectly round shaped particles
(right) created by using high volumes of solvent for the manufacturing process

Fig. 11 Proof of Biotin coupling using novel Biotin particles. The coupling was verified by
fluorescent staining with Streptavidin Alexa Fluor 546 conjugate
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spray drying a very concentrated solution of particle material (Fig. 10, left) and, in
comparison, the very small and almost perfectly round-shaped particles (Fig. 10,
right) formed by using a higher dilution for the spray-drying process.

Using this technique, it is possible to embed activated nonproteinogenic
monomer building blocks into the particles to make them available for combina-
torial particle-based array synthesis. In this context, we produced an experimental
particle batch containing activated Biotin-OPfp ester. In a simple coupling
experiment on a PEGMA-grafted glass slide functionalized with beta-Alanine, we
could prove the integrity of the incorporated active ester by subsequent fluorescent
staining with Streptavidin Alexa Fluor 546 conjugate (Fig. 11).

4 Results

4.1 Proof of Reproducibility and Flexibility

The first particle printing results with the CMOS chip were obtained with two
commercial laser printer particle types from Xerox (blue and yellow). We tried to
prove the reproducibility of the printing process, even when removing and,
afterwards, remounting the glass slide in the slide holder. Therefore, we first
printed a blue pattern onto the glass slide, then un- and remounted the glass slide
manually. Then, a complementary pattern of yellow particles was deposited on the
chip and afterwards printed onto the glass slide at the former position. The result of
this experiment is shown in Fig. 12: The pattern is clearly visible and the blue and
yellow spots do not overlap. No bias between the two deposited patterns is visible.
Thus, we can expect a good reproducibility of deposition for several printing
layers.

Fig. 12 Proof of printing reproducibility. Xerox (blue and yellow) proof of reproducibility of the
printing process. We first printed a blue pattern onto the glass slide, then un- and remounted the
glass slide manually. Now, a complementary pattern of yellow particles was deposited on the chip
and then printed onto the glass slide. The pattern is clearly visible and the blue and yellow spots
do not overlap
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In another approach, we wanted to show the rapid production and flexibility of
our approach (Fig. 13). Arbitrary images are easily processed into black-and-white
(i.e. on and off) digital patterns of 128 9 128 pixels. Then, the CMOS chip can be
used to develop the corresponding voltage pattern into a particle pattern, which is
afterwards printed onto a slide. The process from particle pattern development
until printing only requires about 20 s, whereas the precise movement of the chip
from the aerosol outlet to the glass slide requires most of this time.

4.2 Proof of Amino Acid Coupling

In a subsequent experiment, we deposited an amino acid particle pattern on the
chip (Fig. 14a) and printed it onto a functionalized glass surface (Fig. 14b).
Finally, we melted the particles (Fig. 14c) to induce the coupling reaction to free
amino groups on the functionalized glass slide, blocked nonreacted free amino
groups with a large excess of acetic anhydride, removed the Fmoc-protecting
groups, and stained the surface coupled amino acids with bromophenol blue
(Fig. 14d).

The experiment shows that the printing pattern has a sufficient particle density
for a successful coupling of amino acids, without causing uncoupled regions.

4.3 Proof-of-Principle Peptide Array Synthesis

After the successful basic printing and coupling experiments, we conducted a
proof-of-principle peptide array synthesis. Therefore, we designed two comple-
mentary patterns and developed them in a two-step synthesis resulting in two
different peptides.

The schematic in Fig. 15 (left) shows the dipeptides, which were synthesized
with the CMOS chip printer: a dipeptide consisting of two consecutive glycines
and a synthetic peptide consisting of alanine and biotin. Thus, in the first layer, we

Fig. 13 Rapid and flexible particle printing approach. An image is easily processed into a pattern
of 128 9 128 pixels. The chip is used to develop the corresponding voltage pattern into a particle
pattern, which is then printed onto a glass slide
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Fig. 14 Proof-of-principle amino acid printing and coupling. Lysine-containing particles were
deposited onto the CMOS chip (a) and transferred onto a glass slide (b). In (c), the pattern is
shown after the melting/coupling process. The final bromophenol blue staining of the amino
groups is shown in (d)

Fig. 15 Peptide synthesis of two different dipeptides and subsequent fluorescent labeling. The
complementary patterns are composed of a dipeptide consisting of two consecutive glycines and a
synthetic peptide consisting of alanine and biotin (left). In the next step (middle), a HA-tag
peptide was coupled from solution to the free N-terminus of glycine. Finally, the fluorescent
staining is performed (right) by incubating the array with an anti-HA antibody conjugated with a
Cy5 fluorophore and a streptavidin conjugated with a Cy3 fluorophore

18 F. F. Loeffler et al.



printed and coupled two complementary patterns of glycine and alanine; in the
second layer, we used glycine and biotin.

In the next step (Fig. 15, middle), a HA-tag peptide (glycine-glycine-glycine-
tyrosine-proline-tyrosine-aspartic acid-valine-proline-aspartic acid-tyrosine-ala-
nine-glycine-glycine-glycine) was coupled from solution to the free N-terminus of
glycine; the biotin does not offer a reactive group for this coupling reaction.
Finally, the fluorescent staining is performed (Fig. 15, right) by incubating the
array with an anti-HA antibody conjugated with Cy5 fluorophore (647 nm) and a
streptavidin conjugated with Cy3 fluorophore (546 nm).

Fig. 16 Detail of the printed complementary pattern of glycine and alanine in the first synthesis
layer on the glass slide. The printing of glycine with subsequent melting is shown (a, b). In a
second experiment, the printing of glycine and afterwards alanine with subsequent melting is
shown (c, d)

Fig. 17 Fluorescent staining
results of the proof-of-
principle peptide array. The
green staining corresponds to
the alanine-biotin spots,
labeled with streptavidin
conjugated with a Cy3
fluorophore (top). The red
staining corresponds to the
di-glycine spots, which were
elongated with an HA peptide
and labeled with anti-HA
antibody conjugated with a
Cy5 fluorophore (bottom)
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In Fig. 16, a detail of the printing pattern of the first synthesis layer is shown:
First, the glycine pattern with subsequent melting is shown (Fig. 16a, b). In a
second experiment, the printing of glycine and afterwards alanine with subsequent
melting was performed (Fig. 16c, d).

The fluorescent staining results of this proof-of-principle experiment are shown
in Fig. 17.

The staining of the green pattern (Fig. 17 top) is homogenous with a few
missing spots owed to a few incorrectly deposited particles. The staining of the red
pattern (Fig. 17 bottom) is rather inhomogenous. We assume that this is a result of
the manual staining procedure, which in this case might have led to contaminations
and inaccurate washing and, thus, to the inhomogenous staining of the pattern.

5 Summary and Outlook

We have developed a particle-based method for the synthesis of molecular arrays
with a CMOS chip printer. The CMOS chip is used to manipulate charged bio-
particles, which serve as vehicles to transfer monomers to synthesis spots. The
chip is the basic element of our method and fulfills the following xerographic
functions: The latent image of electrical fields is generated on its surface. Then,
this image is developed by attracting charged particles with powered electrodes on
the chip. Afterwards, the chip surface serves as a grounded electrode to transfer
particle patterns to the synthesis substrate.

The CMOS chip has 16,384 pixel electrodes on its surface with a spot-to-spot
pitch of 100 lm and, thus, exhibits a density of 10,000 pixels per cm2. It can
switch voltage between 0 and 100 V separately for each electrode, which allows
for arbitrary particle pattern deposition in combinatorial synthesis. We use more
than 20 different very small particle types with diameters less than 5 lm. Hence, a
special aerosol generator was developed, which integrates many different channels
for the different kinds of particles. In comparison to other particle patterning
techniques [39, 40], our method offers a compact approach and a high combina-
torial freedom.

In this chapter, we described two methods of bioparticle production: milling
and spray drying. Polymer particles with embedded amino acid derivates are
produced with these methods and tested in proof-of-principle experiments for
application in high-density peptide array synthesis.

The solid phase synthesis is based on the Fmoc-protecting group strategy. After
melting the particles, embedded monomers diffuse to the surface and participate in
the coupling reaction. Thus, the particle patterns are developed into a molecule
array. In addition, we showed the possibility of synthesizing artificial peptides with
patterning biotin particles in order to couple biotin derivates in high-density array
format.

Further improvements of the CMOS chip printer will comprise the optimization
of surface coating and particle quality reproducibility, which are the critical
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players in biofunctional high-precision particle deposition. However, future
developments should be also devised in the scope of further automation: Robotics
used in ‘‘wet’’ chemical coupling steps will improve the robustness of the pro-
cedure for routine applications. The complete process will be associated with
automatic quality control, as already described for our particle patterning [41].
Successful tackling of all these process steps will finally allow for an automated
routine application of this research tool.

The fabrication of molecule libraries in a microarray format with our method
allows for massively parallel high-throughput assays with frugal consumption of
analyte. Our method offers an unprecedented spot density for in situ combinatorial
arrays; the coupling yield is comparable to standard combinatorial chemistry. We
integrated the artificial amino acid building block biotin into the synthesis; hence,
our method should be easily extendable to D-amino acids, which would make it
valuable for synthetic peptide drug discovery. We propose that this method is
applicable not only in the medical and biological fields of peptide synthesis, but it
also has the potential for a wide application in general combinatorial approaches,
such as peptidomimetics, which can be used in chemical screenings for catalysts or
for new organic electronics. Today’s CMOS technique is mature and advanced,
providing cost-efficient microchips and thus making this process feasible for
biomolecule array production. By means of further miniaturization, the spot count
and density can be easily increased [31], which opens the road to the development
of peptide-based functional modules for diverse applications.
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Protein Engineering as a Tool
for the Development of Novel
Bioproduction Systems

Uwe T. Bornscheuer

Abstract Protein engineering is the most important tool to overcome the limi-
tations of natural enzymes to facilitate their efficient use in biocatalysis, but also in
biotransformations using engineered whole cell systems. In the past decade
numerous novel concepts have been developed to create mutant libraries more
efficiently, taking advantage of improved molecular biology methods and better
expression systems for the target proteins. Most important are sophisticated
designs of mutant libraries guided by bioinformatic tools. These achievements
were complemented with the development of advanced high-throughput screening
or selection methods using, for instance, fluorescence-activated cell sorting
(FACS) or microfluidic systems. The latter are prime examples useful to establish
novel bioproduction systems as cell-free protein biosynthesis allows protein
expression and subsequent sorting of desired enzyme variants with these methods.

Keywords Bioinformatics � Directed evolution � Enantioselectivity � High-
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1 Introduction

For more than a century enzymes have found numerous applications as biocata-
lysts for synthetic organic chemistry due to their high stereoselectivity required for
the creation of chiral compounds. They are also widely used for processes where
mild reaction conditions are important, such as in the conversion of labile com-
pounds, in protection/deprotection steps or where chemo- and regioselectivity are
needed, in laundry applications, or food processing. Also the pretreatment of
renewable resources for the degradation of lignocellulose to make biofuels
recently became important.

Traditionally, only wildtype enzymes for single-step biocatalysis or microor-
ganisms for whole cell biotransformations were used, but the advent of recom-
binant DNA technology enabled the cloning and functional expression of the
enzyme of interest. Nowadays, complete pathways in microorganisms can be
altered and this area is called metabolic engineering and/or synthetic biology.

Natural (wildtype) enzymes have evolved in nature to solve a distinct task in the
host organism, which usually means that they have a specific substrate range and
selectivity and are active under reaction conditions determined by the host envi-
ronment. Substrate concentrations are usually very low (in the lM range) and pH-
and temperature regions are rather narrow. Intracellular enzymes are often highly
specific and intensively regulated by, for example, feedback inhibition whereas
extracellular enzymes typically are more stable and show a broader substrate scope
as their main task is the degradation of nutrients for the host (i.e., lipases split
triglycerides to provide fatty acids, amylases degrade carbohydrate polymers to
provide sugars).
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Efficient application of enzymes in biocatalysis and biotransformations on an
industrial scale requires substantial improvements of wildtype enzymes to make
them robust. Typical goals of protein engineering are therefore improved substrate
specificity (narrow or broader substrate scope depending on the application, altered
regio- and stereoselectivity, increased reaction rate, elimination of substrate/
product inhibition), and better tolerance to reaction conditions (pH, heat, solvents,
reactive components, high substrate concentrations in the molar range). In addi-
tion, protein engineering can help to improve efficient protein manufacturing by
improving expression and folding of active protein, to simplify purification and to
achieve better storage stability. Furthermore, protein engineering is an important
tool to investigate evolutionary relationships of proteins within a superfamily, to
study its reaction mechanism, but also catalytic promiscuity.

Successful protein engineering for industrial applications should target these
various properties simultaneously keeping in mind that changing one property (i.e.,
substrate scope) can also affect other properties (e.g., expression, stability). For
instance, in one of our projects, we identified a highly enantioselective esterase
variant obtained by directed evolution bearing three amino acid substitutions [1].
Unfortunately, although E. coli produced high amounts of the soluble wildtype
esterase, only small amounts of the triple mutant were produced, most of it in an
unfolded insoluble form. Back mutations identified a double mutant that was both
highly enantioselective and efficiently produced in soluble form.

Modern tools developed for protein engineering helped to solve various issues
related to the application of enzymes, which has been summarized in our recent
review [2] stating that ‘‘in the past, an enzyme-based process was designed around
the limitations of the enzyme; today, the enzyme is engineered to fit the process
specifications.’’

In this contribution first some basic concepts for protein engineering are briefly
given together with some selected examples. Finally, its potential for novel bio-
production systems is elucidated. Readers are referred to a broad number of books,
book chapters, and review articles for a broader coverage of protein engineering
[2–12].

2 Basic Strategies in Protein Engineering

Protein engineering usually follows two major concepts: rational design or
directed (molecular) evolution [5, 6, 12] (Fig. 1).

Rational protein design requires the 3D-structure of a protein or at least a good
homology model. A high-resolution structure of an enzyme is usually determined
by x-ray crystallography and is deposited at the Brookhaven protein database
(www.pdb.org). Preferentially, the structure also contains a substrate (or substrate
analogue) bound to the active site as this provides detailed information about the
residues involved in substrate binding and pockets binding substrate substituents.
A model of the protein structure can be generated automatically based on a known

Protein Engineering as a Tool 27

http://www.pdb.org


homologous x-ray structure (e.g., by Phyre [13] or Robetta [14]). More recently, a
method was proposed to predict a protein structure from evolutionary and
sequence variations [15]. These structures then serve as a basis to perform
molecular modeling for the identification of key residues to be changed in order to
improve the protein in the desired direction. Once amino acid residues are iden-
tified from a structural analysis these are introduced into the protein on the gene
level by site-directed mutagenesis and after production of the mutant it can be
analyzed for altered function. The success of this approach largely depends on the
information available and the modeling approach used. For instance, if the sub-
strate scope or stereoselectivity of the enzyme should be altered, a simple
homology model without detailed knowledge about the binding pockets and active
site region will barely enable correct predictions. If, however, a 3D-structure with
a bound transition state analogue is available, then modern modeling software
should allow a rather reliable prediction, which amino acids should be changed.
Software for molecular modeling now runs on standard personal computers and is

Fig. 1 Overview of protein engineering strategies
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rather easy to use (e.g., Yasara; [16]), tools for sequence comparison (e.g.,
BLAST, http://blast.ncbi.nlm.nih.gov/Blast.cgi [17]) and alignment (e.g., Clu-
stalW: http://www.ebi.ac.uk/Tools/msa/clustalw2/ [18, 19]) enable quick identifi-
cation of novel sequences and conserved motifs. The most sophisticated rational
protein design uses QM/MM (quantum mechanical/molecular mechanics) simu-
lations, but this requires extended skills and large computational resources.

In contrast, directed evolution only requires a functional expression of the gene
to produce the protein of interest. The protein-encoding gene is then subjected to
random mutagenesis (e.g., by error-prone PCR) or gene shuffling resulting in very
large mutant libraries. These are then either screened for the desired property—
usually 103–104 variants in the microtiter plate format—or subjected to selection
methods (e.g., by complementation of pathways in the host organism, but also
FACS or microfluidic systems can be used; see Sects. 3.1 and 3.2). Best hits are
usually subjected to further rounds of directed evolution until the protein shows the
desired properties. Finally, the position and type of amino acid substitutions are
determined and the enzyme is biochemically characterized in detail. Often back
mutations or combinations are performed to further improve the enzyme or elu-
cidate the specific influence of a given amino acid substitution. Many detailed
protocols for directed evolution are available, including several books [20–23] and
reviews [3, 9, 24–26].

Both strategies have their advantages and limitations: rational protein design
depends on the availability of the protein 3D structure and sufficient knowledge of
the contribution of residues to enzyme properties whereas directed evolution
strongly depends on suitable mutagenesis methods and high-throughput screening
or selection methods to identify the desired variants in a fast and reliable manner.
More recently, researchers combined both methods and dubbed this focused
directed evolution or semi-rational design. Thus, information available from
related protein structures, families and mutants already identified, is combined and
then used for targeted randomization of certain areas of the protein [8]; see below.

One challenge in directed evolution experiments is the coverage of a suffi-
ciently large sequence space: the creation and analysis of as many variants as
possible. When considering a protein (enzyme) consisting of 200 amino acids, the
number of possible variants of a protein by introduction of M substitutions in
N amino acids can be calculated from the formula 19M[N!/(N – M)!M!] (from the
20 proteinogenic amino acids, one is already present in the wildtype enzyme;
therefore the value 19). Thus, for two random mutations already more than seven
million variants are possible; with three or more substitutions, the creation and
screening of a library becomes very challenging.

2.1 Methods for the Creation of Mutant Libraries

The still most often used method for the creation of libraries is the error-prone
PCR in which conditions are used that lead to the introduction of approximately
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1–10 nucleotide mutations per 1,000 base pairs [27]. This is achieved by changing
the reaction conditions, that is, to use Mn2+ salts instead of Mg2+ salts (the
polymerase is magnesium-dependent), the use of Taq polymerase from Ther-
momyces aquaticus, and variations in the concentrations of the four desoxynu-
cleotides (dNTPs). It should be noted, that due to the biased exchange of
nucleotides and the degenerate genetic code, only an average of 6 of all possible
19 amino acid substitutions are accessible by this method. This can be overcome
by the use of an optimized polymerase such as Mutazyme from Stratagene.
Another approach utilizes mutator strains, for example, the E. coli derivative
Epicurian coli XL1-Red, which lacks DNA repair mechanisms [28]. The intro-
duction of a plasmid bearing the gene encoding the protein of interest leads to
mutations during replication. Both methods introduce point mutations, and several
iterative mutation rounds followed by identification of best variants are usually
required to obtain a biocatalyst with the desired properties.

Alternatively, methods of recombination (also referred to as sexual mutagen-
esis) can be used. The first example was the DNA (or gene-) shuffling developed
by Stemmer, in which DNAse degrades the gene followed by recombination of the
fragments using PCR with and without primers [29, 30]. This process mimics
natural recombination and has been proven in various examples as a very effective
tool to create desired enzymes. Later this method was further refined and termed
‘‘DNA family shuffling’’ or ‘‘molecular breeding,’’ enabling the creation of chi-
meric libraries from a family of genes.

The Arnold laboratory developed two variations of DNA shuffling: The stag-
gered extension process (StEP) is based on a modified PCR protocol using a set of
primers and short reaction times for annealing and polymerization. Truncated
oligomers dissociate from the template and anneal randomly to different templates
leading to recombination. Several repetitions allow the formation of full-length
genes [31]. Many other methods are covered in the reviews and books cited above.

In the past few years researchers started to combine rational protein design and
random mutagenesis. The major advantage is that if one knows that certain
enzyme regions are linked to a desired property without a hint as to which specific
amino acid substitution is the best, randomizing only a few amino acids can
drastically reduce the screening effort. For instance, randomization of three
positions corresponds to 203 = 8,000 combinations. Keeping in mind the degen-
erate genetic code, about 100,000 variants need to be screened to cover all of the
combinations. Although this number is still very high, it is substantially smaller
than the sequence space to be covered in standard error-prone PCR libraries.
Furthermore, the number of mutants can be further reduced by using the NDT
codon (encoding only 12 of the 20 proteinogenic amino acids, but all types of
amino acids). Another concept is the combinatorial active-site saturation test
(CAST). For this, a small set of amino acids in the vicinity of the active site is
chosen and mutated randomly followed by screening for best hits. One single
CAST approach can result in an impressive enhancement of enzyme features as
demonstrated for an epoxide hydrolase [32, 33]. ISM, iterative saturation muta-
genesis, introduces an evolutionary factor into the CASTing strategy. In one
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example, the best variants from a first CASTing round served as templates for the
next round. Bearing in mind that mutations can have additive or cooperative
effects, the order of positions to be mutated and screened might be crucial, leading
to different pathways. Following all pathways is work intensive, as each step in a
pathway includes a whole library that needs to be screened [34]. Reetz and
coworkers have shown that only 8 paths increased the enantioselectivity of an
epoxide hydrolase. ISM was also successfully used to improve the thermoactivity
(from 45 to 93 �C) [35] and organic solvent stability of a lipase drastically from
Bacillus subtilis [36]. These and further examples are nicely summarized in recent
reviews by Reetz [9, 37, 38].

A bioinformatics-based approach is the ProSAR-strategy (protein sequence
activity relationships) developed by Fox et al. [39]. This was used to guide the
design of a halohydrin dehalogenase by data obtained from different protein
engineering approaches (rational design, random mutagenesis, gene shuffling,
saturation mutagenesis), sorting the single mutations into beneficial, neutral, and
deleterious ones and keeping only the beneficial mutations for further rounds of
mutagenesis. The best halohydrin dehalogenase contained 35 amino acid substi-
tutions leading to a 4,000-fold increased volumetric productivity in the synthesis
of a Lipitor (Atorvastatin) side chain [39]. In my group we have used the software
3DM to guide protein engineering of enzymes from the a/b-hydrolase enzyme
superfamily [40, 41] and this served as basis to create ‘‘small, but smart’’ libraries.
The 3DM allows the design of mutant libraries in a manner so that only amino
acids frequently occurring at a given position are covered. This concept enabled us
to improve the enantioselectivity (EMutant = 80, EWT = 3.2) of an esterase from
Pseudomonas fluorescens (PFE) by mutating only four residues near the active
site. Also activity was improved 240-fold [42]. The same approach was used to
improve the thermostability of PFE by 8 �C [43].

2.2 Assay Systems

The major challenge in directed evolution is the identification of desired variants
within the mutant libraries. Suitable assay methods should enable a fast, very
accurate and targeted identification of desired biocatalysts out of libraries com-
prising usually 103–106 mutants. In principle, two different approaches can be
applied, namely screening or selection.

Selection-based systems have been used traditionally to enrich certain micro-
organisms. For in vitro evolution, selection methods are less frequently used as
they usually can only be applied to enzymatic reactions that occur in the metab-
olism of the host strain. On the other hand, selection-based systems allow a
considerably higher throughput compared to screening systems (see below). Often,
selection is performed as a complementation: an essential metabolite is produced
only by a mutated enzyme variant. For instance, a growth assay was used to
identify monomeric chorismate mutases. Libraries were screened using media
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lacking L-tyrosine and L-phenylalanine [44]. In a similar manner, complementation
of biochemical pathways has also been used to identify mutants of an enzyme
involved in tryptophan biosynthesis. HisA and TrpF (isomerases involved in the
biosynthesis of histidine and tryptophan, respectively) have a similar tertiary
structure, and the aminoaldose substrates used are very similar except for a dif-
ferent residue at the amino functionality. Using random mutagenesis and selection
by complementation on media lacking tryptophan, several HisA variants that
catalyze the TrpF reaction both in vivo and in vitro were identified [45]. One of
these variants also retained significant HisA activity.

Stemmer’s group subjected four genes of cephalosporinases (enzyme causing
antibiotic resistance by hydrolysis of cephalosporins) from Enterobacter, Yersinia,
Citrobacter, and Klebsiella species to error-prone PCR or DNA-shuffling.
Libraries from four generations (a total of 50,000 colonies) were assayed by
selection on agar plates with increasing concentrations of Moxalactam (a b-lactam
antibiotic). Only those clones could survive that were able to hydrolyze the b-
lactam antibiotic. The best variants from error-prone PCR gave only an eightfold
increased activity, but the best chimeras from multiple gene-shuffling showed
270–540-fold resistance to Moxalactame [46]. Sequencing of a mutant revealed
low homology compared to the parental genes and a total of 33 amino acid
substitutions and seven crossovers were found. These changes would have been
rather impossible to achieve using error-prone PCR and single-gene shuffling only;
thus, these investigations demonstrated the power of DNA-shuffling.

Mutants of an esterase from Pseudomonas fluorescens (PFE) produced by
directed evolution using the mutator strain Epicurian coli XL1-Red were assayed
for altered substrate specificity using a selection procedure [28]. The key to the
identification of improved variants acting on a sterically hindered 3-hydroxy
ester—which was not hydrolyzed by the wild-type esterase—was an agar plate
assay system based on pH-indicators, thus leading to a change in color upon
hydrolysis of the ethyl ester. Parallel assaying of replica-plated colonies on agar
plates supplemented with the glycerol derivative of the 3-hydroxy ester was used
to refine the identification, because only E. coli colonies producing active esterases
had access to the carbon source glycerol, thus leading to enhanced growth and, in
turn, larger colonies. By this strategy, a double mutant was identified that effi-
ciently catalyzed hydrolysis.

Screening-based systems (not to be confused with the use of the term
‘‘screening’’ for the identification of microorganisms) are much more frequently
used. Due to the very high number of variants generated by directed evolution,
common analytical tools such as gas chromatography and HPLC are less useful, as
they are usually too time consuming. High-throughput GC–MS or NMR tech-
niques have also been described, but these require the availability of rather
expensive equipment and, in the case of screening for enantioselective biocata-
lysts, the use of deuterated substrates. Phage display, ribosome display, and flu-
orescense-activated cell sorting (FACS) are the methods of choice to screen very
large mutant libraries containing on the order of [106 variants [47–49], but they
are not generally applicable. Examples for the use of FACS are given in Sect. 3.2.

32 U. T. Bornscheuer



The most frequently used methods are based on photometric and fluorimetric
assays performed in microtiter plate (MTP)-based formats in combination with
high-throughput robot assistance. These allow a rather accurate screening of
several tens of thousands of variants within a reasonable time, and provide
information about the enzymes investigated, notably their activity, by determining
initial rates or endpoints and their stereoselectivity by using both enantiomers of
the compound of interest. One versatile example is the use of umbelliferone
derivatives. Esters or amides of umbelliferone are rather unstable, especially at
extreme pH and at elevated temperatures, but these ether derivatives are very
stable as the fluorophore is linked to the substrate via an ether bond. Only after the
enzymatic reaction and treatment with sodium periodate and bovine serum albu-
min (BSA), is the fluorophore released [50]. A few other techniques are outlined in
Sects. 3.1 and 3.2. Three recent extensive reviews cover the use of protein engi-
neering methods to obtain better enzymes for organic synthesis [7–9].

3 Cell-Free Protein Expression

Protein engineering is commonly based on the use of a microorganism (Esche-
richia coli in most cases) to create the mutant library. This, however, can be
encountered with disadvantages. Even if the enzyme of interest is functionally
expressed without formation of inclusion bodies, the presence of many other
enzymes in the host cell can lead to substantial background activities affecting the
assay to identify the desired mutants, undesired side reactions can occur, or the
amount of the recombinant enzyme is too low to measure the activity over the
background. Also it can be laborious to prepare samples for the measurement as
steps such as cell disruption, centrifugation, and transfer of cell lysate to an assay
plate are required. Furthermore, if the protein of interest is toxic to the host, then
this approach will not be applicable.

Consequently, researchers developed alternatives such as display of the mutant
library on the cell surface [51–53], which could be successfully established for
E. coli and Saccharomyces cerevisiae. With this surface display, for instance,
enantioselective variants of an esterase could be identified [54, 55]. A more widely
used method is cell free protein expression. This is based on in vitro transcription
and translation (IVTT) of a DNA (or RNA) template using extracts from E. coli or
wheat germ containing all components necessary for protein biosynthesis [56].
IVTT is nowadays a well-established method: several systems are commercially
available, it permits the direct use of PCR templates of mutant libraries, and the
protein of interest is produced in reasonable amounts and at high purity. Thus
IVTT can help to overcome the issues mentioned above for whole cell expression.
Furthermore, a direct linkage between genotype and phenotype can be established
facilitating the identification of the encoding gene once the desired enzyme variant
has been found in an assay. More details about IVTT can be found elsewhere in
this issue (see Cell-Free Systems: Functional Modules for Synthetic and
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Chemical Biology). IVTT also turned out to be a very useful concept for protein
engineering where in vitro compartmentalization (IVC) or microfluidic systems
are used for library production and screening of desired variants.

3.1 In Vitro Compartmentalization

In vitro compartmentalization (IVC) allows the physical separation of each
enzyme variant in a protein-engineering experiment. In contrast to standard
screening methods (see Sect. 2.2) where mutant libraries are transferred to
microtiter plates to enable separate measurement of each variant, in IVC either
whole cells or single proteins from IVTT productions are separated. Initially IVC
was developed using E. coli by creating water-in-oil emulsions of tiny droplets
containing statistically a single E. coli cell, each expressing a different enzyme
variant. These droplets can have volumes in the femtoliter range and diameters
around 1 lm. A 1 ml E. coli culture can contain [ 108 cells and it was shown that
IVC allows [1010 droplets in 1 ml of emulsion, the equivalent of [100,000
microtiter plates. Later, the same principle was transferred to IVTT systems in
which the components needed for protein expression, the template gene, and a
substrate are encapsulated in the emulsified droplets (Fig. 2) [47, 57]. Combined
with the relative ease of preparation, high stability over a broad range of tem-
perature, pH, and salt concentrations, IVC represents a useful tool especially for
miniaturization and parallelization of enzymatic reactions. However, IVC also has
disadvantages. First, the amount of active protein produced per droplet is very
small and hence the detection limit for the enzymatic activity can be too low to be
measured properly. Second, the substrate must be entrapped in the droplets
(independent whether an E. coli cell or IVTT are used for protein expression)
when the emulsion is prepared. If the substrate is unstable over a longer period of
incubation time, then the activity measurement may give misleading results. Third,
a fluorescent product is usually formed to overcome the issues with the detection
limit and to enable identification of desired proteins with a fluorescence-activated
cell sorter (FACS). Substrate and product differ substantially, however, from the
structure of the real target molecule and thus the risk is high that mutants are
identified, which show optimal activity or selectivity for the surrogate substrate,
but do not show identical properties towards the real substrate of interest in
accordance to the first law of directed evolution ‘‘You get what you screen for.’’
Finally, the IVC approach only allows endpoint measurements, but barely the
determination of enzyme kinetics. This becomes very important, if the wildtype
enzyme already shows activity for the substrate used and variants are searched for
with improved activity increasing the risk for false-positive results.
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3.2 Microfluidic Systems

Microfluidic systems have recently also become important for protein engineering.
This tool allows the creation of microdroplets in a controlled and sophisticated
manner. For instance, aqueous microdroplets can be formed at a rate of up to
10,000 per second to form a monodisperse single emulsion or double emulsion.

Fig. 2 Principle of compartmentalization for the selection of mutant enzymes. A gene library is
either transformed into a bacterium (1) or subjected to IVTT in water-in-oil emulsions in the
presence of the substrate (2). In the next step, water-in-oil-in-water emulsions are prepared (3).
Enzyme variants produced in each of these compartmentalized systems convert the substrate into
a fluorescent product (4). Finally, these droplets are then analyzed by FACS. Droplets containing
the desired product are sorted out maintaining the physical linkage between phenotype and
genotype. The nucleotide and protein sequence of the mutant can then be determined and the
protein produced on a larger scale to perform proper biochemical characterization (reproduced
from Ref. [57] with permission from Elsevier)
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Major advantages are that systems can be designed to fuse droplets, allowing the
addition of substrate from one droplet to another droplet containing the protein of
interest, then subdividing them, incubating them in delay lines to prolong enzy-
matic reaction times, and they can be sorted, for example, by FADS, dielectro-
phoresis, or electrocoalesence (Fig. 3). Thus, microfluidic systems can overcome
some limitations of IVC while keeping its advantages.

The application of microfluidic systems for protein engineering has been suc-
cessfully demonstrated for the directed evolution of horseradish peroxidase (HRP)
[58]. Mutant libraries created by error-prone PCR were expressed on the surface of
the yeast S. cerevisiae EBY100, encapsulated, and subjected to the microfluidic
device. Analysis of an initial population of *107 cells by fluorescence measure-
ment allowed sorting the brightest droplets. Biochemical characterization revealed
that after a second round of sorting, variants of HRP could be identified as being 10
times faster than the wildtype with activities close to the diffusion limit. The entire
screening took less than 10 h using \150 ll total reagent volume. This without
doubt represents a dramatic reduction of costs and time compared to standard robotic
systems. In another example, a microfluidic workflow was developed in which
cytoplasmatic protein expression in E. coli, cell lysis, and reaction progress by
fluorescent measurement could be established at the picoliter droplet scale using
water-in-oil-droplets. This system could be used to identify arylsulfatase variants
with significantly improved activity and expression levels [58]. More recently, the

Fig. 3 Formation and manipulation of microdroplets in microfluidic systems (reproduced from
Ref. [57] with permission from Elsevier)
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Griffiths group could demonstrate that the microfluidic system can also be combined
with IVTT [59]. Here single genes were compartmentalized in aqueous droplets,
dispersed in an inert carrier oil, and amplified by PCR. The droplets containing
30,000 copies of each gene were then fused with droplets containing the IVTT
ingredients and the substrate for the fluorogenic assay. With this concept, the authors
were able to separate mixtures of lacZ genes encoding an active b-galactosidase
from lacZmut genes encoding an inactive variant at an impressive speed of 2,000
droplets per second.

4 Conclusions

The methods and examples covered in this short contribution should demonstrate
that protein engineering has reached a mature level to improve properties of the
enzyme of interest in a rather straightforward manner. Researchers now can
choose from a variety of concepts for the creation and design of mutant libraries.
Furthermore, the recently developed tools for in vitro transcription and translation
in combination with in vitro compartmentalization now enable searching within
very large libraries ([106 members) using either FACS or microfluidic systems to
find the improved variants. This can lead to a substantial reduction in costs and
labor to solve a given protein engineering problem and might become competitive
to rather classical systems where high-throughput screening is performed in
microtiter plates.
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Compartmentalization and Metabolic
Channeling for Multienzymatic
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and Modeling Approaches

U. Jandt, C. You, Y. H.-P. Zhang and A.-P. Zeng

Abstract The construction of efficient enzyme complexes for multienzymatic
biosynthesis is of increasing interest in order to achieve maximum yield and to
minimize the interference due to shortcomings that are typical for straightforward
one-pot multienzyme catalysis. These include product or intermediate feedback
inhibition, degeneration, and diffusive losses of reaction intermediates, con-
sumption of co-factors, and others. The main mechanisms in nature to tackle these
effects in transient or stable protein associations are the formation of metabolic
channeling and microcompartments, processes that are desirable also for mult-
ienzymatic biosynthesis in vitro. This chapter provides an overview over two main
aspects. First, numerous recent strategies for establishing compartmentalized
multienzyme associations and constructed synthetic enzyme complexes are
reviewed. Second, the computational methods at hand to investigate and optimize
such associations systematically, especially with focus on large multienzyme
complexes and metabolic channeling, are discussed. Perspectives on future studies
of multienzymatic biosynthesis concerning compartmentalization and metabolic
channeling are presented.
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1 Introduction

Multienzymatic biosynthesis or biotransformation refers to the use of several
enzymes and co-enzymes to carry out chemical reactions in a cascade for the
production of a desired compound. For in vitro reaction cascades, this mostly leads
to typical shortcomings such as product or intermediate feedback inhibition, dif-
fusive losses, consumption of co-factors, and others. On the other hand, such
cascade enzyme biosynthesis featuring substrate channeling is ubiquitous inside
living cells. Cells face many challenges including rate-limited enzymes, compet-
ing metabolic reactions, and labile or toxic intermediates in enzymatic biotrans-
formation (Fig. 1) [174, 175]. For example, some enzymes, such as aldolase
(ALD, EC 4.1.2.13) in the glycolysis and gluconeogenesis pathways, suffer from
slow turnover, which may result in metabolic flux disequilibrium or rate-limited
steps in pathways [35, 36]. Some metabolites can participate in many pathways,
leading to their reduced availability for the desired pathway. An example of this is
dihydroxy-acetone phosphate (DHAP), an intermediate that is involved in the
glycolysis metabolic pathway and the Calvin cycle, and DHAP is also extremely
unstable [151].

To deal with these challenges, nature has evolved two main strategies. One is
compartmentalization which is the physical separation of biological reactions to
bring the cascade enzymes close to each other. Examples of compartmentalization
include membrane-bound organelles and bacterial microcompartments [35, 36].
Membrane-bound organelles are common in eukaryotes, such as peroxisomes,
which encapsulate reactions that generate or consume the toxic hydrogen peroxide
in oxidative reactions [64]. One of the examples of bacterial microcompartments is
carboxysome (Fig. 1a), which encapsulates RuBisCO and carbonic anhydrase
(CA) to accelerate the reaction rate by providing a high local concentration of
carbon dioxide to the enzyme ([21]; Yeates et al. 2008). The membranes of
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organelles and protein shells of bacterial microcompartments can also protect the
cell from toxic intermediates [124, 136]. Another way is the formation of meta-
bolic channeling in enzyme complexes, which link cascade enzymes together.
Such enzyme complexes found in nature include tryptophan synthase [52], poly-
ketide synthase [159], the family of 2-oxoacid dehydrogenase complexes such as
the pyruvate dehydrogenase complex (PDC; [123, 162]) or ketoglutarate dehy-
drogenase complex (OGDC; [107]), and cellulosomes [13, 14, 48]. A typical
example is tryptophan synthase (Fig. 2b), a two-enzyme complex that catalyzes
the last two reactions in the biosynthesis of L-tryptophan [52]. The reactive
intermediate of insole is channeled from the active site of the a enzyme to
the active site of the b enzyme without being released into the surrounding
environment.

Enzyme cascades in living cells, cell compartments, and also organisms as seen
in nature rely upon a well-orchestrated regulation machinery that features infor-
mation, energy, and mass transfer at very different time and size scales. These
include information dissipation within enzymes, local diffusion of small messenger
molecules, and metabolic channeling within temporary or permanently formed
enzyme complexes and nanocompartments. The exploitation of many of these
evolutionarily developed features for technical application drives the need for a
deeper mechanistic understanding of these interactions and thus the development
of multiscaled modeling methods [119, 129]. In practice, biologists have devised
many nature-inspired synthetic systems to mimic cellular compartmentalization
and enzyme complex systems featuring substrate channeling. The key point of
these systems is to bring the cascade enzymes spatially close, resulting in an
increased reaction rate and reduced diffusion of intermediates to the surrounding
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Fig. 1 The scheme of multienzymatic biotransformation and challenges. S substrate, I-1, I-2, I-3,
I-10, intermediates, P product, SP side product, E enzyme
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environments. Many of these systems are basis technologies for multienzymatic
biotransformation to increase the production of industrially and commercially
important chemicals [95, 138, 173].

In this chapter, we describe molecular principles and recently attempted strat-
egies to build multienzymatic compartments and multienzyme complexes,
including enzyme encapsulation, fusion proteins, co-immobilization, and protein/
nuclear acid scaffolds [4]. For a more technologically oriented review of some of
these strategies the reader is referred to the chapter of Ardao and colleagues [4] in
this volume. Furthermore, the latest advances of modeling large multienzyme
ensembles and complexes, such as directed metabolic channeling, self-assembly,
and information transfer, are addressed and discussed. Also we provide perspec-
tives on multienzymatic biosynthesis concerning compartmentalization and syn-
thetic enzyme complexes (metabolons).

2 Practical Strategies

Inspired by natural bacterial microcompartments [84], microcompartments have
been heterologously expressed and could be used to encapsulate foreign pathways,
including enzymes and substrates (Fig. 2a). Carboxysomes from cyanobacteria
were heterologously expressed in Escherichia coli, and the encapsulated RuBisCO

(b) Tryptophan synthase   

(a) Carboxysome 

α β

RuBisCO

CA

Protein
shell 

Fig. 2 Nature
compartmentalizes enzyme
cascade reactions via
membrane-bound organelle
(Carboxysome) (a) and
enzyme complexes
(Tryptophan synthase) (b)
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in purified synthetic carboxysomes was still capable of fixing carbon dioxide
in vitro [21]. The ethanolamine utilization (Eut) and 1,2-propanediol utilization
(Pdu) microcompartment from Salmonella have also been expressed in E. coli [41,
122]. These heterologously expressed microcompartments have the potential to
increase the metabolic flux in enzymatic biosynthesis to the desired product,
making this method a useful tool for biotransformation. Another compartmental-
ization strategy utilizes naturally existing membrane-bound organelles. The
advantages of using membrane-bound organelles is that the localization mecha-
nisms are well studied [147] and they allow us to engineer some model micro-
organisms such as E. coli and yeast. For example, a methyl halide transferase was
introduced into yeast vacuoles, resulting in the increase of methyl iodide pro-
duction [16]. The introduction of terpenoid production pathway components to the
mitochondria significantly increased product yield [57] (Fig. 3).

Another encapsulation device was recently introduced using a lumazine syn-
thase capsid [168]. Native lumazine synthase, an enzyme catalyzing riboflavin
synthesis, does not encapsulate any other enzymes. However, directed evolution
was used to engineer electrostatic interactions between this capsid and encapsu-
lated proteins, rendering this capsid the ability to capsulate a toxic enzyme, HIV
protease. The ability to insulate toxic compounds from the cell by using a
designable compartmentalization system could be very important for living-cell
biotransformation.

(b) Fusion enzyme

(d) enzyme coimmobilization(c) enzyme complex through scaffold

(a) enzyme encapsulation

E1

E2

Dockerins 

Cohesins

E3

linker

Fig. 3 Strategy for compartmentalization of cascade enzymes: enzyme encapsulation by
membrane or protein shell (a), a fusion protein of multiple functions (b), an enzyme complex
through the interaction with the scaffold (c), co-immobilization of several enzymes (d)
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There are many challenges, such as targeting of more foreign enzymes to
microcompartments, and controlling the architecture of artificial microcompart-
ments and stoichiometries of encapsulated enzymes before heterologously
expressed microcompartments can be used for multienzymatic biosynthesis.
Another problem is the limited knowledge of the mechanism of substrate transport
and secretion of final products across the microcompartment shell [90]. A better
understanding of these factors and studies in natural compartmentalization systems
may help develop better synthetic microcompartments [35, 36].

2.1 Fusion Proteins

The fusion of multiple proteins together is the creation of chimeric proteins, in
which two or more cascade enzymes are combined by a linker to form a multi-
functional single polypeptide (Fig. 2b) [43, 174]. For example, Bulow et al.
constructed a bifunctional enzyme containing cascade reactions mediated by
E. coli b-galactosidase (LacZ) and galactokinase (GalK) [27]. The resulting fusion
protein displayed the enzymatic activity of both gene products. Later, the same
group produced another fusion protein containing LacZ and galactose dehydro-
genase from Pseudomonas fluorescens for the sequential hydrolysis of lactose
followed by the oxidation of the galactose, forming the corresponding lactone.
This synthetic fusion enzyme displayed kinetic advantages (1.5 to 2.4-fold) over
free enzyme mixtures. Such enhancement increased when lactose concentration
decreased [97]. This suggests that the proximity conferred by the artificial fusion
can enable some amount of synergistic action of the cascade reaction. Such effect
has also been revealed in other fusion enzymatic systems [104, 120, 132,
142, 145].

The construction of multifunctional fusion proteins has been proposed to have a
potential application in industrial production because it may be beneficial in
directing metabolic flux to a preferred pathway [28]. Two genes encoding glycerol
3-phosphate dehydrogenase and glycerol 3-phosphatase were reported to be
spontaneously fused into an open reading frame encoding a bifunctional enzyme
with a 4-AA linker by removing a small C-terminal fragment of glycerol-3-
phosphate dehydrogenase [109]. The high efficiency of this fusion protein enables
partial glycerol 3-phosphate channeling between two active sites, resulting in
higher glycerol yields. By utilizing a chemostat, the evolved E. coli strains that
have a spontaneous mutation of this fusion enzyme can produce glycerol from
glucose in high yield, concentration, and productivity. The effects of different
linker lengths (e.g., 2, 14, 24, 46, and 104 amino acids) of a fusion of hydrogenase
and ferredoxin for hydrogen production were tested by Silver and her coworkers
[2]. They found that the optimal linker length was 14 amino acids in vivo with an
enhanced factor of more than four and no substrate channeling was observed by
in vitro tests.
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Although building fusion protein is a very simple way to build an enzyme
complex [77], the misfolding of large multidomain proteins often happens in hosts
[34, 117], resulting in large uncertainty regarding this strategy.

2.2 Building Enzyme Complexes Using Protein Scaffolds

Inspired by extracellular hydrolase enzyme complexes, cellulosomes [15, 49, 146,
170, 171], a synthetic scaffold containing different cohesins from different
microorganisms was first used for the assembly of cascade metabolic enzymes
(Fig. 2c) [169]. Triosephosphate isomerase (TIM), ALD, and fructose 1,6-bis-
phosphatase (FBP) were engineered to have a dockerin at their C-terminals. These
three dockerin-containing enzymes can be self-assembled into a static trifunctional
enzyme complex through interaction with a miniscaffold protein consisting of
three different matching cohesins. The formation of this three-enzyme complex
was validated by the result of native PAGE. The particle size of this synthetic
enzyme complex was increased approximately fivefold relative to the scaffold only
(the particle sizes were estimated by their Zeta potentials with the Malvern
Zetasizer Nano ZS system). Such an enzyme complex features substrate channeling
because of the spatial proximity of the cascade enzymes [174]. The synthetic
metabolon showed more than one order of magnitude enhancements on reaction
rates compared to the noncomplexed TIM, ALD, and FBP mixture. This result
suggests that using cohesins and dockerins from cellulosomes would be a powerful
tool for building an enzyme complex for multienzymatic biotransformation.

Other protein scaffolds from metazoan signaling proteins have been tested for
synthetic metabolons for enhancing product titers [51]. The mevalonate pathway
suffers from a toxic intermediate and flux imbalance due to unmatched enzyme
activities in the pathway. The best-designed synthetic scaffoldin increased product
yields 77-fold [51]. The enzymes responsible for the synthesis of the glucaric acid
pathway were scaffolded in the same way, resulting in fivefold enhancement in the
product titer [114]. Another pathway is the biological hydrogen pathway con-
taining [Fe–Fe]-hydrogenase, ferredoxin, and pyruvate–ferredoxin oxidoreductase
(PFOR), which suffers from competing reactions. The synthetic enzymatic path-
way containing a protein scaffold, hydrogenase, and PFOR has an approximately
fivefold reaction rate enhancement [2].

The degree of enhancement in product yield or reaction rate is believed to be
related to enzyme/enzyme ratios, their orientation, and scaffold stoichiometry.
However, there is no clear rule to estimate it before testing. Increasing the number
of the interaction domain in the scaffold for rate-limited enzymes can dramatically
increase the product titers [51]. Via it, optimized stoichiometries and geometries
of synthetic protein scaffolds may make multienzyme biotransformation more
effective.
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Understanding the structure of enzyme complexes may help elucidate the
mechanism pertaining to substrate channeling among enzyme cascades. It has been
hypothesized that they may form higher-order complexes due to enzyme oligo-
merization [94]. For example, in the synthetic TIM, ALD, and FBP enzyme
complex, it is known that only dimeric TIM is active [101]; all monomeric,
dimeric, and tetrameric ALDs are active [144]; and both dimeric and tetrameric
FBPs are active [65]. So this three-enzyme complex may form a dimer with TIM,
ALD, and FBP facing one another, as hypothesized previously (Fig. 4) [28].

2.3 Building Enzyme Complexes Using Nucleic Acid Scaffolds

Nucleic acids, both DNA and RNA, can be used as scaffolds to recruit enzymes to
form multienzyme complexes. DNA or RNA can be designed to fold into various
structures in vitro, forming simple structures such as sheets to more complicated
structures such as tubes and capsules [3, 165]. Therefore it is more convenient to
synthesize DNA or RNA scaffolds in vitro than protein scaffolds. However, the
cost of DNA and RNA is more expensive than that of protein scaffolds, which may
impair their application on a large scale.

Several multienzyme systems have been successfully assembled using a DNA
scaffold. NADH-flavin mononucleotide (FMN) oxidoreductase and luciferase were
assembled onto DNA scaffolds by using streptavidin–biotin linkages, leading to
enhanced enzymatic activity relative to the free enzyme mixture [118]. Also,

TIM ALD FBP

Doc 1 Doc 2 Doc 3

Coh 1
Coh 2 Coh 3

Fig. 4 Enzyme complexes
are hypothesized to
oligomerize into large
complexes due to the
oligomerization of enzymes
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plasmids can be used as a DNA scaffold, which recruits enzymes via zinc finger
domains that bound to specific motifs on the scaffold [44]. Several enzymes were
tested using this system, including pathways for the production of resveratrol, 1,2-
propanediol, and mevalonate [44]. Yields were found to increase as a function of
scaffold architecture, similar to protein scaffolds.

Recently, RNA has drawn huge attention as a scaffold to recruit enzymes for
enzyme complexes [1, 46, 71]. The RNA molecules can comprise multiple dif-
ferent aptamer motifs, which can recruit proteins, as well as have complementation
regions, which form scaffolds. Such scaffolds are relatively easy to build and
characterize, and their expression level can be controlled. So RNA scaffolds are
suitable for the expression of specific stoichiometries of enzymes in one RAN
chain. For the proof-of-concept experiment, [Fe–Fe]-hydrogenase and ferredoxin,
enzymes involved in the biological production of hydrogen, were recruited to
RNA scaffolds for hydrogen production [50]. This cascade suffers from side
reactions and requires the enzymes to be in close proximity to increase the
metabolite flux [2]. Hydrogen production was also found to be related to scaffold
architecture.

Regardless of protein or nucleic acid scaffolds, the generality of such scaffolds
needs more investigation than only a few proof-of-concept experiments. The
mechanism of scaffold action must be further elucidated [35, 36, 94].

2.4 Co-Immobilization of Enzymes

Another approach for facilitating multienzymatic biotransformation is immobi-
lizing cascade enzymes by tethering enzymes on one solid support (Fig. 3d) [20,
55, 160, 172] or direct cross-linking (Mateo et al. 2006; Moehlenbrock et al.
2010). The solid support can be synthetic organic polymers (e.g., Amberlite XAD-
7 and Eupergit�C) (Katchalski-Katzir and Kraemer 2000; Kirk and Christensen
2002), inorganic polymers (e.g., silica, zeolites, and mesoporous silicas; Díaz and
Balkus 1996; Petri et al. 2005; Zhou and Hartmann 2012), and natural polymers
(e.g., cellulose, starch, agarose, and chitosan; Krajewska 2004). Regenerated
amorphous cellulose (RAC) made from Avicel (Zhang et al. 2006) is an excellent
solid support with a large external surface for enzyme immobilization (Hong et al.
2008; Liao et al. 2012). The entire binding surface of RAC is externally accessible
to the large-size enzymes, so the enzymes immobilized on RAC rarely lose their
apparent activity (Hong et al. 2008; [169]). An enzyme complex containing TIM,
ALD, and FBP immobilized on RAC through a CBM-containing scaffold showed
higher activity towards the simple enzyme complex linked by the scaffolding
[172]. Multiple enzymes can be precipitated by adding salts, organic solvents, or
nonionic polymers followed by cross-linking, resulting in cross-linked enzyme
aggregates (CLEAs; Sheldon and van Pelt 2013). A combined CLEA containing
an S-selective hydroxynitrile lyase from Manihot esculenta and a nonselective
nitrilase from Pseudomonas fluorescens, catalyzed one-pot conversion of
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benzaldehyde to S-mandelic acid (Mateo et al. 2006). This combined CLEA
showed higher activity than the mixture of the two separate CLEAs.

Enzyme components during co-immobilization can be randomly distributed
[20, 55, 160], positionally assembled [87, 161, 163], and even the active site of an
enzyme face that of another enzyme [103]. The enhanced reaction rates among
co-immobilization of cascade enzymes have been observed for several systems
([103]; Mateo et al. 2006; [115, 152]), but direct cross-linking could lead to loss of
enzyme activity [174].

3 Modeling Approaches

The vastly differing time and size scales of regulation and interaction processes
that are necessary for specific and efficient biocatalysis within (and between) living
cells prohibited extensive computational simulations in the past (Fig. 5). Gener-
ally, strongly reductive approaches were (and are still) widely used to describe
only partial processes. With ever-increasing computational power, simulations on
a systems level of larger time- and size-scaled regions even up to cells become
more realistic in the foreseeable future [158]. Many efforts have been made in
systems biology in recent years in order to understand living cells better and to
build whole cell models [63, 83].

Despite the fact that computational power will still increase in the next years,
pure computation power alone will not be sufficient. Instead, versatile theoretical
and mathematical frameworks to describe multilevel interactions are needed and
are often yet to be developed [119]. In-depth discussions of various modeling
approaches (phenomenological vs. mechanistic, continuous vs. stochastic)
describing enzyme interactions [167], followed by detailed considerations of the
combination of different scales and methods [129], for example, to capture the
hierarchical organization of cells [81] contribute to that development. It has
become clear in the last decades that the dynamical self-organization of cells and
cell metabolism is fundamentally driven by functional enzymatic associations,
catalytic reactions produced during metabolite channeling, microcompartmental-
ization, and the development of dissipative networks [105, 106]. In this section, the
focus is therefore laid on modeling aspects to describe dynamics in multienzyme
complexes on a molecular level (Sect. 3.1), in microcompartments (Sect. 3.2), and
the determination of fluctuating enzyme–enzyme collaborations from a systems
level perspective (Sect. 3.3).

Various spatiotemporally resolved modeling approaches on a larger scale,
covering different aspects in mammalian cell compartments and whole cells, have
been described elsewhere [47, 79, 150].
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3.1 Molecular Level

Molecular modeling methods represent a powerful tool to elucidate the regulation
and interplay of different molecular regions within enzymes and partly also
enzyme complexes. The classical approaches perform all-atom simulations of
biomolecules in explicit solvents, usually applying several restraints, simplifica-
tions, and cut-offs to accelerate the simulation [108]. The numerically simulated
timestep represents the fastest relevant motion (bond vibrations) and usually
ranges between 1–4 fs [93]. The most popular methods and program packages are
CHARMM [23], AMBER [33], GROMACS [73], and NAMD [128]. Structure
data at atom resolution (5 Å) employed in these simulations can be determined
using, for example, X-ray crystallography, although it is usually not directly
available for (large) enzyme complexes. The availability of atomic resolution
structure data has been drastically increasing in recent years. For example, the
stable pyruvate dehydrogenase multienzyme complex (PDC) consists of multiple
copies of three main enzymes (not considering regulatory kinases and phospha-
tases attached to the complex) with a total weight of 9 MDa. For the main con-
stituting enzymes, more than 80 different datasets are currently available.
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computation. Units has been estimated to scale by O(n log n)
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3.1.1 Structure Determination

An important point to be considered in the context of molecular-level modeling is
the structure determination of enzyme complexes under physiologic conditions,
especially after application of variations such as point mutations. Classical atom-
resolution structure determination methods, such as X-ray spectrography [17, 40],
rely on the ability to establish a regular crystal structure of a single enzyme. Since
many available structure data originate from variable species and also variable
tissues [123], the data are usually homogenized using homology modeling meth-
ods [86].

The structure extraction of crystallized enzymes is not possible in every case
because it can hamper the ternary or quarternary conformation of the enzyme and
it is not possible for larger multienzyme complexes. Methods such as small-angle
X-ray scattering (SAXS; [18, 69]) and small-angle neutron scattering (SANS;
[162]) provide coarse structure data also for large complexes, but with no infor-
mation about atomic distribution. The gap can be closed with fitting algorithms
that systematically optimize orientations and positions of subcomponent atomic
structure data to match the low-resolution measured data of the whole complex,
obtained, for example, from electron microscopy [56] or SAXS [126]. The
dynamics of proteins and protein folding can be observed with NMR spectroscopy,
especially in-cell NMR of labeled biomolecules [19].

3.1.2 Molecular Dynamics Simulations

It can be estimated from Fig. 4 that all-atom simulations of higher-order structure
changes of enzymes, such as involved in allosteric regulation, protein folding, and
also substrate transport via channeling are yet beyond reach. Instead, simplified
models, such as steered molecular dynamics simulations, umbrella sampling
methods, and implicit solvent models among others, are often employed to reach
longer timescales close to the millisecond range [70, 91]. For example, the model-
based examination of fast-folding proteins (100 ls–3 ms) showed a set of common
principles ruling the folding process of 12 structurally different proteins. Such long
simulations, however, increasingly reveal shortcomings of the simplifications
applied to the underlying force fields [91], as has been suspected for the apparent
over-stabilization of helices during long timescale rearrangements compared to
experimental data [62].

For comparably small enzyme systems, molecular modeling methods are
already widely used for rational protein design [37, 40], which is also addressed in
the chapter by Bornscheuer et al. in this volume. Efforts and successes in design
and characterization of synthetic compartmentalization have been reviewed in
Chen and Silver [35, 36]. Molecular modeling methods as well as other bioin-
formatics methods were, for example, applied for medical applications such as
antiviral research [88] and the identification of novel anticancer targets [102].
Recent successful attempts include, for example, the introduction of novel

52 U. Jandt et al.



catalytic reactions including the Diels–Alder reaction [148], design of retro-ALDs
[80], or the reduction of allosteric product inhibition of aspartokinase for lysine
production [38, 39]. The complete dynamic protein-inhibitor binding process for
trypsinbenzamidine has been elucidated based on numerous molecular dynamics
simulations, revealing three different and partially metastable intermediate binding
states between the free and bound states [26]. Generally, the transfer of MD
simulation predictions to experimental procedures is challenging, as has been
discussed extensively for the example of protein folding [139].

Large enzyme complexes have been less subjected to systematic reconnais-
sance of structure–function relationships, partly due to their size and corre-
sponding computation power demands and partly due to their complex function
involving metabolic channeling, information transfer between subcomponents,
self-assembly, and others. Novel inhibitory compounds against the E1 subcom-
ponent of the PDC have been identified with molecular docking methods [130]. It
was shown that the dynamic of loops in the active center of the E1 component of
PDC is likely to control the decarboxylation step rates of this component, which
was revealed by 19F NMR analysis [9, 82]. The influence of structure on the self-
assembly of protein complexes has been addressed for pore-forming complexes
including the TatA complex, identifying an electrostatic charge zipper mechanism
that is also proposed for other membrane-bound proteins [60, 164]. Mostly,
symmetry plays a pivotal role in the assembly of large multienzyme structures that
are constituted of multiple copies of enzymes (review in [92]). For example, it has
been shown earlier that Euclidean geometric considerations predicted the forma-
tion of the dodecahedric shape of the PDC E2p component almost exactly [78].
Specific efforts to evaluate the mechanisms of substrate channeling in multien-
zyme complexes are discussed separately in the following section.

3.1.3 Metabolic Channeling

Not many, although increasing, efforts have been made to elucidate systematically
mechanisms of metabolic channeling within enzymes and enzyme complexes by
means of structural modeling methods. A straightforward approach to facilitate
metabolic channeling is to bring the active sites of corresponding enzymes close to
each other, an effect referred to as ‘‘channeling by proximity’’ [12]. In this context,
the optimal orientation leading to partial channeling between subsequent enzymes
of the glycolytic pathway has been quantitatively simulated [72]. One of the most
extensively studied natural channeling mechanisms is in tryptophan synthase [74].
Dunn et al. resolved the chemical background controlling the allosteric interac-
tions responsible for activity switching of the site depending on the stage of the
subunit catalytic cycle and also the conformation changes preventing the escape of
substrate [52, 53]. These efficiently coordinated cycles obviously rely on directed
information transfer for synchronization between the subunits, which may be more
systematically elucidated with recently developed directed energy dissipa-
tion models [100], especially because long-range interactions seem to play an
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important role for allosteric networks in tryptophan synthase [5]. Shorter-range
synchronization processes between different active sites, such as proton channels
(or ‘‘wires’’) in thiamine enzymes, have also been described [59]. The mechanisms
of aldehyde channeling involving two gating residues (His-20 and Tyr-290) in
BphI-BphJ, an aldolase–dehydrogenase complex, have been examined [31], as
well as the translocation of glutamate or aspartate in a glutamate transporter along
an energetically preferred permeation pathway of &23 Å and two phases [70].
Further molecular dynamics simulation efforts in transporters and membrane
channels have been reviewed in Khalili-Araghi et al. [85] and Bahar et al. [8].

3.1.4 Aspects of Computation Power

With growing computational power and availability of multiscale structure data,
the structure–function relationships of single parts or aspects of multienzyme
complexes can be increasingly elucidated, such as structure stability and self-
assembly properties of PDC [162]. However, comprehensive structure-based
modeling of enzyme complexes as large as PDC are still beyond the scope of
available computation power, instead extensive simplifications (e.g., normal mode
analysis, NMA, or a quantized elastic deformational model, QEDM; [8, 24, 68,
110] can be applied to evaluate global conformation variations.

With presently available average-scale computation clusters (2–4 teraFLOPS/s,
1 teraFLOPS/s = 1012 floating point operations per second), the computation time
for a molecular dynamics calculation of a 30,000-atom system covering 100 ns is
roughly 1 day [62, 91]. In theory, an all-atom simulation of a large multienzyme
complex (PDC: 9 MDa \approx 106 atoms) covering 1 ls assuming an approxi-
mate O (n log n) scaling of computation efficiency would take more than 450 days,
which is impractical. On the other hand, the available computation power is still
increasing more or less exponentially. The classic notion of ‘‘Moore’s law,’’ the
postulated doubling of computation capacity every 18–24 months, seems to have
held true, at least until the end of this decade [25]. For comparison: the fastest
computer today (Spring 2013) reaches a computation speed of &17,500 teraF-
LOPS/s (‘‘Titan,’’ Oak Ridge National Laboratory, USA), whereas 1 exaFLOPS/s
(1 million teraFLOPS/s) performance computers are already in the pipeline for
2018–2020 approximately [25, 131].

However, the faster nominal computation speeds usually do not translate lin-
early to decreased simulation times: up-scaling of molecular dynamics calculations
to larger, that is, more parallelized, computer systems are far from trivial because
of the increased communication overhead between the parallel computation
threads. This is mainly caused by long-range and slowly decaying electrostatic
interactions that need to be considered in the simulations and prohibit simple
subdivision of the calculated systems. More efficient approaches involve fast
Ewald mesh/multigrid methods [143] or the reaction field (RF) method that allows
improved scaling behavior [O (n) instead of O (n log n)] up to more than 30,000
cores, yielding 30 ns/day for 3–5 million atom systems [140].
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Another problem that emerges during massively parallel simulations of very
large molecular systems is the limited available memory (few gigabytes) per single
computation core, principally increasing the communication overhead drastically.
Sophisticated communication management and load balancing methods, however,
make the simulation of very large systems (up to 100 million atoms) tractable and
efficiently scalable [108].

Extensive comparisons of widely used simulation packages (among others:
AMBER, CHARMM, GROMACS) have been performed by Loeffler and Winn
[98], with total system sizes (including solvent and lipids) ranging from 2 9 105 to
3 9 106 atoms.

In a few singular cases, biological simulations at scales comparable to the
largest multienzyme complexes have already been performed, for example, for the
comparably small and simply structured Satellite tobacco mosaic virus (STMV;
50 ns with \approx 106 atoms at a computation speed of 0.7–1.1 ns/day) [61].

3.2 Modeling of Microcompartments

In natural systems, another widespread mechanism to minimize diffusive losses,
metabolic competition, and the like in densely crowded environments such as the
cytosol is the formation of subcompartments of usually only few dozen nano-
meters in size. With respect to the organization of membranes, this refers to
functional rafts of 50 nm diameter with specialized functions [149] whose for-
mations are highly dynamic [96]. Also within compartments, microcompartmen-
talization of substrates and metabolites occurs and is increasingly considered
relevant [134]. The motion of large solutes is hampered by molecular crowding
and sieving, whereas the mobility of small solutes is strongly restricted by binding
[121]. In some cases, subcompartments and a microheterogeneity can be visual-
ized [11] very well, for example, for local Ca2+ domains [29, 133]. Other examples
are the regulated ADP [112] and ATP [113] diffusion within isolated brain
mitochondria and cardiomyocytes.

A correct mechanistic model understanding of enzymatic reaction and metab-
olite transfer within or between such microcompartments consequently enforces
descriptions beyond bulk ordinary differential equation systems that imply per-
fectly mixed compartments without diffusive barriers at ‘‘mesoscopic’’ scale (i.e.,
of some lm size), and a very high (principally infinite) number of target mole-
cules. This has led to fundamentally different views on how to approach sub-
compartmentalization effects from the modeling side [10, 134]. Stochastic
methods are becoming more prevalent. For example, the diffusion restrictions of
macromolecules and small signaling molecules in cells have been studied with
stochastic simulation [89]. Also, enzyme reaction kinetics can be described more
accurately with Monte Carlo methods [66, 67] if few substrate molecules are
present. For this purpose, stochastic simulation tools for biological systems have
been developed, such as Stochsim [58] or MCell [32].

Compartmentalization and Metabolic Channeling 55



3.3 Interactome Network

A vast variety of multienzyme combinations has developed in nature. However,
many of them form temporary metabolic channels (metabolons) between mutually
communicating enzymes or enzyme cascades [99, 153, 154], which are hard to
detect and isolate. It seems therefore worthwhile to scan available omics datasets
systematically—especially covering the interactome [76, 137]—on a systems level
for candidates forming such temporary channels. Recently, large-scale protein–
protein interaction (PPI) databases have become available, indicating potential
interactions between protein pairs, in some cases weighted by reliability of that
interaction [42, 157]. The amount of potential interactions often exceeds 105; for
the human interactome, it has been estimated to be around 650,000 [155]. Usually,
curation based on the literature is performed to reduce the number of false posi-
tives; however, the benefit of such curations has been questioned [45].

Generally, the identification of protein complex candidates is assumed to cor-
relate with connectivity in the interactome and can be performed with high-
throughput clustering and network analysis methods by means of neighborhood
analysis (e.g., ClusterONE for weighted networks; [116], MCL or molecular
complex detection, MCODE, based on unweighted networks; [6], and others).
Such methods may further be used for global identification of regulatory enzymes
at metabolic branching points, involving metabolic channeling [75]. Also, meta-
bolic flux rates and the degree of complexification can be estimated [54]. Fur-
thermore, based on interactome analysis, it has been argued recently that numerous
protein–protein channeling interactions do not necessarily rely on physically close
location of the enzymes, instead nonenzymatic mediator proteins might be
responsible for associating subsequent enzymes in a pathway [125].

The principal problem of such methods is the yield of many false positives
(among a smaller amount of false negatives). A comprehensive comparison of
frequently used methods of interactome network analysis with respect to robust-
ness and sensitivities is given in Brohee and Van Helden [22].

4 Conclusions and Perspectives

In this contribution, practical and modeling aspects of understanding and
exploiting the principles of compartmentalization and metabolic channeling have
been discussed. It shows that many methods and approaches exist to facilitate
artificial multienzymatic biosynthesis, however, the details are often not system-
atically understood and metabolic channeling is often simply triggered by prox-
imity of two active sites. Because naturally evolved systems, such as tryptophane
synthase or the family of stable and big 2-oxoacid dehydrogenase complexes,
exhibit much more sophisticated channeling and regulation behavior, it is
worthwhile to dig deeper to reveal their secrets.

56 U. Jandt et al.



It is expected that in the coming years, breakthroughs will presumably be made
in the following areas: (1) development of novel and powerful algorithms for
systematic identification of multienzyme complexes by integrating different net-
works such as metabolic and interactome networks; (2) multiscale modeling
approaches from the atomic to compartment level, increasingly covering biolog-
ically relevant timescales; (3) computational design of new functional biomole-
cules with desired metabolic channeling; (4) development of novel nanomaterials
that are capable of encapsulating multienzymes through co-immobilization; (5)
discovery of new scaffolds or development of scaffold-free technologies for the
construction of multienzyme complexes.
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Abstract The main goal of cell-free protein synthesis is to produce correctly
folded and functional proteins in reasonable amounts for further downstream
applications. Especially for eukaryotic proteins, functionality is often directly
linked to the presence of posttranslational modifications. Thus, it is of highest
interest to develop novel cell-free expression systems that enable the synthesis of
posttranslationally modified proteins. Here we present recent advances for the
synthesis of glycoproteins, proteins containing disulfide bridges, membrane pro-
teins, and fluorescently labeled proteins. The basis for the expression of these
difficult-to-express target proteins is a translationally active cell extract which can
be prepared from eukaryotic cell lines such as Spodoptera frugiperda 21 (Sf21)
and Chinese hamster ovary (CHO) cells. Due to a very mild lysate preparation
procedure, microsomal vesicles derived from the endoplasmic reticulum (ER) can
be maintained in the eukaryotic lysate. These vesicles are translocationally active
and serve as functional modules facilitating protein translocation and enrichment
as well as posttranslational modification of de novo synthesized proteins. In par-
ticular, for the synthesis of membrane proteins microsomal vesicles are the
essential prerequisite for the insertion of the desired protein into a biologically
active membrane scaffold providing a natural environment. We anticipate that the
use of such translationally active eukaryotic cell lysates containing transloca-
tionally active vesicles may solve a large number of problems still persistent when
expressing eukaryotic proteins in vitro.
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Abbreviations

ATP Adenosine-5’-triphosphate
AzPhe p-azido-L-phenylalanine
AzPheRS Orthogonal mutant synthetase specific for AzPhe
BP Bandpass filter
CECF Continuous-exchange cell-free
CFCF Continuous-flow cell-free
CHO Chinese hamster ovary
CLSM Confocal laser scanning microscopy
CrPV Cricket paralysis virus
DDM n-dodecyl-ß-maltoside
DTT Dithiothreitol
E. coli Escherichia coli
EndoH Endoglycosidase H
E-PCR Expression-PCR
EPO Erythropoietin
ER Endoplasmic reticulum
eYFP Enhanced yellow fluorescent protein
Fab Fragment, antigen-binding
FITC Fluorescein isothiocyanate
Fv Antibody variable fragment
GTP Guanosine-5’-triphosphate
GUV Giant unilamellar vesicle
IGR Intergenic region
IRES Internal ribosome entry site
KD Association equilibrium constant
Mel Melittin
PAGE Polyacrylamide gel electrophoresis
PDI Protein disulfide isomerase
PI Protease inhibitors
PNGaseF N-glycosidase F
PTM Posttranslational modification
RU Resonance units
scFv Single-chain antibody fragment
SDS Sodium dodecyl sulfate
Sf21 Spodoptera frugiperda 21
SN1 Supernatant 1
SN2 Supernatant 2
SPR Surface plasmon resonance
TCA Trichloroacetic acid
TM Translation mixture
tRNACUA Amber suppressor tRNA
VF1 Vesicular fraction 1
VF2 Vesicular fraction 2
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1 Introduction

In the last decades cell-free protein synthesis, also termed in vitro translation, has
become a valuable tool for structural and functional proteomics. Starting as a
research tool to investigate the fundamentals of translation processes in vitro [1] it
has now evolved to serve as a reliable and versatile protein production platform [2,
3]. In particular, cell-free protein synthesis has facilitated the successful produc-
tion of pharmaceutically relevant target proteins [4–7], such as membrane proteins
[8–14] or the high-throughput production of protein libraries [15–17]. The strategy
of cell-free protein expression shows crucial advantages over conventional in vivo
production methods [2, 3]. Protein production in living cells is always a com-
promise between the conditions that are required for cell growth and viability and
the conditions necessary for the synthesis of a functional target protein. In contrast,
cell-free systems represent open systems, wherein reaction conditions can be
adjusted according to the needs of the individual protein without consideration of
the conditions necessary for cell cultivation. Moreover, cell-free protein synthesis
can be performed using linear DNA templates omitting the need for time- and
labor-consuming cloning steps. For protein production in vivo an average working
time of 14 days is required, starting from plasmid construction, cloning, trans-
fection, and cell cultivation to product purification. In contrast, cell-free protein
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synthesis is much faster and can be performed in one to two days, including
experimental steps as template generation, protein expression, and purification,
thus decreasing protein production costs dramatically [5, 7, 17].

The basis of a cell-free expression system is a crude cell extract that can be
obtained from all different types of living cells. Lysates gained from Escherichia
coli (E. coli), wheat germ, rabbit reticulocytes, and insect cells [17] are very
common and widely used. Inasmuch as every cell lysate has defined characteris-
tics, one has to consider carefully which type of lysate shall be used to express a
desired protein. One of the first decisions to make is whether a prokaryotic or a
eukaryotic in vitro translation system is the better choice. Usually this decision
will be influenced by the following considerations: protein characteristics such as
origin, complexity, and solubility as well as the yield of protein needed; down-
stream processing; the availability of resources and time and costs [17]. Pro-
karyotic cell lysates have the advantage of a long-lasting expertise, low costs, and
high production yields but only very few posttranslational modifications (PTMs)
can be carried out on target proteins [2, 18]. This represents a major drawback in
comparison to the use of eukaryotic cell lysates as these lysates are well-suited for
the synthesis of complex proteins and proteins with PTMs not found in bacteria
[12, 19, 20].

One of the main demands of cell-free systems is the potential to produce
functional proteins. Covalent PTMs such as glycosylation, signal peptide cleavage,
phosphorylation, farnesylation, acetylation, palmitoylation, and disulfide bond
formation have a great impact on protein folding, localization, and activity [21].
Thus, it is important to ensure PTM formation also in cell-free systems [12]. The
majority of PTMs are processed inside the endoplasmic reticulum (ER), therefore
it is desirable to implement parts of the ER in a cell-free system. This was
achieved either by developing heterogeneous or homogeneous translation systems
that both implement microsomal vesicles in a translationally active cell lysate. In
heterogeneous systems the cell lysate and the microsomal fraction are derived
from different types of cells [22, 23], whereas in homogeneous systems both
fractions are gained from a single cell type. An example of such a homogeneous
in vitro translation system is represented by the insect cell-free expression system
[11, 14, 24]. Due to a sophisticated extract preparation procedure that retains the
integrity of subcellular components, vital parts of the ER can be maintained in the
lysate as translocationally active vesicles. Although the ER in its native structure is
ripped during cell disruption, membrane structures rearrange and form smaller
compartments designated as microsomal vesicles. The enzymatic activity of the
biological membranes survives this process as protein translocation and membrane
protein insertion have been reported. Using this type of lysate PTMs such as
glycosylation, lipidation, phosphorylation, signal peptide cleavage, and disulfide
bond formation can be performed on de novo synthesized proteins [11, 12, 25–28].

Cell-free protein synthesis has made remarkable progress in the expression of
complex proteins including proteins with disulfide bridges. To ensure the synthesis
of correctly folded proteins with disulfide bridges the applied cell-free system must
fulfill certain requirements. All needs considered, the expression system should
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provide an oxidizing environment, implement enzymes that facilitate disulfide
bond formation and may apply folding helpers such as chaperones [17]. Of course,
the extent of modification depends on the type of lysate to be used. In particular,
for the synthesis of antibody fragments cell-free expression systems have gained
growing attention. Recently, the production of Fab and single-chain antibody
fragments (scFv) has been reported in insect cell lysates which only need moderate
modification of the reaction conditions while yielding highly functional molecules
[25, 27]. In contrast to E. coli-based systems, these lysates do not need to be
supplemented with endogenous enzymes and cofactors. Moreover, they allow a
production of functional Fab and scFv fragments without endotoxin contamination
and thereby may enable a direct application of cell-free synthesized molecules, for
example, in cell-based assays.

Currently, there is a large gap between the number of sequenced and annotated
DNA sections and the systematic study of the encoded proteins. In particular, the
expression and characterization of membrane proteins lags far behind the analysis
of cytosolic proteins. This imbalance gets even more relevance when one con-
siders that three quarters of all potential drug targets account for membrane pro-
teins [29]. Membrane proteins constitute a difficult-to-express class of proteins as
their overexpression in vivo very often leads to cytotoxic effects or results in
protein aggregation, misfolding, and low yields [2]. However, in vitro translation
can circumvent these obstacles. As cell-free systems provide open reaction con-
ditions, they can be supplemented with any kind of reagent that allows a solubi-
lization of membrane proteins and supports their correct folding and assembly [30,
31]. The supplementation of lysates with natural or synthetic lipids and/or deter-
gents [32], purified E. coli phosholipid bilayer vesicles [33], nanolipoprotein
particles [34], or unilamellar liposomes [35] have shown to be promising strate-
gies. An alternative strategy is represented by the utilization of eukaryotic cell
compartments in order to provide a native environment that allows a cotransla-
tional translocation and insertion of membrane proteins. This strategy has been
successfully performed by using a homogeneous cell-free translation system based
on insect cell lysates that contain microsomal vesicles derived from the ER [11].
As reported in the literature, these membrane vesicles can be manipulated
regarding their size [26] and physicochemical properties. Such a manipulation
allows the implementation of membrane vesicles in technical systems such as
biochips or microarrays, opening up new strategies to screen for pharmacologi-
cally relevant target proteins.

In the near future, we anticipate a growing need for powerful and flexible
eukaryotic protein expression systems. Insect cell lysates proved to be a valuable
production platform, but other eukaryotic cell lysates are also of great interest. We
have addressed this need by developing cell-free systems based on CHO cells and
also human cell lines. These expression systems are very beneficial, especially for the
production of posttranslationally modified proteins such as glycosylated proteins.

The incorporation of unnatural amino acids into cell-free synthesized proteins,
including eukaryotic proteins harboring PTMs, is another important issue. The
natural repertoire of primary building blocks for protein synthesis is limited to the
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22 standard or proteinogenic amino acids. In spite of this moderate number
underlying the broad diversity of protein functions found in nature, great efforts
have been made in order to expand this natural repertoire. To date, a large number
of nonnatural or noncanonical amino acids with diverse characteristics has been
cotranslationally incorporated into proteins. The physicochemical properties of
these unnatural building blocks range from being closely related to the standard
amino acids to being uniquely artificial ones [36–38]. Incorporation of nonca-
nonical amino acids bearing chemically or physically reactive side chains repre-
sents a promising strategy to efficiently introduce novel characteristics to mimic or
further enhance protein properties in vivo and in vitro [37, 39]. This toolbox of
new properties has facilitated many different areas of research as well as industrial
applications and will most likely have a great impact on future perspectives in
chemical and synthetic biology.

2 Production of Functional Antibody Fragments
in Cell-Free Systems

2.1 Antibody Engineering

Antibody molecules consist of different domains, each exhibiting specific func-
tions. Based on genetic engineering techniques, the subdomains of an antibody
molecule can be rearranged in order to develop new and advantageous recombi-
nant antibody formats. In particular, genetically truncated variants of antibodies
such as Fab or Fv fragments are of great importance for pharmaceutical research.
The antigen-binding surface of Fab fragments and Fv fragments is identical to the
one of their corresponding full-length antibody. Therefore, they provide the full
binding specificity with the advantage of being less complex and easier to syn-
thesize. Moreover, they exhibit improved behavior regarding their pharmacoki-
netics for tissue penetration. However, as these formats of engineered antibodies
are monovalent, fast dissociation rates and poor retention times on the target have
been documented [40–42]. Nevertheless, recombinant DNA technology has found
new ways to further improve their behavior by changing the format to dimeric,
trimeric, or tetrameric conjugates [40, 43–45].

2.2 Cell-Free Synthesis of Proteins with Disulfide Bridges
in Prokaryotic Cell Lysates

Cell-free systems used for the synthesis of functional Fab and Fv fragments need to
provide an environment that facilitates the formation of disulfide bonds. In most
cases immunoglobulin domains are stabilized by an intramolecular disulfide bond.
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This disulfide bond connects two ß-sheets that form one immunoglobulin domain
[46, 47]. As reported, the existence of the intramolecular disulfide bond mainly
influences the stability, folding, and functionality of the antibody fragment [48,
49]. Until now, cell-free synthesis of functional proteins containing disulfide bonds
was successfully performed using modified E. coli cell extracts [50–56], wheat
germ extracts [57], and insect cell lysates [25, 27, 58].

Several publications have shown that the formation of disulfide bonds in E. coli
cell lysates requires additional precautions. Modifications of the lysate include the
supplementation of molecular chaperones as well as the adjustment of the redox
potential by adding mixtures of oxidized [54] and reduced glutathione in combi-
nation with protein disulfide isomerase (PDI) [51, 53, 55, 56]. In addition, the
chemical pretreatment of lysates with iodoacetamide can also be combined with
the above-mentioned modifications [50, 52, 59]. In the literature, the expression of
several disulfide bridge-containing proteins in E. coli cell lysates has been
reported, for example, Fab fragments [51, 55], scFv fragments [53, 56], recom-
binant plasminogen activator [52, 54], and urokinase protease [52] as well as virus
like particles [50].

However, the use of prokaryotic cell-free systems also implies significant
disadvantages. E. coli cell lysates have to be supplemented with exogenous pro-
teins such as PDI and chaperones in order to allow disulfide bond formation, thus
implicating additional working steps. The high productivity of E. coli cell lysates
may be accompanied by aggregation of insoluble target proteins. Furthermore, one
has to consider that proteins synthesized in E. coli cells and their extracts are
contaminated with endotoxins that have to be removed before the expressed target
protein can be applied in cell-based assays. Hence, eukaryotic cell-free translation
systems are of great interest and may overcome these obstacles.

2.3 Production of Recombinant Antibody Fragments
in Eukaryotic Cell Lysates

In this section we focus on the cell-free expression of antibody fragments using
insect cell lysates as a source for protein production. As reported recently, insect
cell lysates only need moderate modification including mainly the adjustment of
redox conditions to enable the synthesis of functional antibody fragments [27, 58].
Due to their open nature, cell-free translation systems are readily accessible.
Hence, redox conditions can be easily adjusted using defined mixtures of reduced
and oxidized glutathione. These substances can be added to the cell lysate itself or
to the buffer used for the translation reaction.

Eukaryotic cells comprise defined subcellular compartments resulting in many
different organelles, including the ER, the cell nucleus, the Golgi apparatus, and
mitochondria. These organelles can be considered as individual cell compartments
usually surrounded by a single- or double-lipid bilayer harboring a specific protein

Cell-Free Systems: Functional Modules for Synthetic and Chemical Biology 73



translocation machinery [60]. The evolution of cell compartments is a key feature of
eukaryotic cells and an attribute of higher organisms [61]. When creating novel cell-
free systems one could utilize these natural subcellular structures in order to create a
nature like environment, thus ensuring optimum conditions for the expressed pro-
tein. Taking these structures as a basis, they can be further developed and modified.
In the end a system evolves that has nature as a model while overcoming its limi-
tations. The open nature of cell-free systems is the prerequisite for rapid modifi-
cations and adjustments of the reaction conditions depending on the individual
requirements of the protein to be synthesized. In addition, Fab fragment and scFv
production in eukaryotic lysates containing microsomal vesicles has the particular
advantage that the cellular natural compartment used for in vivo disulfide bond
formation can be utilized for the same purpose in vitro. This may then have a
beneficial effect on the efficiency and quality of disulfide bond formation.

2.4 Using microsomal vesicles as protein microcontainers

The fusion of a protein sequence to a specific signal sequence enables the trans-
location of proteins into defined cell compartments [22]. The signal peptide of
honeybee melittin (Mel) has been shown to be well suited to promote the trans-
location of de novo synthesized proteins into the lumen of the ER in insect cells
[62]. Hence, this phenomenon can be used in cell-free reactions to target proteins
into microsomal structures derived from the ER. According to the characteristics
of the protein of interest, these so-called microsomes can then be used as micro-
containers enabling the enrichment of the translocated target protein. They also
serve as the prerequisite for PTMs such as glycosylation, lipidation, and signal
peptide cleavage [11, 12, 26]. Furthermore, insect vesicles may have a positive
effect on the formation of disulfide bonds in proteins inasmuch as they mimic the
appropriate environment present in living cells. Insect microsomes can be sepa-
rated by a single centrifugation step from the translation mixture (TM), thus
enabling a rapid separation and enrichment of the translocated target protein [27].

As reported, scFv fragments fused to a melittin signal sequence (Mel-Anti-
FITC scFv) can be efficiently translocated into the lumen of insect vesicles [27].
This observation was shown by confocal laser scanning microscopy (CLSM) and
trichloroacetic acid (TCA) precipitation results combined with autoradiography.
As demonstrated by fluorescence analysis, insect vesicles containing the fluores-
cent target protein can be quantitatively separated from the cytosolic fraction by
centrifugation (Fig. 1). In order to release the translocated and vesicle-trapped
antibody molecules, a detergent-containing buffer was used. N-dodecyl-ß-malto-
side (DDM) was shown to be the best-suited detergent, allowing for an efficient
release of the target proteins while preserving their functionality.

Insect vesicles can maintain their mechanical and functional stability over a
long period of time as demonstrated by the cumulative enrichment of Mel-Anti-
FITC scFv in the lumen of these vesicles after several consecutive runs of protein
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synthesis and translocation (Fig. 2). Up to five translation reactions were per-
formed using the same set of vesicles originating from the first batch of translation.
As presented in Fig. 2, protein yields increase from synthesis step to step in the
translation mixture (TM) and the vesicular fraction (VF1). These results demon-
strate the successful enrichment of the target proteins in the lumen of the insect
vesicles as well as the remarkable mechanical and functional stability of the
microsomal vesicles.

 

TM

SN1

VF1

TM

SN1

VF1

(a) (b)

Fig. 1 Fluorescence analysis of Mel-eYFP and Mel-Anti-FITC scFv-eYFP synthesized in insect
cell lysate using the phosphorimager system (Typhoon TRIO+ Imager, GE Healthcare) (a) and
CLSM (LSM 510 Meta microscope, Zeiss) (b). a Mel-eYFP, Mel-Anti-FITC scFv-eYFP, and a
no-template control were analyzed in the translation mixture (TM), the supernatant (SN1), and
the vesicular fraction (VF1). Strong emission intensity arising from VF1 indicates translocation
of Mel-eYFP and Mel-Anti-FITC scFv-eYFP into the lumen of the insect vesicles. b Samples
were excited at 488 nm using an argon laser and fluorescence emission was recorded with a
longpass filter in the wavelength range above 505 nm. Fluorescent insect vesicles in TM and VF1
indicate efficient translocation of Mel-Anti-FITC scFv into their lumen
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A typical time course analysis of cell-free synthesized Mel-Anti-FITC scFv is
given in Fig. 3a indicating the highest protein yields after 240 min of incubation.
Time-dependent protein quantification by liquid scintillation counting supports the
assumption of an efficient translocation of Mel-Anti-FITC scFv into the lumen of
insect vesicles, as higher protein yields were reported in VF1 compared to the
supernatant fraction (SN1; Fig. 3b). Translocated and trapped scFv molecules
present in VF1 were then subjected to resolubilization using DDM-containing

5

3

4

2

Centrifugation &
Resuspension

Translocon
1

scFv

Synthesis
step

Protein yield VF1 
[µg/ml]

5.0 ± 0.2

8.8 ± a 0.6

12.5 ± 0.6

14.3 ± 0.3

23.5 ± 1.5

Centrifugation &
Resuspension

Centrifugation &
Resuspension

Centrifugation &
Resuspension

Protein yield TM 
[µg/ml]

12.6 ± 0.3

18.6 ± 2.0

20.9 ± 1.7

26.8 ± 2.7

28.6 ± 3.6

ER-
Vesicle

Fig. 2 Schematic overview demonstrating the cumulative enrichment of scFv antibody
fragments fused to a melittin signal sequence in insect vesicles. Cell-free synthesis and
translocation of Mel-Anti-FITC scFv into the lumen of insect vesicles was performed in five
sequential protein synthesis steps using the same set of vesicles that originated from the initial
translation reaction. The first translation batch was performed using insect cell lysate including
endogenous insect vesicles. After each synthesis step, total translation reactions (TM) were
centrifuged and separated into a supernatant and a vesicular fraction (VF1). VF1 was resuspended
in a fresh translation mixture including insect cell lysate without vesicles. The concentration of
14C-leucine-labeled Mel-Anti-FITC scFv increased from synthesis one to five in TM and VF1
demonstrating the successful accumulation of the target proteins in the lumen of the insect
vesicles
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Fig. 3 Cell-free expression of Anti-FITC scFv and Mel-Anti-FITC scFv in insect cell lysate in
the presence of 14C-leucine, assigned by hot TCA precipitation and autoradiography. a Time
course analysis of cell-free expressed Mel-Anti-FITC scFv analyzed in the translation mixture
(TM), the supernatant (SN1) after centrifugation and the vesicular fraction (VF1). b Comparative
analysis of Anti-FITC scFv and Mel-Anti-FITC scFv. TMs were fractionated into four different
lysate fractions by centrifugation: supernatant 1 (SN1), vesicular fraction 1 (VF1), supernatant 2
(SN2), and vesicular fraction 2 (VF2). SN2 was gained after resuspension of VF1 in DDM-
containing buffer. The molecular mass of Anti-FITC scFv and Mel-Anti-FITC scFv detected in
the autoradiograph corresponds to the calculated molecular mass of 26.8 kDa
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buffer. In order to separate released antibody fragments from vesicular remnants,
an additional centrifugation step was performed. The resulting supernatant,
referred to as supernatant 2 (SN2), was applied to functional analysis. Two
independent label-free interaction analysis methods, fluorescence quenching
analysis (data not shown) and surface plasmon resonance (Biacore T100 system),
demonstrated the functionality of the model scFvs Anti-FITC and Mel-Anti-FITC
[27]. By surface plasmon resonance a KD value of 1.1 and 1.2 nM was determined
for Anti-FITC scFv and Mel-Anti-FITC scFv, respectively (Fig. 4). These results
show the successful adaption of the insect cell-free expression system to produce
functional active scFv molecules, thus demonstrating the high flexibility and
capability of this eukaryotic translation system.

3 Development of a Continuous-Exchange Cell-Free
Translation System Based on Insect Cell Lysates

Batch-formatted cell-free translation reactions are well suited for the fast, reliable,
and easy-to-handle production of a given target protein. Nevertheless, the rapid
depletion of energy resources and the accumulation of inhibitory reaction by-
products such as free phosphates lead to a short lifetime of the system and com-
paratively low protein yields [2]. An experimental strategy to overcome these
problems was first introduced by Spirin and coworkers, termed a continuous-flow
cell-free (CFCF) translation system [63]. Although increased protein yields could
be reached with this system its operational complexity was rather challenging.

This disadvantage was first overcome by the development of the continuous-
exchange cell-free (CECF) system [64, 65]. The principle of a cell-free translation

Fig. 4 Functional analysis of Mel-Anti-FITC scFv (SN2) synthesized in insect cell lysate by
surface plasmon resonance (Biacore T100 system). a Specific binding of Mel-Anti-FITC scFv to
immobilized FITC depending on the applied scFv concentration. Injected concentrations of Mel-
Anti-FITC scFv increase from bottom to top: 0.2, 0.4, 0.6, 0.8, and 1 nM Mel-Anti-FITC scFv in
SN2. b Calibration curve derived from the Biacore sensorgrams presented in (a). c Inhibition
curves of Mel-Anti-FITC scFv premixed with increasing concentrations of fluorescein (0.0, 0.1,
0.2, 0.5, 0.75, 1.0, 1.25, 1.5, 2.0, 4.0, and 10 nM fluorescein). For Mel-Anti-FITC scFv a KD of
1.1 nM, for Anti-FITC scFv a KD of 1.2 nM was determined. RU: resonance units
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reaction carried out in a CECF system is straightforward: protein synthesis takes
place in a reaction chamber that is separated from a second compartment, the so-
called feeding compartment, by a semipermeable dialysis membrane. Energy and
substrates are continuously supplied via the dialysis membrane and reaction by-
products diffuse into the feeding compartment. Reaction times exceeded 24 h and
significantly higher protein yields have been reported [63, 66, 67]. The combi-
nation of CECF translation systems and E. coli cell lysates is already widely used
and kits are commercially available. Yields up to milligrams of protein per 1 ml
reaction volume have been documented thus far [18]. Nowadays, a combination of
high protein yields and the possibility of producing posttranslationally modified
proteins is favored. As eukaryotic cell lysates enable the synthesis of various
posttranslationally modified proteins and CECF-systems are a valuable tool to
increase the protein yield, a combination of both advantages seems to overcome
longstanding limitations. A schematic overview of a batch-formatted and a CECF-
formatted cell-free transcription/translation reaction is illustrated in Fig. 5a and b,
respectively.

Here we present results on the cell-free expression of two model proteins
combining a coupled cell-free translation system based on insect lysate with a
commercially available CECF device (two-chamber microplate, 5PRIME). Two
proteins, the enhanced yellow fluorescent protein (eYFP), N-terminally fused to a
Strep-tag (SII-eYFP), and the human glycoprotein erythropoietin (EPO), with its
native signal sequence exchanged by the melittin signal sequence, were chosen to
demonstrate the proof of principle. As expected, both proteins were expressed with
higher protein yields in the CECF-formatted reaction compared to the batch-
formatted reaction as shown by fluorescence analysis (SII-eYFP; Fig. 5c) and
autoradiography (EPO; Fig. 5d). Most important, these experiments have shown
that the microsomal vesicles present in the insect cell lysate are completely
compatible with the applied dialysis membrane (Fig. 5c). To achieve a further
increase in the protein yield and to prolong the lifetime of the reaction we sup-
plemented the cell-free reaction with protease inhibitors (PI). Using these inhib-
itors the reaction lifetime was extended from 2 h (batch) to 48 h (CECF) and
protein yields of SII-eYFP increased significantly as demonstrated by fluorescence
analysis (Fig. 5c). In addition, TCA precipitation of 14C-leucine-labeled SII-eYFP
revealed an increase in the amount of synthesized protein from 13 lg/ml, syn-
thesized in a batch-reaction supplemented with PI (batch, ? PI), to 260 lg/ml,
synthesized in a CECF-system supplemented with PI (CECF, ? PI) (Fig. 6). The
translocation of EPO into the lumen of the insect vesicles present in the eukaryotic
CECF system and its subsequent glycosylation was verified by the enzymatic
digestion of the sugar moieties and visualized by autoradiography (Fig. 5d).

Taken together, our experiments show the successful development of a coupled
eukaryotic transcription/translation system that can be used in combination with a
commercially available CECF device. Combination of both the vesicle-containing
eukaryotic translation system and the CECF system enables the production of
cytosolic proteins as well as posttranslationally modified proteins with signifi-
cantly increased protein yields.
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4 Tailored Microsomes in Cell-Free Systems

The complexity and variability of membrane proteins significantly hamper their
expression and functional analysis. Inasmuch as membrane proteins are naturally
present in low abundance in living cells, common in vivo overexpression systems
often reach their limits caused by cytotoxic effects or aggregation of membrane
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Fig. 5 Schematic presentation of a batch-formatted (a) and a CECF-formatted (b) cell-free
transcription/translation reaction. a Synthesized protein: human erythropoietin (EPO) (NMR
structure EPO, source: Protein Data Bank). b The CECF device (5PRIME) is composed of two
chambers, the reaction compartment and the feeding compartment, which are separated by a
semipermeable dialysis membrane (molecular weight cut-off: 10 kDa). In the reaction
compartment protein synthesis takes place as the cell lysate containing the translational
machinery and the microsomal vesicles are trapped in this compartment. The feeding
compartment includes amino acids, ATP, GTP, and additional low molecular mass substances
that can diffuse through the membrane. c Fluorescence analysis of SII-eYFP synthesized in a
batch-formatted and a CECF-formatted coupled cell-free translation system using either insect
lysate with (+) or without (–) vesicles (V). Cell-free reactions were supplemented with (+)
protease inhibitors (PI) in order to prolong the reaction lifetime. Control reactions were carried
out without (–) the addition of PI. Samples were analyzed using the phosphorimager system
(Typhoon TRIO+ Imager, GE Healthcare). d Autoradiograph showing 14C-leucine-labeled EPO
synthesized in a batch-formatted and a CECF-formatted coupled cell-free translation system
using insect lysate. EPO is presented before (–) and after (+) deglycosylation with PNGaseF. The
migration pattern corresponds to the expected molecular mass of glycosylated and nonglyco-
sylated EPO (21 kDa, nongylcosylated)
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proteins. Thus, the reduction of the biological protein production machinery to a
viable, cell-independent, cell-free expression system seems to be advantageous.
Nevertheless, membrane proteins require a complex and dynamic environment and
in many cases versatile PTMs are essential to exhibit their full functionality.
Typical approaches to mimic the amphiphilic environment of a membrane for
protein expression in cell-free systems are either detergent- or lipid-based or apply
liposomes as well as nanodiscs in different reaction modes [68].

A major advantage of the insect cell-free system is the expression of membrane
proteins in the presence of microsomes. These vesicles enable the biological
process of cotranslational protein integration into a lipid bilayer and PTMs such as
glycosylation or disulfide bond formation. Thus, the system is capable of syn-
thesizing a correctly folded, functional target membrane protein. In this section we
focus on the potential of microsomes for technical implementation and their uti-
lization for functional studies of membrane proteins.

To date, the expression of many functional and structural divergent membrane
proteins in the insect cell-free system has been reported [11, 12, 26]. As examples,
we present a repertory of integral membrane proteins ranging from type I mem-
brane proteins (Hb-EGF and EGFR) across a six-transmembrane ion-channel
(Aqp1) to a seven-transmembrane G-protein coupled receptor (ETB; Table 1). All
proteins were fused to eYFP for CLSM analysis. Furthermore, the cleavable signal
sequence of the type I membrane proteins was replaced with the melittin signal
sequence to address the insect translocon efficiently and favor cotranslational
integration into the membrane. Membrane proteins were synthesized in the pres-
ence of 14C-leucine and subsequently analyzed by autoradiography.

Fig. 6 Diagrams showing the increase of the 14C-leucine-labeled protein SII-eYFP synthesized
in a CECF-formatted cell-free translation reaction in comparison to a batch-formatted reaction.
Coupled cell-free reactions using insect lysate were carried out in the presence (+) and in the
absence (–) of protease inhibitors (PI), respectively. Aliquots of the total translation mixture were
precipitated at the indicated time points and radiolabeled protein was quantified by liquid
scintillation counting. Aliquots of the time points 0–6 h were taken from one reaction (a);
aliquots from 6 to 48 h were taken from a second reaction (b)
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Compared to globular marker proteins, membrane proteins migrate with lower
apparent molecular mass in sodium dodecyl sulfate (SDS) polyacrylamide gels
during electrophoresis. This is caused by their hydrophobic transmembrane
domains and their interaction with SDS [69]. However, in the autoradiograph
shown in Fig. 7 distinct predominant protein bands are separated, indicating
efficient protein expression and separation. The localization of the fluorescent
membrane proteins was probed via CLSM analysis. As expected, the microsomes
appear with a fluorescent membrane, surrounding a dark lumen (pinpointed by red
arrows in Fig. 8) due to the insertion of the target membrane proteins.

Typically, the vesicles of the insect cell-free expression system show a diameter
of 1–10 lm and tend to form irregular aggregates of much bigger size including
undefined amounts of single microsomal vesicles (Fig. 8). This obstacle makes it
difficult to integrate them into technical systems and apply them in functional
studies. The giant unilamellar vesicle (GUV) formation from microsomes con-
taining cell-free synthesized membrane anchored proteins is a suitable method to
enlarge the size of vesicles [26].

The formation of well-defined synthetic membrane model systems to study
elementary biological processes in a less complex system compared to a viable cell
is widely used in the field of biophysics [70–73]. The formation of GUVs is one
option to build such a reduced biomimetic system. Among other techniques, the
rehydration of dried lipid films and voltage application are commonly used to grow
vesicles up to 100 lm in diameter [74]. In addition to the general characterization of
membranous structures, GUVs are commonly used for the integration of target
membrane proteins and the analysis of the protein’s functionality and interaction
with other molecules. A major advantage of GUVs as a model system for functional
studies is their size, allowing for microscopic investigations and physical manipu-
lation, such as patch clamp measurements, or studies of optical signal generation, for
instance, by fluorescence intensity changes during substrate metabolism.

Fig. 7 Qualitative analysis
of the cell-free expressed
membrane proteins Mel-Hb-
EGF-eYFP (51 kDa), Aqp1-
eYFP (55 kDa), ETB-eYFP
(78 kDa), and Mel-EGFR-
eYFP (162 kDa) by SDS-
PAGE and autoradiography
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Currently, several methods for the reconstitution of membrane proteins into
GUVs have been established. However, the conventional dehydration and sub-
sequent rehydration are derogatory for a membrane protein’s functionality. In
contrast, milder processes such as partial drying [26, 75] or sucrose-supported
GUV formation [76] are preferred in order to preserve the protein’s function. For
controlled incorporation of membrane proteins, a peptide-induced fusion mecha-
nism is described, requiring several preparation steps to integrate the target
membrane protein into the GUV formation process [77]. To reduce the complexity
of the target membrane protein integration, we focus on the combination of dif-
ferent mild approaches to gain GUVs from insect-based microsomes (schemati-
cally depicted in Fig. 9). While maintaining their functionality, the generated
GUVs will incorporate membrane proteins via the biological process of cotrans-
lational translocation in an active and directed manner. In this context, the

Mel-Hb-EGF-eYFP ETB-eYFP

Aqp1-eYFP Mel-EGFR-eYFP

Fig. 8 CLSM images of cell-free synthesized transmembrane proteins Mel-Hb-EGF-eYFP,
ETB-eYFP, Aqp1-eYFP, and Mel-EGFR-eYFP integrated into microsomal membranes. Samples
were excited at 488 nm using an argon laser and fluorescence emission was recorded with a
longpass filter in the wavelength range above 505 nm (LSM 510 Meta microscope, Zeiss). Red
arrows indicate microsomal membranes formed in vesicular shape harboring fluorescent target
proteins
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combination of cell-free protein expression and the GUV formation process
enables us not only to enrich the insect-based microsomes with target membrane
proteins but also to tailor their size and composition according to the requirements
for further downstream analyses.

5 A Cell-Free System Based on Extracts from Cultured
CHO Cells

CHO cells are the most widely used mammalian host for recombinant protein
production to date [78]. They are the preferred choice for the high-yield synthesis
of biologically active proteins requiring proper folding and PTMs such as gly-
cosylation [79]. This potential turns CHO cells into a valuable candidate for a
productive in vitro protein expression system. We have addressed this fact and
have developed a cell-free system based on extracts from CHO cells. The system
combines transcription and translation in a single step (coupled system) to save the
user’s time and effort (Fig. 10). The preparation of a translationally active lysate,
the construction of a suitable expression vector, and the optimization of the
reaction conditions were in the scope of the investigations demonstrated below.

5.1 Lysate Preparation

The key element of cell-free protein production is the translationally active cell
extract, including ribosomes, tRNAs, translation factors, and enzymes. Crude
extracts were obtained from CHO cells according to a procedure previously
described for insect cells [24]. CHO cells were grown in suspension at 37 �C to a
final density of four million cells per milliliter. Cells were disrupted mechanically

TL-Reaction

GUV-Formation

Fig. 9 From small microsomes to GUVs. Scheme of the GUV formation process for size
enlargement of microsomes containing the cell-free synthesized membrane protein Mel-Hb-EGF-
eYFP (CLSM image on the left) to gain target protein harboring GUVs (CLSM image on the
right). Microsomes derived from the insect cell-free system were used in the formation process
under physiological conditions. Samples were excited at 488 nm using an argon laser and
fluorescence emission was recorded with a longpass filter in the wavelength range above 505 nm
(LSM 510 Meta microscope, Zeiss)
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and cell extracts were further processed by removing nuclei and cell debris.
Endogenous amino acids were removed by size-exclusion chromatography and
residual mRNA was digested by S7-nuclease treatment. Translationally active
CHO extracts were stored at -80 �C.

5.2 Construction of Efficient Expression Vectors

Translation initiation is one of the key challenges when it comes to the activation
of a cell-free translation system. In eukaryotic cells, mRNA capping and poly-
adenylation are essential modifications in order to activate translation initiation
efficiently [80, 81]. In accordance, cell-free systems accept capped and poly-
adenylated mRNA for protein synthesis. However, in prokaryotic and eukaryotic
translation systems secondary and tertiary structures of mRNA are often the cause
for inefficient translation initiation [82]. Recent advances have been made
regarding the preparation of ‘‘universal’’ translation initiation sequences for pro-
karyotic and eukaryotic cell-free translation systems [82, 83]. Another promising
approach to yield highly flexible DNA templates is the utilization of internal
ribosome entry sites (IRES). IRES sequences are structured mRNA elements
reaching several tens to hundreds of nucleotides and allowing for direct binding to
ribosomes [84]. Therefore IRESs function as direct initiators of protein translation
thus neglecting the need for mRNA capping and polyadenylation.

Noncoding regions flanking the coding sequence of the gene of interest sig-
nificantly affect the translation initiation rate and hence the efficiency of protein

Fig. 10 Workflow of the cell-free protein synthesis reactions using the CHO cell-free system.
The coupled system combines transcription and translation in a single batch reaction.
Alternatively, protein expression can be performed in a linked system where transcription and
translation reactions are separated by an intermediate gel filtration step
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production in cell-free systems. Most eukaryotic in vitro translation systems utilize
IRES sequences for efficient translation of the protein of interest. In this way,
costly capping of mRNA is circumvented and the inhibitory effect of free caps on
the initiation factor eIF-4E is avoided. We analyzed specific IRESs from the
intergenic region (IGR) of the Dicistroviridae family and we demonstrated their
function in CHO extracts. IGR IRES-driven translation bypasses all steps of
conventional translation initiation [85] that are known as major bottlenecks in cell-
free protein expression [82, 86]. Cloning of the IGR IRES from cricket paralysis
virus (CrPV) upstream of the firefly luciferase (LUC) encoding sequence in the
EasyXpress pIX3.0 (Qiagen) vector backbone dramatically increased the expres-
sion level of active LUC (Fig. 11a). The majority of IGR IRESs display maximum
efficiency in the context of a GCU (alanine) as the first translated codon [87].
Replacement of the initial ATG-codon to a GCT-codon resulted in an additional
increase in the protein expression level (Fig. 11a). As T7 RNA polymerase is used
for transcription, DNA constructs must contain a T7 promoter. The T7 promoter-
driven vector EasyXpress pIX3.0 but also the pcDNA3.1 (Life Technologies)
vector backbone, well known for protein production in vivo, facilitated cell-free
protein synthesis when combined with the CrPV IGR IRES. Therefore the same
pcDNA3.1 construct can be used for protein expression in vivo and in vitro
without recloning. This enables convenient in vitro screening of suitable templates
prior to their use in cultured and transfected CHO cells.

Fig. 11 Protein synthesis in a CHO cell-derived in vitro translation system. a Comparative
analysis of different luciferase (LUC) encoding expression constructs. The amount of active LUC
was determined using a LUC reporter assay. Protein yields were normalized to the reaction with
the highest protein yield (=100 %), which was achieved using the optimized vector including the
CrPV IGR IRES with an ATG-to-GCT mutation of the initiation codon in the EasyXpress pIX3.0
backbone. b Quantitative analysis of the 14C-leucine-labeled proteins Mel-eYFP and Mel-Hb-
EGF-eYFP [in pIX3.0 CrPV IGR IRES (GCT)] by liquid scintillation counting. c Comparison of
total and active LUC. The amount of total LUC [in pIX3.0 CrPV IGR IRES (GCT)] was
calculated after liquid scintillation counting, the amount of active LUC was determined by using
a LUC reporter assay. Cell-free reactions were incubated at 33 �C for 3 h (a, b) and 4.5 h (c),
respectively
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5.3 Optimization of Reaction Conditions

The optimization of reaction conditions is essential for obtaining an effective in vitro
translation system. Basic parameters that have to be optimized are: energy supply
(ATP and GTP), incubation temperature, reaction time, amino acid concentration,
and ion concentrations (Mg2+ and K+). The optimized cell-free CHO-based system
led to protein yields of approximately 50 lg/ml active LUC within 3 h.

5.4 Performance of the CHO-Based Cell-Free System

Multiple proteins were synthesized in vitro to evaluate the performance of the cell-
free system. Reactions were carried out for 3–4.5 h at 33 �C. Synthesized proteins
were labeled with the radioactive isotope 14C-leucine and their yield and quality of
expression were monitored. The cytosolic protein LUC, the secreted protein Mel-
eYFP as well as the integral membrane protein Mel-Hb-EGF-eYFP were inves-
tigated quantitatively and the productivity of the CHO-based cell-free system
reached approximately 30–50 lg/ml of the target proteins (Fig. 11b, c). Data were
complemented by qualitative analysis (Fig. 12). In this respect, the above-men-
tioned proteins (LUC, Mel-eYFP, and Mel-Hb-EGF-eYFP) as well as the cytosolic
protein eYFP and the glycoprotein EPO were investigated using autoradiography.
Full-length proteins were observed without any indication of proteolysis or frag-
mentation in all cases. Therefore, the described CHO cell-free system can be used
to produce a broad range of target proteins including membrane proteins and
glycoproteins. Cell-free synthesized EPO resulted in two bands on the

Fig. 12 Qualitative analysis
of the cytosolic proteins
luciferase (LUC, 61 kDa) and
eYFP (27 kDa), the secreted
protein Mel-eYFP (29 kDa),
the membrane protein Mel-
Hb-EGF-eYFP (51 kDa), and
the glycoprotein EPO
(21 kDa, nonglycosylated),
expressed in the CHO cell-
free system. 14C-leucine-
labeled, de novo synthesized
proteins were visualized by
autoradiography after gel
electrophoresis (Typhoon
TRIO+ Imager, GE
Healthcare)
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autoradiograph (Fig. 12). The upper band (approximately 32 kDa) was identified
by glycosidase digestion as the glycosylated protein, depicting the potential of the
system to perform N-linked glycosylation. In eukaryotic cell-free systems, N-
glycosylation is usually realized in the lumen of microsomes, originating from the
rough ER [88]. In addition, these microsomes can be used to incorporate mem-
brane proteins into a native like lipid environment suitable for further downstream
functional studies. Membrane incorporation of cell-free expressed proteins was
tested by studying the production of the type I transmembrane protein heparin-
binding EGF-like growth factor [89] using the Mel-Hb-EGF-eYFP construct
described previously in Sect. 4 . Fluorescent vesicles indicate the translocation and
incorporation of the target protein into the microsomal vesicles present in the CHO
cell-free system (Fig. 13). Translocation efficiency was not affected by the ATG-
to-GCT mutation of the initiation codon. Cell-free production of transmembrane
proteins represents the basis for further downstream characterization of their
functionality.

We have demonstrated the development of a cell-free system based on extracts
derived from cultured CHO cells. The system enables the production of a wide
range of target proteins, including membrane proteins and glycoproteins. Synthesis
cannot only be accomplished with specific in vitro protein expression vectors but
also with in vivo constructs, such as pcDNA3.1. This provides the potential to
conveniently optimize a template DNA in vitro prior to expression in vivo without
recloning. Some conceivable applications of this method are the evaluation of
gene-specific mutations, the evaluation of purification tags including their terminal
position, codon optimization, and the analysis of signal peptides. In all cases
vector backbones should be equipped with the CrPV IGR IRES which is essential
for high-yield protein synthesis in vitro.

The broad range of applications turns the CHO cell-free system into a powerful
alternative to already established systems. It offers a tool for the fast and easy

Fig. 13 Incorporation of a membrane protein into microsomal membranes in CHO-lysates.
CLSM images depict de novo synthesized Mel-Hb-EGF-eYFP. Fluorescent vesicles indicate the
translocation of the target protein into the microsomal vesicles present in the CHO cell-free
system. eYFP was excited at 488 nm and fluorescence emission was recorded with a longpass
filter in the wavelength range above 505 nm (LSM 510 Meta microscope, Zeiss)
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synthesis of recombinant proteins, not only for the time-saving evaluation of
efficient expression constructs, but also for functional and structural studies.

6 Protein Modification in Cell-Free Systems Through
Incorporation of Noncanonical Amino Acids

The manifold functions of proteins expressed in all known organisms can be traced
back to a subset of only 20 ? 2 primary building blocks, the standard or so-called
proteinogenic amino acids. Nevertheless, fruitful efforts with a great impact on
research as well as industrial applications have been made in order to expand this
natural repertoire. For this purpose, amino acid analogues with a variety of dif-
ferent characteristics have been generated and employed as noncanonical building
blocks in different in vivo and in vitro protein expression systems [37, 39]. Their
applications range from mimicking natural physicochemical properties and PTMs
to biophysical probing, cross-linking, and further site-directed modification
through unique reactivity [38].

The utilization of novel primary building blocks in the context of cell-free
protein synthesis is accompanied by several advantages compared to their use
in vivo [2]. Cell-free protein synthesis systems are based on an open mode of
reaction that enables a fast and easy manipulation of the synthesis conditions. To
account for the requirements of an efficient and directed amino acid incorporation
and corresponding production of modified proteins, the reaction can be directly
supplemented with additional components in optimal concentrations including
novel protein building blocks, tRNAs, enzymes, and ions.

6.1 Fidelity of Protein Synthesis

The high fidelity that leads to a correctly synthesized protein can be mainly
accredited to a certain class of enzymes responsible for charging the right amino
acid onto its cognate tRNAs [90]. These so-called aminoacyl-tRNA synthetases
exhibit a high degree of specificity towards their amino acid and tRNA substrates.
The resulting aminoacyl-tRNA then functions as a transfer molecule that delivers
the appropriate amino acid to the ribosome. There, the amino acid is incorporated
into the nascent amino acid chain in correspondence to the tRNA’s anticodon
recognizing its complementary triplet codon in the mRNA. To circumvent the
quality control of tRNA aminoacylation by the corresponding endogenous syn-
thetases, two different methodologies are widely employed that enable the ‘‘mis-
acylation’’ of tRNAs with noncanonical amino acids. In the following their
application in the context of eukaryotic cell-free protein synthesis is presented in
more detail.
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6.2 Random and Site-Directed Cotranslational Incorporation
of Fluorescent Amino Acids into Proteins

One possibility for charging tRNAs with a desired amino acid is based on a
semisynthetical methodology. In short, a dinucleotide corresponding to the 3’-end
of the mature tRNA is connected to the desired amino acid in several steps and
then subsequently ligated enzymatically to the tRNA’s shortened 3’-end [36]. In
the case of loading a tRNA with a noncognate amino acid, the resulting aminoacyl-
tRNA is referred to as ‘‘misacylated.’’ However, the tRNA to be misacylated must
not be a substrate for endogenous synthetases. This could lead to deacylation of the
misacylated tRNA and aminoacylation with an undesired standard amino acid.
Consequently, an inefficient incorporation of the desired amino acid and, with
regard to a site-directed protein modification, a heterogeneous product would be
synthesized due to the incorporation of undesired standard amino acids at
unwanted positions. These obstacles can be overcome by application of tRNAs
derived from bacteria exhibiting significantly differing properties and therefore not
cross-reacting with eukaryotic synthetases [91]. Depending on the misacylated
tRNA’s anticodon the incorporation of a noncanonical amino acid can be directed
towards a desired codon.

By semisynthetically charging a tRNA that comprises an anticodon that
decodes one of the 61 sense codons, a desired noncanonical amino acid can be
randomly incorporated into the protein of interest inasmuch as the respective
tRNA competes with the corresponding endogenous tRNA bearing the same
anticodon for decoding the sense codon [92]. Here we exemplify this methodology
by incorporation of a lysine derivative containing the fluorophore Bodipy TMR
into proteins connected to the EGF-receptor signaling pathway. For this purpose
we applied an engineered tRNA decoding UUC normally employed by the genetic
code to incorporate phenylalanine (Fig. 14a–d). This amino acid derivative is
readily compatible with the translational machinery and moreover does not
influence the translocation of proteins into the insect microsomes which addi-
tionally enables its incorporation into secretory and membrane proteins (Fig. 14b,
c). Depending on the ratio of engineered tRNA to the respective endogenous
tRNA, the random incorporation leads to a protein with the noncanonical amino
acid statistically incorporated at multiple sites.

Furthermore, a desired noncanonical amino acid can also be incorporated into
the protein of interest in a site-directed manner (Fig. 14e, f). For this purpose, a
suppressor tRNA is employed, containing an anticodon complementary to one of
the stop codons normally functioning as a signal to terminate the protein’s
translation. The so-called amber stop codon UAG is the most widely used codon
because its suppression is tolerated to a higher degree than the suppression of the
other two stop codons (ochre, UAA; opal, UGA) in living organisms. Moreover,
the amber stop codon exhibits higher suppression efficiencies [93, 94]. Application
of such a suppressor tRNA is used to achieve a stoichiometric incorporation of one
noncanonical amino acid per protein. Furthermore, the incorporation at a desired
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position is predefined by the location of the amber stop codon in the mRNA
transcript. Hence, any given gene can be easily equipped with an amber codon by
mutagenesis to allow for a site-directed incorporation of noncanonical amino acids
in the resultant protein.

6.3 Orthogonal tRNA/Synthetase Pairs in the Cell-Free
Insect System

Orthogonal tRNA/synthetase pairs are utilized to enzymatically charge a cognate
tRNA with the desired amino acid. These orthogonal pairs can be considered an
expansion of the translational machinery as they supplement the endogenous
components and provide the utilization of an additional protein building block.
Nevertheless, certain fundamental prerequisites have to be met in order to account
for the efficient and site-directed incorporation of a noncanonical amino acid. The
orthogonal synthetase has to exhibit a distinct specificity towards its cognate
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Fig. 14 Random and site-directed incorporation of BODIPY TMR-lysine into cell-free synthe-
sized proteins. Semisynthetically aminoacylated tRNAs were probed in the insect cell-free system.
Random labeling of soluble proteins (a and b; YFP-RhoA: Ras homologue gene family member A,
N-terminally fused to YFP, 56 kDa; Grb2: Growth factor receptor bound protein 2, 24 kDa) and
membrane proteins (c and d; Mel-EGFR-eYFP: epidermal growth factor receptor, N-terminally
fused to a melittin signal sequence and C-terminally to eYFP, 163 kDa; Mel-EGFRvIII: Epidermal
growth factor receptor deletion mutant vIII N-terminally fused to a melittin signal sequence,
105 kDa). Site-directed labeling of luciferase (LUC) containing an internal amber stop codon at the
position corresponding to amino acid 14 (e and f; LUCAmb14, 61 kDa). De novo synthesized
proteins were visualized by in-gel fluorescence (a, c, e, excitation 532 nm, emission filter 580 nm
BP, Typhoon TRIO+ Imager, GE Healthcare) and autoradiography after cotranslational
incorporation of 14C-leucine (b, d, f) and separation in a SDS-PAGE
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noncanonical amino acid and the corresponding tRNA to account for a homoge-
neous product. Therefore, orthogonal tRNA/synthetase pairs are usually evolved
by screening mutant libraries based on a tRNA/synthetase pair which occurs in one
of the three domains of life and is therefore potentially orthogonal in one of the
other two domains. For example, the E. coli tyrosyl-tRNA synthetase in combi-
nation with one of its cognate tRNAs (tRNACUA) has been found to be orthogonal
in eukaryotes [95]. Moreover, the synthetase has been evolved in yeast to spe-
cifically aminoacylate a suppressor tRNA bearing an anticodon complementary to
the amber stop codon with a variety of different noncanonical amino acids.

We employed a mutant tyrosyl-tRNA synthetase (AzPheRS) to incorporate
p-azido-L-phenylalanine (AzPhe) into proteins in our cell-free insect system
(Fig. 15). This noncanonical amino acid can be used as a chemical handle to
further modify de novo synthesized proteins in a directed and bioorthogonal
manner through the unique reactivity of the azido function. To assure the com-
patibility of the incorporated noncanonical amino acid with the translocation and
the glycosylation machinery present in a functional state inside the insect micro-
somes, we expressed a mutant of the human glycoprotein EPO harboring an

e.g. fluorophore, biotin, cross-link etc.

Protein with Incorporated Non-
canonical Amino Acid

Cell-Free Protein Synthesis Reaction

R

Selectively Modified Protein

Transcription/
Translation

Chemoselective 
Reaction

+

Fig. 15 Orthogonal cell-free protein synthesis system based on insect cell lysates. The cell-free
protein synthesis system is complemented with in vitro synthesized orthogonal synthetase
(AzPheRS), tRNACUA, and p-azido-L-phenylalanine (AzPhe). Protein synthesis can be carried out
in a linked and a coupled reaction mode, respectively. De novo synthesized proteins harbor the
noncanonical amino acid at positions predefined by the location of the amber codon in the
respective gene template. Proteins with incorporated AzPhe can then be further modified based
on the chemoselectivity of the azido group towards, for example, triarylphosphines and alkynes
allowing for a site-directed introduction of desired characteristics into the cell-free synthesized
proteins
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internal amber codon in the coding sequence at the position corresponding to
amino acid 23 (Fig. 16, untreated). Glycosylation of the suppression product and
the corresponding cotranslational translocation of the protein into the insect
microsomes were shown by digestion of the glycans with N-glycosidase
F (Fig. 16, PNGaseF) and endoglycosidase H (Fig. 16, EndoH). To further dem-
onstrate the successful incorporation of the noncanonical amino acid into the
glycoprotein, the suppression reaction was treated with the commercially available
fluorescent DyLight650-phosphine which has been described as chemoselectively
reacting with azides via the so-called Staudinger ligation [96]. The modified
glycoprotein was visualized ‘‘in-gel’’ after separation in a SDS-PAGE (Fig. 16a).

The magnesium concentration is a critical parameter in cell-free protein syn-
thesis and strongly correlates with the nature of the template encoding the gene of
interest [97]. Moreover, the magnesium concentration significantly influences the
integrity of the synthesized protein, in particular, in the case of mutant genes with
an internal amber stop codon (Fig. 17). To achieve optimal results, the influence of
different magnesium concentrations on the protein’s integrity as well as the yield
of the suppression product was routinely analyzed.

The presented results demonstrate the potential of combining cotranslational
noncanonical amino acid incorporation and cell-free protein synthesis covering a
broad range of structural and functional divergent proteins. Our insect-based cell-
free system enables the synthesis of secretory proteins, membrane proteins, and
proteins that require PTMs. In combination with the site-directed incorporation of
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Fig. 16 Cotranslational incorporation of p-azido-L-phenylalanine (AzPhe) into the human
glycoprotein erythropoietin (EPO, 21 kDa, nonglycosylated) and subsequent site-directed
modification with fluorescent phosphine dye. A mutant EPO gene fused to a melittin signal
sequence with an amber codon at the position corresponding to amino acid 23 was expressed in
the cell-free insect lysate in the presence of AzPhe, orthogonal mutant synthetase (AzPheRS) and
tRNACUA. The reaction was subsequently treated with DyLight650-phosphine for 2 h at 37 �C.
Aliquots of the complete reaction mixture were applied to PNGaseF and EndoH digestion to
confirm glycosylation. The fluorescently labeled glycosylated and deglycosylated EPO was
visualized by in-gel fluorescence (a, excitation 633 nm, emission 670 nm BP, Typhoon TRIO+
Imager, GE Healthcare) and autoradiography after cotranslational incorporation of 14C-leucine
(b) and separation in a SDS-PAGE
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noncanonical amino acids, the orthogonal cell-free system represents a versatile
platform for functional in vitro studies as well as protein engineering.

7 Summary

Cell-free protein synthesis has become a valuable tool for the synthesis of many
different classes of proteins such as membrane proteins [8–14, 98–100], post-
translationally modified proteins [11, 26], and toxic proteins [101]. In particular, in
the field of antibody engineering, cell-free protein synthesis offers several
advantages as recombinant antibody formats can be produced in a time-saving and
therefore cost-effective manner when using appropriate in vitro translation systems
[25, 27, 51, 53, 56, 57]. In this context, it has been shown that novel cell-free
systems based on translationally active eukaryotic cell lysates are well suited to
enable the synthesis of functional and endotoxin-free antibody formats [25, 27].
The possibility of facilitating the synthesis of toxic proteins is one of the advan-
tages of cell-free protein synthesis [101]. Therefore we anticipate that this method
could become a valuable source for the future production of antibody–drug and
antibody–toxin conjugates.

Cell-free systems are well suited for an automated and high-throughput pro-
duction of recombinant proteins. The reasons behind this are manifold. First, linear
DNA templates can be used directly as expression templates. A method to produce
these templates in a fast and easy manner is the so-called expression-PCR (E-PCR)
where the gene of interest is amplified and regulatory elements needed for an
efficient production of the target protein are added [102]. The use of PCR
amplified DNA templates avoids the need for time- and labor-intensive cloning
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Fig. 17 Influence of magnesium concentration on the integrity of glycosylated erythropoietin
(EPO) suppression product. A mutant EPO gene fused to a melittin signal sequence with an
amber codon at the position corresponding to amino acid 23 was expressed using insect cell lysate
in the presence of p-azido-L-phenylalanine (AzPhe), orthogonal mutant synthetase (AzPheRS),
and tRNACUA. Reactions were supplemented with increasing amounts of Mg(OAc)2. De novo
synthesized proteins were analyzed by autoradiography (Typhoon TRIO+ Imager, GE
Healthcare) after cotranslational 14C-leucine incorporation and separation in a SDS-PAGE

Cell-Free Systems: Functional Modules for Synthetic and Chemical Biology 95



steps. In addition, these templates can be used in prokaryotic as well as in
eukaryotic cell-free translation systems if the templates contain a Shine–Dalgarno
sequence [11]. Second, in contrast to living cells that are naturally surrounded by a
protective cell membrane, cell extracts are completely accessible and thus can be
modified. Given this prerequisite, it seems to be very likely that in the near future
the toolbox of in vitro translation systems can be further expanded and evolved in
order to facilitate the expression of any desired protein. Third, cell-free reactions
are scalable and range from the microliter to liter scale [7]. In particular, minia-
turization is a promising strategy in order to develop microchips that can be
analyzed in an automated environment, whereas scaling-up of cell-free production
systems to the liter scale is the basis for large-scale production of pharmacolog-
ically relevant proteins. Fourth, cell-free synthesized proteins can be modified co-
and posttranslationally. Modifications of proteins may include the introduction of
fluorescent labels, isotope-labeled amino acids, and/or chemical moieties. The
production of chemically modified proteins may then simplify and accelerate
screening procedures. In particular, in the field of antibody engineering, fluores-
cently labeled antibodies are a valuable prerequisite to identifying novel binders
against desired targets.

Although the research field of cell-free protein synthesis has made rapid pro-
gress in the last decade, some challenges remain to be overcome. Currently, there
is no universal in vitro translation system that enables the synthesis of any desired
target protein in a correctly folded and active manner [17]. In particular, the
synthesis of posttranslationally modified and functional eukaryotic proteins is still
a major obstacle. In this context it is highly desirable to develop in vitro translation
systems that facilitate the synthesis of human proteins exhibiting human glyco-
sylation patterns. When it comes to the comparison of total protein yields, pro-
karyotic systems still outperform their eukaryotic relatives [2]. However, the
research field of cell-free protein synthesis is developing rapidly and many of these
challenges have already been addressed. We anticipate that eukaryotic lysates
based on insect, CHO, and human cells have the potential to solve these problems,
in particular, if these eukaryotic systems contain microsomal fractions derived
from the ER or Golgi apparatus to ensure appropriate PTM formation. Having
these translationally active lysates on hand, they can be easily adjusted to different
reaction formats (e.g. CECF systems) in order to increase protein yields signifi-
cantly, thus combining high production rates with the potential to produce post-
translationally modified proteins. In eukaryotic lysates translocationally active
membranous vesicles serve as functional modules representing the prerequisite for
PTMs such as glycosylation as well as membrane protein insertion, protein
entrapment, and enrichment. Moreover, the possibility of modifying and manip-
ulating these functional modules allows their implementation in biochip-based
technical systems for further downstream procedures.

Cell-free systems are derived from living cells and represent minimal biological
systems. Several approaches have shown that biological systems can be further
developed and modified in order to understand and utilize but also expand nature0s
facilities [103]. The method of cell-free protein synthesis is a convenient tool in
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order to study the dynamics of complex biological protein translation systems. Due
to their potential to synthesize difficult-to-express proteins, in vitro translation
systems are well suited to enlarge the repertoire of proteins that can be addressed
in pharmacological characterizations. In particular, the analysis of membrane
protein complexes that were embedded in microsomes by cotranslational trans-
location and the assembly of individual membrane-spanning proteins in cell-free
systems are of increasing interest. All things considered, cell-free translation
systems provide a promising basis in order to analyze the interaction landscape of
membrane protein complexes as well as their participation in cellular signaling
pathways. Furthermore, in vitro translation systems enable the implementation of
an enzyme-mediated protein modification machinery introducing nonnatural
structural elements into protein sequences such as fluorescent and chemically
modified moieties as well as biophysical labels. In particular, the introduction of
site-specific modifications into proteins may have a great impact on the investi-
gation of biological questions regarding cellular signal transduction. Taken toge-
ther, our approach provides a versatile and flexible platform to synthesize proteins
with modified and enhanced functionality, thus expanding the natural repertoire of
protein species.
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New Bioproduction Systems: From
Molecular Circuits to Novel Reactor
Concepts in Cell-Free Biotechnology
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Abstract The last decades witnessed a strong growth in several areas of bio-
technology, especially in fields related to health, as well as in industrial biotech-
nology. Advances in molecular engineering now enable biotechnologists to design
more efficient pathways in order to convert a larger spectrum of renewable
resources into industrially used biofuels and chemicals as well as into new phar-
maceuticals and therapeutic proteins. In addition material sciences advanced sig-
nificantly making it more and more possible to integrate biology and engineering.
One of the key questions currently is how to develop new ways of engineering
biological systems to cope with the complexity and limitations given by the cell.
The options to integrate biology with classical engineering advanced cell free
technologies in the recent years significantly. Cell free protein production using
cellular extracts is now a well-established universal technology for production of
proteins derived from many organisms even at the milligram scale. Among other
applications it has the potential to supply the demand for a multitude of enzymes
and enzyme variants facilitating in vitro metabolic engineering. This review will
briefly address the recent achievements and limitations of cell free conversions.
Especially, the requirements for reactor systems in cell free biotechnology, a
currently underdeveloped field, are reviewed and some perspectives are given on
how material sciences and biotechnology might be able to advance these new
developments in the future.
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1 Introduction

The last decades witnessed strong growth in several areas of biotechnology. In the
last decades of the twentieth century red biotechnology started its rise with
remarkable success especially in the field of therapeutic proteins. Within this
century the growing awareness of the need to change from fossil to sustainable
resources induced huge efforts in industrial biotechnology with the goal of
securing on a long-term perspective the supply of fuels as well as the supply of
basic compounds for the chemical industry. Well-established bioprocesses have
been expanded, including bioethanol production with efforts to shift from first-
generation resources such as sugars to second-generation resources such as
lignocellulosics. Furthermore advances in molecular engineering now enable
biotechnologists to design more efficient metabolic pathways in order to convert a
larger spectrum of renewable resources into already industrially used biofuels or
chemicals as well as new pharmaceuticals and therapeutic proteins [1–3]. Cur-
rently operating processes are in general large-scale fermentation processes both in
pharmaceutical and industrial biotechnology. Especially for industrial biotech-
nology, only some processes leading to valuable molecules are able to compete
with the petro-based product. Usually these are well-known biotechnological
processes such as ethanol, citric acid, or vitamin production to name a few.

The development of novel bioprocesses, for example, employing repro-
grammed biological systems for production of artemisinin in yeast or 1,3-pro-
panediol in Escherichia coli, took more than a decade and involved hundreds of
person-years with the respective associated cost [1, 4]. In addition, for many
fermentation processes already working in the lab a transfer to industrial scale
currently is not economically feasible. One of the drawbacks of fermentation
processes is that in general most of the energy supplied in the feed as sugars or
fatty acids is used for cell proliferation and keeping the cell alive and not for
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production of the desired compound. Therefore, a whole metabolism has to be
supported which in general includes the production of a whole array of side-
products. Some of these compounds may cause significant problems in down-
stream processing (DSP), often impairing the establishment of a fermentation
process on an industrial scale or increasing the cost of the product substantially. In
addition, depending on the underlying pathway, fermentation can be time con-
suming, resulting in a lower space–time yield. Also microorganisms usually have a
limited capacity to take up or release compounds both with regard to quantity and
specificity. The membranes of the microorganisms act as barriers both for sub-
strates and products, thereby preventing efficient conversion unless efficient
transport mechanisms are present in the cell. One of the key questions therefore is
how to develop new ways of engineering biological systems to cope with the
complexity and limitations given by the cell. Several key developments in recent
decades allow us to address these questions in a direct and comprehensive way.
The ability to analyze transcriptional networks on a pan-genomic level using next-
generation sequencing technologies as well as the ability to synthesize DNA at a
genome level plays a major role in accelerating the development of novel bio-
technological production systems or making them possible at all. These devel-
opments resulted in completely new fields in life science and accelerated others
tremendously, including systems biology and synthetic biology. In parallel, several
concepts for cell-free biosynthesis have been developed. Cell-free protein pro-
duction using cellular extracts is now a well-established universal technology for
the production of proteins derived from many organisms, even on a milligram
scale. It has the potential to supply the demand for a multitude of enzymes and
enzyme variants also for in vitro metabolic engineering.

This review briefly addresses the recent achievements and limitations of cell-
free conversions. Recent developments in design and modeling of molecular cir-
cuits are especially addressed. The options cell-free biotechnology offers for the
realization of synthetic molecular circuits using purified compounds as well as their
implementation in a complex cell-free context, making use of existing protein
synthesis and regulation machinery are addressed. Furthermore, the requirements of
reactor systems for cell-free biotechnology to be used, a currently underdeveloped
field, are reviewed and some perspectives are given on how material sciences and
biotechnology might be able to develop new reactor concepts in the future.

2 Cell-Free Conversion: Achievements and Limitations

Cell-free biosynthesis using enzymes for conversion of various substrates in
pharmaceuticals, food, and feed as well as industrial biotechnology actually has a
long history [5]. Due to the availability of only one catalyst present in the reaction
in general pure products without side-products are obtained. Also barriers given by
membranes in fermentation processes do not exist. Thus single enzymatic con-
version steps are also very common in large-scale industrial applications. The
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origins of cell-free conversions can be dated back to the nineteenth century.
Eduard Buchner showed in 1897 that yeast extracts are able to convert sugar to
ethanol and CO2. For this discovery he was rewarded with the Nobel Prize for
Chemistry in 1907. Nowadays a plethora of different applications of enzymatic
conversions exist. One of the most currently widely used cell-free processes is
PCR using polymerases for DNA-amplification. Enzymes are also used in the food
and feed industry for processing of the respective products at larger scales [6–8].
The recently developed strategies for sustainable production of chemicals and
fuels in the last decade focusing on renewable resources within the current bior-
efinery concepts have further increased the importance of enzymatic conversions
in processing of biomass to fermentable substrates [9].

New concepts for bioproduction involve the use of enzymatic chains converting
substrates in a stepwise manner to the final product. The first reports describing the
reconstruction of entire metabolic pathways in vitro to generate the respective
products via a multienzyme reaction have already been published [10–14].
However, chains of enzymatic reactions in a complex cell-free environment are
still at an early developmental stage. Nevertheless, the combination of defined
enzymes or enzymatic chains both in vivo and in vitro for the implementation of
complex or completely novel, synthetic biochemical reactions is a promising
avenue for next-generation biotechnologies.

Setting up entire biosynthetic pathways de novo will benefit greatly from the
ability to have access to a large portfolio of enzymes on demand, including the
option to test variants with optimized performance. Cell-free protein synthesis
could be an option for rapid protein production in order to generate and test the
enzymes required and to optimize them in cell-free screening procedures. The
syntheses of large nucleic acid molecules nowadays also enable the creation of
new combinations of modules of enzymes with different regulatory and catalytic
properties including enzymatic chains composed of several individual or even
fused molecules resulting in directed reaction chains with optimized kinetics and
without the accumulation of potentially toxic agents (see, e.g., [15, 16]).

Cell-free protein synthesis nowadays has been established at the mg/ml scale
for many different proteins [17–19] (and Kubick, this book). Both systems derived
from cellular extracts from several different organisms as well as largely synthetic
systems using heterologously expressed purified compounds have been developed
[20–22]. The most commonly used cellular extracts are derived from E. coli, wheat
germ, and insect cells. Whereas E. coli lysates still have an unmatched expression
level for a multitude of proteins, eukaryotic lysates provide additional posttrans-
lational modifications and are often used for membrane protein expression.

Interestingly, recent reports showed that cell-free protein synthesis using E. coli
lysates is almost linearly scalable from 100 ll to 100 L, over six orders of mag-
nitude. This remarkable result was achieved in the process of up-scaling of rhGM-
CSF (granulocyte–macrophage colony-stimulating factor) expression. This cyto-
kine could be expressed at a 700-mg/L level after a 10-h reaction in a stirred
fermenter without any additional process control [23].
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One of the main limitations in cell-free synthesis is the lifetime of cellular
extracts and the lack of reactor concepts adapted to cell-free protein synthesis.
Currently no reactor concept including active control or bioprocess development
common for all [24] fermentation processes is visible. A main short-term goal for
cell-free protein synthesis therefore should be the development of cell-free reactor
systems including the development of appropriate control systems and reaction
devices enabling a controlled feed of the required substrates as well as supplying
the required energy and removing the products generated.

Another limitation is the current focus on the production of individual proteins
in cell-free protein synthesis. To be able to produce complex biomolecules
requiring several synthesis steps, the setup of synthetic pathways, including sev-
eral controllable gene expression systems in vitro will be required. In addition new
reactor concepts enabling longer synthesis periods will be necessary. This devel-
opment needs a thorough understanding of molecular circuits. A combination of
the efforts in cell-free protein synthesis, the development of molecular circuits and
the required reactor concepts may allow such a development. Several aspects
focusing on these three topics are reviewed and discussed below.

3 The Modular Setup of Molecular Circuits

The advent of genome-scale investigations in the late twentieth century laid the
foundations for a thorough understanding of molecular pathways regulating cel-
lular metabolism. The ability to sequence the genomes was the first breakthrough
enabling the researcher to look at the entire genetic information of any desired
organism. The first genome sequences from Haemophilus influenza [25] and
especially from Saccharomyces cerevisiae [26] advanced the molecular under-
standing of the sequenced organisms tremendously and resulted finally in the
sequence of the human genome [27, 28]. The knowledge of the genome of an
organism enabled the comprehensive setup of transcriptomic profiling and their
analysis at least for all potential protein coding genes and facilitated the analysis of
proteome data significantly. Through these technical advances detailed pathway
analyses of entire organisms are feasible [29].

Comparisons between different but related organisms were crucial for under-
standing the modular structure of molecular circuits and their evolution. In partic-
ular, genome-wide comparative analyses of transcriptional circuits across different
yeast species have been performed. Large-scale rewiring in which individual genes
move in and out of regulons through changes in cis-regulatory sequences has been
identified to be a general phenomenon. Transcription factor substitution and the
formation of new combinatorial interactions are also important contributors to the
rewiring. This leads to the situation that orthologous transcription factors of high
sequence identity might be able to substitute for each other in different organisms
but regulate a different set of genes and regulons [30, 31]. These findings clearly
showed the modular setup of regulatory circuits and their evolutionary plasticity.
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The availability of genomes and transcriptomes is not a limiting factor any-
more. Since the development of the next-generation sequencing technologies all
kinds of nucleic acid analysis are possible at a Tera-base level within a few days.
Thus in-depth studies of molecular circuits on a cellular level based on nucleic
acids (including mRNA, ncRNA, and miRNA among others) are possible without
any bottlenecks at the level of data generation. This is manifested, for example, by
the public release of sequencing data from more than 1,000 human genomes
collected between 2008 and 2010 and their analysis to set up an integrated map of
genetic variation by the end of 2012 [32].

4 Synthetic Molecular Circuits

In synthetic biology not only molecular circuits from nature were adapted to
artificial systems, but also completely artificial regulatory elements based on
nucleic acids were developed. In 2004 one of the first conferences on synthetic
biology, the Synthetic Biology 1.0 Conference at the Massachusetts Institute of
Technology, brought forward the idea to reverse-engineer life [33]. The general
concept here is to identify a class of standard operational components in a mul-
tidisciplinary attempt that can be assembled into functioning molecular machines,
for example, molecular circuits representing a molecular pathway or key regula-
tory elements to switch on and off cellular functions.

The design of new molecular circuits ranges from purely theoretical designs
mostly based on nucleic acid systems of reduced complexity to the implementation
of molecular circuits in complex in vitro systems or even within cells. Nucleic acid
systems have been used to understand chemical circuits based on diffusion and
stochastic binding in order to translate their interactions into logical circuits [34].
The use of so-called ‘‘seesaw’’ gates for displacement reactions of DNA strands
[35] has been very successful to engineer circuits generating in and outputs
reflecting logical functions such as OR and AND (Fig. 1). More complex systems
are even able to generate NOT, NAND, NOR, and XOR functions capable of
computing even calculations such as the square roots of a four-digit binary number
[36]. Although the development of completely artificial networks based mostly on
enzyme-free DNA reaction systems may be still not close to implementation into

Trx 1

Trx 2

P1

P1

P2 GFP

Fig. 1 AND gate circuit representing the co-activation of a reporter gene GFP by the concerted
action of two transcription factors expressed from promoter P1 and acting in combination on
promoter P2 to express GFP; adapted from Shin and Noireaux [39]
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biotechnology, they provide valuable know-how in understanding the dynamics of
genetic circuits, which may advance the reliable construction of regulatory net-
works in biotechnological production systems (for review see [37]).

5 Synthetic Molecular Circuits in Complex Cell-Free Systems

Regulatory circuits in cellular systems in addition to DNA include a variety of
enzymatic and transcriptionally active proteins that enable much more complex
regulatory circuits. This includes time-controlled assembly and disassembly pro-
cesses or pattern formation in the development of multicellular organisms. Several
approaches to set up oscillating regulatory circuits using a defined set of enzymes
and nucleic acids were reported that move in this direction [38]. Recently the
implementation of synthetic gene circuits regulated by several transcriptional
units—a transcription factor and its specific target site acting as promoter for
transcription—in cell-free systems derived from complete cellular extracts has
been presented [39]. The general idea is to use a framework that in principle is able
to self-reproduce and by that enables the continuous production and degradation of
regulatory elements, such as transcription factors and their modulators. This could
be possible by ‘‘hijacking’’ the transcription-translation machinery of the cell.
Cell-free extracts as described above provide such a system. The combination of
cell-free protein synthesis with synthetic molecular circuits might in the future
enable the synthesis of artificial self-reproducing entities. Setting up such a system,
however, requires the ability to control not only one transcription factor, or
transcriptional unit such as T7- or T3-based systems, which currently are generally
used in cell-free biotechnology to produce one protein for biotechnological pur-
poses, but a multitude of transcriptional units. The availability of multiple regu-
latory systems in living cells is obvious and many of them have been studied
extensively. Recently the regulons of E. coli sigma factors have been analyzed in
detail with the help of in vitro run-off transcription experiments [40]. Using these
data the consensus binding sites for the individual sigma factors could be pin-
pointed in more detail as well as the regulons addressed. In addition it was shown
recently that the endogenous E. coli Sigma factor 70 together with E. coli RNA
polymerase can be used to express proteins in cell-free systems efficiently [41].
With this knowledge it is now possible to set up molecular cascades in cell-free
systems by combining the different transcription systems.

A first step in setting up synthetic molecular circuits based on the E. coli sigma
factor system has been reported recently by Shin and Noireaux [39]. In this work
the construction and the phenomenological characterization of synthetic gene
circuits engineered with a cell-free expression toolbox is reported. The toolbox
works with the seven E. coli sigma factors and their target sites as well as the
bacteriophage polymerases T3 and T7. They use the E. coli endogenous holoen-
zyme E70 as the primary transcription machinery expressing all sigma factors and
the bacteriophage-polymerases. Also transcriptional repression units derived from
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E. coli (lacI repressor and arabinose inducible system) as well as the tetracycline
repressor system (tetR repressor) have been established in this cell-free expression
system. As reporter genes for readout of the circuits, fluorescent proteins were
used. In this study the individual activity and the cross-talk between the individual
transcription activation units designed were studied in detail as a prerequisite to
setting up molecular circuits. In addition to the regulation of protein expression,
using the respective transcription factors, proteolytic degrons were introduced into
sigma factors in order to generate degradable transcription factors. Furthermore,
the general half-life of mRNA in cellular extracts was manipulated in order to
analyze the effect of mRNA stability on the output of transcriptional activation
cascades set up by a series of transcription factors. Using this controllable system
Shin and Noireaux [41] could set up elementary circuit motifs, such as multiple
stage cascades and AND gate and negative feedback loops by using the evaluated
sigma factors, a set of repressors, and two heterologous RNA polymerases. These
circuits could also be run in synthetic liposomes in which the prepared extracts
were encapsulated. Interestingly, these vesicles can be addressed from the outside.
Addition of inducer molecules such as arabinose added to vesicles containing an
arabinose-inducible circuit resulted in expression of the reporter gene to a similar
extent as if directly introduced within the vesicle. Using this toolbox the authors
could show the importance of the global mRNA turnover rate, protein turnover,
and of passive competition-induced transcriptional regulation, thereby providing a
model system to study complex regulatory circuits on a transcription/translation
level in vitro [39].

A key feature for further development of complex synthetic circuits that
eventually could result in the production of complex biomolecules requiring
several synthesis steps or even self-replicating units is the period in which cell-free
reaction systems remain active. The current lifetime of a few hours to approxi-
mately a day reported for some systems is certainly a major limitation for the
development of more elaborate systems. One way to alleviate this could be the
development of novel reactor systems for cell-free biotechnology.

6 Reactor Types for Cell-Free Synthesis: State of the Art
and Perspectives

In contrast to the well-established controllable reactor systems for microbial or
mammalian fermentations, currently no corresponding reactor types for cell-free
protein synthesis are available on the market. The predominant way to perform
cell-free protein production is a simple batch mode in which all components are
mixed at the beginning of the reaction. The reaction then takes place until one of
the components essential for protein synthesis is exhausted or inactivated.
Although many limitations in cell-free protein synthesis have been removed or
alleviated by now we are still far from knowing all mechanisms crucial for this
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process (see, e.g., [42]). Currently, this type of batch mode production, running for
several hours, provides protein levels at the mg/ml level and is very well suited for
providing proteins for test or screening purposes. However, large-scale production
of individual proteins in an economic way or setting up complex biochemical
pathways requiring a timely orchestration of expression events or even the vision
to create self-replicating units is not possible with this concept.

Several key issues for reactor design were addressed over 10 years ago [43, 44].
One of the key issues is the supply of energy for the reaction and feeding substrates
such as amino acids. Several different reactor concepts beyond a simple batch
process have been evaluated. Currently only passive diffusion systems are on the
market. In order to supply the reaction with additional substrates, including amino
acids and compounds for energy regeneration, membrane-based exchange systems
were developed. These systems are not controlled actively but use dialysis or
ultrafiltration membranes to exchange small molecules and retain the proteins of
the cellular extract within the reaction compartment. The membrane in general is
connected to an additional buffer reservoir in order to replace used compounds and
extract deleterious compounds by diffusion that may accumulate during cell-free
protein production (CECF, continuous exchange cell-free reactor) [45, 46]. These
passive reactor systems are available on the market up to a volume of 10 ml and
are commercialized as kits with the respective extracts and buffer systems.
Interestingly these passive diffusion systems were developed as an improvement to
continuous flow (continuous mode) cell-free reactors (CFCF), in which a direct
continuous input of substrates (buffer) and removal of an equivalent amount of
reaction solution via a membrane was realized [47, 48]. The main reason for
moving to a passive diffusion system was the inefficient use of expensive sub-
strates provided in the feeding buffer to an extent prohibitive for scaling up
(Fig. 2).

A modification of these systems is a hollow fiber membrane reactor that can be
operated in a cross-flow mode and has been used previously in many other bio-
technological applications. Nakano et al. [43] describe a hollow fiber reactor in
which the feeding buffer is conducted through a UF membrane fiber that is placed
in the cell-free protein synthesis reaction compartment. Although this type of
reactor was reported to increase protein production twofold compared to a batch
reaction without exchange, further reports using this type of reactor in the field of
cell-free protein synthesis are scarce, in contrast to reports from other areas of
biotechnology.

The need for new reactor concepts is obvious considering the large improve-
ments in cell-free protein synthesis witnessed in recent years and nicely illustrated
in the chapters of this book. New reactor concepts certainly have to focus on
energy regeneration systems and feeding and harvesting strategies, as well as
avoiding accumulation of compounds inhibiting any of the crucial steps in a
transcription–translation system.
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7 Integration of Energy Regeneration Concept into a Reactor
Design

One of the key aspects for cell-free protein synthesis was the addition of energy
regenerating systems to the cellular lysates. After recognizing that addition of ATP
is not helpful but rather detrimental, several different energy regeneration systems
focusing on balanced ATP-regeneration have been developed [49]. One of the key
advances in improving energy regeneration systems was the direct use of meta-
bolic pathways including oxidative phosphorylation from the already present
endogenous energy regeneration system in E. coli lysates [50, 51]. Optimizing
lysate production conditions to keep these pathways active resulted in the ability to
use inexpensive substrates including pyruvate and glutamate or even
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Fig. 2 Overview of current reactor types for cell-free protein synthesis. a The reactor type
currently most commonly used in cell-free protein synthesis (CFPS). Simple containers, such as
an Eppendorf tube, for batch mode reactions. b CECF reactor: batch reactor connected via a
membrane to a buffer reservoir for regeneration of used-up components, energy, and removal of
waste products generated during CFPS. c CFCF reactor: reactor with a constant feed of reaction
buffer, including substrates and energy compounds among others; removal of low molecular
weight compounds or products via an ultrafiltration membrane. d Variation of CFCF and CECF
reactor using a hollow fiber module in cross-flow as exchange unit. The regeneration buffer flows
through the reaction chamber resulting in exchange of substrate and waste
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maltodextrose [52]. These compounds are metabolized by the enzymes of gly-
colysis and the TCA-cycle to provide reduction equivalents (NADH/FADH2).
These reduction equivalents are, as in a living cell, converted to ATP within the
lysate using oxidative phosphorylation on inverted inner membrane vesicles
(Fig. 3). The presence of inverted inner membrane vesicles is a result of the cell
homogenization procedure of E. coli, thereby providing access of the catalytic
domain of the ATP-synthase to the outer environment of the vesicles, the lysate.
The reduction equivalents drive the respiratory chain which by using oxygen as the
final electron acceptor creates the proton gradient enabling ATP-regeneration
using ATP-synthase. Thus the only requirement for a reactor in keeping this
energy regeneration system active for a cell-free protein synthesis is the sufficient
supply of oxygen. This is possible with standard fermentation equipment. Indeed,
regular stirred and aerated fermentation reactors have been used to scale up
oxygen-dependent cell-free protein synthesis to the liter scale. Recent reports show
the production of a pharmaceutical protein rhGM-CSF [23] using a modified
E. coli lysate (OCSF) at the 100-L scale. This reaction also was performed as a
batch reaction in a standard stirred fermentation tank with the pH maintained at 7.0
and dissolved oxygen concentration of approximately 20 %, however, without any
additional regulation of the system, such as feeding of substrates or other com-
ponents. The stirred reactor was able to produce protein for approximately 10 h to
a final concentration of 700 mg/L.

8 Energizing Membranes Without Central Carbon Metabolism

Using standard fermentation equipment for cell-free protein synthesis might
optimize the productivity but gives only a limited new quality to this process. One
of the key problems using cellular metabolic pathways for energy regeneration as
described above is the inactivation of the system by thus far only partially

Fig. 3 Inverted inner membrane vesicle: NADH generates the proton gradient via the respiratory
chain. ATP-synthase regenerates ATP from ADP
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understood mechanisms. Secondary products during metabolism of the substrates
could be one cause of the limited lifetime of the system. This is a well-known
problem in classical fermentations, where elaborated bioprocess schemes are
conducted to avoid metabolic overflow, for example. Utilizing cellular metabolism
in a cell-free system, however, is not mandatory. This is also true if ATP-synthase
as the most efficient energy regenerating system of the cell is to be used for energy
regeneration. The only requirement for using ATP-synthase as the energy regen-
eration system is the creation of a pH-gradient across a membrane in which the
ATP-synthase is residing. Cell-free protein synthesis also has been shown to work
without the majority of proteins in a cytosolic lysate. The PURE (protein synthesis
using recombinant elements) system consists of a preparation of ribosomes to
which purified recombinant compounds of the translation machinery, including the
required 20 aminoacyl-t-RNA synthetases, initiation-, elongation- and release-
factors and polymerases for transcription are added [20, 21]. This limited amount
of compounds both enables less complex purification of the product and simpler
data generation for process control. Although the PURE system shows a signifi-
cantly higher mRNA stability than cell-free extracts, because of the absence of
RNAses the overall protein yield is still significantly lower than in the cell-free
protein production systems using complete cellular lysates. One reason for this
might be the use of less-efficient energy regeneration systems. A combination of
new energy regeneration systems with these more defined cell-free production
systems could be employed to realize novel concepts that will be able to supersede
the use of cellular metabolism as regeneration systems and might be more flexible
and easier to control.

9 Reactor Concepts for Use of ATP-Synthase as an Energy
Regeneration System

As described above, ATP-synthase is a highly efficient system for energy regen-
eration. It requires a proton gradient for activation that can be generated by several
different means. The natural way is to use reduction equivalents (NADH, FADH2)
generated by the central carbon metabolism and the respiratory chain embedded in
the membrane. In order to avoid the use of barely controllable metabolic pathways
in a lysate these reduction equivalents could be provided by other means. The use
of alternative co-factor regeneration systems would render the enzymes of the
central carbon metabolism obsolete. The inner membrane vesicles carrying the
respiratory chain and the ATP-synthase would be sufficient for energy
regeneration.

114 S. Rupp



10 Inner Membrane Vesicles

Inner membrane vesicles can be isolated from E. coli using a similar effort to that of
isolating the ribosomal fraction required for cell-free protein synthesis. In order to
use the inner membrane vesicles for ATP production the only requirement is the
supply of NADH. Purified inner membrane vesicles have been shown to support
ATP regeneration after the addition of NADH (Fig. 3) (see, e.g., [53]). This option,
however, would require a regeneration system for NADH for long-term use of the
production system. Co-factor regeneration is crucial also for many enzymatic
reactions in pharmaceutical or industrial biotechnology. Therefore several options
exist to set up simple enzymatic or electrochemical NADH regeneration systems
for driving the proton gradient in inner membrane vesicles required for ATP
generation. These options span from enzymatic reactions to electrochemical
regeneration of NADH, providing options to control the NADH level directly (for
review see [54]). One of the most elegant enzymatic regeneration systems is for-
mate dehydrogenase, which converts formate into CO2. CO2 can be removed easily
from the reaction, resulting in an irreversible reaction without accumulation of the
product in the system. Regulated addition of formate to the reaction might enable
NADH-level adjustments appropriate for cell-free protein synthesis and avoid the
detrimental effects of formate as has been reported for other applications [55].

A second option would be the electrochemical regeneration of NADH. Here
significant advances have been made recently. Using Rh(BiPy) complexes several
limitations in electrochemical reduction of NAD+ could be overcome [56]. Also
new synthetic analogues of NAD+ with higher stability and improved properties in
electrochemical reduction have been shown to open new ways for substitution of
NAD+/NADH [57]. Combining electrochemical reaction systems with inner
membrane vesicles might be an interesting option for ATP regeneration.

Reactor concepts using the respiration chain to generate the driving force for
ATP-synthesis still need to take the oxygen demand of the system into account,
including the required aeration. However, introduction of electrochemical or
enzymatic approaches for NADH generation might give much easier options for
controlling the production rates of ATP and thereby protein production, without
the problem of side reactions in complete lysates hampering the process.

11 NADH-Independent ATP-Synthase Activation

In order to control the ATP-synthase function more directly and to avoid the
dependence on oxygen, several other ideas of generating H+-gradients have been
developed. The most prominent ones are the use of different types of proton
pumps, in general the rhodopsins which are light-driven proton pumps. The
motivation of this research originally was to develop tools needed for the mech-
anistic understanding of the ATP-synthase machinery. However, the knowledge of
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how to energize membranes and get membrane proteins such as ATP-synthase to
work could open new ways in generating energy regeneration systems also for
cell-free protein synthesis.

Several examples for NADH independent ATP production by ATP-synthases
have been presented already. The first reports for light-driven proton pumps that,
reconstituted together with ATP-synthase in liposomes, are able to generate ATP
were published almost 40 years ago using bacteriorhodopsin and ATP-synthase
from Rhodospirillum rubrum (see Fig. 4). The stability and productivity of these
systems have been improved constantly. This includes the variation of several
different types of rhodopsins and ATP-synthases as well as the lipid composition
to generate the reconstituted liposomes [58–63]. To reconstitute both bacterio-
rhodopsin and ATP-synthases in liposomes, the individual proteins in general have
to be isolated independently and reconstituted in artificial liposomes. Critical
points here are the ratio of ATP-synthase and rhodopsin as well as the composition
of the lipids. Using these systems, ATP-synthesis rates have been reported to reach
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Fig. 4 Light-driven ATP-synthesis using bacteriorhodopsin as proton pump: a Isolation of ATP-
synthase from E. coli. Schematic representation of ATP-synthase complex and Coomassii gel of
the purified complex on SDS-PAGE. b Isolation of bacteriorhodopsin from Halobacter
salinarum. Schematic representation of bacteriorhodopsin and Coomassii gel of the purified
protein on SDS-PAGE. c Liposomes, large unilamellar vesicles (LUV); schematic illustration and
microscopic picture. d Reconstituted ATP-synthase and bacteriorhodopsin in LUVs; schematic
representation and SDS-PAGE silver stained showing both ATP-synthase and bacteriorhodopsin.
e Light-induced ATP synthesis of reconstituted vesicles containing both bacteriorhodopsin and
ATP-synthase. Red line: no light, the added ADP containing *10 uM ATP. The ATP is
hydrolyzed by ATP-synthase. Blue line: light: bacterorhodopsin generates proton gradient able to
drive ATP-synthesis from ADP
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several hundred nmole/min mg [61]. Figure 4 shows the general setup of such a
system composed of bacteriorhodopsin, E. coli, F0F1 ATP-synthase, and artificial
liposomes. These systems are completely independent of oxygen, however, they
require a light source for activating the rhodopsins which would have to be present
in a respective energy regeneration module of the reactor.

Most recently an interesting report described the expression of a novel light-
driven H+ transporter, delta-rhodopsin from Haloterrigena turkmenica in E. coli
[64]. In contrast to bacteriorhodopsin, delta-rhodopsin can be functionally
expressed in E. coli under normal growth conditions. Using a recombinant E. coli
strain expressing delta-rhodopsin, inverted inner membrane vesicles could be
isolated that act as light-driven ATP-regeneration systems. To increase stability
and lifetime, the ATP-synthase expressed in this strain was derived from ther-
mostable F0F1-ATP synthase from thermophilic Bacillus PS3 TF0F1; [65]. The
ATP generated (40 lM) was used to drive an ATP-dependent enzymatic reaction,
the conversion of glucose to glucose-6-phosphate using hexokinase. This system
was designed to give a proof of concept that light-driven ATP-generation can be
used for providing energy to enzymatic conversions. In contrast to the complex
isolation of ATP-synthase, rhodopsin, and reconstitution in liposomes, this system
requires only the isolation of inverted inner membrane vesicles, thereby reducing
the required purification steps drastically without changes for a reactor concept as
described above. A similar system has been reported using a rhodopsin from
Gloeobacter violaceus [59].

12 Integration of ATP-Synthase into Synthetic Membranes

The option of directly integrating ATP-synthases in polymer-supported mem-
branes with the associated stability and flexibility in order to create artificial ATP-
regeneration membranes would be an interesting alternative for novel reactor
concepts. Successful and functional integration would allow the direct use of
chemically maintained proton gradients across a technical membrane, such as a
hollow fiber or planar membrane, to regenerate the ATP demand of cell-free
protein synthesis or other ATP-demanding processes.

Several approaches have been reported to integrate ATP-synthase into polymer
membranes. In one approach liposomes containing rhodopsins and ATP-synthase
were directly embedded in sol–gel matrices employing silica sol and PEG [66].
This resulted in a transparent inorganic matrix in which the liposome provides the
membrane structure and protein orientation to two transmembrane proteins, bac-
teriorhodopsin (bR) and F(0)F(1)-ATP synthase. Sol–gel encapsulation converts
the liposomal solution into a robust material without compromising the intrinsic
activity of the incorporated proteins. Thus light could drive a proton gradient that
was converted into regenerating ATP from ADP to a similar extent as the systems
described above.
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In another approach nanoporous silica particles have been used as support for
lipid bilayers into which membrane proteins can be integrated [67]. Using an
ATPase from I. tratricus expressed in E. coli and Na+ gradients set up by the
passive ion-channel gramicidin A across the lipid bilayer of the silica particle it
was possible either to generate ATP by transportation of Na+ ions through the
ATPase or vice versa to use the ATP-hydrolysis reaction to pump Na+ ions.
Nanoporous silica particles also have been used to support lipid membranes into
which cytochrome c oxidase was incorporated [68]. This enzyme was functional
with respect to catalysis of O2 reduction to water, and charge separation across the
membrane. Thereby it could maintain a proton electrochemical gradient across the
supported proteomembrane. This showed that the membrane system was proton
tight, and thereby in combination with ATP-synthase might be another option to
regenerate ATP. In this case again supply of O2 is essential for functionality which
would have to be considered if implemented into a reactor concept.

Direct integration onto polymer membranes also has been reported for ATP-
synthase. In this report ATP-synthase–containing vesicles were spread on cellulose
membranes. The authors could show an oriented incorporation onto the supporting
membrane, however, activity of the ATP-synthase has not been reported in this
publication [69].

Block-copolymers, both planar and vesicular, have been proposed to be able to
integrate proteins and by that may act as a support structure for membrane pro-
teins. Recently this approach yielded several interesting results with regard to
functional integration of membrane proteins into planar block copolymer mem-
branes. Kumar et al. reported the functional incorporation of a complex water
channel into such a membrane [70]. Thus incorporation of complex membrane
channels in polymer membranes has been shown already. Further research will be
needed to see if this is possible for other more complex proteins such as ATP-
synthase as well. This would also open up new perspectives for simplified reactor
concepts utilizing planar-block-copolymer membranes regenerating ATP
employing a purely chemical proton gradient across the membrane to drive ATP-
synthesis (Fig. 5).

The different concepts of energy regeneration systems discussed above could
represent a possible evolution of reactor systems for cell-free protein synthesis as
well as other ATP-dependent processes. The charm of this development would be
the continuous reduction of complexity of the system—and thereby our ability to
control it—which in the end would boil down to a single protein complex con-
verting an electrochemical gradient into chemical energy that could fuel the
translation machinery (Fig. 6). Bringing this concept to reality will still require
strong efforts in joining membrane technology and biochemistry to realize these
ambitious goals.
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13 Conclusions

The development of biotechnology has gained considerable pace in recent dec-
ades, both fueled by the development in medicine and pharmaceutical biotech-
nology as well as by the recent developments in industrial biotechnology.
Advances in bioprocess technologies and metabolic engineering made it possible
to improve existing products and develop novel ones using fermentation processes.
However, the inherent limitations of cells fostered new concepts in biotechnology
focusing on cell-free production systems. Especially the lack of cellular barriers,
such as membranes and direct access to the product are a significant advantage
over classical fermentation processes. The increasing wealth of databases fur-
thermore enables the identification and realization of novel synthetic pathways for
production of new compounds using partially or completely in vitro generated
synthetic pathways. Thereby these technologies will be a powerful platform for
contributing to a next-generation biotechnology. Nevertheless, the complex
interactions within a cell are far from understood at a level to transfer them fully
in vitro. This results in an only limited ability to control cell-free processes in an
efficient way. Optimizing cell-free production systems by control of the critical

Block Copolymer Membrane

Suporting technical Membrane

Pores in technical Membrane
Poresin Block Copolymer Membrane

Membrane Proteins in 
Block Copolymer Membrane

ADP

ATP

Membrane

H+

H+

Fig. 5 Model of membrane protein in block-copolymer membranes: ATP-synthase directly
converting a proton gradient into chemical energy, ATP. Upper scheme: Structure of supported
block copolymer membranes with pores to integrate proteins. Lower scheme: Vision of direct
activation of ATP-synthase in block copolymer membranes using a chemical proton gradient
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parameters and efficient regeneration systems both on a structural and energetic
level will be a necessary step to further improve these technologies. This requires
new reactor concepts that enable the control of critical factors, such as generation
of side-products hampering cell-free protein synthesis, and include energy
regeneration concepts, either by utilizing existing pathways or generating novel
energy sources for energy regeneration. These developments will further pave the
way for cell-free processes to industrial applications.
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Abstract Increasing needs of green energy and concerns of climate change are
motivating intensive R&D efforts toward the low-cost production of electricity and
bioenergy, such as hydrogen, alcohols, and jet fuel, from renewable sugars. Cell-
free biosystems for biomanufacturing (CFB2) have been suggested as an emerging
platform to replace mainstream microbial fermentation for the cost-effective
production of some biocommodities. As compared to whole-cell factories, cell-
free biosystems comprised of synthetic enzymatic pathways have numerous
advantages, such as high product yield, fast reaction rate, broad reaction condition,
easy process control and regulation, tolerance of toxic compound/product, and an
unmatched capability of performing unnatural reactions. However, issues per-
taining to high costs and low stabilities of enzymes and cofactors as well as
compromised optimal conditions for different source enzymes need to be solved
before cell-free biosystems are scaled up for biomanufacturing. Here, we review
the current status of cell-free technology, update recent advances, and focus on its
applications in the production of electricity and bioenergy.
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1 Introduction

1.1 Cell-free Biosystems for Biomanufacturing

Enzymes as biocatalysts are highly selective and greatly accelerate reaction rates
under mild conditions. So far, many biomanufacturing processes have been
implemented by using a single enzyme for producing sugars, semisynthetic anti-
biotics, and other high-value compounds [1–4]. In order to meet bioprocessing
needs, tremendous efforts have been made pertaining to the discovery of desired
enzymes, enhancement in enzyme stability by protein engineering and/or enzyme
immobilization, reduction in enzyme production and separation costs, and enzyme
recycling [5–7]. With increased system complexity, multienzyme one pot has been
used in biomanufacturing, for instance, the synthesis of chiral alcohols involving
in situ cofactor regeneration [8], synthesis of saccharides [9], and cellulosic bio-
mass hydrolysis via a few synergistic cellulase components [10].

Complicated biotransformation through more than three enzymes has been
mainly used to produce high-value products in the pharmaceutical and biomedical
industries, such as the synthesis of polypeptides, antibodies, chiral compounds,
polysaccharides, and so on [11–15]. In these cases, costs of enzymes and cofactors
and/or their recycling may not be essential to the success of their production
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because the prices of these high-value products could vary from millions to bil-
lions of dollars per kilogram [9].

Recently cell-free biosystems for biomanufacturing (CFB2) have been sug-
gested to produce low-value biocommodities as an alternative to whole-cell fer-
mentation [9, 16–19]. In these cell-free biosystems, a number of enzymes and/or
coenzymes are put together in one reactor or even separated by a selective cellular
or synthetic membrane for implementing desired biotransformation (Fig. 1). It is
essential to decrease enzyme costs and increase enzyme stability, when low-cost
commodities, such as electricity, liquid biofuels, and hydrogen, are produced by
using enzymes on a large scale. The design principles of cell-free biosystems have
been summarized elsewhere [9, 16, 17]. Cell-free biosystems have produced
electricity, hydrogen, and liquid biofuels better than microbial cells in terms of
product yield, rate, and/or titer, suggesting their great industrial potential [18, 20].

1.2 Comparison of Cell-free Biosystems and Microbial
Fermentation

Microorganisms have been our friends for thousands of years since our ancestors
used them to make beer, wine, bread, cheese, and so on. With the development of
genetic engineering, metabolic engineering, and synthetic biology, recombinant
microorganisms are playing more important roles in producing fuels, energy, food,
chemicals, and medicines [21, 22]. Although microbial fermentation dominates the
biomanufacturing industry, many inherent drawbacks of whole-cell microorgan-
isms cannot be addressed due to limits of the microorganisms’ nature and ther-
modynamics. For instance, anaerobic microorganisms are able to produce a
maximum of 4 units of dihydrogen per glucose unit, called the Thauer limit [23].
In contrast, cell-free biosystems without cellular membrane, gene regulation, or
undesired pathways can produce nearly 12 mol of dihydrogen per glucose unit

Fig. 1 The conceptual
scheme of cell-free
biosystems for the production
of electricity, hydrogen, and
liquid biofuels
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(Fig. 2b) [24–26]. Another example is transformation of cellulose to starch. It is
difficult for cellulolytic microorganisms to convert cellulose to starch at high
yields, while achieved by a novel cell-free biosystem through restricted hydrolysis
of cellulose plus cellobiose phosphorylase and alpha-glucan phosphorylase [27].

Cell-free biosystems feature several advantages over microbial cell factories
(Fig. 2). (1) High product yield could be achieved with cell-free biosystems
because neither by-products nor cell mass are produced. Microbes have to spend a
lot of energy and resources on duplicating themselves, maintaining basic metab-
olisms, and often producing undesired products. As a result, in microbial cell
factories, high-yield products could be achieved only by resting cells or anaerobic
fermentations when the formation of cell mass is minimal [28]. (2) Reaction rates
per unit area or volume of enzymatic biosystems are usually higher than those
based on microbes because of higher loadings of desired enzymes per unit area or
volume and no cellular membrane that causes reduced mass diffusion rates.
(3) Enzymatic biosystems usually work under broader reaction conditions, such as
high temperature and low pH [29]. (4) Cell-free biosystems involve the in vitro
assembly of enzymes and modules only. The utilized enzymes can be either
purified or crude cell lysate containing the desired proteins (Fig. 2b). By contrast,
complicated microbial cell metabolism involves multigene assembling and regu-
lation, multiprotein expression and folding, and numerous intermediates and

Fig. 2 Comparison of microbial cell factories (a) and cell-free biosystems (b)
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metabolite fluxes (Fig. 2a). As a result, the optimization of complex cellular
networks could be time-consuming and labor-intensive. Engineered microorgan-
isms frequently exhibit a performance far from that designed or expected [30, 31].
(5) Enzymes usually tolerate organic solvents and ionic liquids more than
microorganisms because microorganisms should keep the cellular membrane
intact for their basic functions [20, 32]. (6) Cell-free biosystems enable the con-
struction of novel unnatural pathways implementing some biological reactions that
living microbes or chemical catalysts could not previously implement. For
example, b-1, 4-glucosidic bond linked cellulose has been converted to a-1,4-
glucosidic bond linked starch by a mixture of intracellular and extracellular
enzymes in one vessel [27, 33]. This achievement implies an out-of-the-box
solution to feeding the world by the utilization of the most abundant nonfood
biomass resources.

Although cell-free biosystems have numerous appealing features as mentioned
above, their commercialization has a long way to go to really compete with fer-
mentation processes, especially for some well-developed fermentations for the
production of ethanol, amino acids, antibiotics, bulk enzymes such as amylase and
protease, and so on. It is worth noting that some microbial fermentations may not be
replaced with cell-free biosystems in the far future. For example, it is economically
infeasible to produce low-cost bulk enzymes from amino acids, ammonia, and
sugars by using cell-free biosystems because feedstocks are more costly than
products, although it is operative to produce high-value special protein drugs and
enzymes. Because it is too costly to generate a large amount of ATP in vitro at low
cost [16, 34], microbial fermentations that require plenty of ATP inputs may not be
replaced by cell-free biosystems, such as antibiotics or ATP-intensive tryptophan
(i.e., up to 70 ATPs per tryptophan synthesized) [35]. Although in vitro ATP could
be produced from low-cost polyphosphate [36] or in vitro oxidative phosphoryla-
tion of NADH [37], the former could result in an accumulation of phosphate ions,
which may be an inhibitor to cell-free biosystems [4] and the latter’s reconstructed
cellular membrane cannot last long. Some biosynthetic pathways require a coen-
zyme CoA or CoA-containing metabolites, which are easily degraded in vitro; the
replacement of CoA by some chemical compounds has not been explored.
Therefore, some microbial fermentation involving CoA cannot be replaced with
cell-free biosystems, such as polyhydroxyalkanoates (PHA) [38].

1.3 Patterns of Cell-free Synthetic Enzymatic Pathways

Patterns of multienzyme biocatalysis can be classified into four different
‘‘designs’’: linear, orthogonal, parallel, and cyclic according to interactions among
substrates, intermediates, and products [39]. According to product generation, we
would like to propose three patterns of synthetic enzymatic pathways (Fig. 3). The
first pattern is linear, where the product from the first reaction becomes the sub-
strate for the next reaction and a series of cascade enzymes together have a linear
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reaction system. Most synthetic processes regardless of chemical or biological
conversions belong to this pattern [40, 41]. The second pattern is linear branch,
where desired products are generated from ‘‘branches’’ in a linear enzymatic
pathway. For example, three NADH molecules can be generated in a linear
reaction containing three cascade enzymes [8]. In enzymatic fuel cells, a few
pathways have been designed in a linear-branched pattern for in-depth oxidation of
organic fuels [42–44]. The third pattern is cyclic branch for the generation of
‘‘branch products’’ through a cyclic pathway. One example is high-yield hydrogen
generation from starch and water, in which one glucose-6-phosphate can generate
two NADPH molecules by two dehydrogenases through the cyclic pathway [24].
Twelve units of dihydrogen can be produced per unit of glucose equivalent if the
cycle repeats six times. The above classification is not strict. Sometimes, com-
plicated pathway designs can be hybridized based on several patterns.

1.4 Cell-free Biosystems for Biomanufacturing: Problems
and Their Respective Solutions

Possible doubts of CFB2 include the high production cost of many enzymes, poor
enzyme stability, costly and labile coenzymes, and different optimal conditions for
different source enzymes.

Fig. 3 Patterns of cell-free synthetic enzymatic pathways: linear (a), linear branch (b), and
cyclic branch (c)
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Cell-free biosystems can utilize relatively low-quality purified enzymes or even
crude cell extracts, different from the high-purity enzymes used in academic labs
and the pharmaceutical industry [2]. Therefore, there is no need to use a series of
expensive chromatographic methods to obtain high-purity enzymes. Many less
costly scalable protein purification techniques, such as salt precipitation, heat
precipitation [45, 46], and adsorption on low-cost absorbent [47], have been
developed so that enzyme purification costs can be significantly decreased.
Actually, several industrial enzyme production costs have already been decreased
greatly. For example, industrial cellulases have selling prices of approximately
$10 US/kg [9, 48]. Transgenic plants can produce bulk enzymes at very low cost,
for example, $7.8 US/kg protein as claimed by Infinite Enzymes LLC
(http://www.infiniteenzymes.com/).

Enzyme stability is another important cost-determining factor. Many efforts
have been focused on discovering thermostable enzymes, enzyme immobilization,
and enzyme engineering via rational design or directed evolution for increasing
enzyme stability [49–52]. During the past half century, a number of enzyme
immobilization technologies have been developed, such as adsorption, cross-
linking, encapsulation, and their combinations [53–55]. For instance, a one-step
protein purification and immobilization method has been developed by using low-
cost, ultrahigh adsorption capacity cellulose to adsorb cellulose-binding–module
tagged thermophilic enzymes, resulting in a highly active and ultrastable enzyme
with a total turnover number of more than 109 mol of product per mole of enzyme
[56]. Akermin reported that three immobilized enzymes used for enzymatic
fuel cells can actively oxidize the fuel for over three years and still retain
their activities (http://www.fuelcelltoday.com/news-events/news-archive/2008/june/
akermin-achieves-record-enzyme-stability). New nanomaterials provide a new
opportunity of stabilizing enzymes on their surfaces for a long time [57, 58].

Costs and stability of cofactors may be another issue for cell-free biosystems
because biomolecules such as ATP and NAD(P) are expensive and unstable. One
of the solutions is careful design of synthetic pathways that have balanced
cofactors or do not require cofactors. For example, both enzymatic pathways for
hydrogen generation from polysaccharides and alcohol production from glucose
do not need ATP for sugar phosphorylation, completely different from pathways
occurring in microbes [20, 24]. Another solution is the use of the low-cost bio-
mimetic cofactors that have similar functions with natural cofactors [59–61].
Redox enzyme engineering has achieved the change of cofactor preference from
one to another.

An individual enzyme in cell-free biosystems has to work under compromised
conditions, where all enzymes can work [24–26, 32, 62]. The trade-off among
enzymes might be solved by using enzymes from the same organism or by
engineering enzymes to have similar optimal working conditions.

We believe that cell-free biosystems have the potential to replace some of
microbial processes, especially for the production of low-value biocommodities.
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Several examples of bioelectricity, biohydrogen, and biofuel production based on
cell-free biosystems are delineated below.

2 Bioelectricity Generation

2.1 Overview of Enzymatic Fuel Cells

Biological fuel cells (BFCs) are bioelectrochemical systems that use biocatalysts
to harness chemical energy in fuels and convert it to electricity [63]. Compared to
traditional fuel cells that utilize precious metal catalysts, BFCs feature modest
reaction conditions, utilization of complex organic compounds (e.g., sugars,
alcohols, and mixtures such as wastewater) or hydrogen, high catalytic specificity,
renewable biocatalysts, nearly zero carbon emissions, biodegradability, and low
safety concerns [64]. According to the biocatalysts, two types of BFCs can be
classified: microbial fuel cells (MFCs) and enzymatic fuel cells (EFCs).

EFCs utilize oxidoreductases as biocatalysts to generate electricity through the
oxidation of chemical fuels at the anode, whereas oxidants are reduced at the
cathode with protons transferred across the membrane from the anode (Fig. 4)
[63]. EFCs are regarded as next-generation, environmentally friendly, micropower
sources [64] because they could have higher power output in terms of normalized
electrode areas than MFCs mainly due to the lack of cellular membranes that slow
down mass transfer and higher enzyme loading per volume [65–67]. With the
development of more stable enzymes and better pathways, sugar-powered EFCs
may have unmatched energy storage densities of approximately 3,000 Ah/kg of
glucose, which are suitable for powering small or micro portable electronics in the
near future [68].

2.2 Problems of EFCs

Four key challenges must be solved before a large-scale implementation of EFCs.
These are incomplete oxidation of fuels (e.g., hexoses), short enzyme lifetimes,
low power densities, and high costs associated with enzymes, mediators, and
systems. Each challenge can be addressed with multiple approaches (Table 1), but
some solutions may be in conflict. Therefore, it is very important to systematically
analyze the pros and cons of each solution to determine the best choices.

Energy density is a crucial criterion for batteries and power sources. EFCs can
utilize a large range of chemical compounds as fuels, but most EFCs suffer from
the incomplete oxidation of fuels, leading to a waste of energy utilization. For
example, most glucose-powered EFCs are based on one oxidoreductase (i.e.,
glucose dehydrogenase or glucose oxidase), resulting in only two electrons
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generated per glucose unit [69, 70]. Incomplete oxidation dramatically increases
the fuel cost of EFCs and results in product inhibition to enzymes. To increase fuel
utilization efficiency and boost energy density of EFCs, a complete oxidation of
fuels mediated by cascade enzymes is highly desired [71–73]. For example,
hexoses may be completely oxidized to produce electrons at theoretical yield (i.e.,
24 electrons per hexose), resulting in a very high energy density of 3574 Ah/kg
glucose, which could be much higher than lithium rechargeable batteries.

Enzymes suffer from low stability, low volumetric catalytic ability compared to
metal catalysts, and may require tedious enzyme isolation and purification. To
prolong enzyme lifetime in EFCs, most efforts have been focused on enzyme
immobilization on electrodes, where enzymes usually originate from mesophilic
organisms. Such immobilization not only prolongs the lifetime of enzymes but
also enhances the electron transfer among enzymes and electrodes [74]. Typical
immobilization methods include simple adsorption, entrapment, wiring, covalent
linking, sandwiching, and so on [75]. Therefore, nearly all current EFCs are based
on immobilized enzymes. However, this immobilization often severely impairs the
apparent enzyme activities, which results in very low power densities [76–79].
Because enzyme stability can be enhanced by enzyme engineering, optimization of
the enzyme complex, and the use of thermostable enzymes from thermophiles,
other synergetic solutions could be (i) to extend the enzyme lifetime by using
thermostable enzymes (thermoenzymes) and/or protein engineering [80, 81], (ii) to
retain the enzyme activity and increase the mass transfer without immobilization,
and (iii) to facilitate the electron transfer by using electron mediators between the
enzymes and the electrodes [82, 83].

Power densities of EFCs are much lower compared to traditional fuel cell
technology, resulting in their niche applications. Most EFCs can generate power at
the lW–mW/cm2 levels, which are enough to power biosensors and very small
electronics [84]. Further increase in the power output of EFCs requires a combi-
natorial strategy of better cell configuration by using parallel stacking electrode
plates [70], better enzymatic electrode design, enhanced performances of enzymes,
and so on.

Fig. 4 General configuration
of an enzymatic fuel cell
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2.3 Complete Oxidation of Fuels

EFCs can utilize synthetic enzymatic pathways for the complete oxidation of fuels.
Synthetic enzymatic pathways have already been constructed or suggested to
perform the complete or deep oxidation of methanol, ethanol, glycerol, and
pyruvate [42, 44, 85, 86]. Methanol is the first fuel that has been completely
oxidized to CO2 by three NAD+ based dehydrogenases working along a linear
pattern [44] (Fig. 5a). Ethanol, glycerol, and pyruvate are demonstrated later for
deep or complete oxidization through biomimetic pathways (i.e., the citric acid
cycle).

Glucose is the most common fuel in nature because it is the least costly,
abundant, renewable, and safe. Several studies have shown four electrons gener-
ated from one glucose unit by using two dehydrogenases [62, 87]. To completely
oxidize glucose, two synthetic pathways have been suggested. The first is based on
a nonnatural, minimal six-enzyme cascade pathway containing PQQ-dependent
dehydrogenases, aldolase, and oxalate oxidase (Fig. 5b) [43]. This pathway uti-
lizes low chemical specificities of some enzymes that can work on multiple sub-
strates. The final product CO2 was detected. However, the problems such as low
power output and lack of quantitative evidence of coulombic efficiency remain

Table 1 Challenges and problems of EFCs and their respective solutions

Challenges Problems Solutions

Incomplete
oxidation of
fuels

Low energy density,
Product
inhibition

Synthetic cascade enzymes [1, 43, 62, 73, 86]

Enzyme
stability

Short working
lifetime,
Short shelf time

Enzyme immobilization [150]
Enzyme engineering [82]
Thermostable enzymes [62]

Low power
density
Current
density
Voltage

Limited applications Free enzyme for intact enzyme activity
and better substrate mass transfer [84]
Synthetic enzymatic complexes [151]
Better redox immobilization [59]
Stirring or flow through
Decrease inherent ohmic resistance
Better buffer [70]
Better mediators [152]
Directed electron transfer (DET)
redox enzymes [63]

Costly EFC
component
Nafion
membrane
Mediator

High costs
Complicated
configuration
Degradation
Reduction of
open circuit
potential

Membrane-free by the use of both
bioanode and biocathode [77]
More stable mediators [59]
Mediator-free DET redox enzymes [63]
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unsolved. The other 13-enzyme pathway contains two dehydrogenases that are
responsible for NADH generation, one diaphorase for electron transfer from
NADH to electrode, and the ten other enzymes for sugar recycling in the pentose
phosphate pathway, and glycolysis and gluconeogenesis pathways (Fig. 5c). This
synthetic pathway utilizes phosphate instead of expensive and unstable ATP as the
phosphate source for the activating glucose unit of maltodextrin. At a low mal-
todextrin concentration (i.e., 2 mM glucose equivalent), a constant current density

Fig. 5 Synthetic enzymatic pathways for the complete oxidation of methanol (a), glucose (b),
and maltodextrin (c). a ADH Alcohol dehydrogenase; ALDH Aldehyde dehydrogenase; FDH
Formate dehydrogenase; DI Diaphorase; and BV Benzyl viologen. b GDH Glucose dehydro-
genase; GADH Gluconate 2-dehydrogenase; ALD Aldolase; ADH Alcohol dehydrogenase; ALDH
Aldehyde dehydrogenase; and OXO Oxalate oxidase. c aGNP a-glucan phosphorylase; PGM
Phosphoglucomutase; G6PDH Glucose-6-phosphate dehydrogenase; 6PGDH 6-phosphogluco-
nate dehydrogenase; RPI ribose-5-phosphate isomerase; Ru5PE ribulose-5-phosphate 3-epimer-
ase; TK: Transketolase, TAL Transaldolase; TIM Triose phosphate isomerase; ALD Aldolase;
FBP Fructose-1,6-bisphosphatase; PGI: Phosphoglucose isomerase; and DI Diaphorase. Metab-
olites are g1p Glucose-1-phosphate; g6p Glucose-6-phosphate; 6pg 6-phosphogluconate; ru5p
Ribulose-5-phosphate; x5p Xylulose-5-phosphate; r5p Ribose-5-phosphate; s7p Sedoheptulose-7-
phosphate; g3p Glyceraldehyde-3-phosphate; e4p Erythrose-4-phosphate; dhap Dihydroxyace-
tone phosphate; fdp Fuctose-1,6-diphosphate; f6p Fructose-6-phosphate; Pi Inorganic phosphate,
and VK3 Vitamin K3
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of more than 0.25 mA/cm2 was generated (unpublished). The overall coulombic
efficiency was more than 80 % of the theoretical yields, 24 electrons per glucose
(in preparation for publication).

To increase the power density, free enzymes were used in EFCs [44] instead of
immobilized enzymes which have significantly reduced activities due to conforma-
tion structural change and mobility restriction from the immobilization process [84].
When using a high maltodextrin concentration (i.e., 100 mM), the current density of
the EFC was approximately 2 mA/cm2 and remained constant for a few days, where
all enzymes are from thermophiles. A further increase in the power density of EFCs
will be focused on optimizing enzyme ratios, developing enzyme complexes fea-
turing substrate channeling, and designing a better EFC configuration.

2.4 Switchable EFCs

Katz and his coworkers designed EFCs with a switchable power release controlled
by biochemical signals, which can be logically processed by enzyme-based logic
gates [88] or networks [89]. The enzyme-based logic networks are multisignal
processing enzymatic systems with a biocatalytic cascade enzymatic system
generating pH as the final output dependent on the whole set of the biochemical
input signals [89]. The switchable properties of the EFCs were based on the
polymer-brush-modified electrodes with the bioelectrocatalytic activity dependent
on the solution pH value. The pH changes generated in situ by biocatalytic cascade
reactions allowed the reversible activation/inactivation of the bioelectrocatalytic
interfaces, resulting in a tunable activity of the entire biofuel cells.

Figure 6 shows the schematic representation of a sequence of biochemical
reactions designed to produce in situ pH changes as the final output of the bio-
chemical cascade. The reactions are activated by four chemical input signals. They
are NADH, acetaldehyde, maltose, and sucrose (input signals A, B, C, and D)
processed by four enzymes, which are alcohol dehydrogenase (ADH), amyloglu-
cosidase (AGS), invertase (Inv), and glucose dehydrogenase (GDH), respectively.
The biochemical input signals are defined as digital 0 in the absence of the respective
chemicals and digital 1 in the optimized experimental concentration. All possible 16
combinations of the biochemical input signals were examined for changing pH in the
system, and only three of them (1, 1, 0, 1; 1, 1, 1, 0; and 1, 1, 1, 1) can acidify the
electrolyte solution from the initial neutral value. All ‘‘wrong’’ combinations of
the input signals keep the initial pH value of the electrolyte solution, preserving the
inactive biofuel cell that generates the low power output, whereas the acidified
solution caused by ‘‘correct’’ combinations of the input signals can result in the
transition of the pH-switchable oxygen cathode from an inactive state to an elec-
trochemically active one, causing the activation of the entire biofuel cell. The
multisignal processing enzyme system can make the ‘‘decision’’ to switch on and off
the biofuel cell autonomously by logical processing of the biochemical input signals.
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3 Bioenergy Production

Cell-free biosystems have been investigated to produce gaseous hydrogen, liquid
alcohols, and key precursors for jet fuels from biomass sugars.

3.1 Hydrogen

Hydrogen has been proposed as a future transportation fuel due to the higher
energy conversion efficiencies through polymer electrolyte membrane (PEM) fuel
cell systems than those for traditional internal combustion engines and fewer
pollutants generated in end users. Numerous approaches of hydrogen production
have been developed from different natural sources (i.e., water, fossil fuels, solar
energy). Considering the resource availability, price, renewability, and scalability,
it is appealing to produce hydrogen from low-cost biomass sugars [90]. Three main
approaches to generate hydrogen from biomass are chemical, biological, and the
combination of both [91]. Chemical approaches include gasification, pyrolysis, and
aqueous phase reforming, which suffer relatively poor selectivity, low hydrogen
yields (e.g., six to eight hydrogen per glucose unit), and harsh reaction conditions.
In contrast, biological approaches mediated by microorganisms or enzymes feature
ambient reaction temperature and atmospheric pressure, high selectivity, and low
energy input. Dark fermentation by some anaerobic microorganisms is a dominant
biohydrogen production in nature. The Thauer limit (i.e., low H2 yield) prevents its
large-scale production [92]. Electrohydrogenesis using exoelectrogenic bacteria in
microbial fuel cells is able to produce nearly nine hydrogen per glucose unit by
using electricity as an input [93]. Photosynthetic bacteria can utilize organic acids
and solar energy for hydrogen production, but suffer from very slow generation
rates and potentially high hydrogen collection cost. Other issues, such as reactor
engineering, system design, process control, and operation and maintenance have
to be solved as well [94].

A cell-free synthetic enzymatic pathway has been proposed to produce
biohydrogen from starch-based substrates with high production yields (Fig. 7) [24].

Fig. 6 A switchable EFC. ADH Alcohol dehydrogenase, GDH Glucose dehydrogenase, AGS
Amyloglucosidase, INV Invertase
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A nearly theoretical yield of 12 mol of hydrogen per mole of glucose unit has been
demonstrated [24]. This synthetic pathway contains three main modules: (1) a
chain-shortening phosphorylation reaction for producing glucose-1-phosphate
(G1P) catalyzed by glucan phosphorylase and conversion from G1P to glucose-6-
phosphate (G6P) catalyzed by phosphoglucomutase, (2) a pentose phosphate
pathway containing ten enzymes together that produce 12 NADPH per G6P unit,
and (3) 12 mol of hydrogen generation from 12 mol of NADPH catalyzed by

Fig. 7 Biohydrogen production from a-glucan through a cell-free synthetic enzymatic pathway,
aGNP a-glucan phosphorylase, PGM Phosphoglucomutase, G6PDH Glucose-6-phosphate
dehydrogenase, 6PGDH 6-phosphogluconate dehydrogenase, RPI Ribose-5-phosphate isomerase,
Ru5PE Ribulose-5-phosphate 3-epimerase, TK Transketolase, TAL Transaldolase, TIM Triose
phosphate isomerase, ALD Aldolase, FBP Fructose-1,6-bisphosphatase, PGI Phosphoglucose
isomerase, H2ase hydrogenase, g1p Glucose-1-phosphate, g6p Glucose-6-phosphate, 6pg 6-
phosphogluconate, ru5p Ribulose-5-phosphate, x5p Xylulose-5-phosphate, r5p Ribose-5-phos-
phate, s7p Sedoheptulose-7-phosphate, g3p Glyceraldehyde-3-phosphate, e4p Erythrose-4-
phosphate, dhap d phosphate, fdp Fructose-1,6-diphosphate, f6p Fructose-6-phosphate, Pi

Inorganic phosphate
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hydrogenase. One of the most important features of this endothermic reaction is that
the chemical energy output/input (hydrogen/carbohydrate) is more than 100 % (i.e.,
122 %) [24]. This reaction is the first chemical reaction that can generate hydrogen
energy by absorbing low-temperature waste heat, which no one utilized before. In
addition, hydrogen produced through this pathway is easy to separate and collect
due to the gaseous product generated from the aqueous reactants at temperatures
below the water boiling point. Furthermore, enzymatic hydrogen is extremely pure
so that it may be used by a polymer electrolyte membrane fuel cell (PEMFC)
directly without further purification. This pathway does not involve ATP-driven
reactions. Later, high-yield hydrogen production from cellulosic substrates and
water in batch reactions was demonstrated [25]. It is expected that 12 hydrogen
units per glucose equivalent can be achieved in a continuous reactor. In addition, a
nearly 20-fold reaction rate increase has been shown (i.e., from 0.21 [95] to
3.92 mmol/L/h [25]) by optimizing rate-limiting enzyme loadings and enzyme
ratios, increasing substrate concentrations, and elevating reaction temperature
slightly. This reaction rate is comparable to those reported for dark fermentation
and electrohydrogenesis with the help of microorganisms [93, 96]. Further rate
enhancements have led to rates of up to 160 mmol of H2/L/h [33]. The in silico
kinetic model has predicted that the enzymatic hydrogen generation rate could be
enhanced to 355 mmol of H2/L/h without a discount of the hydrogen yield [97].

Furthermore, another nonnatural cell-free enzymatic pathway containing 13
enzymes has been used to produce nearly 100 % theoretical yield from a monomer
pentose: xylose and water, that is, 9.6 mol of hydrogen per mole of xylose. By
using a novel polyphosphate xylulokinase, we are able to convert xylose to
hydrogen and carbon dioxide without ATP [26].

3.2 Alcohols

Liquid alcohols, such as ethanol and butanol, are liquid fuel additives and pre-
cursors for the production of other green biochemicals. Currently bioconversion of
biomass sugars to ethanol is based on well-established microbial fermentation
[98]. Unintended nonproductive reaction pathways could lead to low product
yields [99]. Complicated metabolic networks could have great engineering chal-
lenges in modifying pathways as expected for the maximum formation of desired
products. Different from ethanol, butanol fermentation often suffers from low
product yield, slow productivity, and low product titers due to product inhibition.

Cell-free ethanol production has a long history. More than 100 years ago,
Buchner discovered ethanol production from glucose with a crude yeast cell
extract. The reconstruction of an in vitro yeast glycolytic enzyme system by Welch
and Scopes has been demonstrated for high-yield ethanol production (i.e., 99 %)
[100]. More recently, the production of cell-free ethanol or isobutanol through
nonnatural pathways has been developed [20] (Fig. 8). Glucose is converted to
pyruvate using four cascade enzymes, and then pyruvate is converted to ethanol by
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a two-step reaction, or isobutanol by a cascade enzymatic reaction comprised of
four enzymes (Fig. 8). It is noted that the above pathway does not require the
involvement of ATP. Pronounced tolerance to the presence of high-level alcohols
is a key characteristic of this cell-free system. In contrast to microbial cells that
have reduced performances at 1 % isobutanol concentration [101], the cell-free
biosystem was able to tolerate isobutanol up to 4 % [20].

Fig. 8 Isobutanol and ethanol productions through a minimal-enzyme pathway, GDH Glucose
dehydrogenase, DHAD (gluconate/glycerate) Dihydroxy acid dehydratase, ALDH Glyceralde-
hyde dehydrogenase, KDGA 2-keto-3-desoxygluconate aldolase, ALS Acetolactate synthase,
KARI Ketolacid reductoisomerase, KDC 2-ketoacid decarboxylase, PDC Pyruvate decarboxylase
complex, and ADH Alcohol dehydrogenase
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3.3 Jet Fuel

Long chain fatty acids and their derivatives can be used as or upgraded to jet fuels.
Because of imbalance of NAD(P)H in the anabolism and catabolism, long chain
fatty acid esters (microdiesel) must be produced from sugars through semiaerobic
fermentation [28, 102, 103]. Because semiaerobic fermentation consumes a more
significant amount of sugar (e.g., [20 %) for the synthesis of cell mass than
anaerobic fermentation does, less carbohydrate would be allocated to the pro-
duction of microdiesel [28]. Such low energy-retaining efficiencies result in great
challenges in economically viable production. It is one of the reasons that Amyris
and LS9 gave up their biofuel production efforts.

Another high energy-retaining approach was proposed to produce jet fuel by a
hybrid of cell-free biosystems and aqueous phase reforming (Fig. 9). High-yield
generation of NAD(P)H from a renewable biomass sugar, cellobiose, through
in vitro synthetic enzymatic pathways consisting of 12 purified enzymes and
coenzymes has been designed [32] (Fig. 9). When the NAD(P)H generation sys-
tem was coupled with its consumption reaction mediated by xylose reductase, the
NADPH yield was as high as 11.4 mol NADPH per cellobiose (i.e., 95 % of
theoretical yield; 12 NADPH per glucose unit) in a batch reaction. Consolidation
of endothermic reactions and exothermic reactions in one pot results in a very high
energy-retaining efficiency of 99.6 % from xylose and cellobiose to xylitol. The
combination of this high-yield and projected low-cost biohydrogenation and
aqueous phase reforming may be important for the production of sulfur-free liquid
jet fuel in the future [32].

4 Strategies in Cell-free Biosystems for Biomanufacturing

Enzymes are a basic building block for constructing cell-free complicated syn-
thetic pathways. Two ways for constructing cell-free biosystems are whole crude
cell extracts and purified enzymes. The former is easily prepared but most enzyme
components may not last long and the existing undesired pathways may cause side
reactions [4, 104–106]. The latter requires more labor and cost for enzyme
preparation but it has better access control and easy optimization of numerous
building blocks with different characteristics. Sometimes, these two different ways
may be combined for meeting different needs and retaining some advantages.

4.1 Individual Enzymes

Direct use of individual free enzymes is the most popular and straightforward
method. It is desired to improve activities and stabilities of those enzyme building
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blocks. Typical approaches include the discovery of novel enzymes with better
performances; engineering of existing enzymes with protein engineering, such as
rational design, directed evolution, or a combinatorial way of using both [52, 107];
and enzyme immobilization.

The discovery and utilization of thermophilic enzymes from thermophilic
microorganisms may be a shortcut. For example, a number of thermophilic
enzymes have been cloned, expressed, and characterized in E. coli, such as
Clostridium thermocellum cellodextrin phosphorylase [25], C. thermocellum cel-
lobiose phosphorylase [25], C. thermocellum alpha-glucan phosphorylase [108],
C. thermocellum phosphoglucomutase [109], Thermotoga maritima 6-phophog-
luconate dehydrogenase (Tm6PGDH) [110], T. maritima fructose bisphosphatase
[111], and T. maritima pentose phosphate isomerase [45]. We have succeeded in
producing more than 250 mg of Tm6PGDH per L of the culture, accounting for
[30 % of the total cellular protein, using low-cost lactose as the inducer and heat-
precipitation method for purification [110]. This enzyme is very active
(kcat = 325 s-1 at 80 �C) and ultrathermostable in terms of total turnover number
(e.g., a half lifetime of 140 h at 80 �C). Adams and his coworkers have succeeded
in producing the recombinant Pyroccocus furiosus hydrogenase, a very compli-
cated enzyme [112]. To purify recombinant proteins at low cost, several scalable
protein purification methods have been developed, such as heat precipitation
[45, 110], ammonia sulfate precipitation, and cellulose-binding module-based
adsorption and immobilization [36, 56].

It is difficult to estimate accurately the recombinant protein production costs,
which are closely associated with the production host, expression level, purifica-
tion method, and so on. As a result, current recombinant protein costs could vary
by several orders of magnitude. Low-cost production of bulk enzymes has been
achieved in industry, such as protease and amylase produced by Bacillus sp.,
cellulase produced by Trichoderma and Aspergillus sp., at selling prices of

Fig. 9 Scheme of NADH generation from cellobiose through a 12-enzyme pathway. A
combination of biohydrogenation and aqueous phase reforming could be used to produce jet fuel
with the highest energy-retaining efficiency including production and separation costs (Modified
from Ref. [32])
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approximately $5–10 US per kg of dry protein [9, 48]. It is estimated that current
costs of recombinant proteins produced by E. coli BL21(DE3) are approximately
$100 US per kg of enzyme [113]. Dr. Tao at EnzymeWorks (China) pointed out
that current enzyme costs in his company were approximately $70 US per kg of
enzyme because they can grow the E. coli cell densities of more than 100 g dry
cell weight per liter without the use of costly pure oxygen for aeration (personal
communication). It is anticipated that the cost of bulk recombinant enzymes will
decrease greatly when their markets are ready.

4.2 Enzyme Complexes as Biocatalytic Modules

Cell-free biosystems often require intensive efforts in the preparation of numerous
purified enzymes as building blocks, especially when most building blocks are not
commercially available. Enzyme complexes such as metabolon and other struc-
tured or synthetic enzyme systems can be used for cell-free biosynthesis. More
details about this topic are available in another chapter of this book [114].

4.3 Redox Enzyme Engineering

Most redox enzymes can bind with the nicotinamide nucleotides and/or the flavins,
both of which act as ancillary electron carriers in metabolisms. NAD and NADP
have distinct metabolic functions, yet they differ only by an additional phosphate
group esterified at the 20-hydroxyl group of the AMP moiety of NADP. For
example, NAD+ is used exclusively in the oxidative degradations, whereas
NADPH is confined with few exceptions to the reactions of reductive biosynthesis.

The first paper pertaining to redox enzyme engineering was published in1990
by Perham and his coworkers [115]. By using molecular modeling and comparing
amino acid sequences responsible for cofactor binding sites, they changed NADP-
preferred glutathione dihydrogen to NAD-preferred by site-directed mutagenesis
[114]. Later, a number of studies were conducted by changing cofactor preferences
from NADP to NAD [116–122], from NAD to NADP [123–127], and relaxing or
broadening cofactor specificity [128–132] based on rational design.

Nicotinamide mononucleotide (NMN) is a precursor of NAD(P) with a smaller
size as compared to NAD(P). Several wildtype redox enzymes could work with it,
including liver alcohol dehydrogenase [133] and glutamic dehydrogenase [134]. A
mutant with changes in three amino acids can work on NMN [135]. Recently,
Scott et al. demonstrated that engineered Pyrococcus furiosus alcohol dehydro-
genase has an ability to work with NMN [59]. By following the same strategy, our
lab has modified a thermophilic G6PDH that can work with NMN although its
activity is very low (data not published).
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Because natural cofactors are not stable in vitro and are costly, it is important to
replace them with biomimetic cofactors. In 1990s, Lowe and his coworkers
developed a series of biomimetic analogs of NAD(P) based on triazine dyes [136].
Some natural dehydrogenases, such as horse liver alcohol dehydrogenase, are able
to utilize such biomimetic cofactors for implementing redox reactions [136]. Later,
Fish et al. found out that the pyrophosphate and adenosine groups associated with
NAD are not essential in the hydride transfer and proposed the use of a low-cost
and stable biomimetic, 1-benzyl-3-carbamoyl-pyridium chloride, to replace natural
cofactors [137]. Later, they also showed that wildtype horse liver alcohol dehy-
drogenase [138] and monooxygenase [139] could weakly work with this biomi-
metic. However, most wildtype redox enzymes may not work on such biomimetics
although several wildtype enoate reductases can work on it and its derivatives [61].
Furthermore, Clark and Fish worked together and demonstrated that a P450 mutant
with two amino acid changes can work on this biomimetic [140]. Also, another
group demonstrated that engineered P450 can utilize Zn dust as an electron source
rather than natural cofactors [141, 142]. In 2011, Ji et al. [143] presented a bio-
orthogonal system that catalyzed the oxidative decarboxylation of l-malate with a
dedicated biomimetic cofactor, nicotinamide flucytosine dinucleotide (NFCD),
where the redox enzymes were engineered by using saturation mutagenesis of the
key amino acid sites [144]. In our lab, we have engineered a NAD(P)-preferred
glucose-6-phosphate dehydrogenase working on 1-benzyl-3-carbamoyl-pyridium
chloride by changing three amino acids, but its specific activity was very different
(unpublished). Further tuning of redox enzymes is needed due to its important
application. Although the importance of redox enzyme engineering is recognized
more and more to have a place in the future of biomanufacturing [9, 104, 145,
146], redox enzyme engineering remains in its early stages because there is no
framework or a general rule for engineering redox enzymes with nonnatural
cofactors [59].

4.4 Treated Cell Extracts

Crude cell extracts have been used for cell-free protein synthesis for a long time
due to its easy preparation and low costs [4, 104, 143, 147]. However, the other
remaining cellular enzymes may cause some side reactions. Honda and his
coworkers overexpressed a series of thermophilic enzymes in a mesophilic host
E. coli. At the first step, E. coli cells were recombinant thermophilic enzymes at
low temperatures. At the second step, the E. coli cell extract was treated at 70 �C
for 30 min, resulting in denaturation of indigenous proteins and elimination of
undesired side reactions. Consequently, highly selective and stable cell-free
synthetic pathways were readily prepared [46]. By utilizing this simple enzyme
cocktail preparation, they were able to produce malate [148], lactate [46], and
2-deoxyribose 5-phosphate [149] from sugars.
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5 Summary

The concept of cell-free biosystems for producing high-value products is widely
accepted. This concept has now been expanded to produce low-value products
including electricity and bioenergy, due to its advantages of high product yields,
fast reaction rate, broad reaction condition, easy process control and regulation,
tolerance of toxic compound/product, and capability of performing unnatural
reactions. The most challenging obstacle to CFB2 is the development of inte-
grated, standardized, predictable, highly efficient, and stable enzymatic building
blocks at low cost and on large scales. Other efforts should be made on efficient
recycling of the coenzymes and use of low-cost and stable biomimetic coenzyme
analogs. With more and more effective and stable enzymes and coenzymes, cell-
free manufacturing will eventually replace microbial fermentation in the produc-
tion of most low-value biocommodities.
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In Vitro Multienzymatic Reaction Systems
for Biosynthesis

Inés Ardao, Ee Taek Hwang and An-Ping Zeng

Abstract In vitro multienzymatic bioreaction systems are attracting increasing
attention for the development of bioproduction systems. The de-coupling of the
biocatalytic pathway from the cellular machinery aimed at growth and survival
allows achievement of high product yields and thus reduces byproduct or waste
generation. Additionally, the use of several enzymes allows the realization of
much more complex synthetic schemes, thus expanding the chemical diversity of
synthetic compounds with new chemical properties or bioactivities. This chapter
provides a survey of in vitro multienzymatic bioreaction systems used for bio-
synthesis, discusses process design aspects for the technical realization of mult-
ienzymatic bioreactions, highlights advantages and recent developments in using
multienzyme microreactors, and finally reviews examples and strategies of the
co-immobilization of multienzymes in nano/microsized materials.
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1 Introduction

In vitro multienzymatic processes attempt to mimic the effective enzymatic
reaction pathways or networks that take place in vivo inside the cells by coupling
two or more enzymes via a cascade, a parallel, or a network configuration [1].
These processes are becoming increasingly attractive for the development of new
bioproduction systems owing to their great potential to achieve very high product
yield and thus to reduce byproduct or waste generation, by de-coupling of the
biocatalytic pathway from the cellular machinery aimed at growth and survival [2].
Additionally, the use of several enzymes allows the realization of much more
complex synthetic schemes, thus expanding the chemical diversity of synthetic
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compounds with new chemical properties or bioactivities [3]. They could be used
to replace traditional multistep chemical processes for the production of special
chemicals and pharmaceuticals that are mainly carried out by isolating the inter-
mediary product of each step and using it as a substrate for the next step [4, 5].
Many advantages have been identified for the use of multienzyme systems in
biosynthesis, such as defined enantioselectivity and stereoselectivity, high yields,
easier downstream processing, and equilibrium shifting by removing the reaction
products with a subsequent reaction [4, 6].

There is also an increased interest in using multienzymatic reaction systems to
examine and optimize new and synthetic metabolic pathways in vitro in the
context of synthetic biology, which is an emerging discipline aimed at the design
and engineering of new biological components and systems to expand the
biosynthetic and therapeutic applications of natural biological systems [2, 3].
Development of in vitro and in vivo multienzymatic pathways requires different
steps of engineering the new metabolic routes, optimization of the pathway flux by
selecting the right proportion of the enzymes involved and integration of the
engineered pathway into the host’s metabolism (in the case of in vivo metabolic
networks) or the selection of the biocatalyst form (soluble or (co)immobilized
enzymes, in the case of in vitro pathways) [3].

Connected to that, microfluidics as microbioreactors for multienzymatic reac-
tion systems are gaining attention to aid in the synthetic pathway development.
Their small size allows a better control on the reaction time than in conventional
reactors, high efficiency, and outstanding repeatability and reproducibility. Addi-
tionally, the small volumes and the high flexibility and modularity have been
exploited with success for designing synthetic pathways and screening reaction
conditions and process development [7, 8]. Another important development in
recent years for improving the efficiency of multienzymatic systems is the use of
micro- and nanostructured materials for the co-immobilization of enzymes on solid
supports. The benefits of the use of immobilized enzymes (e.g. enhanced thermal
and operational stability, easy separation and reuse) are joined together to the
improvement of reaction rates caused by the physical proximity between the
enzymes, mimicking the multienzyme complexes and metabolic channeling in
cells [3].

This chapter provides a survey of in vitro multienzymatic bioreaction systems
used for biosynthesis, discusses the process design aspects for the technical real-
ization of multienzymatic bioreactions, highlights advantages and recent devel-
opments in using multienzyme microreactors, and finally reviews examples and
strategies of co-immobilization of multienzymes in nano/microsized materials.
Readers are referred to several recent excellent reviews on multienzymatic bio-
reaction systems [2, 3, 6] and related issues on the applications of multienzymatic
systems in synthetic biology [9–11]. Many of the other aspects of synthetic
biology, such as genetic circuits programming, minimal cells, in vitro DNA or
RNA synthesis and replication, synthetic genomes, and enzyme co-localization by
protein scaffolding, fusion proteins or CLEAs, are therefore either not discussed or
only briefly covered here.
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2 Multienzyme Bioreaction Systems for Biosynthesis

In vitro multienzymatic systems present several advantages over engineered cel-
lular systems for synthetic applications due to the reduction of the metabolic
network complexity, the elimination of viability, and toxicity constraints. They
allow greater reaction flexibility and reduced competing side reactions and accu-
mulation of metabolites, which lead to higher yields. An easier reaction optimi-
zation can be done by selecting suitable enzyme and substrate concentrations, pH,
temperature, and addition of co-substrates or solvents without the need for com-
plex molecular biology techniques. However, the lack of long-term stable purified
enzymes in large quantities and at a reasonable cost hinders the commercial
applications of these systems presently [2, 3].

In vitro multienzymatic systems for product biosynthesis, either by recon-
struction of natural metabolic pathways or de novo design of synthetic enzyme
networks, have been developed in recent years (Fig. 1).

Many of the two-enzyme systems reported in the literature aim at the regen-
eration of expensive cofactors, namely NADH (reduced form of nicotinamide
adenine dinucleotide) or NADPH (reduced form of nicotinamide adenine dinu-
cleotide phosphate) via coupled reactions using dehydrogenases (e.g., formate,
glucose, and alcohol dehydrogenases), oxidoreductases, oxygenases, and hydrog-
enases [12–15] or regeneration of nucleoside triphosphate, nucleoside diphosphate,
and nucleoside monophosphate (N = A: Adenosine, C: Cytidine, U: Uridine) via
coupling with kinases (e.g., pyruvate, polyphosphate, creatine and nucleoside
monophosphate kinases) [16, 17]. Another important group of two-enzyme sys-
tems aims at coupling an additional enzyme to an enzymatic reaction to remove a
byproduct in order to shift the reaction equilibrium or to eliminate an inhibitor or
an undesired product [16]. A reported example is the use of catalase to remove the
hydrogen peroxide formed by oxidases and reduce its inhibitory and harmful
effect. This approach was used in the production of optically pure amino acids by
L-amino acid oxidases [18] and in the removal of dissolved oxygen from liquid
solutions by glucose oxidase to reduce oxygen interference in biosensors [19].
Examples of three-enzyme systems include the combination of three dehydro-
genases for the production of oxaloacetate [20], production of (R)-1-phenylethanol
and (R)-a-methylbenzylamine by two dehydrogenases coupled with a x-trans-
aminase [21], determination of sucrose with a three-enzyme membrane immobi-
lized biosensor [22], or the conversion of glucose into fructose-1,6-diphosphate
[23]. Four-enzyme systems have been studied for the production of aromatic
D-aminoacids as D-pheylanaline and D-tyrosine [24], conversion of D-methionine
into L-methionine [25], or synthesis of carbohydrates from glycerol [26].

Natural metabolic pathways in vivo have been the inspiration for the design of
more complex in vitro multienzymatic systems [27, 28]. The general strategy was
to first identify the desired route to the target compound and then use the corre-
sponding isolated enzymes to perform the reaction in vitro, avoiding other enzy-
matic reactions to compete for the substrates or intermediates and thus helping to
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obtain higher yields than in vivo. This strategy has been used to design multien-
zymatic pathways using enzymes for the production of ketose-1-phosphates by
catalysis using 7 enzymes [29], the synthesis of corrin hydrogenobyrinic acid
catalyzed by 12 enzymes [27], the reconstruction of glycolytic pathway from 12
purified enzymes [30], and the Calvin cycle from 8 enzymes to enable artificial
photosynthesis [31]. A related approach is the so-called cell-free synthetic pathway
biotransformation, in which enzymes from different microorganisms are combined
into a de novo designed route in order to improve the system catalytic performance
[28, 32]. By means of this approach, a multienzymatic system composed of 14
enzymatic reactions catalyzed by 13 enzymes has been developed for the high-
yield production of hydrogen from renewable biomass with three times higher
theoretical yields than natural fermentations [33, 34]. Another multienzymatic
pathway designed following this approach is the in vitro synthetic enzymatic
pathway for CO2 utilization powered by electricity [35] and the production of
NADPH from cellobiose [36].

The so-called one-pot batch process (all the enzymes in the same batch reactor)
is the traditional reactor configuration for performing multienzymatic reactions.
This configuration implies that all the enzymes encounter the same operation
conditions (reaction medium, concentration of substrates and products, ionic
strength, pH, and temperature). Therefore, one of the main challenges of the
development of this kind of process is to select enzymes with compatible optimal
reaction conditions to fully exploit the biocatalytic potential of all the enzymes.
Moreover, the increase in protein concentration due to the addition of a high
number of enzymes may compromise the enzyme stability. Another challenge is to
avoid the presence of crossover inhibitions. This is especially important in mult-
ienzymatic systems inspired in natural metabolic pathways where many enzymes

In vitro multi-enzymatic 

systems

Cofactor regeneration
e.g.

• Dehydrogenases
• Oxidoreductases
• Oxygenases
• Hydrogenases

Removal of toxic by-products 
and equilibrium shifting

e.g.
• Glucose oxidase / catalase
• Mandalate racemase
• ω-transaminases

Synthetic pathways and 
enzyme cascades

e.g.
• Glycolytic (12 enzymes) 

and Calvin (8 enzymes) 
cycles

• Hydrogen and NADPH 
production (12 enzymes)

• Ketose-1-phosphates
production (7 enzymes)

Fig. 1 Examples of different types of in vitro multienzymatic bioreaction systems for
biosynthesis
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may be inhibited by intermediates of the pathway for regulatory purposes. The use
of mathematical models and simulations has become an essential tool for process
analysis and optimization [5, 16, 37].

3 Process Design

One of the easiest reactor configurations to perform a multienzyme process is the
use of soluble enzymes all together in a batch reactor, the so-called one-pot
process. These processes present several advantages such as simple reactor
operation, smaller reactor volume, less waste generation, lower investment and
operation costs, and the shifting of unfavorable equilibriums toward the formation
of desired products [3, 5, 6, 16]. For that reason, this is the most used approach in
proof-of-concept experiments for testing the feasibility of enzymes of a reaction
cascade [29, 34].

Despite the usefulness of the one-pot process as a first approach to a mult-
ienzymatic reaction, it presents a number of limitations regarding technical
development of such processes. The most obvious limitation is the need to select
enzymes with a compatible operational window of process conditions such as pH,
temperature, and ionic strength. However, an increasing number of enzymes with
enhanced biocatalytic characteristics or even exhibition of completely new
activities have been discovered from thermophilic or hyperthermophilic micro-
organisms. One of the most useful properties for industrial applications is their
usually outstanding thermostability, compared with enzymes from mesophilic
organisms, which allows them to work at higher temperatures—with the conse-
quent increase in reaction rate and yields and improved mass transfer of substrates
and products [38]. For that reason, it may be advantageous in some applications to
couple enzymes from thermophilic and hyperthermophilic microorganisms with
other enzymes from mesophilic sources. This is the case, for example, with the
synthetic pathway for high-yield hydrogen production that makes use of a
hydrogenase from the hyperthermophilic archaeon Pyrococcus furiosus coupled
with 12 enzymes from the pentose phosphate and gluconeogenesis pathways of
different mesophilic sources [33, 34]. In these systems, a compromise should be
taken when selecting the reaction conditions (especially regarding the tempera-
ture), which leads to work under suboptimal conditions for many of the involved
enzymes.

Apart from the need for finding compatible operation conditions for obtaining
suitable enzyme activity in one-pot processes, the selected conditions have to be
also compatible with a high stability of both the enzymes and the substrates,
intermediates, or cofactors involved on the process. This is particularly important
when the system involves the use of expensive and labile cofactors, such as NADH
and NADPH.

Another important constraint to the use of one-pot processes is that all the
enzymes are in contact with the mixture of all substrates and intermediates of the
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reaction and, therefore, the possibility of cross-over inhibitions significantly
increases. This limitation is specifically important when the multienzymatic sys-
tem intends to mimic a metabolic pathway in the cell. In many metabolic path-
ways, the key enzymes are normally inhibited by the final product (feedback
inhibition) in order to regulate the metabolic flow through this specific pathway.
Feedback inhibition aims at regulating the metabolism of the cells and avoids
overproduction of metabolites, but it severely hinders the production of the target
compound when the multienzymatic system is used for synthetic purposes.

Feedback inhibition in a one-pot process can be somehow relieved by a careful
selection of the enzymatic loadings of the cascade. It is possible to maintain the
concentration of an inhibiting intermediate in values close to zero if the rate of the
production of this compound is far lower than the rate of the inhibitor-consuming
reactions (Fig. 2). However, it implies the use of an excess of the enzymes
downward in the pathway to keep the inhibitor concentration at very low levels,
which would increase the costs of the process. The right enzyme ratio between the
inhibitor-producing and the inhibitor-consuming enzymes should also be main-
tained all over the process operation to avoid accumulation of the inhibitor.
Maintaining this ratio is difficult if the enzymes present very different stabilities,
which implies the need for use of an even greater excess of the less stable enzyme.

The use of soluble enzymes in one-pot systems presents some other limitations.
High enzyme loadings may be necessary for achieving high reaction rates and
productivities to make the process competitive and cost-effective. However, a high
concentration of enzymes in solution, especially when a high number of enzymes
are involved, increases the chances of molecule collisions and protein aggregation
that usually leads to enzyme inactivation and reduction of enzyme stability.
Because the cost of the enzymes usually represents a significant fraction of the
total production costs of a biocatalytic process, recycling and reusing the enzymes
is highly advantageous in order to decrease the enzyme costs. Soluble enzymes can
be separated from the reaction mixture by the use of ultrafiltration membranes.
However, continuous membrane reactors present several drawbacks, such as
membrane fouling and high energy consumption to provide a sufficient pressure
difference across the membrane [16].

Fig. 2 Scheme of enzymatic pathway containing enzyme-limited reactions and substrate-limited
reactions. S an initial substrate; P a final product; E1–E6 enzymes; A–E each metabolites (Source
[39])
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An alternative to the use of soluble enzymes is to immobilize the enzymes in
solid carriers. Enzyme immobilization allows an easy separation of the enzymes
from the reaction mixture to be used in subsequent cycles and it also contributes to
enhance the enzyme stability by maintaining the enzyme structure in the active
conformation for a longer time. In the case of multienzymatic systems, enzymes
can be immobilized in different carriers or co-immobilized in the same carrier for
being used in a batch reactor or in a packed bed reactor. However, these systems
still suffer from other limitations of the one-pot process, such as the need for
compatible process conditions and the possibility of feedback or cross-over inhi-
bitions [16].

An interesting alternative to overcome the limitations of the one-pot process is
to have the enzymes physically separated in different compartments (Fig. 3). This
approach is inspired by the compartmentalization of natural cells [40, 41], in
which different metabolic processes are performed in different compartments such
as mitochondria, lysosomes, or the endoplasmic reticulum. Different operation
conditions (temperature, pH, ionic strength) can be maintained in the process
compartments according to the optimal conditions of the involved enzymes.
Another advantage is in the case of different enzyme stabilities of the enzymes in
the multienzymatic system because the inactive reaction module can be easily
replaced without affecting the other reaction modules of the process. A few
examples of multienzymatic systems performed in separate reactors have been
reported in literature. One example is the use of two membrane reactors, which
were placed in series to physically separate the oxidative and the reductive
enzymes in an enzymatic cascade for the production of 12-ketoursodeoxycholic
acid from cholic acid [42]. Another example is the use of immobilized acid

Modular processesOne-pot

batch Substrate

Product

E1

E2

E3

Same conditions for the 
biocatalysts
Cross-over and feedback 
inhibitions
Limited enzyme solubility
No reuse of enzymes

Biocatalysts at optimal conditions for 
each 
Feed-back inhibitions mitigated
Higher enzyme loading and stability 
Well suitable for continuous process 

Fig. 3 Scheme of advantages of modular processes compared to one-pot processes
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phosphatase and RAMA or a thermophilic rhamnulose-1-phosphate aldolase in
three packed-bed reactors in series for the synthesis of complex carbohydrates
analogues from dihydroxyacetone [43].

The selection of the most suitable process configuration in multienzymatic
systems increases in complexity with the number of enzymes involved: for a
multienzymatic system involving n reaction steps, the theoretical number of
possible process configurations is 2n-1 [16]. For that reason, having detailed and
reliable data for the reactions (kinetic information, stability data) is very advisable
in order to in silico simulate and screen the different process configurations, thus
saving time, effort, and costs [16]. Microreactors (reactors that handle microliter
and nanoliter volumes) are other very advantageous alternatives for process
screening with reduced costs in reactants, enzymes, and resources. They also allow
for an increased production by simply numbering up instead of the conventional
process of scale-up [44].

4 Multienzyme Microreactors

Microreactors are usually defined as miniaturized reaction devices with dimensions
in the millimeter, micrometer, and nanometer range [45]. This definition mainly
encompasses microfluidic devices but, in some cases, self-organized systems such
as reverse micelles, liposomes, and microemulsions are also considered as mic-
roreactors as well [45]. Due to their small size, they present a larger surface-to-
volume ratio and better defined reaction times than conventional reactors [46]. The
possibility of handling small amounts of reactants (microliter or nanoliter volumes)
allows the achievement of high efficiency and outstanding repeatability and
reproducibility [7, 47]. For that reason—and for the considerable reduction of costs
that the use of small volumes entails—microreaction technologies have been
exploited with success for the screening of reaction conditions and process
development [44]. Additional advantages of microreactors in chemical reactions,
compared with conventional ones, are an enhanced heat and mass transfer and a
defined laminar flow, which allows a better control of the reaction conditions [7].
Extraction and chemical catalytic processes are favored in microreactors due to the
much larger surface-to-volume ratio. From an industrial point of view, the use of
microreactors presents many benefits: faster technology transfer from process
development into production, earlier start of production at lower costs, easier scale-
up of production capacity, smaller equipment size, lower costs for transportation,
materials, and energy, and more flexible response to market demands [48].

Microfluidic devices are generally classified into two types: chip-type mic-
roreactors and microcapillary devices [7]. Chip-type reactors offer several
advantages, such as easy control of the microfluidics and the possibility of inte-
grating different process-units at the microscale in the same device. This charac-
teristic of chip-type microreactors has been exploited for the development of
bioanalytical devices [45] or for the cell disruption for separation of undamaged
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cell organelles [49]. Microreactors of the microcapillary type consist of a single
microchannel where the reaction takes place. The main advantage is an easy scale-
up of the process by increasing the number of microcapillaries assembled [7].

Microreactors allow better control of the flow pattern [7]. Some methods have
been developed to stabilize multiple laminar flows in chip-type reactors, such as
guide structures at the bottom of the microchannels [50] or partial surface modi-
fication [51–53], as well as to provide a good mixing on the system by breaking the
laminar flow in different types of micromixers such as electrokinetical mixing
[54], microbeads [55], chaotic mixers [56], separated serpentine flow path [57],
and zig-zag microchannels [58].

The use of enzymes in microfluidic applications is challenging due to the need
to maintain the enzyme structure to preserve its activity when attached to different
surface geometries and chemistries at the micro/nanoscale [59]. Different tech-
niques have been developed for the retention of enzymes in microfluidic devices,
such as immobilization on beads of small dimensions, enzyme entrapment on
different matrices, and immobilization on the microchannel (Fig. 4). Table 1
shows a series of examples of enzyme microreactors. Glucose oxidase, horseradish
peroxidase, and alkaline phosphatase have been extensively used as model
enzymes for the development of microreactors either in soluble form, immobilized
on beads, or attached to the microreactor walls [45, 47].

The number of multienzymatic processes performed in microfluidic devices in
the literature is growing. A major opportunity of multienzyme reactions in mic-
roreactor systems is the ability to perform in vitro metabolic pathway manipulation
for high-throughput bioconversions [47]. Another feature addressed is that spa-
tially controlled temperature regions and/or gradients according to the different

Enzyme immobilized on 
the microchannel surface

Enzyme entrapped 
inside the microchannel

Microreactor

Enzyme immobilized 
on beads

Fig. 4 Scheme of different
types of enzyme retention
inside microreactors
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enzyme optima may be better controlled in microfluidic devices. The ability to
rapidly evaluate the effects of reaction conditions and synthetic multienzyme
pathways on a microfludic platform provides a new paradigm for performing
metabolic pathway engineering—namely, the reconstruction of pathways for use
in new compound discovery [82].

Sequential reactions of two- and three-coupled enzymes have been reported. A
synthetic metabolic pathway consisting of a type III polyketide synthase known as
1,3,6,8-tetrahydroxynaphthalene (THN) synthase from Streptomyces coelicolor
and soybean peroxidase was carried out in a microfluidic platform [82]. THN
synthase was immobilized to Ni–NTA agarose beads prepacked into a microfluidic
channel, whereas the second enzyme was covalently attached to the walls of a
second microfluidic channel precoated with a reactive poly(maleic anhydride)
derivative. Novel polyketide derivatives such as flaviolin and biflavolin were
synthesized with a yield of 40 %.

In another application, enzymes were immobilized into modified glass micro-
fluidic channels to form bi- and trienzymic systems [59]. Glass microfluidic
channels were modified using a highly reactive poly(maleic anhydre-alt-a-olefin)
(PMA)-based coating that reacts with the free amino groups of the enzymes to
generate a mixed covalent-noncovalent immobilization support. Soybean peroxi-
dase was coupled with Candida antarctica lipase in a bienzymic system or with
invertase from Saccharomyces cerevisiae and glucose oxidase from Aspergillus
niger to form a trienzymic system. In the sequential bienzymic system, the lipase
was used to catalyse the hydrolysis of p-tolyl acetate to yield p-cresol, with the
substrate of the reaction catalyzed by the peroxidase, whereas the three-enzyme
system was aimed at generating the cosubstrate of the peroxidase, H2O2, by the
production of glucose molecules from sucrose catalyzed by invertase and sub-
sequent reaction with oxygen to yield H2O2 catalyzed by glucose oxidase. Another
example for a two-enzyme system with surface-immobilized enzymes consisted on
immobilized avidinD-conjugated glucose oxidase and streptavidin-conjugated
horseradish peroxidase linked in series to biotinylated phospholipid bilayers
coated inside poly(dimethylsiloxane) microchannels [70].

Another interesting example of compartmentalization in microfluidic devices is
the local separation of enzymes on the surface of the microchannel by photopat-
terning [8]. Invertase, horseradish peroxidase, and glucose oxidase were patterned
on porous polymer monoliths in separate regions of a single channel. All possible
arrangements of the three enzymes were tested, only observing product formation
when the enzymes were placed in the correct sequential order. According to these
results, photopatterning enzymes on polymer monoliths were claimed as a simple
technique for preparing spatially located multienzyme microreactors for direc-
tional synthesis.

An immobilized enzyme microreactor for the screening of multistep biocon-
versions was developed and tested for the characterization of a de novo transke-
tolase-x-transaminase pathway to synthesize chiral amino alcohols [83]. The
prototype dual microreactor was composed by two surface-derivatized capillaries
connected in series that contain the His6-tagged enzymes immobilized by
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reversible attachment via Ni-NTA linkage. Transketolase was employed in the first
reaction to catalyze the production of a chiral ketone from an achiral substrate. In a
second reaction, a transaminase was used for the catalysis of the biocatalytic
addition of an amine to the previous product to generate chiral amino alcohols,
such as 2-amino-1,3,4-butanetriol. The authors claimed that this microreactor
configuration presents a high utility for in vitro multistep pathway evaluation.

A chemoenzymatic pathway for the synthesis of 2-aminophenoxazin-3-one
(APO) from nitrobenzene was also performed in a microfluidic device. In this
cascade, zinc catalyzes the initial reduction of nitrobenzene to hydroxylamino-
benzene, which undergoes a biocatalytic conversion to 2-aminophenol followed by
enzymatic polymerization to APO. Individual microfluidic chips containing
metallic zinc, silica-immobilized hydroxylaminobenzene mutase, and silica-
immobilized soybean peroxidase connected in series were developed and proven
to be suitable for carrying out the chemoenzymatic cascade.

The detection of compounds and operation parameters in microfluidic systems
remains a challenge, although great progress has been made in the last few years to
adapt many of the common analytical detection techniques to the microreactor
scale [47]. An integrated microfluidic chip combined with mass spectrometry
(matrix assisted laser desorption/ionization-mass spectrometry) was developed for
parallel and multiple analyses with attractive features such as an inherent sim-
plicity, low sample consumption, and high sensitivity [84]. This device was tested
with a two-enzyme system formed by aspartate aminotransferase and x-amino-
transferase to produce an aliphatic (S)-amino acid and an (R)-amine using
aspartate, a-ketoglutarate, and a-methylbenzylamine as substrates.

The aforementioned examples of multienzyme systems performed in micro-
fluidic devices show the potential of this technology for pathway development and
process configuration screening and set the basis for further development of high-
throughput processes with an easy and fast scale-up to industrial scale.

5 Co-immobilization of Multienzyme Systems
in Nano/Microsized Materials

One of the most promising novel immobilization techniques is the enzyme
immobilization on nano/microsized particles and structures. The use of specific
carriers allows the achievement of very high specific loadings while contributing
to reduce the mass-transfer limitations. Additionally, an enhancement of the
enzyme stability such as during operation, storage, and recycling has been reported
for many systems [85]. In the case of coimmobilization of different enzymes of a
multienzymatic system, the immobilized system could elevate the local concen-
tration of the intermediate products and substantially shorten the distance the
intermediates need to travel from one active site to another active site of the
enzymes.
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Multienzyme immobilization can be designed via random coimmobilization
[86–92] and compartmentalization [93–99]. Random coimmobilization is the
simplest way. Generally, mixed enzyme solutions are added with a specific carrier
and then classical immobilization methods, such as physical adsorption, covalent
attachment, or cross-linking, are applied. Of course, according to the reaction rate
or pathway, the loading of enzymes and their ratios need to be controlled
and optimized. A representative example is shown in Fig. 5. In this study, three
cystein-tagged cellulases are coimmobilized on gold nanoparticles and gold-
magnetic silica nanoparticles (Au-MSNP) particles for the hydrolytic degradation
of cellulose [88]. After treatment with cellulases coimmobilized on Au-MSNP, the
yields of cellobiose and glucose increased by 158 and 179 %, respectively. This
demonstrates an enhancement in enzyme activity as a result of coimmobilization
on Au-MSNP.

The cellular environment can be regarded as highly organized and complex
compartments in which multienzyme cascade reactions can take place simulta-
neously with unsurpassed efficiency and specificity. To mimic natural enzyme
organization to create delicate microenvironments, immobilization by compart-
mentalization has been applied. For example, several innovative materials, such as
polymer capsules, phospholipid liposome vesicles, and polymersomes were
developed and used with specific sol–gel chemistry and layer-by-layer deposition
methods [100]. Until now, polymersome-based nanoreactors or layer-by-layer
(LBL) based bioinspired biomineral microcapsules were developed and reported
consistently with several cascade model enzyme reactions, as shown in Fig. 6.

Glucose oxidase and horseradish peroxidase have been widely used as model
enzymes for the development of different coimmobilization methods via layer-by-
layer, entrapment on polymersomes, encapsulation, and attachment to nanoparticle
surfaces (Table 2). A layer-by-layer approach was used to immobilize these
enzymes on magnetic particles, allowing an easy and rapid separation from the

Fig. 5 Example of random co-immobilization of cystein-tagged cellulases (endoglucanase,
exoglucanase and b-glucosidase) on gold nanoparticles and gold-magnetic silica nanoparticles
(Source [88])
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media by a magnet [87]. Micrometer-sized shell-in-shell polyelectrolyte capsules
containing the enzymes of the cascade were also produced [101]. Improved overall
reaction rates (a 2.5-times higher rate than free enzymes) were obtained by
coimmobilization of enzymes in separated polymer layers on the surface of silica

Fig. 6 Examples of enzyme immobilization by compartmentalization. a Polymersome nanore-
actors based on block copolymers of isocyanopeptides and styrene with immobilized glucose
oxidase in their lumen, Candida antarctica lipase B in their bilayer membrane, and horseradish
peroxidase on their surface (Source [98]). b Layer-by-layer based bioinspired biomineral
polydopamine microcapsule with a-amylase, b-amylase and glucosidase immobilized through
physical encapsulation in the lumen, in situ entrapment within the wall, and chemical attachment
on the out surface under extremely mild conditions. Abbreviations: GOx, glucose oxidase; HRP,
horseradish peroxidase. (Source [99])
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microparticles of 3 lm [91]. A more drastic increase of reaction rates (100 %
increase) was obtained by coimmobilization of these enzymes on polystyrene
nanoparticles to form a biomimetic dual-functionalized nanoparticle-based plat-
form [102] and, in the case of coimmobilization on Block copolymer-quantum dot
micelles of 145 nm, via physical adsorption [89]. Glucose oxidase and horseradish
peroxidase were also coimmobilized for biosensor applications following immo-
bilization by adsorption in macroporous silica foams [89] and by covalent
attachment to Au-PB-Fe3O4 three-layer composite magnetic nanoparticles [92].

Other bienzymatic systems have been also developed using hydrolases, oxi-
dases, catalase, hydratases, and synthases (Table 2). Enhanced enzyme stabilities
were obtained by covalent attachment on chitin, agarose, and polystyrene particles
due to three different causes: (i) higher enzyme activities at lower temperatures,
which allows reducing the operation temperature with a subsequent increase of the
operational stability [103]; (ii) removal of the H2O2 produced by a coupled
enzyme, which negatively affects the activity of an oxidase [104]; and (iii) a
stabilizing effect of the covalent attachment to the particle [105]. Different bien-
zymatic systems have been immobilized by nanoporous gold, palladium nano-
particles, polymeric nanocontainers, and gold nanoparticles. In the case of the
immobilization on the surface of nanoparticles, the organization and ratio of
activity of the enzymes is important for the sequential rate of the reaction [106].

Different approaches have been developed that use multienzymatic systems for
cofactor regeneration (Table 2). Lactate dehydrogenase and glutamate dehydro-
genase for the regeneration of NADH were coimmobilized on Amberlite via
physical adsorption obtaining high reuse stability [107] and on silica nanoparticles
via covalent attachment with high cofactor turnover numbers [108]. These high
turnover numbers were obtained by particle–particle collision driven by the
Brownian motion of the nanoparticles containing the enzyme and the nanoparticles
containing the immobilized cofactor. Lactate dehydrogenase was coupled with
glucose dehydrogenase in porous spherical glass particles and on polystirene
nanoparticles inside a microcapsule. In the first case, the use of long spacers
between the enzyme and the surface of the glass particle enhance the reaction rate.
In the second case, a multilevel design was performed to match reaction and mass
transfer rates in order to maximize productivity. NADPH regeneration was
achieved by nitrobenzene nitroreductase and glucose-6-phosphate dehydrogenase
co-encapsulation in poly(ethylene imine)-induced silica particles, with up to 125-
fold higher product formation compared with a noncoupled system. Improved
productivity and stability was obtained as well in the immobilization of glycerol
dehydrogenase and xylose reductase on affinity magnetic nanoparticles.

An active research field on the coimmobilization of multienzymatic systems
focuses on the reduction of CO2. A bienzymatic system composed of formate
dehydrogenase and formaldehyde dehydrogenase catalyzes the reduction of CO2 to
generate formaldehyde. Further coupling with alcohol dehydrogenase results in the
formation of methanol as the main product of the CO2 reduction. Different
approaches have been developed for the coimmobilization of these enzymes on
nanoparticles and nanostructures (Table 2). An overall equilibrium shifting to the
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product formation has been observed after immobilization of the three-enzyme
system via coencapsulation in silica sol–gel matrices and after immobilization of
the two-enzyme systems via layer-by-layer self-assembly, probably as a result of
the substantially reduced diffusion distance for the reaction intermediate between
the active sites of the enzymes [109].

Other three-enzyme multienzymatic systems have been coimmobilized for
various applications (Table 2). Good enzyme reusability and stability was
observed in many of the examples as well, highlighting the feasibility of the
coimmobilization technology for carrying out multienzymatic cascades of up to
three enzymes. However, space and mass-transfer limitations hinder the applica-
bility of this technology for multienzymatic pathways involving a high number of
enzymes.

6 Conclusion

Multienzymatic systems present a great potential for the biocatalytic synthesis of
many compounds and can overcome the major problems of limited product yields
and operational complexity of many fermentation processes. Metabolic pathways
can be mimicked and studied in vitro by proper selection and combination of
purified or semipurified enzymes. Furthermore, completely new or synthetic bio-
reaction pathways designed de novo can be studied in vitro to examine their
feasibility and determine optimization. However, as the number of enzymes
increases, so does the complexity of the process design. Performing multienzy-
matic cascades in a one-pot system is the easiest process configuration, but it
presents several limitations. Enzymes with compatible optima process conditions
should be selected. The presence of crossover and feedback inhibitions can also
hamper the product formation and cause low production yields. Distribution of the
enzymes in physically separated compartments is a process alternative that has
lead to higher productivities in a number of multienzymatic systems. Microfluidic
devices allow the creation of enzyme patterns inside miniaturized reactors and, as
such, they are useful tools for the design of multienzymatic pathways and
screening of process configurations. Finally, coimmobilization of multienzymatic
systems with a low number of enzymes is a promising alternative as well. This
technique allows the reduction of the diffusion path of the intermediates between
the active site of the enzymes, contributing to the increase of the reaction rates.
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Directed Multistep Biocatalysis Using
Tailored Permeabilized Cells

Steffen Krauser, Christian Weyler, Lisa Katharina Blaß
and Elmar Heinzle

Abstract Recent developments in the field of biocatalysis using permeabilized
cells are reviewed here, with a special emphasis on the newly emerging area of
multistep biocatalysis using permeabilized cells. New methods of metabolic
engineering using in silico network design and new methods of genetic engi-
neering provide the opportunity to design more complex biocatalysts for the
synthesis of complex biomolecules. Methods for the permeabilization of cells are
thoroughly reviewed. We provide an extended review of useful available databases
and bioinformatics tools, particularly for setting up genome-scale reconstructed
networks. Examples described include phosphorylated carbohydrates, sugar
nucleotides, and polyketides.
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1 Introduction

In billions of evolutionary steps, nature developed an impressive set of strategies
to create molecules with a wide range of structures. Nearly every carbon-, nitro-
gen-, oxygen-, or sulfur-containing skeleton and functional group can be assem-
bled in principle by bioconversions. A large number of different enzymatically
catalyzed reactions support cellular growth and survival [1]. Not only the substrate
and reaction specificity but also the efficiency of enzymatic reactions are usually
far beyond manmade chemical processes. Recent developments in biochemical
research not only support a detailed mechanistic understanding of relationship of
structure and reactivity, but they also allow extended targeted redesign and
modification of enzymes. Even completely new functionalities can be designed
and created with modern molecular and modeling tools (e.g. Diels-Alder synthesis
with a de novo designed enzyme [2]). The development and present status con-
cerning biocatalysis—mostly based on engineered single enzymes—have been
reviewed thoroughly elsewhere [3]. Recent developments in the field of metabolic
network research, both experimentally as well as computationally, open up new
potentials for multistep biocatalysis both in vivo as well as in vitro.

Presently, slightly more than 100 commercial applications use enzymes in
industrial-scale processes [4]. Due to the usually high price, the time required for
improving enzymes genetically, the often shorter development times required for
organic chemistry alternatives, and the still widespread ignorance of biocatalysis
in the field of organic chemistry, bioconversion processes are often not considered
[5]. There is, however, a trend towards biotechnological processes as the eco-
logical impact (E-factor) of industrial productions is gaining weight and public
pressure demands a sustainable industry [6–9]. Biocatalytic processes often have a
very low ecological impact, such as with selective oxidation of carbohydrates [10],
but in some cases chemical alternatives are similar or even better [11].

Although in vivo synthesis using whole, viable microorganisms provides
complex products from simple and cheap raw materials by fermentation, it is
limited by the fitness and tolerance of the organism and by cellular transport
processes. Modern metabolic engineering methods provide a whole toolbox
comprising computational and molecular tools for directed design and optimiza-
tion of production pathways. In most cases, these allow the conversion of a poorly
producing native organism into a highly efficient producer strain. However,
transport barriers, bottlenecks in the metabolism, toxic side effects, and the usually
required complex downstream processing of resulting mixtures of product and
growth medium limit the industrial applications (Fig. 1, Case C). In vitro
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synthesis, on the other hand, serves as a biotechnological alternative to the classic
chemical catalysts. Engineered for the highest activity, stability, and substrate
spectrum, enzymes provide the highest turnover rates, simultaneously working
with outstanding selectivity [3]. However, in case of complex syntheses, the use of
enzymes is restricted by required optimal conditions for each enzyme and potential
intermediate clean-up or buffer change between individual steps (Fig. 1, Case A).
Additionally, the regeneration of cofactors, such as nicotinamide adenine dinu-
cleotide phosphate [NAD(P)H], limits this type of application. A further alterna-
tive is the one-pot synthesis using multiple enzymes; however, they require
extended optimization of enzymes to operate at the same pH and buffer concen-
trations (Fig. 1, Case B). This approach can also be taken using cell hydrolysates
of suitable strains, as has been reviewed elsewhere [12]. On the other hand, various
approaches use synthetic assemblies of enzymes, such as in emulsions, using
scaffolds, tethering to surfaces, or covalent binding to achieve one-pot synthesis
biocatalysis [13].

Yet another strategy uses permeabilized cells—often called in situ synthesis
(Fig. 1, Case D). Permeabilized cell membranes allow diffusion of low-weight
compounds between the intracellular space and the surrounding reaction buffer
while large biopolymers (i.e. proteins and DNA) remain trapped inside the
microenvironment of the cell. Contrary to using cell hydrolysates, which has a

Fig. 1 Types of multistep biosynthetic processes. A Synthesis using multiple enzymes in
separate processes, B Synthesis with all enzymes reacting in one-pot, C In vivo synthesis using
living cells in fermentation processes, D In situ synthesis using permeabilized cells
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very long tradition [12], optimal permeabilization will keep the enzymes in their
native macromolecular environment and not cause any denaturation of enzymes by
the permeabilizing agent. In this way, the macromolecular crowding effects that
are expected to modify protein activities [14], such as channeling [15], are pre-
served in their original status. Removing all small metabolites and cofactors
represents a kind of reset of the metabolic network, permitting directed conver-
sions by the selection of appropriate substrate combinations. In general, this can be
combined with careful tailoring of the enzymatic outfit of a cell, thus increasing
selectivity of bioconversion using permeabilized cells. Network changes may
involve gene deletions, gene amplification, or heterologous gene expression.
Additionally, selective inhibitors might be used to block undesired sidereactions
[16]. An interesting alternative concept [17] uses enzymes from thermophilic
organisms that are expressed in a mesophilic organism. Cells are cultivated and
then heated to rupture the cells and inactivate enzymes that are not desired for the
in vitro biocatalytic conversion.

This review highlights the opportunities that synthesis with permeabilized
wholecells provides for the production of pharmaceuticals and fine chemicals. The
term ‘‘in situ synthesis’’ was introduced in the early 1960s, indicating that mac-
romolecules remain in their original intracellular environment. Prokaryotic and
eukaryotic cells can be permeabilized, but the permeabilization procedure depends
on the composition of the cell wall and has to be optimized for each cell type.
Early studies on permeabilized cells by Felix showed promising results. Felix
concluded that permeabilized cells can be produced quickly and simply and can be
used several times, thus requiring less energy for the synthesis of biomass [18].
These studies on synthesis with permeabilized cells never achieved appropriate
acknowledgment, however—likely because of the missing genetic and metabolic
engineering tools at that time. The available tools have dramatically changed since
then, and it seems obvious that synthesis with permeabilized cells will provide an
alternative method, thus closing the gap between in vivo and in vitro biosynthesis.

The enormous increase in DNA sequencing power has recently created an
overwhelming wealth of genome and metabolic network information of a large
number of single (micro)organisms but also of microbial habitats using metage-
nome analysis. In parallel, computational tools for handling and exploring this vast
amount of data have been developed at a high rate. However, detailed biochemical
knowledge of enzyme characteristics is lagging far behind. Nevertheless, genome
and enzyme databases provide an enormous amount of data that may be explored
for permeabilized cell synthesis. Whole genome metabolic networks become
increasingly available—a few of them already carefully curated. Metabolic reg-
ulation is also increasingly explored, but it requires considerably higher effort
compared to sequencing. For some microorganisms, such as Escherichia coli and
Saccharomyces cerevisiae, metabolic and regulatory networks are already fairly
well understood, but we are still quite far away from the comprehensive under-
standing required for creating fully predictive models. This is even more the case
for the majority of microorganisms. The metabolism of microorganisms may differ
considerably. Nevertheless, they all share large parts of their central metabolism,
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particularly the 12 small precursor molecules representing the bottleneck of the
bow-tie-shaped structure of metabolic networks [19]. These precursor molecules
serve as starting materials for all building blocks and polymers that can be syn-
thesized in the metabolic network (Fig. 2). Although biopolymers constitute the
major fraction of cellular biomass, secondary metabolites are of great interest as
pharmaceutically active compounds or precursors thereof.

With the present knowledge, molecular and computational methods, and the
advent of new possibilities of designing and engineering enzymes and whole
metabolic pathways, a large field of applications opens up. Together with the long-
known technique of permeabilization of cellular barriers (i.e. cell membranes and
cell walls), new and intriguing opportunities for designing tailored biocatalyst and
bioprocesses become accessible. Once such a biocatalyst is established, it can be
produced easily by simple cultivation followed by permeabilization. Downstream
processing would simply start with the removal of the biocatalyst, such as by
centrifugation. There are, however, major hurdles to be overcome as far as more
complex biosynthesis is concerned. The most important are the supply of pre-
cursors and cosubstrates, such as adenosine triphosphate (ATP) or NAD(P)H; the
achievement of selective biocatalysts, meaning the elimination of the manifold
possible undesirable side reactions; and the intensification of processes to obtain
high final product concentrations. To reach these goals, it is important to under-
stand (i) the permeabilization process on a molecular basis, (ii) biosynthetic

Fig. 2 Overall structure of metabolism
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pathways and their regulation, (iii) supply of precursor molecules, (iv) regenera-
tion of cosubstrates, (v) design and selection of enzymes as part of the biosynthetic
processes, and (vi) design of biocatalytic pathways on the basis of the vast
genomic and biochemical knowledge. In this review, we will discuss some prin-
ciples of these points, particularly the permeabilization process and the design of
biocatalytic pathways. We also will provide a few examples illustrating this
emerging biocatalytic technology.

2 Permeabilization

2.1 Lipids and Membrane Structures

All cells are confined by envelope structures that create cellular compartments,
which allow a controlled interior separated from the surrounding environment.
Although the diversity of these structures is huge, they share common elements,
such as lipids and integral membrane proteins, which constitute the core structures
of membranes that are often linked to additional carbohydrate and protein struc-
tural elements.

As shown in Fig. 3, there are two major classes of bacterial envelopes. Gram-
positive organisms have a thick layer of peptidoglycan as the main compound of
their cell wall, providing them with great mechanical stability. Gram-negative
organisms have an additional outer membrane, which protects the cell by pre-
venting nonpolar toxic substances from entering. Compared to the cell membrane,
it is less selective and more permeable to small molecules [20].

Yeast cells also have a robust cell wall (Fig. 4), characterized by a strongly
branched glucan layer. Due to the robustness of their cell wall structures, yeast and
bacteria have great mechanical stability, which they often preserve after perme-
abilization [22–24]. This facilitates the handling and especially the washing of
these cells. Most permeabilization methods disturb or partly disrupt the cellular

Fig. 3 Cell envelopes of
gram-positive and gram-
negative bacteria. CAP
covalently attached protein,
IMP integral membrane
protein, LP lipoprotein, LPS
lipopolysaccharide, LTA
lipoteichoic acid, OMP outer
membrane protein, WTA wall
teichoic acid. Adapted
from [21]
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membranes while leaving the remaining cell wall structures largely intact in most
cases [24–26]. For this reason, bacterial and yeast cells preserve their macroscopic
shape and dimensions after permeabilization. Although it does not block the
passage of small molecules, the remaining cell envelope largely prevents the
diffusion of cytosolic enzymes into the surrounding medium [27–29]. At the same
time, the typical mechanical robustness is usually maintained, simplifying
downstream processing as centrifugation.

Because mammalian cells do not have a cell wall, they are more susceptible to
mechanical stress. The permeabilization further weakens the cell membrane
(Fig. 5). For this reason, permeabilized mammalian cells can only be centrifuged
at relatively low speeds [31]. In contrast to bacterial and yeast cells, permeabili-
zation of mammalian cell membranes normally leads to the release of a large
fraction or even all cytosolic proteins into the medium because there is no cell wall
retaining these proteins [31, 32]. When treating mammalian cells with cross-
linking reagents prior to permeabilization, this loss can be avoided [33]. It has

Fig. 4 Structure of the cell
surface of yeast. CW Cell
wall, CM cell membrane,
PMP plasma membrane
protein (From [30] with
permission from Elsevier)

Fig. 5 Structure of the
plasma membrane
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been shown that the cell membrane of Chinese hamster ovary (CHO) cells can be
selectively permeabilized while leaving the mitochondrial membrane intact, such
as by using digitonin [31]. Full permeabilization is obtained using other surfac-
tants, such as triton X-100, and other permeabilization conditions [31].

2.2 Permeabilization Methods/Agents

It needs to be mentioned in advance that there is no generally optimal perme-
abilization method. It depends on the organism to be permeabilized and has to be
tailored to meet the requirements of the following processes. Normally, it is not
possible to predict which method is suitable for a certain organism. Even when
working with different strains of the same organism, very different approaches may
be necessary for successful permeabilization [16, 22, 25, 34, 35]. So far, optimal
conditions have to be identified experimentally by a trial-and-error procedure.
However, as our knowledge of membrane processes on molecular scale keeps
growing [36], it might be possible to predict suitable permeabilization conditions
in the future.

Organic Solvents

Toluene is the most commonly used solvent for cell permeabilization. Studies on its
effect on E. coli were carried out as early as 1965 [37]. During permeabilization,
cells released 25 % of total cell protein into the surrounding medium. In the presence
of Mg2+ only very little cell material was released. Even nucleotides remained
within the cells. The lipopolysaccharide layer of the outer membrane is bound to the
membrane by divalent cations. Their presence therefore protects the cell from
nonpolar compounds (such as toluene) [21]. It was shown by electron microscopy
that toluene mainly damages the cell membrane, whereas the outer membrane was
left intact. More recent publications point out that permeabilization with solvents is
more harmful to some cells and less reproducible than the use of surfactants [37]. On
the other hand, E. coli and two Bacillus strains were successfully permeabilized
using a combination of ethylenediaminetetraacetic acid (EDTA) and low toluene
concentrations in 2009 [25, 34]. Furthermore, yeast cells could be permeabilized by
treatment with mixtures of chloroform, ethanol, and toluene [38].

Surfactants

Currently, surfactants are the most commonly used permeabilizing agents. There
are three general mechanisms by which surfactants can interfere with the cellular
membrane. If applied in concentrations above their critical micellar concentration,
they can form micelles consisting of a mix of membrane compounds and surfactant
molecules. The cationic part of surfactants such as cetyltrimethylammonium
bromide (CTAB) can interact with the negatively charged membrane, which
disturbs its structure and causes permeability [29]. The nonpolar part, which is of
course found in all surfactants, can integrate into the membrane due to its high
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affinity to the lipids nonpolar tail, disturbing its transversal organization. In
practice, it is to be expected that permeabilization occurs due to a combination of
these effects [24, 39, 40].

Most proteins contain polar and nonpolar parts due to the respective amino-acid
side-chains. This makes them susceptible to the binding of surfactants, which can
lead to conformational changes and ultimately denaturation of the protein if the
surfactant concentration is sufficiently high [41–43]. The most notable example of
the affinity of surfactants for proteins is sodium dodecyl sulfate (SDS) poly-
acrylamide gel electrophoresis, in which proteins are ‘‘covered’’ with the surfac-
tant SDS [43].

When permeabilized with nonionic surfactant Triton X-100, Yarrowia lipoly-
tica released only very small amounts of protein. Electron microscopy confirmed
that permeabilization with this surfactant is a mild process [44]. In 2011, Niklas
et al. permeabilized the cell membrane and the mitochondrial membrane of CHO
cells with Triton X-100, whereas treatment with digitonin (a saponin) selectively
permeabilized the cell membrane while leaving the mitochondria intact [31, 45].
Digitonin does not primarily act as a surfactant but binds to cholesterol [46], which
is more abundant in the cell membrane than in the mitochondrial membrane [47].
The previously mentioned surfactant CTAB is the most commonly used perme-
abilizing agent harboring a permanent positive charge. By its strong binding to
lipids and phospholipids, it induces pore formation in cellular membranes [48].
When permeabilizing S. cerevisiae with CTAB, Gowda proved that permeabili-
zation was dependent on the ratio of amount of surfactant to cells rather than
surfactant concentration in the medium [49]. The Upadhyas group treated yeast
cells with 1 % glutaraldehyde prior to permeabilization with CTAB. In this way,
protein leakage was greatly reduced and the cells could be reused 20 times as
catalyst in the oxidation of D-phenylalanine to phenylpyruvate [50]. An overview
of surfactants used for permeabilization is given in Table 1.

Chelating Agents

The structural stability of membranes and most cell wall structures is based on
electrostatic interactions and van der Waals forces. Divalent cations counterbal-
ance the negative charges of phosphate groups, allowing these groups to stay
densely packed. Furthermore, the lipopolysaccharide layer of Gram-negative
bacteria is attached to the outer membrane by calcium and magnesium ions.
Chelating agents, such as EDTA [51], form stable complexes with these cations,
separating them from the cells. This process disturbs the cell membrane and causes
the release of lipopolysaccharides [20]. It has been shown that cells of B. pumilus,
B. subtilis, and E. coli permeabilized with EDTA and low (7 % v/v) toluene
concentration are effective catalysts for NADPH regeneration and asymmetric
reductions [25]. These cells showed high stability and could be reused three times
as catalyst in 68-h batch reactions [25, 34]. G. oxidans and R. eutropha were
permeabilized with EDTA and toluene (2 % v/v) and then used as catalyst in a
reduction reaction using hydrogen as reductant [52]. Combining EDTA treatment
with low toluene concentrations seems to permeabilize cells effectively without the
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Table 1 Permeabilizing agents

Notable examples
(methods/agents)

Structures Mechanism of
permeabilization/notes

Toluene (OS)
[22, 34, 52,
73–76]

Disrupt the cell membrane
Often combined with EDTA

because the amount of
damage done to membranes
is strongly dependent on
divalent cation
concentrationsEthanol (OS)

[22, 40, 50,
77, 78]

Chloroform (OS)
[74]

CHCl3

Triton X-100 (D)
[22, 23, 31,
40, 71, 72, 76]

n = 8–9
Nonionic surfactant
Partly dissolves membranes

unspecifically

CTAB (D)
[21, 29, 50,
79, 80]

Cationic surfactant
Partly dissolves membranes

unspecifically

Tween 80 (D)
[22, 58, 60,
71, 77, 81–83]

Nonionic branched polyether
Partly dissolves membranes

unspecifically

Digitonin (D)
[31–33, 45]

Steroid glycoside
Selectively permeabilizes

membranes with high
cholesterol content

EDTA (C)
[20, 25, 26,
34, 50–52, 84,
85]

Complexation and thus removal
of divalent cations required
for membrane stability

(continued)
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disruptive effect caused by permeabilization with toluene alone (at high concen-
trations). The permeabilization of P. putida with EDTA was optimized with regard
to EDTA concentration, temperature, treatment time, and pH with the support of a
statistical experimental design with the goal of conversion of limonene [26].

Peptides and Proteins

Eukaryotes synthesize numerous peptides and small proteins with antimicrobial
activity. Many of these compounds act by permeabilizing microbial, fungal, and
viral cellular envelopes [53, 54]. Defensins are small, rigid (internal disulfide
bonds), and positively charged (high arginine content) peptides. Due to their
positive charge, they can integrate into the negatively charged membranes and
associate to form multimeric pores [55–57]. It should be mentioned that poly-
ethylenimine, a polymer that is positively charged under physiological conditions,
exhibits a similar effect [22]. Besides the pore-forming activity, cationic peptides
can displace calcium and magnesium from the outer membrane, thus destabilizing
this region. Different mechanisms of action have been discussed and attempts of
establishing structure–activity relationships have been described [58]. The protein
psoriasin has been proven to kill E. coli at neutral pH without damaging its
membrane, whereas at low pH it acts only against B. megaterium by membrane
permeabilization [59]. In 2009, the channel-forming peptide alamethicin was used
to permeabilize A. thaliana and tobacco suspension cells to study callose synthase
activity. In these experiments, it was superior to surfactant digitonin, which
showed an inhibitory effect on the involved enzymes [60].

Other Permeabilizing Agents

Ionophores are compounds that can carry ions through biological membranes.
Nigericin was used to permeabilize HeLa cells to release metabolites and small
proteins without interfering with protein synthesis [61]. When desiring to remove

Table 1 (continued)

Notable examples
(methods/agents)

Structures Mechanism of
permeabilization/notes

Alamethicin (P)
[60, 86, 87]

Channel forming

EDTA ethylenediaminetetraacetic acid, OS organic solvent, D surfactant, P peptide, C chelating
agent
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soluble proteins from the cytoplasm, the cell membrane can be partly removed by
enzymatic digestion. This approach has been applied to different yeast strains [62,
63].

Physical Methods

Electric Pulse Methods

Electroporation is a well-established method for introducing foreign DNA into
organisms [64–66]. However, it can also be used to permeabilize cells for the
enhancement of their catalytic properties. A general advantage of the electroper-
meabilization compared to the previously described chemical methods is that no
foreign substances, such as surfactants or solvents that can interfere with enzymes,
need to be added [67]. Because the conductivity of lipid bilayers is very low, the
application of an external electric field creates a potential difference across the
membrane [68]. This causes alterations within the membrane, disturbing its
structure and leading to pore formation. An additional nanoscale fragmentation of
the membrane has been proven [69]. In 2008, Tryfona et al. reported the
enhancement of amino acid release by C. glutamicum after electropermeabiliza-
tion, demonstrating the potential of this approach for production purposes [27].

Other Physical Methods

An osmotic shock causes cells to change their size rapidly, thus causing stress to
the cellular membranes and potentially leading to permeabilization. This approach
has been used to permeabilize yeast [70] and fungi [28] for enzymatic activity
studies in situ. Because mammalian cell envelopes do not contain a peptidoglycan
layer protecting them from osmotic lysis, the osmotic shock method is not suitable
to permeabilize these cells [22, 71]. Freezing and thawing of cells has been studied
as a method for cell permeabilization as well. It is generally combined with the
application of surfactants [22, 71, 72].

3 Enzymatic Synthesis of Complex Molecules

Although in vitro biotransformation of all kinds of simple and complex molecules
has reached a very high standard with numerous applications [3, 4], the biosyn-
thesis of complex molecules from simple and inexpensive precursors is still
dominated by in vivo systems (i.e. whole living cells in fermentation processes).
Although the main focus in in vitro synthesis is mostly the characteristics of the
enzyme applied [3], in vivo production focuses on a whole network or organism
characteristics. Up-to-date design of synthesis using whole metabolic networks
starts with stoichiometry-based methods, usually flux balance analysis [88–91].
Similarly, the design of more complex networks of cell extracts [92] or perme-
abilized cells will start out from information that is readily available from public
databases (see Table 4). The operability of a path or network is additionally
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dependent on favorable thermodynamics, which is increasingly accessible via
databases, and even more with the development of methods for molecular energy
calculations (e.g. using group contribution methods) [92, 93]. A full quantitative
description for a fully model-based design would also include kinetics, which are
much more difficult to describe.

3.1 Enzymatic Reactions

Living organisms rely on metabolic networks with amazingly efficient synthetic
routes to provide essential intermediates and building blocks for cellular polymers
but also for other low-molecular-weight compounds—so-called secondary
metabolites [94]. Enzymes catalyzing these reactions are highly conserved in their
three-dimensional structure and chemical function despite the genomic diversity
among organisms [95]. Thousands of biologically synthesized molecules that are
already known and those that are not yet discovered give an image of the powerful
synthetic machinery that cells can rely on. For conducting chemical reactions,
enzymes often include cofactors (coenzymes or cosubstrates as well as prosthetic
groups).

When using permeabilized cells, it is important to distinguish carefully between
cosubstrates that are dissolved in cellular compartments, such as cytosol, and
prosthetic groups that are integral parts of enzymes. Permeabilization will allow
cosubstrates to diffuse freely out of the cells, whereas prosthetic groups would
remain within the cells attached to their protein hosts. As a consequence, cosub-
strates can be added in a targeted way to a biosynthetic network captured within
the permeabilized cell membrane and are thus a design variable. Cofactors are
necessary to provide energy, redox equivalents, and carbon-units and are evolu-
tionary preserved (Table 2). In some cases, enzymes can even operate in a ther-
modynamically unfavorable direction, provided resulting products are removed by
the subsequent exergonic processes [96].

Water plays an essential role in all naturally occurring enzymatic reactions. By
entropy effects and acid/base catalysis as well as regulating the tertiary structure of
enzyme folding, it influences the binding of substrates and actual catalytic activity
[97]. Nonaqueous solvents do not only change the solubility of substrates, prod-
ucts, and intermediates, but they also have a strong impact on the structure of
enzymes and therefore their catalytic activity [98]. The application of nonaqueous
solvents in multienzyme biocatalysis seems more difficult because of the expected
influences on individual enzymes of such a biocatalytic network. Enzymes do
usually not only convert the major substrates listed in databases but may act on a
whole spectrum of compounds; for example, many proteases can also act as
esterases (a well-known textbook example). This complicates the design of more
complex networks, but it also opens up lots of opportunities to create variations of
metabolites, potentially leading to new pharmaceuticals or to precursors for further
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Table 2 Cofactors in enzyme reactions

Cofactor Group transfer Species

30-Phosphoadenosine-50-
phosphosulfate

Sulfate group Bacteria, archaea and
eukaryotes

Adenosine triphosphate Phosphate group Bacteria, archaea and
eukaryotes

Ascorbic acid Electrons Bacteria, archaea and
eukaryotes

Biotin CO2 Bacteria, archaea and
eukaryotes

Cobalamine Hydrogen, alkyl groups Bacteria, archaea and
eukaryotes

Coenzyme A Acetyl group and other acyl groups Bacteria, archaea and
eukaryotes

Coenzyme B Electrons Methanogens
Coenzyme F420 Electrons Methanogens and some

bacteria
Coenzyme M Methyl group Methanogens
Coenzyme Q Electrons Bacteria, archaea and

eukaryotes
Cytidine triphosphate Diacylglycerols and lipid head

groups
Bacteria, archaea and

eukaryotes
Flavin adenine dinucleotide Electrons Bacteria, archaea and

eukaryotes
Flavin mononucleotide Electrons Bacteria, archaea and

eukaryotes
Glutathione Electrons Some bacteria and most

eukaryotes
Heme Electrons Bacteria, archaea and

eukaryotes
Lipoamide Electrons, acyl groups Bacteria, archaea and

eukaryotes
Menaquinone Carbonyl group and electrons Bacteria, archaea and

eukaryotes
Methanofuran Formyl group Methanogens
Methylcobalamin Acyl groups Bacteria, archaea and

eukaryotes
Molybdopterin Oxygen atoms Bacteria, archaea and

eukaryotes
NAD+ and NADP+ Electrons Bacteria, archaea and

eukaryotes
Nucleotide sugars Monosaccharides Bacteria, archaea and

eukaryotes
Pyridoxal phosphate Amino and carboxyl groups Bacteria, archaea and

eukaryotes
Pyrroloquinoline quinone Electrons Bacteria
S-Adenosyl methionine Methyl group Bacteria, archaea and

eukaryotes

(continued)
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synthesis of pharmaceuticals. In some cases, the native enzyme easily accepts
substrate analogues, whereas others have to be tailored [99, 100].

3.2 Enzyme Kinetics

Although the kinetics of biosynthetic networks generally follow the same principle
as that of isolated enzymes, some peculiarities have to be considered because of
macromolecular crowding [14]. A known but quantitatively little-characterized
effect is channeling—that is, the direct transfer of substrates to the following
enzyme in a cascade reaction [101].

Biocatalytic network kinetics can be modeled in various ways. In the simplest
approach, one attempts to identify the limiting catalytic step and use the kinetics of
this step to describe the whole process. This approach is adequate as long as the
step remains the limiting one; this may change during optimization. In a second
alternative approach, full kinetics of all relevant reaction steps are applied. This
requires, however, the elaboration of the kinetics of all individual enzymes, and it
will only be valid if no secondary effects (e.g. metabolite channeling) occur.
Wilson et al. have characterized the kinetics of a dimodular nonribosomal peptide
synthetase [102]. A new powerful method for larger scale kinetic analysis has been
presented that seems applicable to permeabilized cells as well [103]. Network-
oriented approaches use power-law kinetics, such as secondary metabolism in
plants [104] or lin-log kinetics [105], which do not require a full kinetic analysis of
each single enzyme but an evaluation of the whole network of interest.

In permeabilized cells, it is possible to add desired substrates and omit unde-
sired ones in a directed manner, thus preventing activity of undesired reactions [23,
106]. However, all enzymes present remain ready but have to be considered
sleeping unless their corresponding substrates are present. In more complex cases,
it will usually not be avoidable to create intermediates that can react with present
substrates, intermediates, or products. In this case, it is generally possible to delete
the genes coding for undesired enzymes or to inhibit them by selective inhibitors.
Because most enzyme-catalyzed conversions are equilibrium reactions, excess
supply of reactants can push them in the desired direction. This extends the

Table 2 (continued)

Cofactor Group transfer Species

Tetrahydrobiopterin Oxygen atom and electrons Bacteria, archaea and
eukaryotes

Tetrahydrofolic acid Methyl, formyl, methylene and
formimino groups

Bacteria, archaea and
eukaryotes

Tetrahydromethanopterin Methyl group Methanogens
Thiamine pyrophosphate] 2-carbon groups, a cleavage Bacteria, archaea and

eukaryotes
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operability of bioconversions while the working range of native enzymes has to be
respected [107].

Enzymes will usually be inactivated, particularly in a nonphysiological envi-
ronment. An advantage of permeabilized cells with respect to catalytic activity is
the stabilizing effect of the protective environment inside the cell. Enzyme activity
can be retained for several days in a suitable buffer media [23]. Even multiple uses
of permeabilized cells in some cases did not affect the activity of the enzymes
significantly [18]. Enzyme stability very much depends on the nature of the
enzyme and the environment to which it is exposed. Often, storage stability is
significantly different from operational stability, such as for oxidases [108]. This is
in contrast to isolated enzymes, which are exposed to damaging influences and
often have to be modified genetically to increase their stability [109].

3.3 Synthesis of Complex Metabolites

Natural products represent powerful lead structures for new pharmaceutically
active agents [110]. Methods for discovering and producing new secondary
metabolites are increasingly powerful [111, 112]. There is an increasing interest to
also produce modifications of natural metabolites [113, 114], which would cer-
tainly be stimulated if cell extracts or permeabilized cells could carry out such
complex syntheses.

Some biosynthetic enzymes form megasynthetases by aggregation and post-
translational modification and are mostly coded by contiguous operons on the
genome. Those clusters build up biosynthetic machineries for larger, complex
molecules, such as secondary metabolites [115–119]. So far, it is hardly possible to
isolate such complexes in an active form, and rebuilding them in vitro only works
for smaller, simple aggregates [120, 121]. However, substrate channeling in
enzyme clusters enables effective bioconversion, limiting side reactions [15].
Intermediates towards the product are passed among the subunits of a megasyn-
thetase and shielded from the surrounding environment, such as the cytosol. This
allows high reaction rates and improves selectivity. Figure 6 shows the biosyn-
thesis of the secondary metabolite oxytetracycline in Streptomyces rimosus, elu-
cidated by Pickens et al. in 2009 [115, 122].

Because most of the pharmaceutical bioactives that are produced biotechno-
logically target microbial growth, production of such compounds in microorgan-
isms is limited. Resistance concerning the synthesized product and secretion from
the cellular plasma is highly demanded to preserve the fitness of the producing
strain. This causes a significant loss in efficiency [123]. Although living organisms
have to be prepared for the stress resulting from toxic products, using them in a
permeabilized state can reduce this problem if toxic effects do not directly involve
the actual biosynthesis but only other essential functions, such as respiration. Cells
can be easily grown in their preferred conditions. Triggered expression of corre-
sponding synthesis genes in the late, stationary growth phase does not affect
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Fig. 6 Biosynthesis of oxytetracycline performed by the oxytetracycline mega synthetase cluster
(from [122] with permission from the American Society for Biochemistry and Molecular
Biology)
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replication very much. In the case of megasynthetase clusters, controlled induction
is even more advantageous because they are naturally expressed only at very low
copy numbers. High expression rates may produce dysfunctional aggregates, such
as inclusion bodies. On the other hand, when using permeabilized cells, it is easy
to set cell concentrations to a desired value [106]. In that way, it is possible to
reach catalytic activity that would not be possible by regular growth, thus
enhancing the volume-related synthesis rate compared to in vivo production during
fermentation.

The use of such large enzyme clusters for synthetic applications in
permeabilized cells has diverse advantages. Accessing synthesis clusters via per-
meabilized cell membranes is not known to harm the native assembly of subunits
[31]. The surfactant itself might affect the complex’s structure. The synthetic
machinery can thus be addressed in vitro so that biosynthesis can occur in an
environment that can be easily controlled and influenced—provided that the cor-
responding route and co-factors are known and available. Because many secondary
metabolite synthetase clusters are spread all over microbial genomes, their iden-
tification is considerably more difficult. Only very few have been investigated in
more detail concerning their mechanism and kinetics [102]. Resolving reaction
mechanisms and intermediates from known starting monomers to the final com-
pound is still a lot of work. Research will not only provide some insight into how
the biosynthetic toolbox evolved but may also inspire scientists to copy and
modify enzyme complexes by known or new engineering tools. Table 3 lists major
secondary metabolite classes and their link to primary metabolism.

In nature, megasynthetases can combine several subunits synthesizing hybrids
of those classes, such as for alkaloid synthesis in plants [124]. Research in this area
underwent astonishing and promising progress in the last decade. The growing
number of known biosynthetic paths enlarges the range of potential synthetic
applications as well as the understanding of genomic coding across species [48,
125]. Extensive knowledge of genomes increasingly allows the identification and
later activation of silent gene clusters [126]. Engineering of secondary metabolite
production in streptomycetes [127] and myxobacteria [128] is increasingly pro-
viding new opportunities for the application of permeabilized cells. The previously
mentioned synthesis gene cluster of Oxytetracycline of Streptomyces rimosus was
transferred from a Streptomyces strain into the myxobacterium Myxococcus xan-
thus and also E. coli using the Red/ET cloning technique (Gene Bridges, Hei-
delberg, Germany) [123, 129]. In this case, the necessary r54 transcription factor is
co-expressed with needed chaperones present in engineered E. coli BAPI strain for
correct folding. Such efficient cloning tools enable biotechnologists to use specific
synthetic skills of hard-to-handle organisms in robust production organisms, such
as E. coli. There is a great interest in creating natural and modified versions of
complex low molecular weight compounds, such as polyketides or nonribosomal
peptides and mixtures thereof [113, 114].

Another very fast growing field is the in vitro reconstruction of such synthetic
pathways. Enzymes are brought together in one pot to perform multistep

202 S. Krauser et al.



syntheses, either in microreactors (i.e. nanocontainers) or arranged on preset
scaffolds (i.e. attached to a DNA linker) [13, 130–134].

3.4 Enzymes Beyond Nature

A very interesting field in engineering bioconversions is tailoring enzymes for
specific tasks. The fast-growing community for enzyme engineering is aiming to
manipulate enzyme properties for applications in chemical processes. Mainly, the
resistance against organic solvents and high temperatures as well as stability and the
ability to immobilize them attached to supports are driving the development of

Table 3 Classes of secondary metabolites, building blocks, and common examples

Secondary
metabolites

Enzymes Monomer Example

Peptides Nonribosomal peptide
synthetases

Amino acid

Penicillin G (antibiotic)
Polyketides Polyketide synthetases

types I–III

Malonyl-CoA

Radicicol (antibiotic)
Isoprenoids Prenylating enzymes

Isoprenyl-
pyrophosphate

S (-) Limonen (flavor)

Carbohydrates Carbohydrate
synthetases

R-(CnH2n-1On-1)
Activated
sugars
R = activating
residue

Neu5Ac2en (antiviral)
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enzyme engineering [100]. In silico designed enzymes carrying out so-far-unknown
reactions also are targets of research [2, 135]. Increasing knowledge of enzyme-
substrate interaction at the transition state enables scientists to simulate reactions
that we so far would not think of being carried out by enzymes, thus extending the
space reachable via biosynthesis. A very interesting biosynthetic concept was
recently described by Ye et al., expressing pathways from thermophilic organisms
in a mesophilic one with subsequent inactivation of mesophilic activities at higher
temperatures [17, 136].

Modern genetic tools enable tailoring sequences of native enzymes, thus
modifying their activity profiles; for example, one can extend their substrate
spectrum, switch cofactor requirements, and enhance thermostability and solvent
stability. This is done either by using evolutionary methods supported by large
screening platforms or applying rational design methods [137]. Screening methods
are becoming more automated and allow efficient high-throughput analysis of
large libraries of mutants. Computer models have become increasingly powerful
and can predict the relationship between the structure of an enzyme and its
function. Enzyme engineering is increasingly introduced into the engineering of
whole secondary metabolite pathways [138].

Not every enzyme needs to be engineered to carry out unnatural reactions. In
some cases, enzymes convert derivatives of their main substrate like the original
[96, 113]. Living cells, with their distinct metabolism, limit the supply of unnatural
substrates; however, with permeabilized cells, it is possible to expose enzymes
with unnatural reagents, thus exploring pathways that do not occur in nature. This
might permit the use of existing biosynthetic pathways for synthesizing artificial
analogs of secondary metabolites via a supply of unnatural substrates.

4 Network Design

Directed, selective biosynthesis using either cell hydrolysates or permeabilized
cells can be a straightforward process for shorter paths or small networks. It is,
however, becoming increasingly challenging for longer biosynthetic paths with
more compounds involved. The number of potential undesired side reactions
increases dramatically. Therefore, there is a great need to guide the design of such
complex biocatalysts by using adequate computational tools and the rapidly
increasing information available on mostly public databases. Panke and Bujara
proposed an in silico tool for network topology analysis based on genome-scale
metabolic network models to be applied for in vitro biocatalysis in cell-free sys-
tems [92]. Starting out from the whole-genome scale metabolic reconstruction of
E. coli [139], they introduced several changes, particularly concerning transport
and other membrane processes. Considering basic thermodynamic data and
expression data from E. coli, they arrived at a model that could eventually predict
interfering pathways for the production of dihydroxyacetone phosphate starting
from glucose. The presently available examples of pathway prediction for
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biosynthesis using either cell extracts or permeabilized cells are still very limited,
but we expect that there will be a rapid increase of such studies in the very near
future. There is, however, a whole series of studies available for living cells that
are separated from the environment by their envelopes, providing selective
transport of molecules in and out of the cells.

Modern planning and development of biochemical syntheses or novel synthesis
routes in living organisms is effectively supported by the use of appropriate in
silico tools. Such tools are increasingly available for pathway design in microor-
ganisms and allow quick and directed engineering of living cells [89, 91]. These
tools rely heavily on the existence and quality of the numerous biological dat-
abases containing information on different aspects such as genome sequences,
enzyme data, or even whole pathways (Table 4). Together with data from primary
literature and further sources, this information can be used for the composition of
network reconstructions of the organism of interest. Such networks can then be
conveniently analyzed and developed further with different bioinformatic tools
(Table 5). In particular, they can be used to design pathways or biosynthetic
subnetworks useful for biocatalytic purposes, such as the in situ synthesis of a
desired primary or secondary metabolite. With an increasing number of steps and
increasing numbers of metabolites and coenzymes, the involved design becomes
an increasingly complex task.

4.1 Databases

Biological databases can be classified into several different categories, such as
biochemical databases, genome databases, protein or enzyme databases, pathway
databases, or model databases (Table 4). This classification is based on the bio-
logical content of the respective databases. However, an overlap of information
can occur. For example, genome databases (Table 4) also contain protein sequence
information.

Biochemical Databases

Rhea [146] is a manually annotated, expert-curated reaction database with a main
focus on enzyme-catalyzed reactions. It also contains other types of reactions. All
reaction participants are linked to ChEBI [142], which provides data such as
structure, formula, and charge. All reactions in the database are stoichiometrically
and charge-balanced and reaction directionality is added if it is available. SABIO-
RK [145], the biochemical reaction kinetics database, is a curated database con-
taining biochemical reactions and their corresponding kinetics. It describes the
participants and modifiers of the reactions as well as measured kinetic data, such as
kinetic rate equations, embedded in an experimental and environmental context.
The Transporter Classification Database [143] (TCDB) provides a functional and
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phylogenetic classification of membrane transport proteins. The classification
system used is the transporter classification (TC) system that is analogous to the
Enzyme Commission (EC) number for enzymes. The database is curated with data
from over 10,000 published references. It contains over 5,600 unique protein
sequences that are classified in more than 600 transporter families. TransportDB
[144] contains the predicted cell membrane transport protein complement for over
365 organisms (bacteria, archaea, and eukaryota). The protein classification is
done according to the TC classification system.

Genome Databases

Genome databases contain nucleotide sequences and functional annotations.
GenBank [147], run by the National Center for Biotechnology Information, is a
genetic sequence database of all publicly available DNA sequences. It contains the
bibliographic and biological annotated sequences from more than 260,000
organisms.

Protein and Enzyme Databases

Protein and enzyme databases collect functional information from proteins and
enzymes. BRENDA, the Braunschweig Enzyme Database [152], is a collection of
functional and property data of enzymes. The majority of the contained data is
manually extracted from primary literature and covers information in over 50 data
fields, such as classification and nomenclature; reaction and specificity; informa-
tion on function, structure, occurrence, preparation, and application of enzymes;
and properties of mutants and engineered variants. Enzymes in BRENDA are
linked to their respective pathways, source organism, and protein sequence, if
deposited. UniProt, the universal protein resource, contains information on protein
sequences and annotation data. It comprises four databases, namely the UniProt
Knowledgebase (UniProtKB), the UniProt Reference Clusters (UniRef), the Uni-
Prot Archive (UniParc), and the UniProtMetagenomic and Environmental
Sequences (UniMES) database on metagenomic and environmental data.
UniProtKB is a collection of functional information on proteins together with
annotation. The core data available for each protein are its amino acid sequence,
protein name or description, taxonomic data, and citation information. Addition-
ally, it contains as much annotation information as possible, such as ontologies,
classifications, and cross-references, together with an indication of annotation
quality. The database consists of two sections: UniProtKB/SwissProt contains
reviewed and manually annotated records, whereas UniProtKB/TrEMBL has data
records that are unreviewed and automatically annotated and still await full
manual annotation. In the April 2013 release, UniProtKB/Swiss-Prot contained
539,829 sequence entries and UniProtKB/TrEMBL contained 33,106,277
sequence entries. UniRef is a database providing clustered sets of sequences from
UniProtKB, including splice variants and isoforms and selected UniParc records.
Its purpose is to obtain the complete coverage of sequence space at several res-
olutions. UniParc contains most of the publicly available protein sequences.
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The planning of a biochemical synthesis involves, besides other aspects, the
determination of possible side reactions. Those unwanted reactions may lead to a
decrease in the yield of the desired product and complicate the downstream pro-
cessing. It would thus be favorable to find information on all reactions catalyzed
by the enzyme of interest including thermodynamic and kinetic parameters. Some
of the enzyme resources presented in Table 4 contain information on single
enzymes. However, as of 2013, there is no database that presents such information
in a systematic manner.

Pathway Databases

Pathway databases contain data on chemical pathways, their reactions, and com-
ponents that are involved in them and their corresponding interactions, thus
describing the biochemistry of metabolic processes. These databases offer the
possibility of providing several types of information in the context of graphical
representation of the pathways in pathway maps. BioCyc [161] is a collection of
2038 pathway/genome databases in version 16.5. Each database contains the
genome and metabolic pathways of a single organism. Based on the quality of the
data, the databases are divided into three tiers. Tier 1 contains databases that are
curated based on literature data. Tier 2 and tier 3 databases contain computa-
tionally predicted metabolic pathways, predictions as to which genes code for
missing enzymes in metabolic pathways, and predicted operons. Tier 2 undergoes
moderate curation and tier 3 is not curated at all.

The Kyoto Encyclopedia of Genes and Genomes (KEGG) is a curated database
resource that integrates genomic, chemical, and systemic function information of
various organisms. Its knowledge base consists of 15 main databases in the three
categories systems information (pathway, brite, module, disease, drug, environ),
genomic information (orthology, genome, genes) and chemical information
(compound, glycan, reaction, rpair, rclass, enzyme). BioCyc is a collection of
2,038 pathway/genome databases in version 16.5. Each database contains the
genome and metabolic pathways of a single organism.

The BioPath database contains molecules, reactions, and biological pathways. Its
first version is based on the Roche Applied Science ‘‘Biochemical Pathways’’ wall
chart and is extend with additional information from literature. In its release SVN-
1285 from December 24, 2012, BioPath contained 14,368 molecules, 3,912 reac-
tions, and 638 pathways. A new version of the book form was also published [169].

The University of Minnesota Biocatalysis/Biodegradation database UM-BBD
contains information about microbial biocatalytic reactions and biodegradation
pathways for xenobiotic compounds [164]. Information on microbial enzyme-
catalyzed reactions that are important for biotechnology can also be found.
A Swiss bioinformatics group has opened their database for automated model
construction and genome annotation for large-scale metabolic networks, providing
links to several hundred genome-scale metabolic networks [165].
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Model Databases

Model databases are repositories of mathematical models of biological systems.
They contain models ranging from reconstructions of individual pathways up to
genome-scale metabolic networks of organisms. The BiGG database is a knowl-
edgebase of biochemically, genetically, and genomically structured genome-scale
metabolic network reconstructions [166]. It currently contains 10 different gen-
ome-scale reconstructions from eight organisms that are developed on the
Genomatica Simpheny platform and share a standard nomenclature. BiGG allows
browsing the model contents, the visualization of metabolic pathway maps, as well
as the export of Systems Biology Markup Language (SBML) files of all models.
BioModels [167] is a repository for computational models of biological systems. In
its 24th release in December 2012, it contained 923 curated and noncurated models
published in peer-reviewed literature and 142,050 models built from the
Path2Models project that generates models from pathways. The database features
browsing of models through lists, based on Gene Ontology (GO) terms or using the
taxonomy annotations as well as model search. The model presentation gives
access to all information stored about a model. All models can be exported in
various file formats or represented graphically. Basic model simulation is also
possible. The functionality of BioModels can also be accessed by other software
tools through its web services.

Organism-Specific Databases

Information about specific organisms are often collected in organism-specific
databases. Examples for such databases are EcoCyc [168], which contains E. coli
data, or the S. cerevisiae Genome Database SGD [161].

4.2 Bioinformatic Tools

For the automated reconstruction of networks and analysis of network recon-
structions, various bioinformatic tools are available. A selection is listed in
Table 5.

Model SEED [170, 171] is a web-based resource for the high-throughput gen-
eration, optimization, and analysis of genome-scale metabolic network models. It
integrates and augments technologies for the genome annotation, the construction
of gene–protein reaction associations, the generation of biomass reactions, reaction
network assembly, thermodynamic analysis of reaction reversibility, and model
optimization to generate draft genome-scale metabolic network models. The gen-
eration of a metabolic network reconstruction from the assembled genome
sequence takes about 48 h and automates nearly every step.

PathwayTools [172] is a software environment for the creation of pathway/
genome databases (PGDB) such as EcoCyc [168]. It allows the prediction of
metabolic pathways and operons and network gap filling. Curators can interactively
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edit PGDBs. A large number of query and visualization tools as well as tools for
comparative and systems biology analyses are available. Pathway Tools consists of
three components. PathoLogic is used to create new PGDBs from annotated gen-
omes. The Pathway/Genome Editors allow for the refinement of PGDBs. With the
Pathway/Genome Navigator querying, visualization and analyses of PGDBs can be
carried out.

Metatool [177] is an user-friendly tool for the calculation of elementary flux
modes, conservation relations, and enzyme subsets in metabolic networks. Version
5.1 can be embedded into GNU Octave and Matlab through script files and shared
libraries. For calculations, the metabolic network data can be supplied to the pro-
gram through the Metatool input format, as an SBML file or as stoichiometric
matrix directly. CellNetAnalyzer [176] is a Matlab package with tools for the
structural and functional analysis of different types of biochemical networks. For all
computations, only the network topology is needed. CellNetAnalyzer allows the
construction, input, and output of network projects via the Network Composer, text
files, or SBML. Furthermore, it is possible to visualize network maps, either
through import from KEGG or TRANSPATH or with external drawing tools. The
functional network analysis covers the characterization of functional states of a
network, the detection of functional dependencies, or qualitative predictions on
effects of perturbations. For mass flow networks, there are two kinds of methods—
namely constraint-based approaches and graph-theoretical analysis. Features are
topological properties of the network such as dead-end metabolites, blocked or
parallel reactions, and enzyme subsets. Metabolic flux analysis is also covered with
the computation of steady-state flux distributions, feasibility check of flux scenar-
ios, or optimal flux distributions for arbitrary linear objective functions. The
computation of elementary modes for the metabolic path analysis is also possible.
Minimal cutset analysis can help to detect strategies for the repression of certain
network functionality. From the graph-theoretical side, network properties such as
shortest path lengths, connectivity of the network, or network diameter can be
computed.

The Genome-linked Application for Metabolic Maps [174] (GLAMM) is a web
interface unifying different tools for the reconstruction of metabolic networks from
annotated genome data, visualization of metabolic networks together with
experimental data, and investigation of the construction of novel transgenic
pathways. GLAMM supports biological retrosynthesis and integration with tools
of MicrobesOnline. The genome analysis and discovery system ERGO developed
by Integrated Genomics is a systems biology informatics toolkit for comparative
genomics. With ERGO, one can capture, query, and visualize sequenced genomes
and assign functions to genes, integrate genes into pathways, and identify
unknown genes, gene products, and pathways. Its genomic database integrates
with a collection of microbial metabolic and nonmetabolic pathways and pro-
prietary algorithms. ERGO allows automated or manual annotation of genomes
and genes, pathway analysis, multiple genome comparison, functional analysis of
microarray data, data mining for the discovery of target genes, and in silico
metabolic engineering and strain improvement.

212 S. Krauser et al.



4.3 Network Reconstruction

A metabolic network reconstruction is a structured database combining the
available genetic, genomic, and biochemical data of an organism [181]. In general,
a genome-scale metabolic network reconstruction consists of a list of reactions
including their stoichiometry, the specific genes whose gene products are associ-
ated with these reactions, supporting annotation, and literature references. The
fundamental goal of a network reconstruction is the accurate definition of
the chemical transformations that take place among the chemical components of
the network [181]. The construction and curation of a computational network links
the organism’s genome and expression to metabolic reaction fluxes, biomass, and
energy production and consumption and enables the mathematical representation
of the reactions and metabolic processes occurring in the organism. Metabolic
networks can thus be used for in silico experiments [182]. The process of com-
piling a (genome-scale) metabolic network can be broken up into five major stages
[183], as depicted in Fig. 7. Briefly, in the first stage, a draft reconstruction of the
network is built, which is refined in the second step. Then the network is converted
to a mathematical model. In the fourth step, the reconstructed network is validated
and can then be used for further experiments.

The first stage consists of creating a draft reconstruction of the network, at
minimum containing a list of genes with their associated reactions and the cor-
responding EC numbers. The draft is based on the genome annotation for the most
recent version of the target organism’s genome and data from biological databases
(Table 4) and results in a collection of the genome-encoded functions of the
metabolism. The important information for each gene is its function, its position in
the genome and coding region, the strand and locus names, and the protein it codes
for. For eukaryotes, information regarding alternative transcripts is also of interest
because they may have distinct functions or a different cellular localization [183].
Candidate metabolic functions for the draft reconstructions can be retrieved by
using GO categories, EC numbers, and biochemical databases [183] (Table 4). In
general, the creation of a network draft is carried out automatically with the help of
different software tools (Table 5). The automated genome annotation process with
ERGO provides a draft annotation that requires manual curation to add organism-
specific information. BLAST is used to annotate gene function based on orthology
with other annotated genomes provided in online databases as well as phylogenetic
approaches. Model SEED starts with an unannotated genome sequence and builds
a draft metabolic network with gap filling and verification features [184]. To refine
this draft, a manual reconstruction refinement step is necessary.

The manual refinement step starts with an initial evaluation of the completeness
of the draft reconstruction for identifying missing functions in the network. The
draft can be reviewed pathway by pathway, starting from canonical pathways. The
reactions of the model are evaluated in their metabolic context such that missing
gene annotations and missing reactions can be identified easier. The use of network
maps that show the environment of reactions is also convenient. Such maps can be

Directed Multistep Biocatalysis Using Tailored Permeabilized Cells 213



Fig. 7 Workflow of an iterative network reconstruction process
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found in databases such as KEGG or in organism-specific literature [183]. Correct
stoichiometry requires complete balancing of elements and charges. Some dat-
abases may lack information on protons and water, for example. The reaction
directions and reversibilities should also be evaluated. If no information is avail-
able, the reaction should be left reversible. Organism-specific functions should also
be taken into account, such as the use of substrate and cofactors, which can differ
between different organisms. The review of primary literature dealing with the
metabolism and function of the organism is necessary to identify these organism-
specific characteristics. For a growing number of organisms, specific books exist,
which are a resource for additional information. When organism-specific infor-
mation is not available to the desired extent, data from phylogenetic neighbors
can be taken into account. Gene–protein reaction relationships, which connect the
genes with their associated enzymes via Boolean logic, allow the simulation of
phenotypic effects of gene knockouts. The incorporation of thermodynamic
information is also of great value for the network model. The directionality and
feasible rates of reactions are based on the thermodynamic favorability, which can
be determined from Gibbs free-energy changes. This information is obtained from
literature. However, the available data are rarely sufficient for genome-scale
reconstructions but rather for smaller models. Also, the compartmentalization
information for metabolite and reaction localization as well as intracellular trans-
port reactions have to be checked. If no sufficient data are available, the respective
proteins should be assumed to reside in the cytosol. However, incorrect assignment
can lead to additional network gaps [183]. Furthermore, biomass composition,
maintenance parameters, and growth conditions of the organism are to be deter-
mined by different experimental and computational methods.

The conversion from the network reconstruction to a mathematical model for
validation and in silico applications consists of three steps, which can mostly be
automated with suitable tools. The first step is the mathematical representation of
the network as a stoichiometric matrix. In the second step, the boundaries of the
system are defined. For each metabolite that can be consumed or secreted, an
exchange reaction is added to allow the definition of environmental conditions for
in silico simulations. Finally, constraints are added to the model to turn it into a
condition-specific model. Thermodynamic data for enzyme capacities or regula-
tion help to determine a set of feasible steady-state flux solutions.

The evaluation stage includes network verification, evaluation, and validation
steps to help detect gaps in the network. To find candidates for filling gaps, an
intensive literature search is needed that helps to identify the environment of the
dead-end metabolites. One must also take care of stoichiometrically balanced
cycles formed by internal network reactions that can carry fluxes despite closed
exchange reactions [183]. The model must be tested for its ability to synthesize all
biomass precursors, such as amino acids, nucleotide triphosphates, or lipids with
different medium compositions. This can be done by growing the organism on
specific carbon sources [184]. It should be checked if the model could reproduce
known incapabilities of the organism. It is also advised to compare the predicted
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physiological properties with known properties such as carbon splits in the central
metabolic pathways of the organism.

Network reconstructions can be used for several major applications that address
different aims of these models [185], such as using metabolic network reconstruc-
tions for putting high-throughput experimental data into context. They can also be
used for discovery of network properties, hypothesis-driven discovery, and explo-
ration of multispecies relationships. Network reconstructions also have applications
in metabolic engineering, where they can be used for constraint-based modeling and
the in silico prediction of possible cellular phenotypes without the need for kinetic
data. The main concept behind network metabolic modeling is the identification and
mathematical definition of constraints for the separation of feasible and infeasible
metabolic behavior. These constraints are usually much easier to identify than
kinetic parameters. There are three types of constraints: Physicochemical constraints
deal with mass and energy conservation, the dependency of reaction rates on
metabolite concentrations, and the negative free-energy change for spontaneous
reactions. Environmental constraints are imposed as a result of specific conditions
such as nutrients, whereas regulatory constraints express the effects of gene
expression and enzyme activity regulation properties.

4.4 Network Representation

Metabolic network models can formally be described as graphs G(V, E), where V is
the set of vertices and E is the set of edges connecting node pairs. In a directed
graph, the edges are ordered, whereas in an undirected graph an edge is represented
by an unordered node pair. There are different possibilities to represent a graph. In a
compound graph, the nodes represent the chemical compounds. An (un)directed
edge connects two compounds if they are involved in the same reaction. The dual
form of the compound graph is the reaction graph, where the nodes represent
reactions. Edges in this graph connect two reactions that share compounds as
products and substrates. Both types of representations have similar limitations, as
they are both ambiguous and do not represent all information of the network.
Another type of graph representation is the bipartite graph, in which there are two
classes of nodes representing compounds and reactions in the graph. Directed or
undirected edges in a bipartite graph are only possible between two nodes of
different classes. A substrate is defined by a directed edge from a compound to a
reaction node, a product by an edge from a reaction to a compound node. An
equivalent representation of a bipartite graph and also the generalization of a
compound graph is a hypergraph with directed or undirected edges. In such a graph,
a hyperedge relates a set of substrates to a set of products. This graph type allows an
unambiguous representation of reactions and compounds, but it has limited cov-
erage because reaction control factors cannot be represented. Diverse graph types
and data models for biochemical pathways are reviewed in more detail in [186].
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A basic mathematical representation of metabolic networks is the stoichiome-
tric matrix. It represents its charge and elementary balanced metabolic reactions
and thus quantifies the stoichiometric relationship between the metabolites in a
reaction. The rows and columns of the matrix correspond to the metabolites and
reactions of the network. Its nonzero elements are the stoichiometric coefficients,
which are positive for products and negative for substrates. For genome-scale
metabolic networks, the stoichiometric matrix is sparse because relatively few
metabolites participate in a given reaction. Another quite simple representation
method for metabolic networks is compiling all information in spreadsheets. The
spreadsheet should contain all gene names and their abbreviations. For each
reaction, the reactant, substrate, product symbols, balanced stoichiometry,
reversibility, compartment, associated protein, and its EC number should be
included. Also of importance are literature references and a confidence rating for
each annotation entry as well as comments.

SBML is a machine-readable format for representing biological models. Its
basic idea is to cast a network reconstruction into a formal, computable form, thus
allowing network analysis using simulations and other mathematical methods.
SBGN [187], the Systems Biology Graphical Notation, is a project that aims to
standardize the graphical notation used in maps of biological processes. Currently,
there are three different languages for different types of network maps. The Process
Description language can be used to depict temporal courses of biochemical
interactions of a network. Relationships between entities of a network can be
modeled with the Entity Relationship language. The Activity Flow language
visualizes the information flow between biochemical entities in the network, such
as for representation of the effects of perturbations on the network.

4.5 Metabolic Network Design and Manipulation

The planning of a biochemical synthesis in permeabilized cells involves primarily
finding a synthetic route starting from available, inexpensive, and stable substrates.
The overall goal is to obtain high concentration with high yield and selectivity in
the shortest possible time. High yield and selectivity can only be obtained if
undesired side reactions do not take place. The products of undesired side reac-
tions will also complicate downstream processing. Side reactions do not occur if
one of the substrates required is missing. The substrate composition is a design
variable when using permeabilized cells as biocatalysts. Side reactions can be
eliminated by the deletion of the corresponding gene or by the addition of a
selective inhibitor. A major engineering task of biosynthesis in permeabilized cells
is the regeneration of cofactors, such as NAD(P)H [188] or ATP [189, 190].

Metabolic engineering is the manipulation of enzymatic, transport, and regu-
latory functions of a cell through recombinant DNA technologies. One of its
important objectives is the improvement of the cellular phenotype or the yield of a
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desired product. Traditionally, this is done by rationally selected gene deletions or
overexpression of native and heterologous genes in an organism. To remove
undesirable metabolic pathways in an organism, site-directed mutagenesis or
homologous recombination can be used. To increase biochemical yields and add
new functions, heterologous genes or even complete pathways can be introduced
into the organism. In silico metabolic models allow rational predictions of the
phenotypical response of changes in culture media, gene knockouts, and the
incorporation of heterologous enzymes and pathways into an organism [191].

Flux balance analysis is a widely used constraint-based method in metabolic
engineering for studying biochemical networks. It allows for the in silico pre-
diction of flux profiles that optimize a cellular objective, depending on the prob-
lem. Often, the biomass production or the production rate of a certain metabolite of
interest is used as an objective. The fundamental assumption for flux balance
analysis is that the metabolism in the cell is at steady state as well as all reaction
fluxes and metabolite concentrations [184]. The input for flux balance analysis is
the mathematical representation of the metabolic network as a stoichiometric
matrix. The stoichiometric coefficients in the matrix constrain the flow of
metabolites through the network. These steady-state mass balance equations for
each metabolite and the environmental and growth conditions can be described
mathematically in the form of constraints for an optimization problem. The
metabolite balance equation is a homogeneous system of linear equations:

S � v tð Þ ¼ 0

where S is the stoichiometric matrix and v(t) is the vector of reaction rates. It
requires that each metabolite is consumed at the same rate as it is produced [192].
For the quantitative determination of the metabolic fluxes, linear programming can
be used to solve the stoichiometric matrix for a given objective function under
various constraints [193]. The constraints of the problem describe the space of all
eligible possibilities from which an optimal solution can be selected. They are
generally given in the form of equalities and/or inequalities.

Constraint-based methods focus only on reaction fluxes, neglecting enzyme
kinetics and regulations that can influence the actual fluxes; therefore, they have
some limitations in their predictive capabilities [194]. However, they can be
computed very efficiently, even for large networks. Elementary mode analysis is
an important method for metabolic network studies [177], allowing the enumer-
ation of all independent minimal pathways in the network that are stoichiometri-
cally and thermodynamically feasible. Elementary flux modes are independent flux
distributions of a metabolic network at steady state. The inputs for elementary
mode analysis are the reaction stoichiometries and reversibilities. All metabolites
in the network are classified as either internal or external. The internal metabolites
are balanced and the external metabolites are assumed to be buffered. The com-
putation of elementary modes in large networks is difficult due to its combinatorial
complexity [176]. Once elementary modes are computed, the deletions necessary
for the elimination of undesired side product formation can be directly identified. It
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has been shown that it is even possible to directly identify successfully targets for
the overexpression of enzymes just based on the known stoichiometry of a network
[89, 90, 195].

Fig. 8 Multienzyme synthesis of tetra-hydroxy-naphthalene (THN, 3) and subsequent oxidation
to flaviolin (4). ATP and acetate are supplied with catalytic amounts of coenzyme A. Acetyl-CoA
(1) is formed rapidly by overexpressed acetyl-CoA synthase (acs) and carboxylated by the acetyl-
CoA carboxylase complex (acc) to yield malonyl-CoA (2), which serves as monomer for the
polyketide backbone of THN

Fig. 9 Reaction network of UDP-glucose biosynthesis in E.coli JW 0675-1 SP [198]. Enzymes:
UMK uridine monophosphate kinase (EC 2.7.4.22), NDK nucleoside-diphosphate kinase (EC
2.7.4.6), UGPase UTP-glucose-1-phosphate uridylyltransferase (EC 2.7.7.9), PPase inorganic
diphosphatase (EC 3.6.1.1), SPase sucrose phosphorylase (EC 2.4.1.7), Pgm phosphoglucomu-
tase (EC 5.4.2.2). Compounds: UMP uridine monophosphate, g1p glucose-1-phosphate, UDP-
glucose uridine diphosphate glucose
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5 Applications

Directed multistep biocatalysis with permeabilized whole cells is a new strategy
for the synthesis of fine chemicals. However, only a few publications are currently
available. In this section, a few successful cases are described briefly.

Multienzyme whole-cell in situ biocatalysis for the production of the polyketide
secondary metabolite flaviolin [196] was realized in tailored E. coli (Fig. 8) [16].
The permeabilized E. coli strain synthesized significant amounts of the target
molecule while consuming acetate and ATP in the presence of coenzyme A. The
productivity of 1 g of permeabilized cells could be determined as 0.025 lmol of
flaviolin per minute. Cells were able to produce half the amount of flaviolin
synthesized by a corresponding fermentation with the original producer strain but
within one-third of time. The isolation of flaviolin was very easy because the
reaction buffer only contained a few defined components with known properties.
Only a small amount of protein—approximately 0.5 % of the total cellular pro-
tein—was found in the reaction buffer after separating the biocatalyst. It might
derive from released membrane protein.

Using a similar approach, a different E. coli strain was tailored for the synthesis
of uridine diphosphate (UDP)-glucose. Sucrose phosphorylase (SPase) from
Leuconostoc mesenteroides [197] was overexpressed in a strain lacking phospho-
glucomutase. Sucrose phosphorylase catalyzes the formation of glucose-1-
phosphate from sucrose and phosphate. Because phosphoglucomutase was knocked
out, glucose-1-phosphate could not be isomerized to glucose-6-phosphate, thus

Fig. 10 Artificial biosynthesis of sugar-nucleotides by Kyowa Hakko Bio. Nucleotide-rich
strains, such as C. ammoniagenes, are used for the biosynthesis of nucleotide precursors. The
charged metabolites are enabled to diffuse between the producer strain and tailored E. coli,
carrying synthesis genes for the corresponding sugar nucleotides (Figure adapted from
[199–201])
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preventing any direct carbon flux into the glycolysis [198]. Using this strain,
we could directly produce UDP-glucose using sucrose, ATP, and uridine mono-
phosphate (Fig. 9).

Reaction conditions such as temperature, pH, and cell density were optimized
for this synthesis. Surprisingly, it was found that manganese was better suited than
magnesium as metal cofactor for the synthesis. According to literature data on the
involved enzymes, this was unexpected and indicated that enzymes in permeabi-
lized cells can behave differently than the isolated enzymes. The rate of UDP-
glucose formation was 0.052 mmol min-1 L-1. The catalyst could be separated
from the reaction mixture by short centrifugation. A comparison of the protein
contents of cell lysate and of samples taken after 2 h of reaction revealed that less
than 2 % of cellular protein was released.

Kyowa Hakko Bio uses a similar approach for the synthesis of nucleotide
sugars and peptides. A cofermentation of Corynebacterium ammoniagenes and

Fig. 11 Glucose-based ATP regeneration system using permeabilized yeast cells, as described
by Horinouchi [190]
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tailored E. coli is supplemented with a minimum amount of surfactant [199–201].
This strategy is quite similar to the multistep approach and benefits substrate
interchange between the organisms (Fig. 10). However, use of the permeabiliza-
tion procedure enhances the efficiency of nucleotide-triphosphate uptake by E. coli
cells, which perform one biosynthetic step. To our knowledge, this is the only
industrial application where permeabilized cells are synthetically used. Although
the principle of permeabilization is advantageous in this case, the process lacks
selectivity. The product is diluted in the reaction media containing the surfactant
and nutrients.

Horinouchi et al. developed an efficient system for ATP regeneration and
coupled it to the synthesis of 2-deoxyribose 5-phosphate and further to 20-deox-
yribonucleoside [189, 190]. ATP regeneration is driven by glycolysis of perme-
abilized baker’s yeast as depicted in Fig. 11.

The combination of NADPH regeneration with permeabilized cells has been
examined by Zhang et al. [25, 34]. While reducing b keto esters to b hydroxy esters,
NADPH is consumed. This expansive cofactor is then regenerated by coupling
NADP+ reduction to the oxidation of glucose to gluconolactone. Permeabilized
cells of Bacillus pumilus, Bacillus subtilis, and E. coli were used in these studies.
Using yeast Candida ontarioensis, Ni et al. reduced several acetophenones to the
corresponding alcohols while regenerating NADPH with glucose oxidation.
However, significant product yields were also observed when no cosubstrate was
added [202].

6 Concluding Remarks

Directed multistep biocatalysis with permeabilized cells promises to close the gap
between in vivo and in vitro biotechnology. The combination of two major
developments significantly extends the application of permeabilized cells for more
complex biosynthesis beyond single-step or dual-step coupled bioconversions.
These developments are in the fields of genome sequencing and related bioin-
formatic developments, including databases and computational tools. Only with
the advent and operability of whole-genome scale metabolic models, it becomes
feasible to predict the function of a metabolic network in silico with high success
rates [92]. However, methods of molecular biology for manipulating metabolic
networks have become increasingly powerful and efficient [203]. Methods to study
metabolic pathway activities have developed significantly, particularly metabolic
flux analysis, thus providing reliable information for validating in silico models.

Multistep biosynthesis provides opportunities to design and develop one-pot
biosynthetic processes for more molecules with more complex structures [16].
Particularly for the synthesis of complex secondary metabolites and derivatizations
of such, directed multistep approaches could simplify processes and avoid
extensive waste production. This technology is still on the edge of a breakthrough
and needs considerable research efforts to become more applicable on a larger
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scale. Although the main effort for multistep biocatalyst design is on the devel-
opment of a functioning reaction setup, most permeabilization procedures are very
simple and applicable to any cellular organism. However, there is still limited
knowledge on the molecular-scale interaction of surfactants with biological
membranes. Molecular processes have only been studied in detail for a few
combinations of organisms and permeabilization procedures. A more profound and
general understanding of these mechanisms might help to optimize production
processes and aid in finding optimal conditions for the permeabilization of specific
organisms in a more directed way. New methods of nanostructure imaging might
resolve the unknowns of interaction mechanisms. New effective and highly
selective permeabilization methods might further improve the handling of per-
meabilized cells and allow on-shelf storage for better availability. Increasing
knowledge on the enzymatic potential further gives opportunities to tailor mega-
synthetase biocatalysts for the synthesis of specific compounds. A remaining
bottleneck is in the limited availability of detailed biochemical knowledge, such as
the selectivity of certain enzymes and their regulation. Resolving new biosynthetic
routes in enzyme clusters could lead to designed megasynthetases for hybrid
structures, as the modular building principle can allow the combination of several
clusters for completely new biosynthetic routes without a major engineering effort.
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