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Foreword

The enormous number of three-dimensional structures for proteins that emerged

during the second half of the twentieth century – as of November, 2012, there are

ca. 86,000 entries in the international Protein Data Base – led quite naturally to an

intense focus on the relationship between protein structure and function. There was

recognition that allosteric proteins could assume different shapes in the presence of

allosteric regulators, and much work was dedicated to developing mathematical

models for this behavior [1,2]. The classical studies on hemoglobin showed how the

remote binding of small molecules could tune the affinity of molecular oxygen at

the active site heme-iron center [3]. These protein motions were conceptualized as

rigid body movements that linked the active and inactive protein states. The latter

half of the twentieth century saw an increasing focus on the more general feature of

protein dynamics. Once again, the binding of small gaseous molecules to heme

proteins played an important role, with Frauenfelder and his co-workers demon-

strating a photo-initiated, multi-exponential release of CO from myoglobin at low

temperature [4]. The implication from these studies was that the inherent flexibility

of proteins at room temperature had led to a family of low-temperature conformers

with different inherent kinetic properties. Concomitant with experimental

approaches, Karplus and co-workers developed methods for computer simulations

of rapid protein motions (picosecond timescale) using Newton’s equations of

motion [5]. For many years, classical studies of enzyme function and the study of

protein dynamics moved on largely parallel trajectories, occasionally intersecting

but with considerable skepticism and reservation on both sides.

The last decade has seen a profound shift toward the recognition that the large

size and inherent floppiness of proteins can manifest itself at every level of protein

function. This type of motion goes beyond two state models for allostery, as well as

the expected accommodation of a protein’s shape to the binding of substrates and

their conversion to products. The emerging models include a productive and

causative role for protein motions at every level of function. This volume highlights

some of the exciting directions that the field of protein dynamics has made in recent

years. Here, the term “dynamics” refers to both equilibrium and non-equilibrium

motions on all timescales. We have aimed at a balanced presentation of four
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chapters on theory and an equal number on experimental approaches. This is a very

active research area, and we apologize upfront to the many investigators who are

not included in the present volume. Our hope was that the range of chapters chosen

would highlight topics that may not always be considered in the same context.

From the experimental perspective, the role of protein dynamics in enzymatic

bond-making and bond-cleavage events is addressed by Kohen and Cheatum. As

has been discussed with increasing frequency in the literature, the enzymatic

activation of C–H bonds opens up a special window for analyzing the role of

heavy atom protein motions in catalysis [6]. Schulenberg and Hilvert address the

very active area of intrinsically disordered proteins, and whether the properties of

such enzymes can help us to understand the role of protein motions in native

enzyme catalysis. The correlation of side chain entropy among protein side chains

with function has increasingly attracted wide attention, and Wand and co-workers

describe careful and insightful studies of this feature of calmodulin function

according to an “entropy ruler.” Finally, Schrank, Wrabl, and Hilser talk about

the role of a lid closure on the function of adenylate kinase, building upon multi-

layered experimental data to generate a multi-state model for the progression of this

enzyme from an open to a closed, catalytically active state.

From the theoretical perspective, the effects of macromolecular crowding on

enzyme conformational dynamics and activity are discussed by Ma and Nussinov.

Structured crowding, which refers to the highly organized cellular environment,

could potentially enhance enzyme efficiency and specificity. Cui and coworkers

discuss how atomistic and coarse-grained simulations can be used to elucidate the

mechanism of activation transitions, which often precede the chemical steps in

enzymes and are typically allosteric and multiscale in nature. In the simplest

enzymes, such as adenylate kinase, the activation transition corresponds to the

closure of the active site, but in biomolecular motors, such as myosin, it is more

complex. Arora and Brooks focus on the enzyme dihydrofolate reductase (DHFR),

which catalyzes the hydride transfer reaction required for the conversion of dihy-

drofolate to tetrahydrofolate. This enzyme has been studied extensively with a wide

range of theoretical and experimental methods. The consensus is that equilibrium

conformational motions of the protein and ligands impact catalysis in DHFR by

generating configurations conducive to the hydride transfer reaction, but there is no

evidence for dynamical coupling of protein vibrational modes to the breaking and

forming of chemical bonds [7]. Schwartz proposes a more controversial perspective

about the role of protein dynamics in enzyme catalysis. While he agrees with the

above interpretation for DHFR, he also proposes that femtosecond to picosecond

“promoting vibrations” of the protein can be directly coupled to the passage over

the chemical barrier (i.e., to bond breaking/forming) and are catalytically relevant

for other enzymes, such as lactate dehydrogenase and purine nucleoside phosphor-

ylase. This aspect of catalysis contrasts with the more generally accepted model of

equilibrium conformational sampling that has components of protein motions

ranging from femtosecond to millisecond timescales.

As the reader will see, the included chapters are, at times, either complementary

or divergent in their conclusions. We believe that this reflects the current vibrancy
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of the field of protein dynamics. One of the goals of this community – hopefully

achievable in the coming decades – will be to develop a level of understanding that

allows us to replicate in the test tube the exquisite specificity and enormous

catalytic rate accelerations of native proteins.
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Relationship of Femtosecond–Picosecond

Dynamics to Enzyme-Catalyzed H-Transfer

Christopher M. Cheatum and Amnon Kohen

Abstract At physiological temperatures, enzymes exhibit a broad spectrum of

conformations, which interchange via thermally activated dynamics. These

conformations are sampled differently in different complexes of the protein and its

ligands, and the dynamics of exchange between these conformers depends on the

mass of the group that is moving and the length scale of the motion, as well as

restrictions imposed by the globular fold of the enzymatic complex. Many of these

motions have been examined and their role in the enzyme function illuminated, yet

most experimental tools applied so far have identified dynamics at time scales of

seconds to nanoseconds, which are much slower than the time scale for H-transfer

between two heavy atoms. This chemical conversion and other processes involving

cleavage of covalent bonds occur on picosecond to femtosecond time scales, where

slower processes mask both the kinetics and dynamics. Here we present a combina-

tion of kinetic and spectroscopic methods that may enable closer examination of the

relationship between enzymatic C–H ! C transfer and the dynamics of the active

site environment at the chemically relevant time scale. These methods include kinetic

isotope effects and their temperature dependence, which are used to study the kinetic

nature of the H-transfer, and 2D IR spectroscopy, which is used to study the dynamics

of transition-state- and ground-state-analog complexes. The combination of these

tools is likely to provide a new approach to examine the protein dynamics that directly

influence the chemical conversion catalyzed by enzymes.

Keywords Enzyme Dynamics � Hydrogen Tunneling � 2D IR � Vibrational

Spectroscopy � Isotope Effects
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1 Introduction

1.1 General

First, we wish to state up front that, like most researchers studying enzyme-catalyzed

reactions, we do not address “catalysis,” i.e., the ratio of the rates of the catalyzed

reaction and the uncatalyzed reaction. The reason is mostly practical, namely that

enzyme catalyzed C–H activations do not commonly have a relevant uncatalyzed

model reaction with which to compare. A few exceptions where model reactions were

examined are presented in [1] and references cited therein. Below, we address studies
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of the enzyme-catalyzed reaction, and, more specifically, redox reactions involving

hydride transfer.

The focus of this review is on the role of fast motions – on the femtosecond to

picosecond time scale – in the H-transfer involved in C–H activation by enzymes

catalyzing hydride, hydrogen, and proton transfer. The role of large motions of the

protein, on the time scale of enzyme turnover (i.e., milliseconds to seconds), is well

established and broadly accepted by the scientific community. These motions are

mostly associated with substrate binding (i.e., “induced fit”) and product release.

Studies of protein dynamics on faster time scales (microsecond to femtoseconds), on

the other hand, are still in their infancy, and no single working model is broadly

accepted by all researchers. While there is little doubt that proteins, like any other

molecule at physiological temperatures, move and fluctuate on these fast time scales,

the role of these motions in the catalyzed reaction is not fully understood. Different

studies, both experimental and theoretical, lead to diverse conclusions, commonly

based on the focus, strengths, and limitations of the methods applied. For example,

NMR relaxation experiments examine the environmental dynamics that are coupled

to the spins under study at microsecond to nanosecond time scales (μs–ns). These
measurements are lengthy and use the apo-enzyme or a stable enzymatic complex

that may or may not resemble one of the kinetic intermediates along the catalytic

path. These studies of protein dynamics naturally monitor motions that are in thermal

equilibrium (“statistical dynamics”) [2] and exclude examination of motions that may

not reach thermal equilibrium at the transition state. The same limitation is common

to computer simulations focused on the potential of mean force (PMF) along the

reaction coordinate. Nevertheless, recent calculations suggest that the relaxation to

thermal equilibrium in a protein approaching the transition state may require 100 fs or

more [2]. Since some chemical events are faster than that time scale (e.g., QM

tunneling), it is not possible to exclude the possibility that nonequilibrium

fluctuations of the enzyme as it approaches the transition state may affect the

chemistry. It is difficult to examine experimentally dynamics that are not in equilib-

rium (i.e., “non-statistical” or “nonequilibrium” dynamics) let alone determine

whether such dynamics play a role in the catalyzed reaction. 2D IR spectroscopy

measures the relaxation of equilibrium fluctuations in the enzyme active site which,

within the fluctuation–dissipation theorem, should also reflect the time scale for

relaxation of nonequilibrium fluctuations. Concluding that nonequilibrium motions

can persist on time scales longer than the chemical step, however, is neither evidence

that such motions exist nor that they play any role in controlling the chemical

kinetics.

Most kinetic models and rate theories, including those used by us, if they are

sufficiently complex, can rationalize, and sometimes even qualitatively fit, the exper-

imental kinetics, without invoking “nonequilibrium dynamics.” Frequently these

models and mathematical expressions are complex and involve more parameters

than experimental data points. For non-adiabatic systems (most hydrogen radical

transfer, or proton coupled electron transfer [3]), the C–H bond is not activated at all

until the system is rearranged to the tunneling ready state (TRS, see more below).

Although the rearrangement of the system toward TRS might be on the microsecond

Relationship of Femtosecond–Picosecond Dynamics to Enzyme-Catalyzed H-Transfer 3



time scale, the actual bond activation occurs on the femtosecond time scale. Conse-

quently, methods to study either statistical or nonequilibrium dynamics that are

affecting, sensed by, or coupled to the reaction must be able to probe those motions

on the chemically relevant time scale, femtosecond to picoseconds. Belowwe present

studies attempting to measure such dynamics and correlate these to the nature of the

H-transfer step and its kinetics. Since the dynamics discussed below are measured

spectroscopically, they require examination of a stable state. We try to examine states

involving a TS-analog or other enzymatic complexes relevant to the reaction under

study. Then we will try to pursue correlation between these fast dynamics, and kinetic

properties, or the nature of the fast H-transfer step in the same enzymatic system.

1.2 Kinetics

The nature of the C–H ! C transfer and its TS can be probed by three experimental

approaches: measurements of the reaction rate (related to ΔG{), kinetic isotope

effects (KIEs, related to ΔΔG{
i�j, where i and j are the light and heavy isotopes,

respectively), and linear free energy relationships (relating ΔG{ to ΔG�, which will
not be discussed further in this review). This review will focus on KIEs as a means

to assess the nature of the enzyme catalyzed H-transfer. An advantage of measuring

KIEs on the chemical step, as opposed to rate measurements, is that they connect

more easily to calculations and simulations. Most theoretical simulations of enzyme

catalyzed reactions focus only on a single step, i.e., the TS of the bond cleavage and

the two stable states that it connects (reactant and product states). The absolute ΔG{

calculations suffer from the fact that the contributions to the free energy involve

hundreds of kcal/mol, but most enzymatic ΔG{s are below 20 kcal/mol. Thus, the

accuracy of the unparameterized rate calculation is often quite low. KIEs, on the

other hand, are only sensitive to the few isotopically sensitive parameters and often

involve the fortuitous cancelation of many of the inherent errors in the calculated

free energies. Thus, KIEs provide a much more reliable assessment of the accuracy

of the calculated PMF and the predicted progress of the reaction over and through

the barrier.

From a kinetic point of view, examination of the chemical step (i.e., covalent

bond cleavage and formation) in the complex kinetic cascade of most enzymes is a

major challenge. Since most enzymes evolved under conditions other than satura-

tion of their substrate, the turnover number measured for enzymes (kcat, measured

under substrate saturation) is frequently rate limited by product release rather than

by the chemistry. Under steady state conditions, the second-order rate constant in

enzymatic reactions (kcat/KM, measured at very low substrate concentration) is also

not typically rate limited by the chemical step, but rather by events associated with

substrate binding, or induced fit motions (e.g., large scale conformational changes

that follow the binding step), etc.

From an experimental point of view KIEs are measured using two basic

approaches: (1) non-competitive KIEs and (2) competitive KIEs. The first method

4 C.M. Cheatum and A. Kohen



consists of rate measurements with two different isotopologs (i.e., reactants that

only differ in their isotopic composition), followed by calculation of the ratio of the

rate constants. The secondmethod directly measures the KIE through the competition

of both isotopologs in the same vessel by following the enrichment of the heavier

isotope in the reactants or its depletion in the product. Although the second approach

doesn’t provide rate information and is limited to measurements of the KIE on the

second order rate constant [4], it is also not subject to artifacts involving different

contaminations or different conditions in the two measured rates that are common

problems in the first method. Additionally, the competitive approach affords the use

of trace amounts of tritium (competing with H or D), eliminating the need for “carrier

free” tritiated reactant (i.e., pure T with no H or D contamination) that would be

needed for non-competitive tritium KIEs. This last issue indeed dictates that when

triple isotopic labeling is required for the application of Northrop’s method

[see Eq. (2)], a competitive KIE measurement is commonly used.

1.2.1 Kinetic Complexity

In studying C–H ! C transfer, the advantage of KIEs is that the isotopic label is

placed on a C–H bond that has little contribution to binding events but has a

substantial effect on the H-transfer, the potential energy surface along the reaction

coordinate, the chemical character of the TS, and the nature of the barrier crossing

which can all be examined. Such KIEs involve hydrogens that are transferred in the

chemical step (i.e., 1� KIEs) or are changing bond order during the transfer of

another hydrogen (i.e., 2� KIEs). Unfortunately, observed KIEs are often “masked”

by kinetic complexity. An example of the relationship between the observed KIE

and its intrinsic value (assuming only the chemical step is isotopically sensitive) is

given below for the second order rate constant, which is used in most of the case

studies presented below.

When measuring KIEs, one has to bear in mind that the observed KIEs can be

obscured by “kinetic complexity,” where partially rate-limiting steps that are not

isotopically sensitive diminish the observed KIE relative to the value of the

“intrinsic” KIE on the step of interest [5]. The observed KIE i(V/K)j
, where j is

the lighter hydrogen isotope and i is the heavier one) is related to the intrinsic KIE

by the equation

iðV=KÞj ¼
ðkj=kiÞint þ Cf þ Cr � EIE

1þ Cf þ Cr

; (1)

where (kj/ki)int is the intrinsic KIE and EIE is the equilibrium isotope effect or the

isotope effect on the equilibrium constant of the reaction. The terms Cf and Cr are

the forward and reverse kinetic commitments to catalysis, respectively.Cf reflects the

ratio of the forward rate of the isotopically sensitive step (the step of interest) to the

net reverse rate of the non-isotopically sensitive steps that precede this step [6].
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Similarly, Cr reflects the reverse rate of the isotopically sensitive step to the net

forward rate of the non-isotopically sensitive steps that follow this step. For an

irreversible reaction, Cr ¼ 0 and all the “kinetic complexity” is caused by Cf from

the preceding steps. Analyzing the kinetic commitments can sometimes provide

information on the reaction mechanism, as will be seen in the context of TSase below.

Experimentally, examination of the chemical step is challenging because most

mature wild-type enzymes, when catalyzing the reaction with their natural sub-

strate under physiological conditions, are not rate limited by the chemical step.

With careful experimental design and/or isotopic labeling, the chemical step is the

only isotopically sensitive one, as in the comparison of C–H to C–D bonds

cleaved in large biological molecules that are not otherwise different. In

many cases, exposure of the isotopically sensitive step also requires the use of

non-natural substrates, an active site mutation(s), or both (e.g., alcohol

dehydrogenases) [7].

Pre-steady state measurements are another way to remove some of the kinetic

complexity. These experiments are designed to exclude effects from substrate

binding and product release. These measurements focus on kinetic steps between

the formation of the complex where the enzyme is already bound to all reactants

(typically a binary or ternary complex), and the formation of the enzyme-bound

product. Nevertheless, the measured rates often reflect the impact of other effects

including conformational changes, pKa and protonation shifts, and other micro-

scopic kinetic contributions that can still mask the chemical step. For example,

many nicotinamide-dependent enzymes bind the adenine–pyrophosphate moiety of

this cofactor first, followed by major conformational changes of the protein and

rotation of the reactive nicotinamide ring into the active site prior to reaching the

ground state of the chemical step.

For systems where these solutions are not effective, an instrumental approach is

to use Northrop’s method for finding intrinsic KIEs based on a combination of

deuterium and tritium KIEs as is represented by the equation [8, 9]

TðV=KÞ�1
D � 1

TðV=KÞ�1
H � 1

¼ ðkH=kTÞ�0:2994
int � 1

ðkH=kTÞ�1
int � 1

: (2)

In this equation T(V/K)D and T(V/K)H are the observed D/T and H/T isotope effects

on the second order rate constant kcat/KM, respectively, and (kH/kT)int is the intrinsic
H/T KIE on the chemical step of interest. Although this method uses the

Swain–Schaad relationship and relies on several assumptions [10], its applicability

to systems where tunneling is known to be important has been addressed and

confirmed experimentally [9]. A simple way to understand the Northrop method is

that the reference isotope [tritium in Eq. (2)] affords the intrinsic comparison of the

ratio of kH to kD, i.e., the intrinsic KIE. It is important to note that the reference isotope

is not limited to tritium [as in Eq. (2)] but any of the three isotopes of hydrogen could

serve as the reference [9].
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1.2.2 Temperature Dependence of KIEs

The temperature dependence of KIEs (TDKIEs) reveals the differences in the

enthalpies and entropies of activation for the two isotopes (ΔΔH�, or ΔEa and Aj/Ai,

respectively). Since both isotopes share the same potential energy surface, these

activation parameters reflect the nature of the reaction coordinate under study. This

temperature dependence has been analyzed by a variety of theoretical approaches.

Semiclassically, ΔEa reflects the difference in zero-point-energies (ZPE) for the two

isotopes at the ground state (GS) as compared to the transition state (TS), and Aj/Ai

should be close to unity [11, 12]. If a tunneling correction is added to the semiclassical

model, it can be calculated using either a simple parabolic approximation (e.g., the

Bell correction) [13] or assuming more complex potential surfaces [14]. Although

such corrections can explain many observations, they cannot address other features

such as temperature independent KIEs with a significant energy of activation. One

model that enables a simple fit of such data is the Limbach–Bell correction, in which

the Bell tunneling correction to the TST rate [13] is further corrected by fitting the

mass of the transferred particle as a parameter [15]. Fitting this model to temperature

independent KIEs with significantΔEa results in isotopic masses that are much higher

than those of H, D, or T. These large masses are in accordance with coupling of the

transferred particle to larger system, but provide limited physical meaning.

Approaches that separate the temperature dependence of the rate from that of the

KIEs reflect more realistic, multidimensional models of the reaction and are all

summarized here as the Marcus-like model.

Marcus-like models assume a priori that the hydrogen atom is light enough that a

full quantum mechanical treatment including quantum tunneling is necessary to

describe the reaction adequately. The prevailing model of reactivity, then, is an

extension of the Marcus theory of electron tunneling [16], where the tunneling

particle is a hydrogen rather than an electron. This model, which has been described

under different names (Marcus-like models [17], environmentally coupled tunneling

[18], full-tunneling model [19], vibrationally enhanced tunneling [20], etc.), proposes

a mechanism where heavy atom reorganization leads to a “Tunneling Ready State”

(TRS) in which the quantum states of the hydrogen in the reactant and product wells

are degenerate and, thus, the hydrogen can transfer to products via tunneling. This

TRS becomes the transition state for H-transfer. Several groups have independently

derived a functional form for the rate constant (k) for an H-transfer reaction within

this model, which is given by the expression [3, 18, 21–23]

k ¼ CðTÞ jVj
2

�h

ffiffiffiffiffiffiffiffiffiffi
π

λkBT

r
e
�ðΔG�þλÞ2

4λkBT

Z 1

0

Fðm;DADÞ e
�EðDADÞ

kBT

dDAD: (3)

In this equation the terms in front of the integral give the standard Marcus theory

[16] rate for reaching the TRS (Fig. 1a) based on the electronic coupling (V), the
reorganization energy (λ), the driving force for the reaction (ΔG�), and the absolute
temperature (T). The additional term C(T) is the fraction of reactive complexes [24]
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to account for the conformational landscape that brings the H-donor and acceptor to

their chemical ground state. The terms in front of the integral are essentially

insensitive to the mass of the transferring particle, so the KIE is determined by

factors within the integral. The integral gives the probability of tunneling from the

reactant well to the product well once the system reaches the TRS (the middle state

in Fig. 1a, b). The first term in the integral is the probability of tunneling for a

particle with mass m as a function of the donor–acceptor distance (DAD). This

probability is multiplied by a Boltzmann factor (second term) that gives the

probability of finding the system at a particular DAD. This product is integrated

over all DADs to yield the total tunneling probability. An important characteristic

of this model is that the entire system is assumed to be in thermal equilibrium. In

many previous publications the use of the word “dynamics” simply referred to

“motions” without distinguishing between motions that are in thermal equilibrium

Fig. 1 Marcus-like models of hydrogen tunneling. Three slices of the potential energy surface

(PES) along components of the collective reaction coordinate showing the effect of heavy-atom

motions on the zero point energy in the reactant (blue) and product (red) potential wells. (a) The
heavy atoms coordinate. (b) The H-atom position. In the top panel, the hydrogen is localized in the
reactant well, and the energy of the product state is higher than that of the reactant state. Heavy

atom reorganization brings the system to the tunneling ready state (TRS, middle state in (a, b)),

where the zero point energy levels in the reactant and product wells are degenerate and the

hydrogen can tunnel between the wells, for short donor–acceptor distances (DADs). (c) The

effective potential surface (EPS) along the DAD coordinate at the TRS. Further heavy atom

reorganization breaks the transient degeneracy and traps the hydrogen the product state (bottom
panel). The rate of reaching the TRS depends on the reorganization energy (λ) and driving force

(ΔG�), which are indicated in the top panel, and further discussed under Eq. (3). The effects of

DAD sampling on the wavefunction overlap in the TRS. Tunneling probability is proportional to

the overlap integral of the hydrogen wavefunctions in the reactant (blue) and product (red) wells,
which depends on the DAD
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(i.e., “statistical dynamics”) and those that are not, i.e., “non-statistical dynamics”

[2, 17, 19, 25, 26]. This imprecise language subsequently led some to believe that a

controversy exists over whether true non-equilibrium dynamics contribute to

enzyme-catalyzed reactions [27, 28]. Although several such proposals do exist

[2], the Marcus-like models do not require and thus do not invoke non-equilibrium

dynamics.

1.3 2D IR Spectroscopy

Assessment of the potential for a functional role for fast motions of the protein in the

catalyzed reaction requires a way to characterize enzyme motions and to identify

specifically those motions that directly affect the reactive complex when it is at the

TRS. Two-dimensional infrared spectroscopy (2D IR) is a spectroscopic tool that has

emerged over the past decade and has seen applications to a wide range of problems

[29]. 2D IR can directly characterize protein dynamics at the enzyme active site at the

time scale of hundreds of femtoseconds (fs) to tens of picoseconds (ps). Thus, 2D IR

spectroscopy allows direct observation of the protein dynamics at the enzyme active

site at the time scale that is most relevant for the catalyzed C–H ! C transfer.

2D IR spectroscopy is an optical analog of 2D NMR spectroscopy. Specifically,

when applied to problems involving dynamics, 2D IR measures correlations in a

way that is directly analogous to a COSY experiment. The 2D IR spectrum is two-

dimensional in that it displays the intensity of the signal as a function of two

frequencies: the excitation frequency, ω1, and the detection frequency, ω3. Figure 2

shows an example of a 2D IR spectrum of azide in D2O. There are three types of

signal contributions giving rise to two oppositely signed peaks in the 2D IR

spectrum. Both of these peaks result from the change in absorbance of the sample

as a result of the interactions with the excitation pulses. The excitation moves

population from the ground state of the oscillators to the vibrationally excited state,

and the probe pulse measures the change in absorbance resulting from the excita-

tion. In the ω1 axis, both peaks appear at the fundamental transition frequency.

Moving population out of the ground state into the first excited state causes a

decrease in the absorbance of the probe beam. This signal is often referred to as a

ground-state-bleach signal. In addition, the excited population can undergo stimulated

emission as a result of the interaction with the probe pulse, giving rise to a signal that

also behaves like a decrease in absorbance. Together, the ground-state bleach

and stimulated-emission signals produce the red peak centered on the diagonal

(ω3 ¼ ω1), which, when plotted in transmittance, is a positive peak (decreased

absorbance corresponds to increased transmittance). The other peak in the 2D IR

spectrum (blue) results from the excited-state-absorption of the vibrationally excited

molecules. Because molecular vibrations are anharmonic, the transition from the first

excited state to the second excited state of the vibrational manifold of a real molecule

will occur with an energy that is slightly less than the transition from the ground state

to the first excited state. Thus, the increase in absorbance that results from the
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population of molecules in the first excited state occurs at a frequency in ω3 that is

below that of the fundamental absorption from the ground state to the first excited

state. Furthermore, because the excited-state-absorption signal causes an increase in

absorbance, it is observed as a negative peak (decreased transmittance) in the 2D IR

spectrum. Thus, the two peaks in the 2D IR spectrum of a single oscillator appear in

ω3 at the frequency of the fundamental absorption, often called the 0–1 frequency,

and at the anharmonically shifted excited-state absorption, often called the 1–2

frequency. Because these signals result from vibrational excitation of the molecules,

which moves population from the ground state to the first-excited state, the 2D IR

signals that give rise to these two peaks will decrease in amplitude as the excited

vibrational population relaxes back to the ground state as we increase the time delay

between excitation and detection pulses, Tw. In fact, the amplitude of the features in

the 2D IR spectrum will decay exponentially as a function of increasing waiting time

with a time constant T1 that reflects the first-order relaxation kinetics of the vibrational
excited state. With protein samples, we can, in practice, measure 2D IR spectra for

waiting times up to�5T1. As discussed below, analysis of the positive peak (in red) is
sufficient to determine the environmental dynamics.

The important information in a 2D IR correlation spectrum is not found in the

peak positions or amplitudes, however. Rather, the most useful information is found

in the shapes of the peaks in the 2D IR spectrum. To understand the shapes of the

peaks we first have to think about the behavior of an ensemble of identical

oscillators in solution. In the gas phase, these identical oscillators have identical

energy-level spacings and transition frequencies. In solution, however, each mole-

cule experiences a slightly different solvent environment. The interactions with

solvent molecules cause a slight shift in the energy levels of the oscillator. Thus, a

distribution of identical oscillators in solution exhibits a distribution of transition

frequencies. This distribution, however, is not static. The transition frequency for a

particular molecule changes as a function of time as the molecule samples different
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Fig. 2 2D IR spectrum of

azide in D2O at Tw ¼ 100 fs

illustrating the two types of

signals in a typical 2D IR

spectrum
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solvent environments. This process by which molecules sample the distribution of

frequencies is known as spectral diffusion. In a 2D IR experiment, the frequency

distribution produces a line shape that is elongated parallel to the diagonal for short

waiting times, Tw. For small enough Tw, a molecule that has a low transition

frequency when it is excited in ω1 also has a low transition frequency when it is

probed in ω3 because the molecule has not yet sampled other environments. The

situation is similar for a high frequency oscillator. Thus, there is a strong correlation

between the frequency in ω1 and the frequency in ω3 for small Tw delays. As a result

the lineshapes of the peaks in the 2D IR spectrum are elongated along the diagonal

at early waiting times. At longer waiting times, however, the molecules have an

opportunity to sample different environments in between the excitation pulse pair

and the probe pulse. As a result, the frequency in ω3 is increasingly less correlated

with the frequency in ω1 as Tw increases and the line shape in the 2D IR spectrum

tilts more towards the horizontal and becomes more rounded. Figure 3 shows a

series of 2D IR spectra for increasing waiting times from top to bottom illustrating

the effect of spectral diffusion as a function of the waiting time on the 2D IR line

shapes.

The 2D IR line shape measures frequency correlations as a function of the waiting

time. The loss of correlation between the frequencies inω1 andω3 reflects the spectral

diffusion that results from the changes in environments around the oscillators in the

sample. Thus, the time scales on which the line shape in the 2D IR spectrum changes

are the time scales for the dynamics of the environment around the probe molecules.

We quantify these time scales statistically using the frequency–frequency time

correlation function (FFCF). Mathematically, the FFCF is defined as hδω(t)δω(0)i
where the brackets indicate the ensemble average, and δω(t) is defined asω(t) � hωi,
the instantaneous frequency of an oscillator minus the average of the frequency

distribution. At t ¼ 0, the FFCF gives the mean square of the frequency fluctuations.

As t increases, the FFCF decays reflecting the loss of correlation between the

frequency fluctuation at time t and its value at time 0.

The line shape of the 2D IR spectrum as a function of Tw is a quantitative measure

of the FFCF. It is not trivial, however, to determine the FFCF uniquely from a series

of 2D IR spectra. Among the many approaches to extracting the FFCF from 2D IR

correlation spectra, one of the most straightforward and robust is the centerline slope

(CLS) method first introduced by Kwak et al. [30, 31]. The CLS is constructed by

taking slices of the 2D IR spectrum for specific values of ω1 and determining the

location of the maximum in ω3 for the slice. Thus, the centerline is the collection of

values that correspond to the location of the maximum inω3 for each value ofω1. For

the 2D IR spectra shown in Fig. 3, the blue markers show the points corresponding to

the centerline, which is fit to a linear function as shown by the green line.

When the correlation between the frequencies of the oscillators in ω1 and ω3 is

high, the centerline in aligned with the diagonal, and as the frequency correlations

decay with increasing waiting times, the centerline rotates toward horizontal

following the changes in the 2D IR lineshape. This evolution is characterized by

the slope of the centerline, the CLS, which has a theoretical maximum value of 1 if

the correlations in ω1 and ω3 are perfect. At large enough waiting times, the CLS
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must decay to zero since the frequency correlations are lost completely when the

molecules undergo spectral diffusion as a result of sampling the full distribution of

environments. The time scales for the decay of the CLS, therefore, are a direct

measurement of the time scale of the fluctuations of the environment. In general

these time scales are quantitatively characterized from the CLS decay using a

generalized Kubo lineshape function in which the decay of the FFCF is assumed

to be multiexponential. Thus we fit the decay of the CLS to a sum of exponentials.

Using the exponential time scales and their relative amplitudes from the decay of

the CLS, we then fit the lineshape of the infrared absorption spectrum to determine

the FFCF with the only adjustable parameters being the absolute amplitude of the

FFCF and the motionally narrowed contribution to the lineshape. Thus, the FFCF

will most often be reported in terms of amplitudes and time scales that correspond

to a function of the form

CðtÞ ¼ Δ2
s þ

X
i
Δ2
i e

�t=τi ; (4)

where the summation runs over as many terms as are necessary to characterize the

FFCF decay. The Δ values give the amplitudes of the frequency fluctuations that

contribute to the FFCF and the τ values give the time scales for those motions. The

static contribution, given by the Δs term, is included to account for those motions

that occur on time scales that are longer than the measurement time afforded by the

limits associated with population relaxation and are therefore not sampled within

the accessible waiting times. Examples of fits to experimental data for Eq. (2) are

given in below in Sects. 3 and 4.2.

Thus, 2D IR spectra as a function of the waiting time allow us to determine

uniquely the time scales of the environmental fluctuations about a probe molecule.

In the study of enzyme dynamics, the probe molecule is chosen based on four

properties:

1. Its ability to bind to the enzyme active site. The molecules must bind to the

protein to report on enzyme dynamics, and the most relevant location to probe

these motions is in the active site. Furthermore, if the molecule is a transition-

state-analog inhibitor, this is an added advantage in that the dynamics that are

most relevant to the enzyme-catalyzed reaction will be those that occur in the

transition-state complex. If the complex with the probe molecule bound mimics

the transition-state complex well, then the measurements will better represent

the dynamics of the most chemically relevant state of the enzyme.

2. The position of the transition frequency in the infrared spectrum. The probe

molecule must also have its infrared transition in a suitable region of the infrared

spectrum. Naturally, the solvent in enzyme dynamics experiments will be water,

which has strong absorption bands throughout the infrared. The most suitable

region for isolating a particular transition in an aqueous enzyme solution is

between 1,800 and 2,800 cm�1. There are relatively few potential chromophores

that absorb in this region. The most commonly used candidates are triple-bonded

small molecules or ions with absorptions associated with the triple-bond stretching

motions around 2,000 cm�1, such as carbon monoxide, nitriles, and azides.
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3. The intensity of the infrared spectroscopic transition. The molecule must also

have a strong transition moment for the relevant spectroscopic transition. The

signal strength in 2D IR spectroscopy scales as the square of the molar absorp-

tivity. Thus a weak chromophore will be very difficult to detect in 2D IR. This

problem is amplified in measurements of enzyme dynamics because the maxi-

mum solubility of enzymes is typically on the order of 1 mM or less, which,

although it is a large concentration for an enzyme, is a very small concentration

for infrared spectroscopy. Consequently, with current technology, it is best if the

molar absorptivity of the spectroscopic transition of interest in the probe

molecules is on the order of 1,000 M�1 cm�1 or greater.

4. The population lifetime of the chromophore. The chromophore should also have

a long population lifetime. As noted above, the population lifetime of the probe

vibration sets an upper limit on the spectral diffusion time scales that are

accessible by 2D IR spectroscopy. In practice we can measure 2D IR spectra

of proteins for waiting times up to five times the population lifetime. Because

proteins can exhibit conformation dynamics over many decades of time, a probe

molecule with a long vibrational lifetime provides access to dynamics on a much

wider range of time scales.

2 Temperature Dependence of KIEs in Enzymes and Solution

Several enzymatic and a few non-enzymatic systems have been examined using

TDKIEs. A few examples of these systems are concisely presented here to demon-

strate some applications of this methodology. The examples presented below focus

on C–H bond activation via hydride or proton transfer (adiabatic processes) that are

relevant to the studies of formate dehydrogenase (FDH) discussed in Sect. 4.

2.1 Dihydrofolate Reductase

Dihydrofolate reductase (DHFR) catalyzes a simple chemical transformation

(Scheme 1): the NADPH-dependent reduction of 7,8-dihydrofolate (H2folate) to

5,6,7,8-tetrahydrofolate (H4folate, Scheme 1). H4folate is an important cofactor in

many biochemical processes including thymine (a DNA nucleotide) biosynthesis,

and thus DHFR is a target for various antibiotic and chemotherapeutic drugs. DHFR

has served as a platform for many theoretical [2, 3, 32–38] and experimental studies

[26, 39–42], and the relationship between protein dynamics and function has been

specifically examined in DHFR [43–45]. As a result, DHFR is an ideal model

system for exploring basic physical features of enzymology. In spite of these

advantages, the chemical step studied by theoreticians, and illustrated in Scheme 1,

is not the rate-limiting step of the enzymatic turnover and a lot of work has been
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invested in exposing that step and its intrinsic KIEs using the methods described

above [41, 46–48].

Escherichia coli DHFR was used to study changes in the C–H ! C transfer in

response to a perturbation of the DAD. We altered the DAD and its dynamics by

reducing the size of an active site isoleucine 14, located behind the H-donor, into

valine, alanine, and glycine. These mutations minimize electrostatic changes, and

an MD simulation indicated that the mutations primarily affect the distribution of

DADs, resulting in longer average values and a broader distribution (Fig. 1c) [49].

Pre-steady-state kinetics indicates slower rates for smaller side-chain derivatives

(Table 1), in accordance with a smaller fraction of reactive conformations [CT in

Eq. (3)]. Competitive H/T and D/T KIEs (in the 5–45�C range) afford the intrinsic

KIEs and their temperature dependence (Fig. 4), which, together with the Arrhenius

analysis, is provided in Table 1.

These findings indicate a clear relationship between the DAD distribution and the

temperature dependence of intrinsic KIEs. These local effects also enable a better

understanding of remote mutations that indicate synergism between residues >15 Å

away from the active site that are associated with a dynamic network of coupled

motions across the protein that is coupled to the catalyzed chemistry [41, 46–48].

Although the earlier studies support the idea of a dynamic network suggested by three

independent theoretical studies [2, 42, 51], the structural and dynamic effects of the

remote mutations on the DAD were hard to assess without similar effects in active-

site mutants and the associated MD simulation [49].

Scheme 1 The DHFR reaction. The green arrows indicate the motion of the primary (HR) and

secondary (HS) hydrogens. R: adenine dinucleotide 2
0-phosphate, R0: p-aminobenzoyl-glutamate

Table 1 Comparative kinetic parameters of the DHFR I14 mutants

Parameters WT I14V I14A I14G

Residue volumea (Å3) 124 105 67 48

kH
b (s�1) 228 � 8 33.3 � 3.1 5.7 � 0.3 0.22 � 0.04

AH/AT
c 7.0 � 1.5 4.2 � 0.4 4.7 � 0.5 0.024 � 0.003

ΔEaT–H
c (kcal/mol) �0.1 � 0.2 0.27 � 0.05 0.39 � 0.06 3.31 � 0.07

aSide chain volume [50]
bPresteady state rates of H transfer at 25�C and pH 7
cSimilar trends were observed for H/D and D/T (data not shown)
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2.2 Thymidylate Synthase (TSase)

TSase catalyzes the last step of de novo synthesis of 20-deoxythymidine-50-
monophosphate (dTMP, one of the four DNA bases), in which the substrate

20-deoxyuridine-50-monophosphate (dUMP) is methylated and reduced by the cofac-

tor N5,N10-methylene-5,6,7,8-tetrahydrofolate (CH2H4folate) (Scheme 2). The cata-

lytic mechanism of TSase involves a series of bond cleavages and formations that

include two different C–H bond activations: a reversible proton abstraction from C5

of the substrate, dUMP and an irreversible, rate-limiting hydride transfer from C6 of

the cofactor to C7 of the product, dTMP. Early mechanistic studies of TSase included

steady state and pre-steady state kinetics, crystallography, and 1�- and 2�-hydrogen
isotope effects, etc., which have been summarized in a few excellent reviews [52–55].

We studied the two C–H activation steps with both experimental and computational

methods, and highlight here the integration of different approaches in addressing

specific issues [56–63]. In this section KIEs refer to 1� KIEs and TSase refers to the

enzyme from E. coli, unless otherwise specified.

1. The hydride transfer (step 5 in Scheme 2). Spencer et al. measured KIEs on the

hydride transfer with steady state kinetic experiments of wild type TSase

(wt TSase) at 20�C [64]. The authors observed a large 1� KIE (~3.7) on both kcat
and kcat/KM, suggesting that the hydride transfer step was rate limiting for the

catalysis (i.e., lack of “kinetic complexity”). Subsequently, we measured intrinsic

1� KIEs on the hydride transfer step in the physiological temperature range

(5–40�C) of wt TSase [56]. The small kinetic commitment [Eq. (1)] observed on

the hydride transfer supports the conclusions of Spencer et al. that this step is rate

limiting. Over the experimental temperature range (5–40�C), the intrinsic KIEs are
temperature independent (Fig. 5a), and the isotope effects on the Arrhenius pre-

exponential factors exceed the upper limit of semi-classical predictions. We also

measured initial velocities for the reaction over the same temperature range, and
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observed a significant activation energy on kcat. This system is another example of

an enzyme-catalyzed H-transfer with a temperature-dependent rate but tempera-

ture-independent KIEs, which is consistent with Marcus-like models but not with

simple tunneling corrections to TST.

2. The proton transfer step (step 4 in Scheme 2). Compared with the rate-limiting

hydride transfer, the proton transfer is a fast and reversible step and therefore its

KIEs are greatly masked by the kinetic complexity. Previous studies used a

saturating concentration of CH2H4folate and measured a 1� KIE of unity on the

proton transfer due to the large kinetic commitment [55, 65]. We found that the

observed KIE for this step varies with the concentration of CH2H4folate, owing to

the sequential binding order of dUMP and CH2H4folate [58]. Thus, we measured

the KIEs on the proton transfer with a low concentration of CH2H4folate (yet high

enough to ensure sufficient conversion of dUMP to dTMP) [63], and intrinsic KIEs

were assessed using Northrop’s method [Eq. (2)]. In contrast to the hydride

Fig. 5 Arrhenius plots of observed (open markers) and intrinsic (filled markers) primary KIEs on

(a) the hydride transfer (step 5 in Scheme 2) and (b) the proton transfer (step 4 in Scheme 2) catalyzed

by TSase. The hydride transfer (rate-limiting) presents temperature-independent KIEs, while the

proton transfer presents temperature-dependent KIEs. This figure is modified from [56, 63]
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transfer step, the intrinsic KIEs on the proton transfer are temperature-dependent

(Fig. 5b). The different temperature dependences of the KIEs on the two hydrogen

transfer steps suggest that the enzyme employs different strategies in catalyzing

the sequential C–H bond activations [63].

This is a unique example of two different C–H activations being examined in the

same catalytic conversion and same active site. These findings indicate that the

enzyme has evolved to tune carefully the rate limiting step (which does not happen

in solution, suggesting an enormous catalytic effect), but that there is little interven-

tion of the enzyme in the fast proton abstraction (which can be catalyzed in solution

by high pH and thiols).

2.3 Aromatic Amine Dehydrogenase and Morphinone Reductase

Scrutton, Sutcliffe, and coworkers have employed the temperature dependence of

intrinsic KIEs to study several enzymatic systems. We discuss only one such study,

for which the scope of methodologies ranged from kinetics to QM/MM examina-

tion of two enzymes. Masgrau et al. [66] examined the reaction pathway for

tryptamine oxidation by aromatic amine dehydrogenase using a combined experi-

mental and theoretical approach. They were able to demonstrate that proton transfer

in this system is dominated not by long-range promoting vibrations but by short-

range motions that modulate the distance between the proton and the acceptor

oxygen atom. Similarly, Hay et al. [67] used both temperature and pressure

dependence measurements to study the reductive half-reaction of morphinone

reductase (MR). This reaction has been proposed to involve hydride tunneling

from NADH to the enzyme-bound cofactor flavin mononucleotide (FMN) [68],

and the measurement of the pressure-dependence of the 1� KIE for this system

allowed the authors to suggest a full tunneling model for the hydride transfer that

authors describe as an environmentally coupled tunneling model [21], addressed

here as an example of a Markus-like model.

2.4 Thermophilic Alcohol Dehydrogenase from Bacillus

stearathermophilus (ht-ADH)

For this enzyme, studies indicate that the H-transfer is rate limiting across the

temperature range studied. ht-ADH exhibits temperature-independent 1� KIEs within
its physiological temperature range (30–65�C) despite the fact that the overall rate is
temperature-dependent [69]. As noted above, temperature-independent KIEs with a

temperature-dependent rate can be rationalized by the Marcus-like models described,

where isotopically insensitive heavy atom motions compose the reaction coordinate,

or as stated by Kiefer and Hynes “the solvent coordinate is the reaction coordinate”
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[70]. Interestingly, below its physiological temperature range, ht-ADH shows

temperature-dependent KIEs. This indicates a sort of phase transition at low

temperatures, which alters the DAD sampling at the TRS (Fig. 1c). This phenomenon

led to a proposal that certain protein motions bring the donor and acceptor close

enough for hydrogen tunneling, but those motions are constrained below the physio-

logical temperature range. Recent studies of mutants of this enzyme have further

supported and extended this interpretation [71].

2.5 Non-enzymatic Systems

Both temperature-dependent and independent KIEs have been measured for several

non-enzymatic systems. Several C–H activations in intramolecular reactions that

exhibit temperature-independent KIEs are especially of interest in connection with

the enzymatic systems described above [72]. While no rigorous explanation was

proposed at the time, these results suggest that such systems could be used to

understand biological catalysis better. More recent solid state NMR studies of

intramolecular N–H ! N reactions have followed a more semiclassical path,

where KIEs are temperature-dependent at high temperature and become tempera-

ture-independent at low temperature [73].

3 2D IR Spectroscopy of Proteins

The dynamics of several different proteins have been examined by 2D IR spectros-

copy. We summarize the results of a few such studies here to demonstrate the

application of 2D IR to these systems and to identify common features and patterns

that emerge in the dynamics of proteins. We have organized this summary by the

type of chromophore that has been used to probe the protein spectral diffusion as the

chromophore significantly impacts the range of experimentally accessible spectral

diffusion time scales and the interpretation of the dynamics. The first few examples

describe experiments that employ carbon monoxide as the probe. Carbon monoxide

is a strong vibrational chromophore that binds tightly to the iron center of heme

proteins. The CO stretching vibration absorbs at approximately 1,950 cm�1, which

is an accessible region of the infrared spectrum with little interference from protein

or water vibrations. These characteristics make CO an excellent probe for a wide

range of heme proteins [74–85]. The last few examples describe experiments that

use cyano [86] or azido [87–91] vibrations to probe the dynamics of several

different enzymes. Cyano groups, which absorb near 2,200 cm�1, have great

potential as probes of biomolecular dynamics [92], but have seen limited

applications because of their relatively weak transition dipole moment. Azido

groups exhibit much stronger transition dipoles for the antisymmetric stretching

vibration that absorbs at 2,040 cm�1 in the azide anion and at somewhat higher
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frequencies for azido-derivatized compounds. Azides have seen more applications

to protein dynamics because they can be incorporated into a wider range of systems

than carbonyls, but suffer from relatively short population lifetimes that limit the

time scales over which 2D IR can observe the dynamics.

3.1 Effect of Denaturation

As a protein denatures, the relatively narrow conformational distribution of the

native protein gives way to a complex conformational ensemble characteristic of a

rugged energy landscape with many local minima. The dynamics of such an

ensemble are sure to be different from those of the native complex. At the same

time, however, the probe molecule is likely to become solvent exposed, potentially

resulting in spectral diffusion that is more characteristic of the solvent than of the

ensemble of protein conformers. Kim et al. studied the effect of protein denatur-

ation on the observed spectral diffusion dynamics for CO bound to the M61A

mutant of cytochrome c from Hydrogenobacter thermophilus [78]. Table 2 shows

the FFCF parameters for CO bound to the protein both in normal aqueous buffer

solution and at 5.1 M concentration of guanidinium HCl (GuHCl). In the native

state the protein exhibits dynamics on two time scales: an 8 ps component and a

component that occurs on a time scale longer than the approximately 100 ps

measurement time scale. Denaturing the protein with guanidinium slightly

increases the time scale of the fast component, but the more significant effect is

that the amplitude of the frequency fluctuations at both time scales increases, with a

dramatic increase in the amplitude of the static component. This static contribution

to the FFCF suggests that there is a broad distribution of structures present even in

the native protein, and that the heterogeneity of the ensemble increases significantly

upon denaturation, as would be expected. Although the dynamics of water are very

fast, typically inducing nearly complete decay of the FFCF of an aqueous probe

vibration in 1 ps or less [93–98], the CO group in the denatured protein does not

exhibit dynamics that reflect interactions with bulk water. Instead, the large static

contribution to the FFCF suggests that the denatured state at 5.1 M GuHCl is a

heterogeneous ensemble of protein conformations that interconvert only on very

long time scales and that interactions within these protein conformations give rise

to the inhomogeneous distribution of CO transition frequencies. It is likely that the

static contribution to the FFCF in these experiments is characteristic of the dena-

tured ensemble and may, therefore, be different if the protein were to be denatured

by a different mechanism. Chung et al. studied the dynamics of the same enzyme as

a function of temperature both below and above the thermal denaturation tempera-

ture [76]. Below the denaturation temperature, the FFCF parameters are nearly

temperature independent. Above the unfolding transition, however, all of the FFCF

parameters become temperature dependent. The amplitude of the fluctuations that

relax on the picosecond time scale, Δ1, is larger for the unfolded state that for the

native value by a factor of nearly 2 and continues to increase with temperature.

The corresponding FFCF decay time, τ1, for the unfolded state is also larger by a
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factor of nearly 2 than for the folded state but decreases with temperature. Finally,

the static contribution to the FFCF, Δs, increases almost threefold relative to the

folded protein and also decreases with temperature. These trends have a straight-

forward interpretation in terms of the protein dynamics. The decrease of Δs with

increasing temperature reflects the fact that, as the temperature increases, more of

the protein conformational fluctuations occur within the ~100 ps measurement time.

This trend is consistent with the temperature dependent rise in Δ1. Thus, the

unfolded state exhibits much more heterogeneity than the folded state regardless

of whether the denaturation is thermal or chemical. In addition, as the temperature

increases, the unfolded protein samples the available conformational space increas-

ingly rapidly. Thus, these results suggest that the unfolded state represent a rugged

conformational landscape with many local minima and that the increasing temper-

ature increases the rate of crossing the kinetic barriers between these minima,

leading to the increased rate of sampling the conformational distribution.

3.2 His-Tag Perturbations

Histidine tags (His6) are frequently used to simplify protein purification and are

assumed to make only minor perturbations to the protein structure or function.

Thielges et al. have studied the effect of a His tag on the spectral diffusion dynamics

of CO bound to myoglobin (MbCO) [75]. Table 3 shows the FFCF parameters for

MbCO and MbCO-His6. The presence of the His tag eliminates the contribution to

the FFCF from the short time scale motions and slightly increases the static contribu-

tion to the FFCF. The effect of the His tag on the observed dynamics is surprising

because there is no accompanying structural perturbation. In addition, the His tag is a

relatively small collection of residues added to the end of the protein which is located

far from the heme pocket. Nevertheless, it is clear from this study that the presence of

the His tag does affect the protein dynamics at the active site. Although this effect is

modest, the fact that it is measurably large is somewhat surprising and underscores

the potential for distal perturbations to impact the dynamics at the functional binding

site of a protein.

3.3 Disulfide Bond Effects

Disulfide bonds contribute to protein stability and help to regulate protein activity. It

seems likely that they should also have a significant impact on the conformational

Table 2 FFCF parameters

for native and denatured

cytochrome c [78]

Protein Δ1 (ps
�1) τ1 (ps) Δs (ps

�1) T1 (ps)

Cyt-c 0.79 8 0.74 29

Cyt-c (5.1 M GuHCl) 0.89 10 1.9 23
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sampling of a protein. Ishikawa et al. reported on the effect of the disulfide bond on

the protein dynamics in neuroglobin (Ngb), an oxygen-carrying member of the globin

family of proteins that is expressed in the brain and other nerve tissues [80]. Ngb is

structurally similar to myoglobin except that it exhibits a disulfide bond. Like in

myoglobin, when CO binds to the heme in Ngb, it does so in two distinct conforma-

tional substates referred to as N0 and N3, which give rise to distinct spectral features

for the CO. Table 4 shows the FFCF parameters for these two substates in each of

three different forms of Ngb: the wild-type protein (wt-Ngb), the protein with the

disulfide bond eliminated by reduction (red-Ngb), and the protein with the disulfide

bond eliminated by mutating one of the cysteine residues to serine (3cs-Ngb). These

parameters show that the trends are similar for both conformational substates on the

short time scale. In each case, elimination of the disulfide bond either by reduction or

by mutation accelerates the sampling on the few picosecond time scale and increases

the amplitude of these frequency fluctuations, but this effect is less dramatic for the N0

state of the cysteine mutant protein. On longer time scales the two substates show

distinct dynamics and trends with respect to disulfide bond cleavage. For N3, the static

component gets somewhat smaller as the time scale for the intermediate time

component gets somewhat larger. These two observations suggest that some of the

motions that contribute to the static component in the wild type are accelerated when

the disulfide bond is broken so that they now occur within the measurement window

of the 2D IR experiment. For N0, however, the effects are subtler. The time scale for

the spectral diffusion component of the FFCF gets faster upon reduction of the

disulfide bond. Mutation of the cysteine accelerates the fast dynamics as well but

not as much as in the case of reduction. In addition, disulfide bond cleavage slightly

increases the size of the static contribution to the FFCF, suggesting that there is a

larger range of accessible conformations for the N0 substate without the disulfide

bond than there is in the wild-type enzyme. Perhaps the most critical feature of this

Table 3 FFCF parameters for CO bound to myoglobin and myoglobin with a His tag [75]

Protein Δ1 (ps
�1) τ1 (ps) Δ2 (ps

�1) τ2 (ps) Δs (ps
�1) T1 (ps)

MbCO 0.23 1.4 0.51 19 0.43 17

MbCo-His6 – – 0.51 21 0.57 20

Table 4 FFCF parameters for CO bound to wild type neuroglobin (wt-Ngb), neuroglobin in

which the disulfide bond has been reduced (red-Ngb), and neuroglobin in which one of the

cysteines involved in the disulfide bond has been mutated to serine (3cs-Ngb)

Protein Δ1 (ps
�1) τ1 (ps) Δ2 (ps

�1) τ2 (ps) Δs (ps
�1) T1 (ps)

wt-Ngb/N3 0.36 2.0 0.51 14 0.58 19

red-Ngb/N3 0.57 1.3 0.62 22 0.55 16

3cs-Ngb/N3 0.38 0.7 0.57 23 0.43 16

wt-Ngb/N0 0.34 11.5 – – 0.66 18

red-Ngb/N0 0.57 3.7 – – 0.81 16

3cs-Ngb/N0 0.53 8.1 – – 1.1 16

N3 and N0 refer to the two conformational substates of the protein [80]
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study is that the disulfide bond is located nearly 20 Å from the binding pocket of the

protein, yet there are perturbations to the dynamics of both substates of the protein

which involve distinct conformations of the distal histidine. Thus, the changes in the

dynamics associated with elimination of the disulfide bond must result from global

changes in the protein dynamics rather than being more localized perturbations of the

dynamics of the CO binding pocket.

3.4 Horseradish Peroxidase

Horseradish peroxidase (HRP) is an iron-heme enzyme that catalyzes the oxidation

of a wide variety of organic substrates by hydrogen peroxide. Finkelstein et al.

report a 2D IR study of HRP with CO bound to the heme in which the dynamics of

the CO frequency fluctuations for ternary complexes with several different sub-

strate analogs are compared to the dynamics of the binary complex without a

substrate or substrate analog bound [83]. Table 5 shows the FFCF parameters for

the binary and ternary complexes of HRP. The binary complex has two substates

(red and blue) that correspond to the two protonation states of the distal histidine in

the active site. The red-shifted substate with the histidine protonated is the only

state present with the substrates bound. In the binary complex this substate exhibits

dynamics on two time scales: a fast component with a time constant of 1.5 ps and a

slow component with a time constant of 21 ps. All of the ternary complexes exhibit

qualitatively similar dynamics: the fast time constant is slower by a factor of 2 or 3

compared to the binary complex and the slow component becomes too slow to

observe on the measurement time scale and so becomes a static component to the

FFCF decay. In addition to the overall slowing of the dynamics, however, the most

striking feature of the dynamics of the ternary complexes is that the amplitudes of

both components of the FFCF decay decrease relative to the binary complex, and, in

the case of the slower component, which becomes static in the ternary complexes,

the amplitude decreases by a factor of between 2 and 3. This effect is even more

significant given that the contribution to the FFCF for each component is propor-

tional to the square of the amplitude meaning that this contribution to the FFCF

decay is between four and nine times smaller in the ternary complexes than in the

binary complex. As a result, the infrared absorption lineshape for all of the ternary

complexes is much narrower than that for the binary complex. These differences

suggest that forming the ternary complex greatly diminishes the substantial dynam-

ics of the distal histidine and arginine, which are expected to have the greatest

influence on the CO frequency fluctuations. Although these dynamics are not fully

arrested, the amplitude of the structure fluctuations is substantially reduced and the

barriers to such motions become much larger such that the time scales for the

remaining dynamics slow considerably. Thus the active site becomes structurally

constrained in the ternary complex.
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3.5 Cytochrome P450

The cytochrome P450s are a class of enzymes that hydroxylate a variety of substrates.

Thielges et al. report the dynamics of the camphor specific cytochrome P450

(cyt P450cam) from Pseudomonas putida using CO bound at the active site as a

probe [74]. Table 6 gives the FFCF parameters for the cyt P450cam complexes.

The binary complex of the enzyme, with the CO but without a substrate molecule

bound, exhibits three distinct features in the CO absorption spectrum reflecting three

distinct conformational substates. 2D IR spectra show that these conformers exhibit

distinct dynamics on the picosecond time scale and that substrate binding selectively

stabilizes a single conformational substate that exhibits dynamics distinct from those

of the substrate-free enzyme. Although all three conformational substates of the

binary complex exhibit a single picosecond decay component and a static contribu-

tion to the FFCF, the FFCF decays for all of the ternary complexes are biexponential

with a fast time scale component that is faster than the picosecond decay for any of

the substates of the binary complex and a slow component that replaces the static

component from the binary complex and relaxes on the time scale of hundreds of

picoseconds. These results indicate that, although substrate binding involves some

degree of conformational selection, the dynamics of the substrate-bound conformer

are significantly influenced by the presence of the substrate invoking features of an

induced-fit binding mechanism. By studying complexes of the natural substrate,

camphor, and a series of related substrates, the authors identify a correlation between

the active site dynamics with each substrate and the binding affinity. Specifically,

substrates with smaller Kd values show longer time constants for the slow component

of the FFCF decay. The authors conclude that the conformational dynamics of

the enzyme becomes constrained in the more tightly bound complexes because

restricting the conformational fluctuations of the active site as the system approaches

the transition state structure helps to ensure that the hydroxylation reaction occurs at

the appropriate carbon. Thus, the specificity of the hydroxylation is related to the

rigidity of the active site, supporting the hypothesis that the protein dynamics play a

functional role in controlling the outcome of the catalyzed reaction.

Table 5 FFCF parameters for CO bound to horseradish peroxidase

Protein Δ1 (ps
�1) τ1 (ps) Δ2 (ps

�1) τ2 (ps) Δs (ps
�1) T1 (ps)

Binary blue 0.60 15.0 – – 0.45 12

Binary red 0.58 1.5 1.1 21 – 8

2-Napthohydroxamic acid 0.60 2.6 – – 0.34 –

Benzhydroxamic acid 0.43 4.4 – – 0.36 –

Benzamide 0.53 4.5 – – 0.51 –

Benzhydrazide 0.49 2.6 – – 0.51 –

N-Methylbenzamide 0.32 5.4 – – 0.38 –

The binary complex of HRP with CO has two substates denoted red and blue. The substrate-analog

compounds identify the ternary complexes
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3.6 HIV-1 Reverse Transcriptase

Reverse transcriptases help to convert single-stranded RNA into double-stranded

DNA and are required for the replication of viruses. As a result, HIV-I reverse

transcriptase (HIV-I RT) inhibitors are of great interest in the treatment of HIV.

Because of the potential for a flexible inhibitor to accommodate mutation-induced

changes to the binding pocket, inhibitors with strategic flexibility have the potential

to overcome the effects of drug-resistance mutations. Fang et al. report on the

dynamics of HIV-1 RT with one such inhibitor TMC278 [86]. A unique feature of

this study is that it employs intrinsic vibrations of the inhibitor itself to probe the

protein dynamics. In this case, the molecule TMC278 incorporates both a

cyanovinyl and a benzonitrile group, each located on one arm of the molecule.

These two cyano groups provide spectroscopic handles by which the dynamics of

the protein can be observed using 2D IR. This experiment represents a significant

challenge to the sensitivity of 2D IR, however, as the protein sample is soluble up to

~1 mM concentration and the nitrile stretching vibration is much weaker than any

other chromophores that have been used either before or since for 2D IR

experiments on proteins. Nevertheless, the authors are able to measure 2D IR

spectra of the complex of HIV-1 RT with TMC278 showing two distinct features

corresponding to the two cyano groups of the inhibitor. Unfortunately, the transition

moment of the benzonitrile group is small enough for it not to be possible to

determine the FFCF for this transition. Nevertheless, the authors do report the

FFCF for the cyanovinyl group of the inhibitor but, because of the relatively

short lifetime of the CN vibration, they can only measure 2D IR spectra for waiting

times up to 5 ps, leaving considerable uncertainty over the long time scale of the

decay. The authors report this time scale to be 7.1 ps, and suggest that complete

sampling of the nitrile frequency distribution could be complete on the tens of

picoseconds time scale. Based on the structure of the binding pocket and the fact

that the electrostatic interactions with the rest of the protein are likely to be screened

very effectively by the aromatic residues lining the binding site for the cyanovinal

group, the authors argue that the spectral diffusion dynamics are dominated by local

Table 6 FFCF parameters for CO bound to cyt P450cam

Protein Δ1 (ps
�1) τ1 (ps) Δ2 (ps

�1) τ2 (ps) Δs (ps
�1) T1 (ps) KD (μM)

Binary 1,937 cm�1 0.62 17.0 – – 1.0 18

Binary 1,952 cm�1 0.36 9.8 – – 1.2 21

Binary 1,963 cm�1 0.32 11 – – 0.55 24

Camphor 0.53 6.8 1.0 370 – 19 0.8

Camphane 0.34 5.5 0.72 300 – 27 1.1

Adamantane 0.43 1.6 0.77 260 – 24 50

Norcamphor 0.34 5.8 0.60 110 – 27 345

Norbornane 0.45 2.2 0.89 230 – 23 47

The binary complex of HRP with CO has two substates denoted red and blue. The substrate-analog

compounds identify the ternary complexes
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fluctuations of the cyanovinyl arm with respect to the side chains composing the

hydrophobic tunnel. The very local behavior of these dynamics is in contrast to

what has been seen with CO in other proteins and reflects one of the impacts of the

choice of chromophore on the observed dynamics.

3.7 Carbonic Anhydrase II

Carbonic anhydrases are zinc enzymes that catalyze the interconversion of bicar-

bonate and carbon dioxide. There are many isozymes of carbonic anhydrase and

these are found throughout biology. The most common isozyme in mammals is

carbonic anhydrase II (CA II), which has very high sequence homology across

species. Lim et al. first reported the dynamics of azide anion bound to the active site

zinc of bovine CA II [87]. Subsequently, we studied the dynamics of both wild-type

human CA II and two active-site mutants, T199A and L198F [91]. Azide anion is a

metal poison and binds to the active site zinc inhibiting the normal activity of the

enzyme. Table 7 summarizes the FFCF results for both the bovine CA II (BCA II)

and the human CA II (HCA II) as well as the mutants.

For BCA II, Lim et al. report a two-component FFCF decay with a subpicosecond

fast contribution and a 17 ps slow contribution. For the wild type HCA II we report a

similar fast component but, instead of a slow decay, we report a static contribution to

the overall decay. Using the parameters from Lim et al. we get a nearly indistinguish-

able fit to our data and conclude that these two enzymes exhibit essentially the same

dynamics and that the differences in the FFCF reflect differences in how the two

groups choose to model the data. In their study of BCA II, Lim et al. suggest that

Thr199, the residue closest to the azide in the active site, is likely to be important for

modulating the transition frequency of the zinc-bound ligand. This conclusion seems

reasonable as the oxygen atom of Thr199 is positioned very near the central nitrogen

of the azide, suggesting a strong electrostatic interaction. Based on our experiments

on the T199A mutant, however, we can clearly conclude that this residue has almost

no effect on the observed dynamics because the FFCF for the T199A mutant are

essentially identical to those for the wild-type enzyme. In the L198F mutant, how-

ever, we see a significant change to the long-time dynamics. Specifically, the static

component that is present in the wild-type enzyme gives way to a 2.5 ps decay. We

propose that the phenylalanine ring itself does not directly interact with the azide

causing this perturbation. Instead, we suggest that the Phe ring introduces steric

hindrance in the active site that forces the azide anion to come closer to the amide

proton at position 199 with which it forms a hydrogen bond. This hydrogen bond

makes the dominant contribution to the observed dynamics. In the wild-type enzyme

the azide anion is free to explore the hydrophobic pocket of the active site and to

sample a wide range of hydrogen-bond distances. In the L198F mutant, however, the

Phe ring fills the empty space in the active site, significantly constraining the range of

hydrogen-bond distances available to the azide anion. As a result, the distribution of
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hydrogen-bond lengths is sampled much more rapidly, resulting in the 2.5 ps decay

contribution to the FFCF.

Common themes from these previous studies of enzyme dynamics are the

rigidification of the protein upon ligand binding (proportional to Kd) and the long

range of these effects on the protein dynamics. These findings are in accordance

with similar trends of rigidification of the protein upon ligand binding on nanosec-

ond to microsecond (ns–μs) time scales measured via NMR relaxation studies of

other proteins [40, 99, 100]. While such effects are expected on longer time scales

(as suggested by the “induced fit” model of substrate binding), it is less intuitive that

such behavior should also be seen on the femtosecond to picosecond time scale.

4 FDH: Combining the Kinetic and Spectroscopic Methods

Formate dehydrogenase (FDH) catalyzes the NAD+-dependent oxidation of for-

mate to CO2 (Scheme 3). Azide (N3
�), which is an excellent vibrational chromo-

phore for IR spectroscopy, is a tight-binding inhibitor for FDH. Azide is a potent

transition-state analog (TSA) of the catalyzed reaction. Thus FDH can serve to

study the relationship between the H-transfer step and the TRS dynamics.

Here we will emphasize two aspects of the examination of FDH: kinetics as a

measure of the nature of H-transfer and 2D IR spectroscopy as a measure of active-

site dynamics. Finding a correlation between results of these two experiments is the

long term goal of the studies described here.

4.1 Kinetics and the Nature of H-Transfer in FDH

In the case of FDH from Candida boidinii we had to develop a new method to

measure intrinsic KIEs, as labeling of the substrate with both 14C and the isotope of

interest (H or D) would have been affected by the 1� 14C KIE. Instead we used

[Ad-14C]NAD+ and formic acid labeled with H or D and trace-labeling of T [101].

This method proved instrumental in measuring competitive H/T and D/T 1� KIEs
and the Northrop method was then used to assess the intrinsic KIEs. For the wild-

type enzyme these KIEs were temperature independent (Fig. 6).

Table 7 FFCF parameters for azide bound to the active site zinc bovine [87] (BCA II) and human

[91] (HCA II) carbonic anhydrase II and the human CA II mutants T199A and L198F

Protein Δ1 (ps
�1) τ1 (ps) Δ2 (ps

�1) τ2 (ps) Δs (ps
�1) T1 (ps)

BCA II 1.6 0.2 0.95 17 – 2.8

HCA II 2.02 0.45 – – 0.86 –

T199A 1.86 0.40 – – 0.88 –

L198F 1.96 0.25 1.01 2.5 – –
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4.2 Dynamics of Transition-State-Analog Complexes of FDH

The ternary complex of FDH with NAD+ and azide is unlike other protein

complexes that have been studied previously in that the azide anion is a transi-

tion-state-analog inhibitor. Azide is isoelectronic with the carbon dioxide product

of the reaction but is negatively charged like the formate reactant. It is symmetric

and acts as a hydrogen-bond acceptor for the highly conserved hydrogen-bond-

donating residues in the active site that anchor and orient formate for the reaction.

Azide binds tightly in the active site with a KD of 40 nM. Thus azide is a good

mimic of the TRS of the hydride transfer reaction. We have measured the protein

dynamics in this complex to explore the potential for femtosecond to picosecond

time scale motions to play a functional role in the enzyme-catalyzed hydride

transfer [89].

Figure 7 shows the CLS decays for the ternary and binary complexes of FDH

with azide. The top panel shows the decay for the ternary complex with FDH,

NAD+, and azide. The center panel shows the decay for the ternary complex with

NADH, and the bottom panel shows the decay for the binary complex with just

FDH and azide. Table 8 shows the FFCF parameters that result from fitting the

decays and the infrared absorption spectra that are shown as insets in Fig. 7.
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Fig. 6 An Arrhenius plot of the intrinsic H/T (red), H/D (blue), and D/T (green) KIEs (log scale)
vs the reciprocal of the absolute temperature. The average KIEs are presented as points and the

lines are an exponential fit of all the data points to the Arrhenius equation

Scheme 3 FDH catalyzed reaction. (a) The reaction. (b) A comparison of the TS and TSA

complexes
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The first thing to note is that there is no static component to the decay for either of

the ternary complexes. This behavior is in stark contrast to most other systems that

have been studied previously. In the two other cases for which the protein dynamics

are fully sampled on the time scale of a few picoseconds, in HIV-1 reverse transcrip-

tase and in the L198F mutant of human carbonic anhydrase II, the result is easily

explained in terms of the structure because it can be argued that the dynamics of the

probe vibration are dominated by local interactions and do not reflect the global

protein dynamics. In other words, because of the nature of the local interactions, the
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Fig. 7 Decays of the CLS as

a function of the waiting time,

Tw, for the complexes of FDH

with azide. The lines
represent fits of Eq. (4) to the

experimental data (markers).
The time constants and

relative amplitudes are used

to fit the FTIR spectrum

(inset) to get the final FFCF

parameters, which are

presented in Table 8.

Reproduced with permission

from [89]

Table 8 FFCF parameters for azide in the ternary and binary complexes with FDH [89]

Protein Δ1 (ps
�1) τ1 (ps) Δ2 (ps

�1) τ2 (ps) Δs (ps
�1)

FDH–N3–NAD
+ 0.9 0.21 1.4 3.2 –

FDH–N3–NADH 1.0 0.15 1.3 4.6 –

FDH–N3 1.1 0.16 0.8 2.6 1.4
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probe is insensitive to the motions of the rest of the protein. That explanation is not

reasonable for the ternary complexes of FDH. Figure 8 shows the active site structure

of the ternary complex of FDH with azide and NAD+ from Pseudomonas sp.101
[102], which has high sequence homology with the C. boidinii enzyme used in our

experiments. The critical features to note in this structure are the four hydrogen-bond-

donating residues that anchor the azide in the active site: Asn-146, Arg-284, His-332,

and the amide N–H of Ile-122. These residues are highly conserved across many

species of FDH and are critical to the function of this enzyme because they bind and

orient the substrate for reaction. In the context of our spectroscopic measurements,

these residues are important because the hydrogen bonds that they donate to the azide

anion are likely to be the dominant source of frequency fluctuations and, therefore,

play a prominent role in determining the observed FFCF decay dynamics. On each

side of the active site is a β-sheet–α-helix–β-sheet sandwich structural motif. Each of

these residues resides at the end of one of the major secondary structural elements that

comprise this motif. Asn-146 is at the end of an α-helix on one side of the azide.

Arg-284 is at the end of a helix on the other side of the azide. His-332 is in the loop

region between two strands of the β-sheet, and the amide group of Ile-122 is in a loop

region between the end of a helix and the start of a β-sheet strand. Thus, if any of these
large secondary structural elements were to undergo the kind of large amplitude

motions that would be expected to the be responsible for the long time scale structural

dynamics, then we would expect these motions tomodulate the hydrogen-bond length

between the appropriate residue and the azide in the active site, thereby modulating

the frequency of the anion. These motions would be expected, on our measurement

time scale, to make a static contribution to the FFCF. In other words, based on the

structure, we would expect the azide to be particularly sensitive to the slowmotions of

the overall protein structure because of the location of the hydrogen bond partners.

Nevertheless, we do not observe such a static contribution to the FFCF in the ternary

complexes. We conclude, therefore, that there are no dynamics of the active site

residues of the protein on time scales longer than a few picoseconds in the transition-

state-analog complexes of FDH.

This result seems rather startling. The idea that a protein complex does not exhibit

dynamics at time scales greater than a few picoseconds is difficult to reconcile with

Fig. 8 Active-site structure

of FDH–azide–NAD+

complex (PDB# 2NAD

[102]). Azide is in blue
and NAD+ in magenta.
Reproduced with permission

from [89]
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the fact that proteins have such a large and hierarchical structure. For most protein

complexes this structure naturally results in dynamics that occur over a broad range

of time scales from femtoseconds to milliseconds. This idea is supported by previous

studies of protein dynamics by 2D IR that show a substantial contribution to the FFCF

decay on time scales longer than the measurement time scale. What is unusual about

the ternary complexes of FDH with azide is that these complexes mimic the TRS for

the hydride transfer. If we imagine the potential energy surface for a transition-state

complex, it should have a saddle point, i.e., a maximum of energy in one degree of

freedom, the reaction coordinate, and a minimum of energy in all other degrees of

freedom. Because enzymes are optimized by evolutionary pressure to reduce the

barrier in the unbound degree of freedom (i.e., the reaction coordinate) to catalyze the

reaction, the potential energy surface in the bound degrees of freedom (orthogonal to

the reaction coordinate) should be a single deep potential well that results in a narrow

conformational distribution. In the transition-state-analog complex, we prepare the

system in a state that takes advantage of all of the stabilizing interactions that are

present in the transition state, but this complex does not include the unbound degree

of freedom. There is no hydride to transfer, so there is no unbound coordinate. Thus,

the potential energy surface of the transition-state-analog complex should have a

single deep potential minimum at the TRS configuration. The thermally accessible

conformational space in this deep potential minimum should be relatively narrow,

and the fluctuations about the equilibrium structure can be fully sampled on short

time scales. Thus, in the TRS, we might well expect to see the complete decay of the

FFCF within a few picoseconds as in our experiments.

If this interpretation of our experimental results for the ternary complexes is

correct, then we predict that the binary complex should behave qualitatively

differently because it lacks the coenzyme and does not mimic the TRS. As can be

seen in Fig. 7, although the CLSs decay completely on the picosecond time scale for

both ternary complexes, in the binary complex the CLS decays to a substantial

static offset. This static contribution to the decay reflects all of the motions on time

scales beyond the measurement time scale. Thus, this result supports the above

interpretation of the data for the ternary complexes. This finding is also in accor-

dance with the results of the kinetic studies in Sect. 4.1, i.e., the orientation of the

donor and acceptor at the TRS is optimized for H-tunneling, a condition that

requires intimate and strong dynamic restrictions to eliminate all other

conformations where the donor–acceptor orientation is non-ideal.

4.3 Alternative Probes of Dynamics for FDH and Other Enzymes

In studying the potential functional roles of enzyme dynamics, it is critical to be

able to observe the dynamics of complexes that mimic the TRS. In that sense, azide

anion was an ideal probe for the dynamics of FDH because it just happens to be a

transition-state-analog inhibitor. To study other FDH complexes we need to find an

alternative chromophore that will allow us to replace the azide with other inhibitors
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to test our hypothesis further. An alternative probe would have the added benefit of

exploring the dynamics of a different part of the protein active site to test whether

the rigid structure that we have observed for the ternary complex spans the active

site of the protein or if this effect is localized to a few residues. In addition, because

azide will not mimic the TRS in other systems and only binds a limited number of

enzymes, other probes would also offer access to the dynamics in other systems. To

this end, we have prepared and characterized azido-labeled analogs of NAD+,

azido-NAD+ [103, 104], in which the amide group on the nicotinamide ring has

been replaced with an azide, and picolyl azide adenine dinucleotide (PAAD+) in

which the amide group is replaced by an azide that is separated from the pyridinium

ring by a methylene spacer [105]. Azido-NAD+ is attractive because it is a smaller

perturbation than is PAAD+, but PAAD+ has a significantly stronger transition

moment. We have characterized the binding and reactivity of azido-NAD+ with

several enzymes. It is an inhibitor for malate dehydrogenase but is an active

substrate for FDH and for glucose dehydrogenase. For all of these enzymes, the

binding affinity of azido-NAD+ is comparable to that for NAD+. For PAAD+ we

have only studied the interactions with FDH. PAAD+ is an inhibitor of FDH with a

binding affinity similar to that of NAD+. Although azido-NAD+ is such a weak

chromophore that measurements of enzyme-bound azido-NAD+ are extremely

challenging, we have reported experiments on the binary complex of PAAD+

with FDH suggesting that it will make an excellent probe of enzyme dynamics.

As would be expected based on our earlier measurements of FDH with azide, we

see a substantial static component in the FFCF decay of the binary complex of

PAAD+ with FDH reflecting the fact that this binary complex is not a good mimic of

the TRS. Further experiments on the ternary complex of FDH with PAAD+ and

azide are underway to test (1) whether the extreme rigidity probed by the azide for

the ternary complex with NAD+ is present throughout the active site or is localized

to the residues in the immediate vicinity of the H-transfer and (2) whether the

dynamics of other ternary complexes of FDH (i.e., not transition-state-analog

complexes) exhibit a static component to the FFCF indicating that they are not

transition state structures consistent with our hypothesis that rigidity is a dynamic

signature of the transition state complex.

5 Future Directions

5.1 Methods

5.1.1 New Chromophores

Among the most significant challenges to further applications of 2D IR spectroscopy

to the study of enzyme dynamics, the greatest is finding suitable chromophores,

following the four criteria specified in Sect. 1.3. Heme–CO has been a very
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productive label because it meets all of the criteria for 2D IR perfectly: a strong

transition moment, a transition in the open water window, a long population lifetime,

and a binding mechanism that makes it suitable for a range of proteins. None of the

other probes that have been used to date have all of these features. Although azide has

been particularly useful in the study of FDH, it is fortuitous that azide happens to be a

transition-state-analog inhibitor for this enzyme. PAAD+ represents a significant step

towards having a generally applicable probe of NAD+-dependent enzymes. This same

approach of labeling a cofactor has also been used recently by Tucker et al. who have

synthesized and characterized 20-azido-20-deoxyuridine [106], and it seems likely that

this approach will gain more widespread use in 2D IR studies. Unfortunately, the

azido antisymmetric stretching vibration has a relatively short population lifetime,

limiting the range of time scales that are accessible by 2D IR. This basic strategy of

labeling a cofactor could, however, be applied with different chromophores. Among

the most promising is the thiocyanate label. This label can be incorporated in a

cofactor as we have done with azide or it can be incorporated in the protein sequence

by introducing a cysteine mutation and converting the thiol to thiocyanate, an

approach which has been used to study measure infrared absorption spectra and

Stark shifts in a variety of proteins [107–112]. Unfortunately, although the thiocya-

nate CN-stretching lifetime is quite long, the transition moment is quite weak. The

molar absorptivity of the CN stretch of alkyl thiocyanates, which is proportional to the

square of the transition dipole, is an order of magnitude weaker than that for the azide

anion. Since the signal of a 2D IR experiment scales as the transition dipole to the

fourth power, we would expect thiocyanates to give a signal that is 100-fold weaker

than azide. At the few mM concentrations that are accessible with most proteins, this

signal strength poses a significant challenge. Nevertheless, thiocyanates remain an

attractive probe vibration for biomolecular dynamics. Other possible probe vibrations

include nitriles, which were used in the HIV-1 reverse transcriptase experiments from

the Hochstrasser group and C–D stretching vibrations. Nitriles, like azides, suffer

from a short population lifetime and also have a weak transition moment, suggesting

that they may not be the most suitable probes for 2D IR experiments. C–D stretching

vibrations are very attractive because isotope labeling a C–H is a very minor

perturbation. The C–D population lifetime of alkyl side chains are likely to be

somewhat longer than that for azides or nitriles, but the transition moments is much

weaker even than nitriles or thiocyanates placing C–D stretching vibrations well

outside of what is currently accessible by 2D IR methods.

5.1.2 New Cofactors

New cofactors will enable the examination of enzymes that do not utilize nicotin-

amide cofactors. Until we are able to study C–D stretches, a triple bond like those

mentioned above will be required. An example of appropriate cofactor targets

would include derivatives of folic acid that are used by methylating enzymes

(e.g., dihydrofolate, tetrahydrofolate, methylene-tetrahydrofolate, folinic acid,

etc.). The folic acid backbone includes a p-aminobenzoic acid moiety, which can

Relationship of Femtosecond–Picosecond Dynamics to Enzyme-Catalyzed H-Transfer 33



be substituted at the meta or ortho positions by cyano, azido, nitrile, thiocyanates, or

other IR chromophores. Another example would be derivatives of flavin (e.g., FAD

or FMN) modified by one of these IR chromophores at the eighth carbon. This

carbon is on the phenolic ring that is conjugated but not part of the redox system,

and is commonly modified by various moieties of similar size to the chromophores

mentioned above. In accordance with the use of 20-azido-20-deoxyuridine [106] for
studies of RNA related enzymes, one can imagine development of 30-azido-20,30-
dideoxythymidine (30-azido-dTMP) to study DNA related enzymes. Furthermore,

labeling of dTMP with IR chromophores at the C5 position is also synthetically

feasible and those may also serve as probes for 2D IR studies in some enzymes

related to DNA and its biosynthesis. Naturally, some of these modified cofactors

will not serve as alternative substrates and might not even bind to a particular

enzyme. Thus a search for a derivative with appropriate binding characteristics will

have to precede any IR study to ensure that the measured dynamics are relevant for

the enzyme and its catalyzed reaction.

5.2 Future Applications

5.2.1 Mutantion Studies

In order to examine the possible correlations between the dynamics measured for

FDH and the influence of the DAD on the chemistry as examined by TDKIEs, we

will examine serial hydrophobic mutations of residues holding the nicotinamide

(the H-acceptor in this case) close to the H-donor (i.e., V123 and I175 in Candida

FDH; see Fig. 9). These studies will follow the pattern of the kinetic studies of I14

mutants of DHFR (Sect. 2.1), but will add 2D IR spectroscopy of the same mutants

in order to probe for correlation between the static component of the FFCF or one of

the other parameters and the temperature dependence of the KIE. Such correlation

may afford the first direct evidence for the relationship between the active-site

dynamics and the hydride-transfer kinetics.

Once an NADPH derivative with an appropriate IR chromophore (Sect. 1.3) is

prepared, similar studies of DHFR including both active site and remote mutations

as discussed in Sect. 2.1 will be the subject of spectroscopic investigations to probe

for similar correlations as discussed for FDH.

5.2.2 Other Nicotinamide Dependent Enzymes

The derivatives presented in Sect. 5.1 will be screened for either activity or inhibition

of a broad range of nicotinamide-dependent enzymes. Successful candidates will

undergo investigations similar to those proposed above for FDH and DHFR, which

will assist in assessing how general are the correlations identified for these two

systems. This study may lead to a more general understanding of the relationship
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between fast enzyme dynamics and the catalyzed chemistry, i.e., whether there is a

general role for dynamics in all/many systems or whether different systems can be

divided into different groups with different roles for the enzyme motions.

6 Summary

As discussed above and in several of the other chapters in this issue, protein motions

on different time scales play a critical role in enzyme function. So far, most studies

on the femtosecond to picosecond time scale have addressed the effect of protein

denaturation, ligation to substrates and inhibitors, mutations, modification of S–S

bonds, and His tag labeling on active site dynamics. These studies are described in

Sect. 3 and in general seem to indicate that proteins rigidify upon binding of tight-

binding ligands, that this and other perturbations can alter dynamics across the

protein, even tens of Angstroms away from the perturbation, and that those effects

on the femtosecond to picosecond time scale are consistent with those reported for

nanosecond to microsecond time scale motions as detected by NMR relaxation

studies. Since the physical and molecular character of the fast dynamics is different

from that of the slower motions, these findings are neither intuitive nor trivial. The

ability of protein modifications to alter dynamics on the fast time scale even if it

seems not to lead to any alteration of average structure (e.g., Sect. 3.2) provides

experimental support for MD simulations suggesting such effects [42, 51]. These

results may also explain the apparent transmission of altered dynamics across

enzymes as suggested by kinetic studies of remote mutants [41].

Motions that are most likely to affect the activation of covalent bonds (C–H

in this case) are likely to be on the same time scale as that process, i.e.,

femtosecond–picosecond. Additionally, the chemical step has to be exposed, despite

taking place on such a fast time scale relative to steps associated with ligand binding,

protein motions that bring the reactants close together, product release, etc. To address

the first issue, 2D IR spectroscopy was developed to enable examination of motions on

the fs–ps time scale in transition state or ground state analogs of the reaction under

study. To address the second issue, kinetic methods were developed that expose the

nature of the C–H ! C transfer catalyzed by several enzymes. These methods appear

sensitive to the dynamics and orientation of the H-donor and H-acceptor. Recent

Fig. 9 Active site of FDH

with N3
� and NAD+, with

V123 and I175 highlighted
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studies of FDH demonstrate that this combination of spectroscopic and kinetic

methods implicate well-oriented donor and acceptor for H-tunneling at the TRS

(using a transition state analog and intrinsic KIEs). Both dynamic and kinetic data

suggest very fast and rigid dynamics of the active site that assure an accurate orienta-

tion of the H-donor and acceptor for the reaction catalyzed by FDH. To probe

correlations between the bond activation (studied kinetically) and its environmental

dynamics (studied spectroscopically), rigorous site directed mutagenesis that alters the

reaction’s environment as described in Sect. 5, will be conducted and examined by

both methods. Initially, FDH mutants will be studied using azide in complex with

NAD+, PAAD+, or azido-NAD+, as discussed in detail in Sects. 4 and 5. Then the

dynamics of DHFR and its active site mutants will be studied using these alternative

co-factors (but with 20-phosphate, i.e., PAADP+ and azido-NADP+). A better under-

standing of the relationship between enzyme-catalyzed bond activation and the

enzyme dynamics that affect that process is likely to impact our conception of the

physical features by which enzymes activate covalent bonds, impact theoretical

calculations and simulations that examine both processes, direct the search for

inhibitors based on both the catalyzed chemistry and structure of the reactive species,

and affect rational design of biomimetic catalysts.
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Protein Conformational Disorder and Enzyme

Catalysis

Cindy Schulenburg and Donald Hilvert

Abstract Though lacking a well-defined three-dimensional structure, intrinsically

unstructured proteins are ubiquitous in nature. These molecules play crucial roles in

many cellular processes, especially signaling and regulation. Surprisingly, even

enzyme catalysis can tolerate substantial disorder. This observation contravenes

conventional wisdom but is relevant to an understanding of how protein dynamics

modulates enzyme function. This chapter reviews properties and characteristics of

disordered proteins, emphasizing examples of enzymes that lack defined structures,

and considers implications of structural disorder for catalytic efficiency and

evolution.
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structure

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2 Intrinsically Disordered Proteins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3 Target Recognition and Binding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4 Intrinsically Disordered Enzymes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5 Inducibly Disordered Enzymes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

6 Designed Disordered Enzymes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

7 Protein Dynamics and Catalysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

8 Structural Disorder and Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

9 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

C. Schulenburg and D. Hilvert (*)

Laboratory of Organic Chemistry, ETH Zürich, 8093 Zürich, Switzerland
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1 Introduction

It is axiomatic in biochemistry that proteins must adopt a stable, well-defined

tertiary fold to be wholly functional. Given this, sequence–structure–function

analyses have generally concentrated on fully structured proteins. In addition to a

stable fold, however, proteins require certain flexibility. Because fluctuating

interactions of defined amino acid residues or conformational movements of entire

loops or domains are crucial to many biological activities, interest is mounting in

proteins that present increased conformational flexibility and even lack stable

tertiary structure.

Amino acid sequences dictate protein conformation, but not every amino acid

sequence is able to produce a stable tertiary structure and not all proteins within a

cell are well structured. Proteins that cannot adopt a stable tertiary fold are called

natively unfolded, intrinsically unfolded, or intrinsically disordered. Such

molecules are not typically fully unstructured. Local residual secondary structures

may be present but insufficient to stabilize long-range tertiary interactions under

physiological conditions. High intrinsic flexibility results in dynamic ensembles of

rapidly interconverting conformational states of comparable energy [1]. Within

these ensembles, individual polypeptide chains may adopt collapsed (molten glob-

ule) or extended, random coil-like (pre-molten globule) conformations (Fig. 1).

Other proteins may contain partially disordered regions. When positioned at protein

termini, flexible segments can serve as signal sequences. When located within

multi-domain proteins they may function as dynamic linkers connecting individual

domains.

Intrinsically disordered proteins (IDPs) and proteins with large intrinsically disor-

dered regions are found surprisingly frequently in all domains of life. Interestingly,

the proportion of IDPs and proteins containing disordered regions increases with

organismal complexity [3]. Algorithms based on the biased amino acid compositions

and specific biochemical properties of IDPs predict that approximately one-third of

Fig. 1 Energy landscapes for increasingly disordered proteins. (a) The native conformation of a

well-folded protein has a well-defined minimum energy. (b) A molten globular protein exhibits

multiple, partially folded conformations. (c) An intrinsically unstructured protein lacks a deep

minimum and consists of many different interconverting species of comparable free energy.

The figure is partially adapted from [2]
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all eukaryotic proteins are partly or completely disordered [4, 5]. In mammals, one

quarter is fully disordered and half contains extended disordered regions [6]. Disor-

dered proteins play important roles in many fundamental biochemical processes,

ranging from transcription and translation to signal transduction and regulation [7].

Even enzymes, the biological catalysts responsible for accelerating nearly all meta-

bolic reactions in the cell, can exhibit significant structural disorder.

In this review we examine the properties of intrinsically disordered proteins with

special emphasis on enzyme catalysis. The implications of intrinsic disorder for

enzymatic efficiency and evolution are considered.

2 Intrinsically Disordered Proteins

Conformational flexibility is an inherent property of all polypeptide sequences,

whether folded or non-folded. The diversity of motions observed in proteins

extends from local fluctuations of amino acid side chains and loops on the picosec-

ond to nanosecond timescale to domain movements and complete rearrangements

of entire protein folds on the microsecond to second timescale [8]. Such jostling

may give rise to altered protein conformations at any time, but most states represent

modest structural excursions around the native protein fold [9]. Because motions on

different timescales are coupled, local fluctuations in the picosecond to nanosecond

time scale can influence larger structural changes [10]. Intrinsic disorder takes these

normal dynamic attributes of proteins to extremes.

Both protein folding and protein non-folding are encoded at the level of amino

acid sequence [11]. Disordered proteins typically exhibit relatively low sequence

complexity compared to well-ordered proteins [12]. They contain few hydrophobic

amino acid residues [1], which are usually buried in ordered protein cores and favor

formation of compact structures in hydrophilic environments. Many polar and

charged amino acid residues lead to high net polypeptide chain charge. Owing to

electrostatic repulsion, expanded rather than compact structures result [13–15].

In fact, plotting mean protein hydrophobicity as a function of mean net charge

provides a useful means of identifying IDPs at the proteome level [16]. Methionine,

which has a flexible aliphatic side chain, and proline, which disrupts secondary

structure, are overrepresented in IDPs. Repeated sequences, such as polyalanine or

polyglycine stretches, are also prevalent [1].

Given low structural content and expanded structure, disordered proteins have

distinctive biophysical properties. For instance, they typically elute from gel filtra-

tion columns as broad peaks, unfold non-cooperatively [17–19], and evince greater

susceptibility to proteolytic attack than ordered proteins [20]. As hydrophobic

residues in unstructured proteins are largely accessible to solvent, protein disorder

can often be detected with dyes like 1-anilino-naphthalene-8-sulphonate (ANS) or

thioflavin T that bind to exposed hydrophobic patches [21]. Although protein

crystallization imparts little useful structural information about unstructured

regions, small angle X-ray scattering and NMR spectroscopy can be profitably
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exploited to characterize IDPs [22–26]. Their dynamic properties typically cause

peak broadening and/or low signal dispersion in 1D and 2D NMR spectra

[18, 27–29]. Fast hydrogen/deuterium exchange, which can be detected by either

NMR spectroscopy or mass spectrometry, is another consequence of intrinsic

disorder [30].

3 Target Recognition and Binding

Although the notion that three-dimensional structure is required for protein function

has historically dominated the thinking of chemists and biologists, it is now clear

that proteins lacking a defined tertiary structure play a surprising diverse set of

biochemical roles. As noted above, many molecules involved in signaling and

regulation of the cell cycle are intrinsically disordered [31]. It has been estimated

that ~75% of all mammalian proteins involved in cell signaling and regulation

contain large unstructured regions or are fully disordered [6]. Transcription and

translation are additional key biological processes in which global or partial

disorder figures [32, 33]. As a consequence, disorder often figures in disease [34].

Plants and insects utilize such proteins as protection against dehydration and for

regulation of intracellular salt concentrations [35]. IDPs can also serve as degrada-

tion tags [33] or as chaperones [36, 37].

Typically, IDP activity is expressed through interactions with a specific partner,

such as DNA, RNA, or another protein. Upon binding to a target, most IDPs

undergo significant conformational change, typically leading to a more ordered

state [38]. In the extreme case, these disorder-to-order transitions result in conver-

sion of a random coil into a well-defined three-dimensional structure. Both the

binding and folding steps are entropically unfavorable. As unbound IDPs are rarely

completely unfolded [39], however, the initial conformational space is not as great

as that expected for a fully unstructured polypeptide chain. Moreover, large regions

of an IDP may remain highly flexible even when bound. As in more conventional

protein folding, the entropic costs of conformational reorganization in these cases

are (partially) offset by entropic gains associated with the release of ordered water

molecules and by favorable enthalpic interactions within the folded structure.

In addition, target-dependent disorder-to-order transitions benefit from inter-

molecular interactions between the IDP and its binding partner.

The precise mechanism of IDP binding is still debated. A conformational

selection model (Fig. 2a) posits rapid interconversion of many different states for

an IDP, only one or a few of which are correctly configured for target recognition.

Formation of a productive complex shifts the equilibrium toward the folded con-

formation, which becomes increasingly populated over time [40]. As only two

populations – bound and unbound – are kinetically relevant, folding is thought to

follow a simple two-state mechanism [41]. A second theory postulates that folding

is coupled to target binding (Fig. 2b). In this scenario, binding can take place at any

number of initiation sites along the IDP polypeptide chain and induces folding [42].

Parallel folding pathways and multiple structures may result [41].
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By analyzing the folding behavior of an IDP in the presence of its binding

partner it is sometimes possible to distinguish between the different binding

models. Examples of each have been described in the literature [24, 43–46].

In many cases, however, the mechanisms cannot be differentiated. Sometimes,

multiple mechanisms may be operative. To account for this observation, a syner-

gistic model for IDP folding (Fig. 2c) was proposed that combines the two

pathways [47]. The relative contribution of the individual mechanisms depends

on case-specific factors such as binding rates, IDP concentration, protein plasticity,

and the specific nature of the disorder-to-order transition. Some IDPs are thought to

exploit different binding modes in different environments or in response to different

binding partners. For example, the C-terminal segment of tumor suppressor protein

p53 adopts four types of secondary structure when complexed with different

binding partners [48]. The conformational states and binding modes of this protein

are further modulated by posttranslational phosphorylation, methylation, and acyl-

ation [49, 50].

Lack of stable tertiary structure and high inherent flexibility confer multiple

advantages on IDPs compared to structured proteins with respect to molecular

recognition. Almost all biological functions of these proteins depend on an appro-

priate balance of specificity and affinity for different targets [51]. The increased

interaction surface and conformational fluctuations of IDPs can be exploited to

maximize the rate of substrate binding and product release. The larger capture

radius of an unstructured protein allows it to bind weakly and nonspecifically to its

target at large distances – as in “fly-casting” – and fold as it approaches the actual

binding site [52]. Consequently, IDPs require fewer encounters than structured

proteins to form complexes, accelerating the binding process [53]. Computer

simulations suggest that linking binding and folding significantly reduces the free

energy barrier for binding [47]. Nonetheless, increased flexibility of the polypeptide

Fig. 2 Models for target-dependent folding of intrinsically disordered proteins. (a) In the confor-

mational selection model the target molecule binds to a specific subspecies of the intrinsically

disordered protein. (b) In the binding-induced folding model the intrinsically disordered protein

folds upon binding to the target molecule. (c) The synergistic model combines aspects of the

conformational selection and binding-induced folding models
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chain in the bound state also yields high koff rates relative to fully folded proteins.

The resulting rapid turnover rates are likely to be kinetically advantageous for the

dynamic biological processes involving IDPs.

When coupled, high binding specificity and moderate binding affinity enable

rapid and tunable regulation of the cell cycle and other biological processes in

response to changing environmental conditions [54]. The extended conformations

of IDPs enhance binding diversity. Indeed, IDPs often co-operate with multiple

binding partners, forming hubs, or nodes, of large protein–protein interaction

networks [55, 56]. Such hubs are so essential to key biochemical functions that

deletion of the IDP can result in organism death. Alternatively, interaction networks

can be established by binding of multiple IDPs to a single folded partner [57].

4 Intrinsically Disordered Enzymes

Catalysis poses a particularly demanding molecular recognition challenge. Biological

enzymes make life possible by accelerating all metabolic reactions in the cell by

enormous factors. Pauling postulated that protein catalysts lower the activation

barrier of the reaction they promote by binding the transition state more tightly

than the substrate(s) [58]. In this view, enzymes utilize a defined structure and

preorganized sets of functional groups to provide maximum shape and chemical

complementarity to this transient, high-energy species, selectively stabilizing it.

Recognition that proteins are not rigid led Koshland to modify this model [59]. He

proposed that substrate not only binds to the preformed enzyme active site but also

brings about structural changes that orient the catalytic residues for productive

reaction. Subsequent biochemical and crystallographic studies of many enzymes

support this induced fit hypothesis [60]. In most textbooks the induced fit model is

conventionally depicted as a conversion of one tight conformational ensemble

(free enzyme) to another distinct ensemble (bound enzyme) through local substrate-

mediated structural rearrangements. It is now evident, however, that enzymes, like

other proteins, exhibit an extensive array of motions over many timescales [61]. In

extreme cases they even evince significant structural disorder.

Several naturally occurring enzymes are either fully disordered or include large

disordered regions (Table 1). RNase E, an endoribonuclease found in the

Escherichia coli RNA degradosome, consists of an evolutionarily conserved,

well-structured N-terminal region [65], yet much of its C-terminal region is intrin-

sically disordered judging from sequence analysis, CD spectroscopy, and X-ray

studies [66]. While its catalytic center is located in an ordered N-terminal region, its

disordered C-terminus is essential for mediating interactions with the RNA sub-

strate and other binding partners in the RNA degradosome [67].

The hepatitis C virus NS3 protease (HCVP) is a partially unstructured Zn2+

dependent serine-protease [19]. In the presence of Zn2+ ions it cleaves viral

precursor proteins in non-structured regions. While not directly involved in cataly-

sis, the Zn2+ ion induces large conformational changes that yield stable, catalyti-

cally active enzyme conformations [68]. UreG, a GTPase that functions as a
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chaperone in nickel trafficking and urease activation, is another example [64, 69]. It

exhibits rapidly interconverting conformational sub-states [17]. Transitions among

these disordered ensembles occur non-cooperatively but reversibly. Binding of Zn2+

ions induces a conformational change and protein stabilization, but has no effect on

GTPase activity [27]. Like many other intrinsically disordered proteins [57, 70],

UreG appears to function as a scaffold protein, coordinating the binding of multiple

partners.

A third catalytically active IDP, anhydrin, is found in the nucleus of the

anhydrobiotic nematode Aphelenchus avenae [35]. Anhydrin discharges two entirely
independent functions. In addition to acting as a chaperone to reduce protein aggre-

gation, it is an endonuclease that acts on supercoiled, linear, and chromatin DNA.

Though approximately ten times less active than T7 endonuclease I, its specific

activity is sufficiently high for physiological function. While Ca2+ ions do not

influence its catalytic activity, Mg2+ and Mn2+ ions enhance it. Even in its DNA

bound state, anhydrin remains largely unstructured [35].

The tubulin polymerization promoting protein/p25 (TPPP/p25) is an unstruc-

tured brain-specific protein that induces aberrant tubulin assemblies in vitro [71].

Intracellular TPPP/p25 levels influence cell differentiation and proliferation and

might be implicated in Parkinson’s disease and other nervous system pathologies

[72]. The TPPP/p25 amino acid sequence exhibits characteristics typical of IDPs

[72]; CD measurements attest to extensive random-coil structure [73], whereas

1D and 2D NMR spectra indicate multiple protein conformations and increased

protein flexibility [28, 74]. Extended disordered segments are located primarily at

the N- and C-termini, but the mid-region also exhibits high flexibility. Sequence

alignments have identified multiple potential GTP binding sites. The micromolar

GTP binding affinity increases in the presence of Mg2+ ions crucial for TPPP/p25

GTPase activity. GTP hydrolysis by TPPP/p25 is comparable in rate to the intrinsic

GTPase activity of other small G proteins [28].

Table 1 Representative examples of intrinsically disordered enzymes

Enzyme Organism

Metal

ion

Structural

disorder

Catalytic

activity Reference

RNase E

(nuclease)

E. coli – Partially

disordered

kcat ¼ 1.4 s�1 [62]

HCVP

(protease)

Hepatitis C

virus

Zn2+ Partially

disordered

kcat ¼ 2.7 � 10�2 s�1 [19, 63]

UreG

(GTPase)

Bacillus
pasteurii

Zn2+,

Ni2+
Largely

disordered

kobs ¼ 6.7 � 10�4 s�1 a [27]

UreG

(GTPase)

Mycobacterium
tuberculosis

Zn2+,

Ni2+
Largely

disordered

kobs ¼ 1.7 � 10�4 s�1 a [64]

Anhydrin

(endonuclease)

A. avenae Mg2+,

Mn2+
Largely

disordered

kobs ¼ 5.5 � 10�4 s�1 a [35]

TPPP/p25

(GTPase)

Human Mg2+ Largely

disordered

kobs ¼ 2.3 � 10�4 s�1 a [28]

aIt is unclear whether these enzymes were assayed at saturating or subsaturating substrate

concentrations, hence only observed rate constants are available

Protein Conformational Disorder and Enzyme Catalysis 47



Although the number of naturally disordered enzymes is still small, our perspec-

tive is strongly biased by the dominance of X-ray crystallography as a structural

tool. Others may well come to light in the future through intensified NMR spectro-

scopic study of proteins in solution.

5 Inducibly Disordered Enzymes

Protein disorder is inducible in vitro under conditions such as high temperature,

extreme pH, and distinct denaturant or salt concentrations [75]. In these

circumstances many proteins lose their defined tertiary structure and biochemical

function. On occasion, however, a modicum of activity can be retained or recovered

by a disorder-to-order transition induced by substrate or another ligand (Table 2).

Disordered states are often transiently populated during protein folding [81]. For

example, molten globule conformations are obligatory intermediates in the folding

pathways of many proteins [82, 83]. Generally speaking, these highly dynamic

protein states do not exhibit catalytic activity. In the case of Sulfolobus solfataricus
acylphosphatase, however, an enzymatically active non-native folding intermediate

has been identified [76]. Although its active site is structurally heterogeneous, the

folding intermediate exhibits 80% of the catalytic activity of the fully folded

enzyme. Control experiments showed that enzymatic activity does not derive

from the fraction of native protein in the sample, but substrate-induced organization

of the active site could not be ruled out. NMR studies on a homologous Bacillus
subtilis acylphosphatase indicated a structurally disordered active site in the

absence of substrate that became more ordered upon substrate binding [84]. Con-

formational heterogeneity was particularly pronounced at acidic pH, where the

enzyme exhibits optimal activity, possibly accounting for the relatively broad

specificity of the enzyme. Phosphate was found to alter the distribution of states

present in solution by selectively binding to the active conformation.

Human topoisomerase I catalyzes topological changes in DNA by a two-step

mechanism involving a covalent enzyme–DNA intermediate. The highly conserved

C-terminal domain contains the active site nucleophile Tyr723, but lacks enzymatic

activity on its own. Catalysis arises only in the presence of the core domain, which

contains additional catalytically relevant residues. In solution, the isolated C-terminal

domain adopts a largely α-helical molten-globule-like state whose protein surface is a

virtual patchwork of hydrophobic elements [77]. Association with the core domain

affords a complex that still exhibits some structural fluctuations.Within a narrow salt-

concentration range, and despite 20-fold lower DNA affinity, this reconstituted

complex maintains topoisomerase activity [78]. The conformational flexibility of

the C-terminal domain may be biologically important for accommodating the large

conformational changes that occur during the catalytic reaction [77].

Point mutations sometimes induce disorder. For example, the substrate binding

domain of E. coli adenylate kinase was destabilized by the introduction of two point

mutations [79]. Although locally unfolded, the resulting variant exhibited enhanced

affinity for ATP and retained ca. 5% of the wild-type catalytic activity. These results

suggest that the conformational switch between an open and closed state that normally
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limits the rate of catalysis occurs by cooperative unfolding and refolding of large

segments of the protein. This novel molecular mechanism for achieving large-scale

conformational transitions could conceivably be useful for other proteins as well.

A ribonuclease T1 mutant provides another example of a molten globule with

substantial enzymatic activity. During refolding of an enzyme variant containing

only a single cis-proline, a transient intermediate accumulates prior to proline

isomerization that exhibits extensive secondary structure but only partial packing

of the hydrophobic core. Despite its low tertiary structure content, this species

possesses 40% of the RNase activity of the native protein toward the dinucleotide

GpC [80]. Similarly, an intermediate containing a non-native peptidyl–prolyl bond is

formed during refolding of RNaseA that exhibits RNase activity similar to that of the

native folded enzyme. However, subsequent studies showed that its active site region

is largely in a native-like conformation [85]. In nature, kinetically trapped folding

intermediates, which arise because of slow folding events like disulfide bond forma-

tion and proline isomerization, may also exhibit catalytic activity. Though not fully

active, these species may contribute, at least to some extent, to biological function.

These intrinsically disordered states might also shape the evolutionary potential of

polypeptides by facilitating the generation of alternative folds and functions.

6 Designed Disordered Enzymes

While few instances of enzymatically active IDPs may be known in nature, a

number of engineered proteins have been found to possess considerable catalytic

power despite being intrinsically disordered (Table 3). In these cases, the sequence

hallmarks of natural IDPs are not always evident.

The enzyme dihydrofolate reductase (DHFR) has been an important model

system for studying protein folding, enzyme catalysis, and the relevance of protein

dynamics for function [95]. It is a monomeric two-domain protein that catalyzes the

reduction of 7,8-dihydrofolate (DHF) to 5,6,7,8-tetrahydrofolate (THF) by a

Table 2 Representative examples of inducibly disordered enzymes

Enzyme Organism Inducer

Structural

disorder

Catalytic

activity Reference

Acylphosphatase S. solfataricus Guanidinium

chloride

Partially

disordered

79 wt% [76]

Human

topoisomerase

I

Homo sapiens Fragmentation/

recombination

Molten globule ~11 wt% [77, 78]

I116G/L168G

adenylate

kinase

E. coli Mutation Partially

disordered

5 wt% [79]

S54G/P55N

RNase T1

Aspergillus
oryzae

Mutation Partially

disordered

40 wt% [80]
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stereospecific hydride transfer from the cofactor NADPH to the C6 atom of the

pterin ring of DHF (Fig. 3a). Five different ligand-complexed states in the catalytic

cycle have been detected [95, 96]. These vary in the orientation and inherent

flexibility of the Met20 loop, which governs access to the active site during

catalysis [97]. In studies of chain connectivity effects on protein folding, the

E. coli enzyme was extensively circularly permutated [87, 98–100]. The natural

N- and C-termini were connected by a short peptide linker and new termini were

sequentially introduced between every pair of protein residues (Fig. 3b). Certain

permutations resulted in complete loss of structure and activity, while others had

little or no effect. Two of the circularly permutated DHFR variants studied in detail

possessed molten globular attributes but retained low catalytic activity, ranging

from a 20- to 100-fold decrease in efficiency compared to wild-type DHFR [86].

Although they lack a rigid tertiary structure, addition of ligands like the potent

inhibitor methotrexate leads to a gain of native-like structural properties, including

cooperative thermal unfolding [101], suggesting that the small molecules may

initiate folding. In an even more extreme modification, cleavage of the DHFR

backbone after residue 86 produced two poorly structured, catalytically inactive

fragments [87]. Nonetheless, when mixed, these formed a high affinity complex

having substantially less secondary structure content than the wild-type protein but

15% of its DHFR activity. When exposed to inhibitors, the structural content of the

complex increased significantly, indicating the potential of small molecules for

stabilizing the active site architecture.

Table 3 Representative examples of designed enzymes that exhibit significant disorder

Enzyme Organism Modification

Structural

disorder

Catalytic

activity Reference

DHFR

(reductase)

E. coli Circular permutation Molten

globule

1–5 wt% [86]

C85A/C152S

DHFR

E. coli Fragmentation/

recombination

Molten

globule

15 wt% [87]

SNase

(nuclease)

S. aureus N-terminal truncation Molten

globule

65 wt% [88]

F34W/W104F

SNase

S. aureus Mutation Molten

globule

87 wt% [89]

N138D

SNase141

S. aureus C-terminal truncation Partially

disordered

72 wt% [90]

SNase S. aureus C-terminal truncation Partially

disordered

90–110 wt% [91]

Δ131Δ
SNase

S. aureus C- and N-terminal

truncation

Largely

disordered

wt [92]

TIM

(isomerase)

– Consensus design Molten

globule

0.002 wt% [93]

CM (mutase) M. jannaschii Topological redesign Molten

globule

30 wt% [94]
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Diverse modifications of staphylococcal nuclease (SNase), a Ca2+-dependent

enzyme that catalyzes DNA and RNA hydrolysis, similarly produce intrinsically

disordered but active enzyme variants (Fig. 4). For example, the double point

mutant, F34W/W104F SNase, has molten globular-like characteristics and essen-

tially wild-type catalytic activity [89]; in this case, ligand binding apparently causes

the mutant to fold into its functionally active conformation. SNase141, a truncated

variant lacking the last eight C-terminal amino acids, has a compact, well-folded

structure, but introduction of the N138D point mutation disrupts its conformational

integrity and stability by eliminating a key hydrogen bond [90]. Nevertheless, this

variant retains 72% of the activity of SNase141. Another variant, whose last 13

amino acid residues were deleted, partly unfolds and lacks stable secondary struc-

ture [91, 102]. This variant is fully active at low salt concentrations. Calcium ions

and the inhibitor thymidine 30,50-bisphosphate induce a conformational transforma-

tion to a more folded state [91].

Fig. 3 Dihydrofolate reductase (DHFR). (a) The enzyme catalyzes stereospecific hydride transfer

from NADPH to dihydrofolate (DHF) to give tetrahydrofolate (THF) and NADP+. (b) Tertiary

structure of DHFR (PDB code: 1RX2). The substrate folate and the cofactor NAD+ are shown in

black. The N- and C-termini of the protein are close in space, facilitating circular permutation
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Truncating the N-terminus of SNase also results in significant structural

perturbations. Deleting 11 or 12 amino acids, for instance, produces a molten

globular state [88, 103]. Whereas the �11 variant refolds to a distinct structure in

the presence of substrate, �12 no longer adopts a native-like conformation. These

variants possess 65% and 0.3% wild-type SNase activity, respectively. When

residues 4–12 and 141–149 are excised, another variant is obtained – Δ131Δ
SNase – whose native state is composed of different conformational species that

rapidly convert between helical and extended conformations. Some secondary

structure elements, such as the C-terminal α-helix or the fourth and fifth β-strands,
are disordered in the native state. Nevertheless, Δ131Δ SNase assumes wild-type-

like structures in the presence of the substrate and inhibitor, enabling efficient

catalysis at high substrate concentrations [92, 104].

Studies on the capsid protease of Semliki Forest virus (SFVP) further illustrate

the catalytic potential of IDPs [18]. Variants of this enzyme lacking one to seven

C-terminal residues show biophysical properties characteristic of natively unfolded

proteins, including the absence of a defined three-dimensional structure. The

truncated proteins nevertheless efficiently catalyze the hydrolysis of activated

aromatic amino acid esters with a 104-fold rate acceleration over background.

Fig. 4 Staphylococcal nuclease. (a) The enzyme is a calcium-dependent endonuclease that

cleaves both single and double-stranded DNA and RNA. (b) Tertiary structure of wild-type

staphylococcal nuclease (PDB code: 2SNS). Both N- and C-terminal truncations (dashed lines)
produce intrinsically disordered protein. Residues Phe34 and Trp140, whose substitution to F34W/

W140F results in disorder, are depicted in black. Residue Asn138, whose substitution to N138D

combined with an eight amino acid C-terminal truncation results in disorder, is shown in black

52 C. Schulenburg and D. Hilvert



Moreover, the reported kcat and kcat/Km values of 15 s�1 and 5 � 105 M�1 s�1,

respectively, are comparable to the efficiencies of typical structured proteases.

In other work, a molten globular variant of triosephosphate isomerase (TIM) was

inadvertently generated by consensus design [93]. The protein, cTIM, shares only

70% identity with its closest naturally occurring homolog. Biophysical characteri-

zation showed that it is monomeric, in contrast to native TIM dimers, and also less

well folded. Although its catalytic efficiency (133 M�1 s�1) is four orders of

magnitude lower than that of the wild-type enzyme, this level of activity is

sufficient to complement the TIM deficiency of an engineered E. coli strain.

Interestingly, a relatively small number of mutations at unconserved positions

sufficed to convert this consensus design into a protein with more native-like

properties, including a well-folded structure and high catalytic efficiency.

One well-studied disordered enzyme is a designed chorismate mutase (CM) that

catalyzes prephenate formation from chorismate, a key step in the biosynthesis of

aromatic amino acids (Fig. 5). The homodimeric mutase fromMethanocaldococcus

Fig. 5 Chorismate mutase. (a) The enzyme catalyzes the Claisen rearrangement of chorismate to

prephenate via a pericyclic transition state. (b) Tertiary structure of a dimeric AroQ chorismate

mutase (PDB code: 1ECM). (c) Insertion of a hinge-loop into the long N-terminal helix of

structure of the dimeric AroQ mutase MjCM from M. jannaschii affords the highly active

monomeric mutase mMjCM (PDB code: 2GTV), which exhibits the properties of a molten globule
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jannaschii [105] was converted into a monomer by inserting a randomized hinge-

loop sequence into the middle of the long, dimer-spanning N-terminal helix and

selecting for functional variants in a CM-deficient E. coli strain [94]. The resulting

protein, mMjCM, has 30% native activity but, unlike its thermostable parent, it

possesses a fluctuating tertiary structure as judged by rapid H/D exchange, poor

NMR signal dispersion, non-cooperative thermal denaturation, and ANS binding

[106]. Upon binding of a transition state analog, this loosely packed and highly

dynamic ensemble undergoes substantial structural ordering. This process is

characterized by substantial entropy–enthalpy compensation as well as elevated

rates of ligand association and dissociation compared to MjCM [107]. The solution

structure of the complex, which was determined by NMR spectroscopy [24],

confirmed that the protein adopts a bundle fold, as designed, although it still

exhibits unprecedented millisecond flexibility across its entire length.

7 Protein Dynamics and Catalysis

The observation that structural disorder is compatible with catalysis is intriguing in

the context of ongoing discussions regarding the role dynamics plays in the function

of more conventional enzymes [108–114]. A variety of techniques, including fast

kinetic methods, NMR relaxation data, alone or in combination with ambient-

temperature X-ray crystallography, and molecular simulation techniques, have

provided detailed information on the conformational dynamics along the reaction

trajectories of selected enzymes [61, 96, 115, 116]. Conformational changes in

otherwise well-structured proteins are often important for substrate binding and

product release. By sequestering substrates from aqueous solution, structural

rearrangements can create a protective environment for a reaction and position

functional groups for effective transition state stabilization [117]. Sometimes con-

formational changes occur on a timescale similar to that of catalytic turnover and

may even limit the overall rate of transformation [115, 118].

Attempts to link enzyme dynamics directly to catalytic efficiency – and particu-

larly the ability of protein motions to influence the nature of the chemical step itself –

have sparked vigorous debate [108–113, 116, 119–122]. Nevertheless, a consensus

seems to be emerging that conformational sampling enhances the probability of

generating active site environments that are conducive to reaction [109]. Protein

fluctuations help to generate landscapes preorganized for molecular recognition of

substrate(s) and stabilization of rate limiting transition states [123]. In so doing,

they may help to reduce the reorganization energy required to move from the

reactant to the transition state relative to the solution reaction. Nuclear quantum

tunneling, which depends strongly on the hydrogen donor–acceptor distance, has

been exploited to probe protein motions during catalysis of hydride transfer

reactions [124]. The temperature dependence of the kinetic isotope effects, for

example, has been cited as evidence for this type of conformational sampling [108].

By orienting the substrates for efficient reaction, protein motions influence the

hydrogen donor–acceptor distance and create a suitable electrostatic environment
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for the reaction [113]. Such fluctuations are likely to be particularly important for

multistep reactions that require continual active site reconfiguration to maximize

chemical complementarity to the transition states of consecutive chemical steps.

By funneling the protein through a series of catalytically competent conformations,

a dynamic energy landscape can channel a reaction along a preferred kinetic path.

While some protein flexibility is clearly desirable to accommodate structural

changes in the reactants as chemical bonds are made or broken, excessive structural

disorder would be expected to diminish catalytic efficiency (Fig. 6). In fact,

intrinsically disordered proteins – when enzymatically active – often exhibit mod-

est catalytic proficiency compared to their well-folded counterparts [79, 86–88, 93].

Nevertheless, the turnover numbers for disordered enzymes, which vary from 10�2

to 102 s�1 (Fig. 7), are comparable to the kcat values reported for many natural

enzymes [125]. Because the corresponding Km parameters are in the micromolar to

millimolar range, kcat/Km values can be as low as 100 M�1 s�1 or as high as

107 M�1 s�1 (Fig. 7). While these data are suggestive, relatively few disordered

enzymes have been subject to detailed kinetic characterization, so only tentative

conclusions regarding the influence of bound substrates on conformational

landscapes can be made.

Structural heterogeneity should diminish the efficiency of conformational sam-

pling. If the time required to generate productive conformations exceeds biologi-

cally relevant turnover times, which are typically in the millisecond to second range

[126], the search for configurations capable of substrate binding could severely

limit overall enzyme efficiency [127]. This may explain why many disordered

catalysts found in nature exploit metal ions as organizing elements to nucleate

and stabilize catalytically competent conformations.

Fig. 6 Schematic representation of the relationship between protein flexibility and catalytic

efficiency. Too high or too low inherent protein flexibility is expected to be disadvantageous for

enzyme catalysis
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The reduced activity observed for many disordered enzymes compared to their

ordered counterparts may also reflect the difficulty of maintaining a productive

catalytic environment for the time required for the chemical step to proceed [127].

The large number of charged amino acid residues could disfavor formation of a

compact, catalytically competent fold even in the presence of bound ligand. The

entropic cost associated with placing active site residues in a catalytically relevant

conformation is likely to be high in disordered proteins, raising the free energy

barrier for reaction and decreasing the overall rate. Nevertheless, tightening of non-

covalent interactions throughout the complex upon ligand binding can give rise to

enthalpic gains that (partially) offset such entropic losses [107]. In contrast, sub-

stantially less reorganization energy is required for the substrate to access transition

state conformations in a well-folded and preorganized enzymatic active site.

As we have seen, some intrinsically disordered enzymes retain near native

activity. These tend to be molten globules having largely intact secondary but

fluctuating tertiary structures. In such cases, protein fluctuations are likely to

represent modest departures from the mean structure observed for their well-folded

homologs. As a consequence, locking the catalytically active conformation in place

as the reaction proceeds has minimal energetic penalty. One case in point is the

molten globular mMjCM chorismate mutase. Computational studies suggest that

this enzyme undergoes greater ordering upon ligand binding than MjCM, its

conventionally folded counterpart, but it also accesses a broader ensemble of

catalytically competent conformations without significant preorganization penalty

[128]. Consequently, the catalytic efficiency of the two systems differs by only a

Fig. 7 Comparison of kcat and kcat/Km parameters for disordered enzymes that catalyze mecha-

nistically diverse reactions. The asterisk denotes unpublished data from Stouffer and Schulenburg

56 C. Schulenburg and D. Hilvert



factor of three. Although conformational disorder decreases ligand affinity some-

what, mMjCM binds substrate and releases product significantly faster than MjCM

[107]. In this case, partial structural disorder actually accelerates molecular recog-

nition. The greater active site accessibility of the molten globule state probably

facilitates formation of weak long-range protein–ligand interactions by a fly-casting

mechanism, which strengthen as the enzyme accommodates to its target.

The proposal that chemical steps of an enzymatic reaction can be accelerated by

channeling protein motions into vibrations along the reaction coordinate has

generated considerable controversy. Experiments with “heavy” enzymes in which

all nonexchangeable carbon, nitrogen, and hydrogen atoms were substituted with
13C, 15N, and 2H have shown that a dynamic link might exist between mass-

dependent bond vibrations of the enzyme and events in the reaction coordinate

[129, 130]. However, the relevance of fast femtosecond to picosecond dynamic

motions to catalysis is still debated. For example, the similar isotope effects on

hydride transfer promoted by DHFR enzymes possessing widely different

flexibilities argues against a direct coupling of protein motions to the chemical

step [131]. Similarly, the fact that ordered and disordered proteins can both achieve

high levels of enzymatic activity suggests that protein dynamics is not the source of

the enormous rate acceleration over the reference solution reaction. The chorismate

mutase mMjCM monomer exhibits motions on the same millisecond timescale as

catalytic turnover [24], but it is difficult to envision how these stochastic

fluctuations might be coupled dynamically to the chemical step. Instead, catalyti-

cally relevant active site configurations appear to be populated sufficiently fre-

quently that little difference in rate is observed relative to the more ordered protein

[128]. A recent computational study of cyclophilin A suggests that, while substrate

dynamics associated with the chemical step of a reaction may be coupled to the

dynamics of the surrounding medium, such effects do not lower the chemical

barrier of an enzymatic reaction [132]. Instead, they alter the pre-exponential

factor, effectively impeding the rate acceleration relative to the solution reaction.

Flexibility and cooperative conformational changes are general hallmarks of

proteins generally and of enzymes more specifically. Most likely shaped by natural

evolution, these dynamic properties vary widely across different scaffolds and even

within the same protein fold family. For each specific case, there may be an ideal

balance of conformational motion for optimal catalysis. However, establishing

whether dynamical effects significantly influence the chemical step of an enzymatic

reaction, and hence the reaction rates achieved, will require further research.

8 Structural Disorder and Evolution

Conformational dynamism has been proposed to be a cornerstone of protein

evolvability [133–135]. Sampling scores of conformational options facilitates explo-

ration of many potentially productive states. It may also favor the emergence of

promiscuous binding and catalytic activities [49, 136, 137], which can be amplified in

the course of divergent evolution [138]. Optimizing such activities through multiple

rounds of mutagenesis and selection provides a route to new function.
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Mammalian immune defense against diverse pathogens illustrates this point

[139]. In response to antigenic challenge, antibody receptors are produced that

bind foreign molecules with high affinity and selectivity. An enormously diverse

pool of immunoglobulin sequences are initially assembled at the genetic level by

combining multiple gene segments. Structural studies on germ-line antibodies show

that the proteins in the primary immunological repertoire often exhibit high confor-

mational diversity. The effective scope of the starting immunological repertoire is

further increased by the ability of individual binding pockets to adapt to many

different antigens, providing countless viable starting points for the evolution of

more stable and selective complexes via somatic mutation and affinity selection.

Over the course of affinity maturation, mutations that stabilize specific

conformations from the ensemble of possibilities are selected, converting a low-

affinity, imperfect binding site to a high-affinity complex with tailored binding

interactions [135]. In some instances, even mature antibodies have been shown to

adopt multiple structures and bind structurally unrelated antigens (Fig. 8) [140].

While all proteins and their functions are subject to evolutionary forces, disor-

dered proteins should be easier to alter and adapt for new tasks than their

fully structured counterparts. Individual amino acids in flexible segments take on

diverse conformations more freely, and are less constrained by structure, enabling

successful accumulation of neutral mutations and emergence of new function.

Further facilitating evolution in IDPs is their large fraction of solvent exposed

residues; surface residues are generally subject to more frequent substitution than

amino acids in the buried protein core [141]. Indeed, sequence variability correlates

with protein packing density [142], implying that loosely packed proteins evolve

more rapidly than proteins with high tertiary structural content. By comparing genetic

distance in protein families, proteins having sizable disordered regions were found to

Fig. 8 Promiscuous functions of intrinsically disordered proteins. (a) Intrinsic disorder allows a

protein to adopt different conformations, facilitating interactions with different binding partners.

(b) Antibody SPE7 adopts multiple conformations in the absence of ligand (blue, PDB: 1OAQ and

red, PDB: 1OCW), complexed with a low molecular weight hapten (gray, PDB: 1OAX), or bound
to a protein (green, PDB: 1OAZ) [140]. The ligand has been omitted in the latter two panels to

facilitate visualization of the respective binding pockets
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have evolved significantly faster than ordered proteins in 19 out of 26 instances [143].

In only two cases did disordered proteins evolve more slowly than their ordered

counterparts.

In a direct experimental test of connections between active site flexibility and

evolvability, mutational tolerance of the intrinsically disordered chorismate mutase

mMjCM was compared to that of a homologous thermostable enzyme [144]. It was

found that analogous point mutations in ordered and disordered scaffolds have

widely divergent and context-dependent effects on catalytic activity. Because

variations in activity were not caused by decreases in secondary structure or

thermodynamic stability, the results substantiate the idea that enzymes lose their

activities more easily than their folds upon mutation. Less stable structures such as

molten globules are evidently viable starting points for evolution. In fact, when the

molten globular mMjCM was subjected to three rounds of random mutagenesis and

high-stringency selection, a robust and more native-like variant was obtained that

exhibited catalytic efficiency comparable to that of a natural dimeric chorismate

mutase [20]. Biophysical characterization demonstrated that the evolved enzymes

were substantially better folded and more stable than their molten globular

precursor.

While such findings support the premise that disordered structures are promising

starting points for evolution, a pre-existing activity was optimized in the mMjCM

experiments. Changing the catalytic mechanism of an enzyme represents a far

greater challenge. The catalytic promiscuity that many enzymes exhibit provides

a possible handle for redesigning substrate specificity and catalytic mechanism by

directed evolution. Several reports describe the optimization of such activities by

random mutagenesis and screening [145–151], but it remains to be seen whether

high structural plasticity further enhances evolvability. Although it should be easier

for a conformationally diverse ensemble of molecules to access new catalytic

activity than a conventionally folded protein, small structural changes could further

destabilize the molecule, resulting in complete unfolding or faster degradation.

Preliminary attempts to convert the molten globular chorismate mutase into an

isochorismate pyruvate lyase have proven surprisingly difficult, for example

(K. Höland, K.J. Woycechowsky, C. Jäckel, and D. Hilvert, unpublished data).

Despite the likelihood that some natural isochorismate pyruvate lyases evolved

from AroQ mutases [152], and clear sequence, structural, and chemical homology

between the two systems, it has not been possible to achieve the desired functional

transformation through mutagenesis and screening. Improved understanding of the

interplay between protein disorder, promiscuity, and evolvability will hopefully

emerge from additional study.

Many, if not most, modern enzymes are believed to derive from primordial

molten globules [153, 154]. Given this, the design of new enzymes in the laboratory

may also profit from intrinsic disorder. Protein engineers have created many de

novo folds that possess the properties of molten globules; these could serve as the

starting point for novel biochemical activities.
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9 Perspectives

Over the past two decades, numerous IDPs have been described in the biochemical

literature. Due to high flexibility and enlarged interaction surfaces, these proteins

possess significant advantages over fully folded proteins for specific biological

tasks. While high specificity and moderate binding affinity enable interaction

with many different binding partners, increased cellular turnover also enables

rapid response at fundamental points of the cellular signaling network [155]. The

ability to perform many biologically important activities outside the native state is

evidently more prevalent than previously thought. That enzymes too can also be

substantially disordered is, surely, still something of a surprise.

The fact that some disordered proteins achieve substantial levels of catalytic

activity challenges the long-held view that efficient catalysis requires a high degree

of structural preorganization. Though conformational heterogeneity might be

expected to reduce catalytic efficiency, it is now clear that the energetic cost of

forming a suitable environment for a chemical reaction need not be terribly high.

The disorder-to-order transition observed for intrinsically disordered enzymes upon

ligand binding is analogous to the conformational sampling and reorganization

processes that also take place in most conventionally folded enzymes, differing

perhaps only in degree.

The finding that catalysis is not necessarily coupled to a stable and persistent

fold nevertheless opens new perspectives on enzyme action and promises to

enhance our understanding of the role of dynamics on normal enzyme function.

From a practical viewpoint, intrinsic disorder may provide some enzymes with a

novel selectable advantage in much the same way as it extends the properties of

protein receptors and interaction partners. Rapid ligand binding and release with

only modest losses in affinity can ensure rapid flux through the catalyst and

avoidance of product inhibition. The ability to sample multiple catalytically

relevant configurations could be especially helpful for multi-step reactions that

require continuous reorganization of the binding pocket to accommodate consec-

utive transition states. Tight regulation of the production, posttranslational modi-

fication, and degradation of these catalysts, as for other disordered proteins,

should allow rapid adjustment of intracellular concentrations as needed. Promis-

cuous binding to structurally distinct substrate molecules provides a means of

rapid evolutionary adaptation. In the future it may be possible to exploit these

properties for the purposes of design.
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28. Zotter Á, Oláh J, Hlavanda E, Bodor A, Perczel A, Szigeti K, Fidy J, Ovádi J (2011) Zn2+-
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103. Ermácora MR, Ledman DW, Fox RO (1996) Mapping the structure of a non-native state of

staphylococcal nuclease. Nat Struct Biol 3:59–66

104. Alexandrescu AT, Jahnke W, Wiltscheck R, Blommers MJ (1996) Accretion of structure in

staphylococcal nuclease: an 15N NMR relaxation study. J Mol Biol 260:570–587

105. MacBeath G, Kast P, Hilvert D (1998) A small, thermostable, and monofunctional

chorismate mutase from the archaeon Methanococcus jannaschii. Biochemistry 37:

10062–10073
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A Surprising Role for Conformational Entropy

in Protein Function

A. Joshua Wand, Veronica R. Moorman, and Kyle W. Harpole

Abstract Formation of high-affinity complexes is critical for the majority of

enzymatic reactions involving proteins. The creation of the family of Michaelis

and other intermediate complexes during catalysis clearly involves a complicated

manifold of interactions that are diverse and complex. Indeed, computing the

energetics of interactions between proteins and small molecule ligands using

molecular structure alone remains a great challenge. One of the most difficult

contributions to the free energy of protein–ligand complexes to access experi-

mentally is that due to changes in protein conformational entropy. Fortunately,

recent advances in solution nuclear magnetic resonance (NMR) relaxation methods

have enabled the use of measures-of-motion between conformational states of a

protein as a proxy for conformational entropy. This review briefly summarizes the

experimental approaches currently employed to characterize fast internal motion in

proteins, how this information is used to gain insight into conformational entropy,

what has been learned, and what the future may hold for this emerging view of

protein function.

Keywords Binding free energy � Conformational entropy � Drug design �
Michaelis complexes � Molecular recognition � Motional proxy � NMR relaxation
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Abbreviations

CaM Calcium-saturated calmodulin

CaMK1(p) CaM-binding domain of the calmodulin kinase I

CaMKKα(p) CaM-binding domain of calmodulin kinase kinase alpha

CSA Chemical shift anisotropy

DHF Dihydrofolate

DHFR Dihydrofolate reductase

eNOS(p) CaM-binding domain of the epithelial nitric oxide synthase

GlcNAc N-acetyl-D-glucosamine

HEWL Hen egg white lysozyme

J(ω) Lipari–Szabo model-free spectral density at frequency ω
NADPH/NADP+ Reduced/oxidized nicotinamide adenine dinucleotide

phosphate

NMR Nuclear magnetic resonance

nNOS(p) CaM-binding domain of the neuronal nitric oxide synthase

NOE Nuclear Overhauser effect

O2 Lipari–Szabo model free squared generalized order parameter

PDE(p) CaM-binding domain of the phosphodiesterase

smMLCK(p) CaM-binding domain of the myosin light chain kinase

SW Square well potential energy function

T1 (R1) Longitudinal relaxation time (longitudinal relaxation rate)

T2 (R2) Transverse relaxation time (transverse relaxation rate)

ΔSi Change in entropy for the ith component

τe Lipari–Szabo model-free effective correlation time

τm Isotropic macromolecular tumbling correlation time

1 Introduction

Molecular recognition by proteins is fundamental to almost every biological pro-

cess, particularly those protein–ligand complexes underlying enzymatic catalysis.

The process of molecular recognition has therefore been of central interest from

the earliest days of enzymology. Various mechanistic frameworks have been
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constructed to describe the physical basis for specific high affinity interactions

between protein molecules and their ligands. They have ranged from the simple

“lock and key” interaction model [1] to the “induced fit” [2] and the more recent

“conformational selection” models [3, 4]. Each of these derives from an increasing

recognition of the plasticity and energetics of the ensemble of structures that

proteins occupy [5, 6] and the potential role for travelling across this complex

energy landscape in protein function [7, 8].

For the most part, the predominant interest has been in characterizing how

motion between structural states correlate with protein function. There have been

spectacular demonstrations of conformational selection (e.g., [9, 10]) and strong

indications for the participation of “special” protein motions in catalysis by

enzymes (e.g., [11–14]), though the latter role has been vigorously criticized on

general principles [15] (but see [16]). What concerns us here is not that proteins

move from one functional state to another but rather what is the thermodynamic

basis of these functionally relevant states. This is a long-standing issue and is

intimately related to the so-called protein folding problem and the free energy

landscape that protein molecules explore [17]. Stated less obliquely, we wish to

understand the physical basis for the (de)stabilization of a given state of a protein

molecule. Perhaps the most primitive and potentially simplest function that a

protein engages in is high affinity molecular recognition. The formation of protein

complexes involves a complicated manifold of interactions that are diverse and

complex. This complexity is reflected in the difficulty of computing the energetics

of interactions involving proteins using molecular structure alone [18–20]. Indeed,

structure-based design of pharmaceuticals has been impeded by this barrier [21].

Here, we specifically focus on the role of protein conformational entropy in

modulating the free energy of the association of a protein with a ligand.

Expression of the total binding free energy emphasizes that the entropy of

binding is comprised of contributions from the protein, the ligand and the solvent:

ΔGbind ¼ ΔHbind � TðΔSprotein þ ΔSligand þ ΔSsolventÞ (1)

The free energy of binding (ΔGbind) and the enthalpy of binding (ΔHbind) can in

favorable cases be directly measured using isothermal titration calorimetry [22] and

the associated total binding entropy (ΔSbind) obtained by arithmetic. Unfortunately,

as (1) indicates, the molecular origins of these thermodynamic parameters remain

obscure. Views of associations involving proteins have largely been seen through

the lens of enthalpy owing to the richness of our knowledge of the structure of

proteins and their complexes, which helps reveal the details of the interactions

governing the enthalpy. In great contrast, the origin of the change in entropy

remains difficult to grasp as it inherently involves a manifold of states that the

protein, ligand, and solvent can occupy, each having its own probability for

existence. Historically, the contributions by solvent entropy to binding thermo-

dynamics have taken center stage and are usually framed in terms of the hydropho-

bic effect [23]. Hydrophobic solvation by water continues to be the subject of

extensive analysis [24, 25].
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In principle, the entropic contribution of a structured protein to the binding of a

ligand (ΔSprotein) includes both changes in its internal conformational (configu-

rational) entropy (ΔSconf) and changes in rotational and translational entropy

(ΔSRT) [26]. Equation (1) emphasizes that the measurement of the entropy of

binding does not resolve contributions from internal protein conformational

entropy. Arguments from fundamental theory [27] and observations from simula-

tion (e.g., [28, 29]) and experiment (e.g., [30, 31]) in the 1970s indicated that

proteins fluctuate about a structure closely similar to that observed by crystallogra-

phy and that these fluctuations could reflect significant residual conformational

entropy. Yet it is only recently that experimental methods and strategies have been

created to assess this and related ideas quantitatively.

Experimental measurement of ΔSconf has been difficult. During the past decade,

we and others have been developing NMR methods that serve to provide measures

of motion between different microscopic structural states and thus can act as an

indirect measure of or proxy for conformational entropy [32]. The idea is simple,

but extremely tricky to implement. However, as outlined below, solution NMR

spectroscopy has emerged as the most powerful experimental technique for

accessing protein motion in a site-resolved comprehensive manner. Motion

expressed on the sub-nanosecond time scale corresponds to significant entropy

[33, 34] and NMR relaxation methods are particularly well suited for its characteri-

zation [32]. As will be illustrated in detail below, this leads directly to the idea of

using measures of motion as a proxy for conformational entropy. Thus, detection of

motion segues into the issue of conformational entropy, though it is not obvious

how to employ measures of motion as a quantitative measure of conformational

entropy. Of course, one must first enable the site resolved measurement of internal

motion (disorder) of proteins.

2 Solution NMR Spectroscopy and Detection of Motion

Over the past two decades, solution NMR spectroscopy has emerged as a powerful

means for the site-resolved measurement of motion on an impressive range of time

scales in proteins of significant size [32, 35–37]. The breadth of available time

scales is daunting and leaves one asking where, with limited resources, one should

begin. Here we are ultimately most focused on those motions that express large

contributions to protein conformational entropy. Simple arguments suggest that this

should be largely manifested in the extremely fast motions corresponding to bond

vibrations and torsional oscillations, which generally occur on the nanosecond and

faster time scales [33]. Classical NMR relaxation phenomena allow access to this

time scale.

Very briefly, an ensemble of nuclear spins can relax from a non-equilibrium state

via a range of potential interactions. For example, the inter-nuclear dipole–dipole

interaction between spatially proximal hydrogens gives rise to the nuclear

Overhauser effect (NOE), which is likely familiar to the non-expert reader as a
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means to measure inter-atomic distances for the determination of molecular struc-

ture in solution. The strength of this interaction depends on the time average of the

distance between the nuclei and of the angle of the inter-nuclear vector with the

applied magnetic field. In favorable situations, such as when the two nuclei are

bonded, the distance dependence is effectively constant (though see [38, 39]) and

the interaction is temporally modified only by the change in the orientation of the

bond vector with respect to the magnetic field. Examples include the 15N–1H amide

bond and the 13C–1H bond in a variety of contexts such as in a methyl group. Other

nuclear spin interactions are perhaps more obscure to the reader and include

chemical shift anisotropy (CSA), which reflects the interaction of the nuclear spin

with the asymmetric distribution of electrons about it, and the electrostatic interac-

tion between the quadrupolar moment of a nucleus having a spin quantum number

of one or greater and the surrounding electric field gradient. In some cases, the

“interference” or “cross correlation” between different relaxation mechanisms can

offer insight into motion (e.g., [40–45]), though these approaches are not common

owing to a variety of technical limitations.

Relaxation of nuclear spins in liquid samples to an equilibrium distribution of

spin states is mediated by the fluctuation of local fields. Rapid molecular motions

impose time modulation on these local fields and it is through this dependence that

information about motion can be obtained. The theoretical treatment of the connec-

tion between motion and NMR relaxation phenomena is complicated. The inter-

ested reader is referred to a recent monograph on this and related subjects [46]. A

popular and very robust way of capturing the essential character of the motion that

gives rise to NMR relaxation phenomena of the type considered here is the so-

called model free approach of Lipari and Szabo [47, 48]. The various NMR

observables that can be measured can be generally expressed as linear combinations

of the so-called spectral density functions. The spectral densities are in turn defined

by the motion of the “interaction” vector within the protein. Consider a 13C nucleus

attached by a single 1H, i.e., in a CHD2 isotopomer. The deuterium nucleus has a

much weaker interaction than the 1H nucleus and its effects can be largely ignored

(though they are not in the final analysis). The motion of the 13C–1H interaction

vector (in this case along the rigid bond between them) can be described by an

autocorrelation function, which is simply the dot product of the interaction vector’s

orientation at some time t and its orientation at some time t0. The time dependence

will have two components: a contribution from the slower global tumbling of the

protein and an assumed faster component due to motion within the molecular

frame. In the simplest case, the Lipari–Szabo treatment leads to three parameters:

a correlation time for isotropic macromolecular reorientation (τm), an effective

correlation time (τe), and a measure of the angular disorder of the interaction vector

termed the squared generalized order parameter (O2).1 The order parameter by

definition ranges from zero to one, corresponding to complete isotropic disorder

1 Please note: to avoid confusion with entropy we will refer to the Lipari–Szabo squared

generalized order parameter as O2 rather than its original designation as S2.

A Surprising Role for Conformational Entropy in Protein Function 73



and complete rigidity of the interaction vector within the molecular frame, respec-

tively. It is this motional parameter that offers the potential to provide access to

statements about conformational entropy. The effective correlation time has a

strong technical definition that precludes its general use as faithful descriptor of

the time constant(s) for the underlying motion.

The Lipari–Szabo model-free spectral density has a very simple form:

JðωÞ ¼ O2τm
1þ ω2τ2m

þ ð1� O2Þτ
1þ ω2τ2

(2)

where τ�1 ¼ τ�1
m þ τ�1

e . The spectral densities are linearly combined as required by

the physics of the specific NMR relaxation mechanism to define an observable

relaxation (see [32] for illustrative derivations). For example, the longitudinal

relaxation rate (1/T1 or R1) of the
13C nucleus by a single bonded 1H nucleus is

given by:

R1 ¼ d2

4
½JðωH � ωCÞ þ 3JðωCÞ þ 6JðωH þ ωCÞ� (3)

where d2 is comprised of fundamental constants and the effective C–H bond length

and ωH and ωC are the resonance frequencies of 1H and 13C nuclear spins,

respectively. For each site of interest there are two unknowns (O2 and τe) plus
one global variable (τm) defining isotropic tumbling of the protein in solution. The

situation can become more complicated, of course. For example, the character of

the tumbling of the macromolecule may be anisotropic to some degree. This is

easily handled using appropriate diffusion equations and data filtering [49–52].

Similarly, specific instances may require (justify) more or less complex forms of

the model-free spectral density shown above [53]. Nevertheless, the experimental

prescription is clear: resolve relaxation data at n individual sites in a protein and

measure as many relaxation parameters (e.g., T1, T2, etc.) at as many magnetic fields

(to vary ωH, ωC) as needed to provide a robust determination of the 2n + 1 (in the

case of isotropic macromolecular tumbling) parameters.

Several key steps were required to enable the comprehensive use of NMR

relaxation phenomena to characterize the internal motion of proteins of significant

size. The advent of multidimensional NMR spectroscopy provides a means to

resolve literally hundreds of probe sites for motion in proteins. Sophisticated

isotopic labeling schemes have been introduced to simplify the complexity of the

NMR relaxation as much as possible in order to make its measurement and

subsequent analysis more robust (e.g., [54–60]). Generally, the strategy is to reduce

the number of relaxation mechanisms (interactions) as much as possible. Finally,

the cornerstone was the development of NMR experiments that prepared “pure”

NMR observables of NMR relaxation that could be directly interpreted. Lewis Kay

and colleagues are largely identified with the development of the NMR machinery

necessary to measure 15N [61, 62], 2H [63, 64], and 13C [65] autorelaxation in

proteins. More recently, Tugarinov and coworkers have extended the number of
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deuterium relaxation experiments that provide a context for extracting even more

fundamental relaxation rate constants at a single magnetic field [66]. Notable

contributions for implementing 13C relaxation in the context of proteins came

from Torchia and colleagues in their unraveling of the complexity of this particular

mechanism of relaxation [67]. Finally, computational strategies were needed to

extract confidently the desired model-free parameters [53, 68, 69].

The basic experimental strategy is outlined for methyl carbon relaxation in

Fig. 1. To make this particular situation as simple as possible, the interaction of

the methyl carbon is restricted to a single bonded 1H. This is arranged by expression

Fig. 1 Observation of carbon relaxation in proteins. (a) Protein is expressed during growth on
13CHD2COOD pyruvate in D2O. Most methyl groups are selectively labeled with 13C [57] as a

mixture of deuterium isotopomers [67]. (b) The appropriate 13CHD2 methyl isotopomer is selected

during preparation of magnetization which (c) allows longitudinal and transverse relaxation to be

measured in an otherwise deuterium background [65]. See [32] for further details
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of the protein of interest during growth on randomly partially deuterated
13C3-pyruvate as a general carbon source [57] or with unlabeled glucose and

appropriately labeled metabolic precursors for valine, leucine, and isoleucine

[59]. Protein expression is carried out in “100%” D2O to ensure elimination of 1H

spins at non-methyl sites in the protein [67].

Proteins produced in this manner are largely deuterated with selective 1H and
13C labeling in methyl groups. The methyl groups are mixtures of isotopomers (i.e.,

CD3, CHD2, CH2D, CH3). Only the three carrying at least one hydrogen are

observed in the two-dimensional 1H–13C chemical shift correlation spectrum

(Fig. 1). The three observed isotopomers give crosspeaks that are at slightly

different positions in the spectrum. The appropriate isotopomer, in this case the

CHD2, is selected by spectroscopic manipulation [65]. The NMR relaxation exper-

iment is designed to follow the return of a particular type of magnetization from a

non-equilibrium state back to equilibrium. For carbon relaxation in proteins, longi-

tudinal and transverse relaxation processes are most useful and are likely familiar to

the non-specialist reader as “T1” and “T2” relaxation, respectively. The NOE is not

so useful in the context of carbon relaxation in proteins of significant size since this

observable reaches a limit as molecular tumbling slows. The relaxation process at a

given methyl is quantified by the variation of the intensity of the corresponding
1H–13C cross peak with the relaxation time period (Fig. 1). The variation of the rate

of relaxation across sites in the protein reveals corresponding differences in the

underlying dynamics.

3 Fast Motion in Proteins Observed by NMR Relaxation

For technical reasons alluded to above, the primary probes of fast ps–ns motion in

proteins have been the amide N–H bond and the C–H bond in methyl groups. Here

“fast” is defined by processes occurring on time scales significantly shorter than the

macromolecular tumbling time of the protein in solution, which is generally on the

order of 50 ns or less in the context of current studies. The 15N experiments are

relatively straightforward and there are literally hundreds of studies of proteins

spanning a significant range of topologies and contexts [36]. The view of the

backbone provided by amide 15N relaxation is generally unimpressive with uni-

formly high order parameters (rigidity) in regions of large elements of regular

secondary structure (i.e., beta sheets, helices), which are bounded by the termini

and intervening loops, turns, and sections of irregular structure having significantly

larger amplitude motion [36]. Changes in functional state generally have small and

often quite subtle effects on the backbone of the protein. Overall, the polypeptide

chain appears largely to be a relatively rigid scaffold. Most of the dynamic response

in the ps-ns time regime to changes in functional state is seen to reside in the side

chains [32]. Observation of methine and methylene carbon hydrogens is compli-

cated by the difficulty of appropriate labeling [55, 56, 70]. For probing the motion

of methyl-bearing amino acid side chains, deuterium relaxation is preferred due to
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the purity of the source of its relaxation [32]. However, again for technical reasons,

this approach is largely restricted to proteins smaller than ~25 kDa due to the effects

of slow macromolecular reorientation in solution. For larger proteins, carbon

relaxation methods prove to be the most robust though preparation of the samples

and analysis of the data is somewhat more involved [67, 71]. The motion of methyl-

bearing side chains in several dozen proteins have been studied in comprehensive

detail using these methods [32]. Though sometimes obscured due to limited sam-

pling in small proteins, three types or classes of motion of methyl-bearing side

chains have been revealed by the distribution of methyl symmetry axis

Lipari–Szabo order parameters [32]. The so-called J-class is centered around an

O2
axis value of ~0.35 and involves motion of the methyl group between rotameric

wells, leading to averaging of the associated J-coupling. The α-class is centered

around an O2
axis value of ~0.65 and has smaller contribution from motions that lead

to rotameric interconversion and generally reflects large amplitude motion within a

single rotameric well. The ω-class is centered around an O2
axis value of ~0.85 and

has highly restricted motion within a single rotameric well that is somewhat

reminiscent of the uniform rigidity of most backbone sites.

What is fascinating about these classes of motion is that their distribution in

individual proteins can be quite variable (Fig. 2). The significant variation in the

effective amplitude of motion through the protein matrix is perhaps somewhat

counterintuitive. For example, restriction of motion is not strongly correlated

with the depth of burial and other simple structural features [32]. Clearly, the

“rules” for motion in proteins remain to be fully understood.

4 Motional Proxy for Conformational Entropy

Some time ago Akke and coworkers [75] introduced a theoretical scheme that

provided a parametric connection between motion captured by NMR relaxation

and the thermodynamic parameters of an ensemble of motional probes. This is

Fig. 2 Histograms of the distribution of squared generalized order parameters of methyl group

symmetry axes (O2
axis) in (a) the complex of calcium-saturated calmodulin and a peptide derived

from the calmodulin-binding domain of the smooth muscle myosin light chain kinase [72], (b)

flavodoxin [73], and (c) α3D, a protein of de novo design [74]. Lines are best fits to a sum of three

Gaussians. Taken from Igumenova et al. [32]. Copyright American Chemical Society
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directly revealed by the formal definition of the Lipari–Szabo squared generalized

order parameter [47]:

O2 ¼
ð ð

peqðΩ1ÞP2ðcos θ12ÞpeqðΩ2ÞdΩ1 dΩ2 (4)

where Ω1 and Ω2 represent separate orientations (states) of the NMR interaction

vector, peq is the corresponding probability of each state, and P2 the second order

Legendre polynomial of the cosine of the angle θ12 between the two states. Clearly,
the explicit consideration of the probability of the various states accessible to the

NMR relaxation probe provides a direct connection to the partition function

governing the ensemble. Hence, in principle, one can have access to the fundamen-

tal thermodynamic parameters of the ensemble through the usual relations. How-

ever, this approach requires a specific model (potential energy) for the motion in

order to make the parametric connection between what can be measured (O2) and
what is desired (S).

Adopting this idea, we [34] and Yang and Kay [76] used the simple harmonic

oscillator and diffusion in an infinite square well potential, respectively, to illustrate

the parametric relationship between the Lipari–Szabo squared generalized order

parameter (O2) and entropy (S). The uses of motion as a proxy for or as an indirect

measure of conformational entropy and some of the fundamental issues associated

with this strategy are illustrated in Fig. 3. Consider an amino acid side chain with a

single degree of motional freedom such as a point about which the side chain can

pivot. Three different simple potentials based on the angle of the pivot are

illustrated in Fig. 3. The square well potential has an infinite barrier set at some

fluctuation angle. This potential corresponds to free diffusion in a cone, which has

an analytical expression relating the Lipari–Szabo order parameter to the

corresponding entropy [76]. This infinite square well potential is somewhat unreal-

istic as it does not express thermodynamic some properties such as heat capacity,

which are an essential descriptor of protein molecules [77].

Also illustrated in Fig. 3 are the classic quadratic harmonic oscillator and its

stiffer sixth power colleague, which do have the ability to represent a broader range

of thermodynamic attributes of proteins in this context [75, 78]. The family of

potentials of Fig. 3 gives entropies that are off-set from each other. Given the

persistent uncertainty of the precise nature of the potential governing protein

motion, the determination of absolute entropy is generally not possible. Fortu-

nately, as Fig. 3 also indicates, the dependence of the slope (i.e., dS/dO2) is

relatively insensitive to the nature of the underlying potential. Thus differences in
entropy obtained from differences in measures of motion seems to be possible [34].

Thus the “dynamical proxy” for entropy would appear to be useful for analysis of

changes in motion corresponding to variation of the Lipari–Szabo order parameter

between ~0.1 and ~0.9 even in the presence of a possible change in the underlying

potential energy function upon a change in state (e.g., a binding event, pressure and

temperature change, etc.).
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Fig. 3 The dynamical proxy for entropy. (a) Various simple potential energy functions governing

the behavior of an attached NMR relaxation “spy”. Shown are the infinite square well potential

(SW) with an angular barrier of 1 radian, the simple harmonic oscillator potential with a quadratic

dependence on the excursion angle (θ2) and its sixth-power cousin (θ6). (b) Parametric

relationships between the various potentials and the corresponding Lipari–Szabo squared

generalized order parameter. See [34, 75, 76, 78] for further explanation and examples
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In an approach that we term an “oscillator inventory,” a simple prescription is used

to estimate changes in conformational entropy from changes in protein internal

motion: (1) measure as many differences in Lipari–Szabo order parameters between

two states of the protein as possible; (2) look-up the corresponding changes in entropy

(i.e., using the type of relationship shown in Fig. 3); and (3) take the differences and

simply add them up. There are many legitimate objections to this approach, including

concerns about correlated motion, incomplete sampling, validity of the potential, the

dependence of the observed relaxation on the geometric details of the motion, etc., all

of which can potentially compromise the interpretation [32].

Despite the obvious limitations of the “oscillator inventory” approach, it has led to

observations that promote the general idea that ligand binding to proteins produces

significant changes in internal motion that, in turn, correspond to significant changes

in conformational entropy (e.g., [72, 79–85]). We have used calmodulin and its

multitude of binding partners as a model system to investigate the role of confor-

mational entropy in high affinity association of proteins [86]. Calmodulin is central to

calcium-mediated signal transduction pathways of eukaryotes [87] and interacts with

hundreds of proteins with high affinity [88]. The structures of the calmodulin

complexes generally follow a “hot dog in a bun” type of topology where the two

globular domains of calmodulin collapse around the target calmodulin-binding

domain, which forms an amphiphilic helix that is largely sequestered from solvent.

Calmodulin-binding domains are generally 20–30 residue sequences characterized by

enrichment in basic and hydrophobic residues [88]. This system is particularly

amenable to deuterium methyl relaxation experiments [32, 72, 78, 86, 89, 90].

As shown in Fig. 4, methyl probes are distributed throughout the calmodulin mole-

cule. The target domains also have strong representation by the methyl-bearing

amino acids [89].

Fig. 4 Ribbon representation of the complex of calcium-saturated calmodulin and a peptide

corresponding to the calmodulin-binding domain of the calmodulin kinase I. Methyl groups of

calmodulin are represented as spheres and are shaded according to Lipari–Szabo order parameter

of the methyl symmetry axis (O2
axis) as determined by deuterium relaxation methods. Taken from

Frederick et al. [91]. Copyright American Chemical Society
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Using NMR relaxation measurements, we have shown that calcium-saturated

calmodulin (CaM) is an unusually dynamic protein that is characterized by a broad

range of the amplitudes (i.e., order parameters) of fast side-chain dynamics that are

redistributed upon binding of a CaM-binding domain of a regulated protein [72].

Particularly intriguing is the observation that the conformational entropy estimated

by the “oscillator inventory” approach correlated linearly with the overall entropy

of binding of a series of CaM-binding domains to CaM (Fig. 5) [86]. It must be

emphasized that there is no physical law that requires a linear correlation of a single

component of the total entropy (i.e., the conformational entropy) with the total

entropy. However, the persistence of such a linear correlation suggests a biological

origin: Nature employs conformational entropy in evolving toward the optimal free

energy of binding. To first approximation this makes sense if a primary selection

pressure for evolution of a protein–ligand interaction is the free energy of associa-

tion then all sources of entropy will be invoked, to the extent possible, to satisfy this

evolutionary demand.

5 Creation and Calibration of an “Entropy Meter”

A more recent approach is perhaps less assailable and more convincing than the

simple “oscillator inventory.” The idea is to subsume the various microscopic

concerns enumerated above and find an empirical calibration. Thus measures of

motion are used in a largely model-independent way, which thereby circumvents

Fig. 5 Application of the oscillator inventory approach to the calmodulin complexes. CaM

complexes with six natural target domains were employed. The change in conformational entropy

was estimated from the changes in methyl group symmetry axis squared generalized order

parameters measured by deuterium relaxation [86]. The simple harmonic oscillator model was

used. The linear correlation coefficient (R2) of conformational entropy vs the entropy of binding is

0.78. Adapted from Frederick et al. [86] with permission. Copyright Nature Publishing
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the microscopic details that are difficult to accommodate in a model-dependent

calculation. In a sense, we have simply created an “entropy meter,” analogous to

a thermometer. It is important to note that in this approach the motion of the

methyl group is used to sense its local surroundings. This relies on the coupling

of motion within the protein such that the “probe” methyl groups report on the local

disorder [90]. This is a critical change in perspective where the dynamical probe is

interpreted to reflect not only its own disorder but also the disorder of the

surrounding non-probe protein matrix. Thus, for the approach to work there must

be sufficient coupling between the motion of the probe and its surroundings and

there must be a sufficient density of probes to provide adequate coverage of

the protein.

5.1 Derivation of the Dynamical Proxy “Entropy Meter”

Making several simple assumptions regarding the nature of the free states so that

the solvation entropy can be calculated, one can obtain in this case [90]

ΔSconf ¼ m nCaMres � ΔO2
axis

� �CaM þ ntargetres � ΔO2
axis

� �target� �h i
þ ΔSother (5)

ΔStot � ΔSsolð Þ ¼ m nCaMres � ΔO2
axis

� �CaM þ ntargetres � ΔO2
axis

� �target� �h i
þ ΔSRT

þ ΔSother (6)

where ΔStot, ΔSsol, ΔSconf, ΔSRT, and ΔSother are the changes in total system

entropy, solvent entropy, conformational entropy, rotational-translational entropy,

and undocumented entropy, which is mostly solvent entropy from ion pair dissoci-

ation and solvation. The changes in side chain motion are assessed from changes in

methyl order parameters weighted by the number of residues in calmodulin (nCaMres )

and the target domains (ntargetres ). By postulate,ΔSconf is linearly related to the residue-
weighted change in the dynamics of the target domain and the protein (e.g.,

calmodulin) upon binding. Linearity is strongly supported by the simple

simulations illustrated in Fig. 3 [78]; “m” is the desired empirical scaling factor

relating changes in motion to changes in conformation entropy.

ΔStot is obtained from isothermal titration calorimetry. ΔSsol is obtained from the

change in accessible surface area revealed by the structures of free CaM and

the complexes. Despite some limitations of this particular system (see below), the

approach worked very well. Figure 6 shows the empirical calibration of the “entropy

meter” using five calmodulin complexes. The five complexes give an excellent linear

relationship (R ¼ 0.95) and a slope (m) of �0.037 � 0.007 kJ K�1 mol res�1.
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5.2 Quantitative Evaluation of Entropy in Molecular Recognition
by Calmodulin

The calibration of the “entropy meter” allows the contribution of conformational

entropy to the binding entropy to be evaluated quantitatively (Fig. 7). Scaling of

observed changes in dynamics in calmodulin to real entropy units provides, for the

first time, a quantitative statement of how changes in the conformational entropy of

a protein contribute significantly to the overall binding free energy of a

protein–ligand complex [90]. The basic result is striking: the conformational

entropy of calmodulin is a significant component of the free energy of binding of

the target domains. Indeed, the variation of the conformational entropy of calmod-

ulin effectively “tunes” the binding entropy [89].

It is important to point out that this first example of empirical calibration of a

dynamical “entropy meter” used a less than ideal system. First, access to the solvent

entropy of binding relied on the assumption that the free target domains

Fig. 6 Calibration of the dynamical proxy for protein conformational entropy. Simple consi-

derations lead to the prediction of a quantitative linear relationship between the total binding

entropy and the entropy of solvent to the conformational entropy by NMR relaxation parameters

derived from methyl bearing amino acids (see (6)). The dynamics of free CaM and six CaM

complexes were determined by deuterium methyl relaxation [89]. The lower CaM:CaMKKα(p)
datum is a clear outlier, likely due to residual structure in the free CaMKKα(p) peptide. The upper
CaM:CaMKKα(p) point results from a simple correction. Excluding the CaM:CaMKKα(p)
complex gives the regression line shown. The slope of �0.037 � 0.007 kJ K�1 mol res�1 allows

for empirical calibration of the conversion of changes in side-chain dynamics to a quantitative

estimate of changes in conformational entropy. The ordinate intercept is 0.26 � 0.18

kJ K�1 mol res�1. Reproduced with permission from Marlow et al. [89]. Copyright Nature

Publishing
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(represented as peptides) are fully solvated, i.e., completely random coil. This

enabled determination of the accessible surface area of the free peptide ligand. As

the CaMKKα(p) example illustrated, this is not always warranted. In addition, the

calculation of solvent entropy does not consider the creation (or removal) of

explicit charge. This is potentially an issue with the calmodulin complexes as

each contains intimate and buried ion pairs bridging the components. It is also

assumed that there are no differences in the contribution of rotation and conforma-

tional entropy to the binding free energy across the various complexes. Another

important assumption is that the entropy of the free ligand can be represented by the

dynamics of an unhindered methyl group. Undocumented variation in either

ΔSsolvent or ΔSRT or ΔSconf of the ligand would tend to scatter the points. Fortu-

nately, variation of these and other contributions assumed to be constant across the

complexes was not a factor [except in the case of the CaMKKα(p) complex].

Nevertheless, it is clear that similar efforts are most ideally carried out on a series

of complexes where ambiguity in solvation and rotational and translational entropy

Fig. 7 Decomposition of the entropy of binding of target domains to calcium-saturated calmodu-

lin. Based on (6) and the calibration of the dynamical proxy (see Fig. 6). Solid diamonds are the
solvent entropies calculated from the changes in accessible surface area and include the correction

resulting from the postulated hydrophobic cluster of the free CaMKα(p) target domain. The

uncorrected value is shown as an open diamond. No structure is available for the CaM:PDE(p)

complex so its solvent entropy cannot be calculated. Solid circles and triangles are the

contributions to the binding entropy by the conformational entropy of CaM and the target domains,

respectively. Solid squares are the contributions to the binding entropy not reflected in the

measured dynamics (see (6)), which is obtained from linear regression. Reproduced with permis-

sion from Marlow et al. [89]. Copyright Nature Publishing
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is less worrisome. An example of the former approach is shown in Fig. 6 where a

point mutant in CaM perturbs the thermodynamics of binding to provide a useful

calibration point.

Because the calmodulin complexes represent the first example of the empirical

dynamical entropy meter approach, it remains unknown whether or not the empirical

scaling constant is generally applicable. It would be surprising if the fundamental

nature of the protein molecule giving rise to the motional coupling underpinning the

approach would vary dramatically. Nevertheless, modest variation would seem

entirely possible and this issue awaits further exploration of additional systems.

5.3 Future Strategies

Though the first application of the empirical “entropy meter” approach employing a

dynamical proxy was apparently successful, the use of the calmodulin system

highlights several potential weaknesses. In the case of calmodulin complexes, the

predominant strategy was to compare complexes of different ligand target domains.

Though very similar in amino acid composition and size, this introduces uncertainty

in the assumption that changes in solvent entropy can be adequately calculated and

that rotational-translational entropy and other sources of entropy changes remain

constant across the complexes. An alternative and presumably less problematic

approach is illustrated by the lone mutant CaM complex examined (Fig. 6). By

using mutants distant from the protein–ligand interface to perturb the overall entropy

of binding (in part through perturbations of conformational entropy) one can carry out

a calibration with the same ligand. Furthermore, if mutants are carefully chosen to

avoid significant variation in structure then uncertainty in changes in rotational-

translational and solvent entropy will be largely avoided. Finally, it is not yet clear

how to combine different probe types. Though the simple averaging of different

methyl bearing amino acid dynamics gives impressive results, one anticipates that a

more sophisticated averaging reflecting the variation in degrees of freedom

associated with a given methyl group should be employed. This type of consideration

will be even more important as quite distinct dynamic probes are introduced (e.g., the

large aromatic ring systems) to ensure adequate coverage.

6 Implications for Enzyme Catalysis

Notwithstanding the uncertainty regarding the universality of the empirical linear

scaling between protein motion and conformational entropy, it is interesting to

speculate what the impact of conformational entropy might be in the catalytic

cycle of enzymes. Here we draw two examples from the literature: hen egg

white lysozyme (HEWL) and its interaction with a natural inhibitor and E. coli
dihydrofolate reductase (DHFR) and the transition from the binary complex to the

ternary Michaelis complex.
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6.1 Conformational Entropy and Inhibitor Binding to Lysozyme

HEWL was the first enzyme to have its three-dimensional structure determined by

X-ray diffraction [92] and has since served as a paradigm for a wide-range of

biochemical and biophysical studies. The double-displacement catalytic mecha-

nism proposed initially by Koshland [93] involving a covalent intermediate with the

substrate has supplanted [94] the long held Philips mechanism that centered on a

long-lived oxocarbenium ion intermediate [92]. Here we examined the thermody-

namics of the interaction of an inhibitory carbohydrate with HEWL. Lysozymes

catalyze the hydrolysis of β-(1,4)-linkages between N-acetylmuramic acid and

N-acetyl-D-glucosamine (GlcNAc) in peptidoglycans. Additionally, some

lysozymes, including that from hen egg whites, can cleave between GlcNAc

residues in chitodextrins such as chitin [95]. HEWL can accommodate up to six

GlcNAc residues of a chitin polymer, each binding in six sub-sites along a cleft of

the protein. Cleavage occurs at the linkage between the GlcNAc residues occupying

the third and fourth subsites [94, 96] and thus does not readily occur with molecules

consisting of only one (GlcNAc), two (chitobiose), or three (chitotriose) GlcNAc

residues [97, 98]. These smaller molecules do, however, bind with reasonable

affinity (Kd~10
�4 to 10�6 M) [98, 99] and therefore act as natural competitive

inhibitors. Using isothermal titration calorimetry, the binding of both chitobiose

and chitotriose to HEWL has been found to be enthalpically driven over a wide

range of temperatures [98]. The extent of the contribution from conformational

entropy manifested as fast internal motion of the protein, however, is unclear, as

indicated by (1). To examine this issue, we have recently carried out a compre-

hensive characterization of the sub-nanosecond time scale dynamics of the back-

bone and of the methyl-bearing side chains of HEWL in the apo state and in

complex with chitotriose [100].

The fast sub-nanosecond dynamics of the backbone and the side chains were

characterized using 15N- and 2H-methyl relaxation, respectively [100]. From the

point of view of fast methyl-bearing side chain dynamics, HEWL is an unusually

rigid protein in both its free and chitotriose complexed states. Of proteins that have

been examined in this way, only those having high affinity cofactors (flavodoxin) or

covalently attached prosthetic groups (cytochrome c and c2) have comparable

general rigidity [73, 101, 102]. There is no distinct spatial clustering of rigidity or

flexibility in the molecular structure of either the free protein or its binary complex

with chitotriose.

The response of the side chain motion to chitotriose binding is complex and

heterogeneous, with some sites increasing the amplitude of their motion while others

are decreased. Interestingly, a significant number of relatively rigid methyl-bearing

side chains of the apo state effectively become completely immobile upon binding of

the ligand. These residues form a contiguous grouping that spans the core of the

protein including the two catalytic residues. This core of rigidification is capped by

residues that are released from an effectively rigid state in the apo state to become

more dynamic upon binding chitotriose (Fig. 8). This study appears to shed light on
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a cooperatively formed rigidified core contacting HEWL’s catalytic residues and

capped by two sites that become markedly more flexible on either end. The changes

in methyl axis squared generalized order parameters across the molecule average to

nearly zero (ΔO2
axis ¼ +0.019 � 0.004). If it is assumed that the empirical scaling

between changes in motion and the corresponding changes in conformational entropy

determined for the calmodulin complexes [89] is applicable, then by averaging over

the entire lysozyme protein and scaling the resulting average change in ΔO2
axis with

the empirical constant of �0.037 � 0.007 kJ mol res�1 K�1 one estimates that the

response of lysozyme to binding of chitotriose corresponds to +28 � 8 kJ mol�1

at 308 K.

6.2 Conformational Entropy and Dihydrofolate Reductase

Dihydrofolate reductase (DHFR) is a ubiquitous enzyme found in all organisms.

It catalyzes the hydride transfer reaction converting dihydrofolate (DHF) to

tetrahydrofolate using NADPH as its reducing cofactor. This enzyme is solely

responsible for the cellular supply of THF, which serves as an essential metabolic

precursor for DNA biosynthesis [104]. The catalytic cycle involves five inter-

mediates, all of which involve at least one bound ligand. Following the hydride

transfer step, the protein undergoes a conformational change in an active site loop

Fig. 8 Apparent cooperative rigidification of HEWL upon binding chitotriose. The backbone of

the HEWL crystal structure [103] (PDB code 1LZB) is rendered as a ribbon and the chitotriose is

shown as a stick figure. Atoms of residues whose methyl groups are effectively rigid in both the

apo and complexed states (light) or become effectively rigid in the complexed state (dark) are
shown as spheres. The atoms of residues whose methyl groups are effectively rigid in the apo state

and become dynamic in the complex and cap the residues that are rigid in the bound state are

indicated with arrows. The catalytic amino acids E35 and D52 are also labeled. Taken from

Moorman et al. [100] with permission. Copyright Wiley-Blackwell and the Protein Society

A Surprising Role for Conformational Entropy in Protein Function 87



referred to as the Met 20 loop (Fig. 9). This loop moves from the closed state, in

which it shields the reactants from solvent, to the occluded state, where the nicotin-

amide ring of NADPH is blocked from the active site. Two other proximal loops, the

F–G and G–H loops, stabilize the two states of the Met 20 loop through hydrogen

bonding interactions [104]. The dynamics of these loops appears to play an important

role in catalysis [105]. Studies of sub-nanosecond side chain dynamics of DHFR have

also been performed and show significant changes in methyl order parameters during

different stages of the catalytic cycle [106]. An interesting example impacts our

understanding of the role of conformational entropy during the catalytic cycle.

Wright and coworkers [106] determined the Lipari–Szabo methyl symmetry axis

order parameters of E. coli DHFR ternary complex with NADP+ and folate, which is

a generally accepted model for the DHFR�NADPH�dihydrofolate Michaelis com-

plex. Lee and coworkers [107] have carried out a similar study of the DHFR�NADPH
binary complex. Though done under slightly different experimental conditions (T,

pH, buffer), the average change inO2
axis of about þ0.02 on going from the binary to

the ternary complex combined with the scaling constant of Marlow et al. [89]

suggests that an unfavorable reduction in entropy of ~0.1 kJ mol�1 K�1 in confor-

mational entropy of DHFR accompanies binding of dihydrofolate to form the ternary

DHFR�NADPH�dihydrofolate complex. This would correspond to a very unfavorable

contribution to the free energy of dihydrofolate binding of roughly +30 kJ/mol�1 at

300 K. This result begins to suggest that conformational entropy can have significant

impact in the interconversion of kinetic intermediates during enzyme catalysis.

7 Conclusions

The application of NMR relaxation to fundamental issues in enzymology is now

reaching into the thermodynamic origins of enzyme catalysis. The development of

powerful experimental strategies now allows for the measurement of fast internal

Fig. 9 Ribbon diagram of the

E. coli DHFR enzyme in

complex with NADP+ and

folate. Drawn with PyMol

(Schrödinger, Portland,

Oregon). Based on PDB code

1RX2 [108]
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dynamics of proteins in various functional states and contexts. The experimental

and analytical strategies needed to employ measures of motion as a proxy for the

underlying conformational entropy of proteins have begun to mature. Tantalizing

new features of both protein motion and the role of conformational entropy in

protein function are emerging. Indeed, in the few examples of ligand binding to

enzymes studied to date, the role of conformational entropy in defining the energet-

ics of product release appears significant and warrants further detailed examination

of other systems. It seems clear that these types of insights are likely not only to

impact our general understanding of enzymatic function but also to assist in the

more robust design of pharmaceuticals directed against them.
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the LID Domain Mediates Substrate Binding

to Escherichia coli Adenylate Kinase:

Function Follows Fluctuations

Travis P. Schrank, James O. Wrabl, and Vincent J. Hilser

Abstract Proteins exist as dynamic ensembles of molecules, implying that protein

amino acid sequences evolved to code for both the ground state structure as well as

the entire energy landscape of excited states. Accumulating theoretical and experi-

mental evidence suggests that enzymes use such conformational fluctuations to

facilitate allosteric processes important for substrate binding and possibly catalysis.

This phenomenon can be clearly demonstrated in Escherichia coli adenylate kinase,
where experimentally observed local unfolding of the LID subdomain, as opposed to

a more commonly postulated rigid-body opening motion, is related to substrate

binding. Because “entropy promoting” glycine mutations designed to increase

specifically the local unfolding of the LID domain also affect substrate binding,

changes in the excited energy landscape effectively tune the function of this enzyme

without changing the ground state structure or the catalytic site. Thus, additional
thermodynamic information, above and beyond the single folded structure of an

enzyme–substrate complex, is likely required for a full and quantitative understand-

ing of how enzymes work.
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1 Introduction: The Invisible Excited State Energy Landscape

Is Generally Important for Enzyme Allostery and Function:

Is This Knowledge Relevant to Understanding Escherichia
coli Adenylate Kinase?

1.1 An Emerging Relationship Between Protein Conformational
Fluctuations and Enzymatic Function

Enzymes are ubiquitous catalysts for the chemical reactions of life [1–3]. In disease

states resulting from altered chemistry, enzymes are often the targets of bioactive

compounds and commercially available pharmaceuticals. As such, the fundamental

importance of detailed and predictive understanding of enzymatic function is

generally critical to the effectiveness of medicine as well as increased knowledge

of the underlying biology. Much progress has been made in understanding the

structure and mechanism of some enzymes, currently culminating in the ability to

alter rationally function in limited favorable cases [2–4]. One outstandingly unique

example of the successful application of understanding is the fully computational

design of a novel enzyme [5].

Such progress has been incrementally achieved, building on more than a century

of studies focused on enzyme reaction kinetics and the thermodynamic properties

of enzyme–substrate interactions [6]. However, a predictive chemical and physical

understanding of such parameters is limited, with insights being gained mostly from
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biological investigations of enzymatic adaptation [7, 8]. The present inability to

modulate consistently and rationally classical enzymological observables by muta-

tion highlights the true dearth of our collective understanding of such basic

phenomena.

An emerging consensus in the field is that the lack of understanding of native

state conformational fluctuations (i.e., dynamics) is at least one of the critical

barriers to the physical understanding of enzymatic function [9]. Of late, numerous

investigations have taken up this challenge [10–14]. Accepting this consensus,

however, much remains unknown concerning the nature of the ensemble of

interconverting functionally relevant conformations and the transition states

governing the kinetics of these interconversions [15, 16].

1.2 Insights into Proteins from Investigating Conformational
Fluctuations in the Native State Ensemble

One approach to addressing this issue (and the one adopted by our laboratory) has

been to consider the functionally relevant native state of an enzyme to be

approximated by the set of all possible equilibrium microstates generated by

local unfolding of the protein [17–19]. The approach has proved to be successful

in recapitulating, and in several cases quantitatively predicting diverse and seem-

ingly unrelated properties of protein native states, including hydrogen exchange

protection factors [20], allosteric communication between domains [21, 22], and

global stability effects of pH [23] and denaturant [24].

Importantly, these investigations have given credence to the non-intuitive possi-

bility that an ensemble of mostly folded (but containing segments that are highly

disordered) states, experimentally indistinguishable from the equilibrium local

unfolding model used in our theoretical approach, may indeed be critical for

enzyme function and adaptation. The importance of these observations is twofold.

First, important processes such as allostery can occur in the absence of a pathway of

intraprotein communication that can be gleaned from analysis of the high resolution

structure [21, 22, 25, 26], a strategy that dominates the biophysical analysis of

function. Second, and equally important, changes in function can be modulated by

changing the stability in different parts of the molecule, independent of the nature

of the change, a phenomenon that is exemplified by the ability of surface mutations,

for example, to modulate activity [27, 28]. As a consequence, the susceptibility of

functional changes will be heterogeneously distributed throughout the protein in a

way that may stand counter to intuitive notions of work being propagated in a

mechanical way through the protein [29].

With regard to fluctuations and enzyme function, a still rich set of studies by

Somero and colleagues [8, 30] has demonstrated the importance of enzyme confor-

mational fluctuations through purely evolutionary considerations. In general, these

studies have illuminated the amazing ability of enzymatic adaptation to recapitulate
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precisely the homeostatic Km and kcat at a wide variety of physiological

temperatures. Intuitively, this process of adaptation may be imagined to involve

point mutations that preserve similar active site structure in order to preserve the

chemical function. Somero’s seminal contribution was the discovery of glycine

(Gly) point mutations in lactate dehydrogenase that served to adapt the enzyme to

psychrophilic conditions [8]. Indeed, these mutations were located outside the

active site, suggesting conserved ground state structure and chemistry. Such

mutants were hypothesized to function by adding more conformational entropy to

the native state ensemble, implying that conformational states other than the ground

state structure conferred the temperature adaptation. Given these observations, the

natural questions then become: which conformational states besides the ground

state are functionally relevant, and how can these invisible excited states be studied

without affecting the catalytic activity of the ground state?

Inspired by such questions, our group has been working towards a comprehen-

sive understanding of the native state of enzymes, and proteins in general, as the

Boltzmann statistically weighted set of all possible conformational states of local

unfolding. In the extreme cases, local unfolding of all residues within all states is

equivalent to global unfolding of the molecule, and no local unfolding within any

state is equivalent to a single ground state conformation, such as the X-ray crystal

structure. In our view, quantitation of the populations of conformational states that

exist between these two extremes, which have been largely ignored in most other

work, turn out to be crucial for understanding how enzymes may function, adapt,

and evolve [31]. In the following chapter we elaborate on experimental results [27]

that document local unfolding in the native state ensemble of adenylate kinase (AK)

and the implications thereof for biological function (substrate binding and possibly

catalysis) and evolutionary adaptation [28].

1.3 Domain Structure of Adenylate Kinase: How Relevant
Is the LID Domain to Structure and Function?

AK has been studied in detail for decades by many groups, and much is known about

its structure, function, chemical kinetics, and taxonomy [11, 32–38]. AK catalyzes

the reversible Mg2+ dependent phosphoryl transfer reaction ATP + AMP $ 2ADP

[39], and consequently plays a primary role in maintaining proper cellular energy

balance.

The enzyme has a structure composed of up to three domains: a “CORE” domain

important for overall stability, which also contains the catalytic residues critical to

phosphoryl-transfer, an “AMPbd” domain containing the AMP and ATP substrate

binding sites, and an optional “LID” domain that increases catalytic efficiency by

covering the binding sites (Fig. 1a). Although the known structures document

conformational heterogeneity of the LID domain (Fig. 1b), central to most experi-

mental interpretations [11, 12, 32] and computational simulations [40–46] are

Conformational Heterogeneity Within the LID Domain Mediates Substrate. . . 99



X-ray crystal structures of an “open” state [33] where the LID domain is away from

the AMPbd domain and a “closed” state [34] where the LID domain closely

contacts the AMPbd and CORE domains, enclosing substrate (Fig. 1c). In particu-

lar, most computational work treats the reaction coordinate of AK as a hinged rigid-

body movement between the open and closed states. As will become clear in the

Fig. 1 Domain structure and conformational heterogeneity in E. coli adenylate kinase [AK(e)].

(a) The enzyme is composed of three domains: a CORE domain (blue, residues 1–28, 73–112,
177–214, PDB ID 4AKE), a AMPbd domain (green, residues 28–72), and a LID domain (red,
residues 113–176). (b) Multiple superposition of various known apo structures of AK

demonstrating conformational heterogeneity of the LID. PDB structures 1AK2, 1E4V, 2AR7,

2RH5, 2XB4, 3GMT, 3NDP, each pairwise superimposed on 4AKE, the AK(e) structure are

displayed. Helices are colored red, strands yellow, and loops green. Optimal pairwise

superpositions of each structure with apo AK(e) (PDB ID 4AKE) were performed with

TM-align [70] and displayed with pyMOL (Schrödinger, Inc., New York). (c) Commonly assumed

“open” and “closed” structures of AK(e), based on PDB structures 4AKE and 1AKE, respectively.

Coloring is identical to (a)
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following analysis, our experimental data [27, 28] directly challenge this popular

interpretation for the Escherichia coli form of the enzyme, AK(e).

While not frequently addressed, taxonomic evidence also calls into question

the importance of rigid-body LID movement for the reaction proper. Comparison

of amino acid sequences and crystal structures for AK from many species

demonstrates that the LID domain is not essential for a functional enzyme

[38, 47]. Although there are exceptions, notably for mitochondrial AK [37], an

organizing trend in these data is that eukaryotic AKs lack some or the entire LID,

while prokaryotic forms contain the LID (Fig. 2). Thus, an interesting speculation is

that an optional LID domain is an evolutionary innovation, of marginal importance

for catalytic function per se but of great importance for regulation or “fine-tuning”

of the existing function. In other words, the rigid opening and closing of a catalyti-

cally non-essential LID, the focus of so much computational attention, may not

necessarily be investigating the most biologically important adaptation. This pro-

posal is firmly supported by the experimental evidence for functionally relevant

local unfolding in AK(e), described below.

Fig. 2 Well known diversity of homologous AK amino acid sequences: “short” and “long” forms.

All adenylate kinase structures were retrieved from the Protein Data Bank (PDB) [71]. Amino acid

sequences corresponding to each structure were extracted and clustered at 60% identity using the

CD-HIT webserver [72]. Representatives from each cluster were aligned using PROMALS3D [73]

and colored with CHROMA [74]. Locations of structural helices are marked with red cylinders
and strands by blue arrows. Prokaryotic or eukaryotic mitochondrial and chloroplast sequences are

indicated by cyan and eukaryotic cytosolic sequences by green. Domain structure referred to in

Fig. 1a is labeled. Sites of three “entropy-promoting” valine to glycine mutations in the LID

domain of AK(e), discussed in detail later in the text, are indicated by red circles
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2 Revealing an Enzyme’s Invisible Excited State Energy

Landscape: Deploying Surface Glycine Mutations as

Selective Probes Decoupling the Ground State from

Temperature-Dependent Fluctuations

2.1 A Creative Mutation Strategy Based on Entropic
Stabilization of Excited Conformational States

In order to investigate how similar native state conformational fluctuations are to

unfolding reactions, and to uncover the functional significance of such local

unfolding for binding or catalysis, consider the following set of experiments

designed to amplify and examine fluctuations in AK(e). The goal of this mutation

strategy was to probe selectively the conformational manifold of states that com-

prise various states of the LID domain, in search of states that both resemble local

unfolding and are relevant to substrate binding. To accomplish this goal, point

mutations were carefully chosen to promote excited states without disturbing the

structural or catalytic properties of the fully folded ground state. As discussed

above, this mutation strategy could be considered an in vitro reflection of a natural

strategy observed in the functional adaptation of lactate dehydrogenase [8].

In principle, the energetic promotion of unfolded or excited states could be

affected purely by changes in the denatured state itself, with no energetic or

structural perturbation to the folded conformation. A good example of this principle

is the thermodynamic mechanism by which denaturants destabilize protein folds

[48]. Urea, for example, stabilizes both the native and denatured states of proteins in

water. The apparent destabilization of the folded conformation results from the

greater stabilization of the denatured state, due to the much larger amount of surface

area exposed therein [48]. To effect such a change by point mutation, the specific

properties of amino acids that are greatly expressed in the denatured state and

weakly expressed in the folded state must be considered. In the denatured state,

peptides quasi-randomly search through available conformational degrees of free-

dom because of the presence of many rotatable bonds. The restriction of this

conformational freedom is manifest as the large unfavorable entropy of protein

folding [49]. The beta-branched amino acids valine (Val) and isoleucine (Ile) are

known to have a relatively small decrease in conformational entropy upon

unfolding, due to steric collisions of their bulky side chains in the denatured state

[49, 50]. The absence of a side chain in Gly, on the other hand, results in a

comparatively large increase in the conformational entropy of unfolding [49].

Therefore, Val to Gly point mutations should, in principle, decrease the stability

of a protein’s folded structure by increasing the conformational entropy of the

denatured state.

Unlike structure-based mutagenesis that stabilizes or destabilizes multiple

interactions within the folded state of a protein, one advantage of this selective

denatured state approach is that the expected stability change can be quantitatively
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estimated. Moreover, as the change is entirely due to conformational entropy, the

stability change can actually be accurately simulated using a conceptually simple

algorithm based on hard-sphere collision of atomic radii and well known geometric

features of polypeptides such as bond lengths and angles [28, 51, 52]. Such a

simulation was performed for pairs of unstructured host pentamers in which the

central residue was either Gly or not-Gly (e.g., Ala or Val). An ensemble of

denatured state conformations was constructed for each pentamer by sampling a

uniform distribution of φ and ϕ torsions ntest times and retaining only those nallowed
conformations that did not sterically clash [28]. Then, the ratio of available confor-

mational space for each pentamer was calculated as described previously [53]:

ΩAla�Gly ¼ ½nallowed;Ala=ntest;Ala�½nallowed;Gly=ntest;Gly� (1)

The expected change in entropy could then be estimated through the expression

[53]

ΔΔSAla�Gly ¼ �R ln½ΩAla�Gly� (2)

According to this analysis, the conformational entropy difference obtained when

Ala is mutated to Gly is 2.2 cal/(mol K) (Table 1), a value similar to that measured

from calorimetric protein unfolding experiments (2.3–2.7 cal/(mol K) [49]).

Simulations involving Val result in an even larger gain of entropy (Table 1). For

this latter mutation, the difference is approximately 0.9 kcal/mol at 25�C. In short,

these studies reveal that mutations either from Ala or Val to Gly can affect the

conformational entropy of a disordered state by almost 1.0 kcal/mol, even if the

change does not affect the stabilizing non-covalent interactions in either state. This

observation can be put to use in the search for locally unfolded states in AK(e).

Having a substantial expected entropy change, Val to Gly mutations at various

surface exposed positions in the AK(e) LID domain were selected for experimental

test. As discussed, this type of mutation would be expected to increase the confor-

mational entropy associated with unfolding this region of the protein, if indeed

locally unfolded states were already significantly populated in the native state

ensemble. Several objective criteria were defined for selecting mutation positions,

such that the expected energetic effects would exclusively perturb the denatured

state conformational entropy rather than the folded protein structure. These criteria

Table 1 Simulation of the relative conformational space available upon glycine mutation in a

disordered peptide

Host–guest pentapeptide pair ΩX-Gly ΔΔSX-Gly (cal/(mol K))

[AAAAA]–[AAGAA] 3.03 2.20

[AAVAA]–[AAGAA] 4.28 2.89

All simulations were performed using MPMOD software [28, 51, 52]. Equal probabilities were

assumed for all valine rotamers. Atomic radii were taken from published values [76–78]
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were (1) the side chains of the mutated residues were highly surface exposed,

involving no or few intermolecular contacts, (2) the side chains did not contain

charged or polar groups that might contribute to important hydrogen bonds or long-

range electrostatics, and (3) the mutated residues were at least 8 Å distant from the

active site, thus ensuring no contact with ligand. Ideally, such a strategy would be

expected not to disturb any stabilizing contacts in the folded structure, not to disturb

any contacts between enzyme and ligand, and not to disturb essential catalytic

chemistry. Thus, it was also expected that little or no perturbation would occur to

the structure of the bound complex. Although other positions in the AK(e) LID

domain could potentially satisfy these requirements, three positions were selected

for further study: Val 135, Val 142, and Val 148 (Fig. 3). These three surface

exposed valines were experimentally mutated to Gly.

2.2 Entropy Promoting Mutations Do Not Perturb the Enzyme
Ground State Structure of AK(e)

Did the entropy-promoting mutations actually preserve the ground state structure of

AK(e)? Careful comparison of X-ray structures of the wild-type enzyme bound

complex with the mutant V148G bound complex, demonstrates an affirmative

answer to this question. Such a detailed comparison was possible due to the

fortunate crystallization of both systems in the same (P2,2,2) space group and

asymmetric unit. The all-atom RMSD between wild-type and mutant structures is

quite small, approximately 0.2 Å. This value was, surprisingly, less than the

approximately 0.4 Å RMSD obtained between the two distinct molecular copies

Fig. 3 Three surface exposed

valine to glycine entropy

promoting mutations in the

AK(e) LID domain. Domain

colors are as given in Fig. 1a.

The locations of the

mutations, not expected to

affect the folded ground state

structure of the enzyme, are

shown as space filling spheres
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in the respective asymmetric units (Fig. 4a). Crystal packing effects on each

structure could be quantitatively assessed and were also found to be minimal

(Fig. 4a). Excluding such artifacts, atomic positions that were potentially different

(>0.3 Å) between the optimally aligned structures of V148G and wild-type are

highlighted in Fig. 4b. According to the figure, the mutation site clearly did not

exhibit increased structural differences relative to the rest of the molecule. In

particular, the active site region around the Ap5A was not disproportionally

affected by structural changes. Also, most of the atoms that did show small

structure differences were localized to surface exposed side chains (Fig. 4b),

where increased mobility likely resulted in a poorer determination of electron

density. Within the experimental resolution, it appeared that the mutation strategy

was indeed successful at preserving the ground state structure.

Chain A-WT
Chain A-v148g

Chain B-WT
Chain B-v148g

Mutation Site (148)

Atoms
potentially
perturbed by
mutation

Ap5A
Perturbed atoms

(>0.3 Å)

a

b

Fig. 4 The ground state

structure of AK(e) is

unaffected by entropy-

promoting LID mutations.

(a) Structural alignment of

the experimentally

determined crystal structures

of wild-type (PDB ID 3HPQ)

and mutant V148G (PDB ID

3HPR). Shown in red are

chains of each protein from

positions A of their respective

asymmetric units, and shown

in black are chains from
positions B. Substrate analog

Ap5A is shown in spacefill.
(b) Analysis of possible

structural perturbations due

to mutation. The gray spheres
represent all atoms that

move >0.3 Å from the

wild-type to the mutant

structure in both copies

within the asymmetric unit.

The dark red spheres show
the mutation site V148G. The

light red spheres show all

perturbed atoms (gray) that
can be connected to the

mutation site by a continuous

chain of no more than 6 Å per

step of other perturbed atoms.

Ap5A is shown in blue
spacefill
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Global unfolding experiments monitored by circular dichroism (CD) also

corroborated that the ground state structure was preserved for these mutants. Two

state thermodynamic analysis of the data revealed that the apparent melting

temperatures (Tm) of all mutants were decreased by less than 1.5�C relative to

wild-type (Fig. 5). These results are consistent with the expected effects of the

entropy promoting mutations in two ways. First, the global stability, as estimated by

the Tm, was minimally affected by mutations (Fig. 5, inset), suggesting that the

ground state structures of all mutants were minimally affected. Second, all mutants

slightly destabilized the structure relative to wild-type, as predicted if the confor-

mational entropy of the denatured states were actually increased, as described

above.

3 The AK(e) Energy Landscape: Experimental Evidence

for Local Unfolding of the LID Domain

3.1 Exchange Broadening Observed in 2D NMR Spectrum
of the Mutant LID Domain

If indeed these mutations minimally perturbed the ground state of AK(e), how

could their effects on excited states be described and quantified? One clue came

from comparison of the NMR 1H–15N HSQC spectra of wild-type and the mutant

V142G, both in the absence of ligand. These data provided a site-resolved view of

Fig. 5 Thermal unfolding monitored by circular dichroism for wild-type AK(e) and mutants,

global stability was minimally affected. Signal was monitored at 228 nm and is given in units of

(degrees cm2)/(dmol res). Denatured state signals are normalized to a common value to aid

interpretation. Smooth lines result from fits of the data points to a two-state thermodynamic

model. The inset table shows thermodynamic parameters obtained from the two-state fits: super-

script a is the van’t Hoff enthalpy in kcal/mol at the transition midpoint temperature Tm (super-

script b)
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possible structural or dynamic changes caused by the mutation. In agreement with

the crystallographic results, most amide resonances throughout the wild-type and

mutant proteins exhibited respective peaks with similar location and intensity

(Fig. 6a), suggesting overall similarity of the ground state conformation. However,

closer inspection of these data indicated that a number of peaks essentially

disappeared in the mutant spectrum (Fig. 6a). Interestingly, no new resonances

appeared in the mutant, and the missing resonances reappeared at lower tempera-

ture (data not shown), suggesting both that the ground state structure was not altered

and that no new structure, such as a “closed” LID domain, was substantially

populated as a result of the mutation. The most probable explanation for these

observations was that a chemical exchange process had broadened the peaks

beyond detection. All except two of the broadened and assignable residues were

consecutive in sequence from position 109 to 165 (Fig. 6b). This suggested that the
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Fig. 6 NMR results

implicating LID domain

effects due to entropy

promoting mutations.

(a) 1H–15N HSQC spectra of

wild-type (black) and mutant

V142G AK(e) at 33�C.
Labels indicate those residues
that were assignable from

published values [75] and also

exhibited measurable

intensity in the wild-type

spectrum but no measurable

intensity in V142G. (b) The

same residues labeled in

Fig. 6a are shown as yellow
sticks, projected onto the

“open” conformation of

AK(e) (PDB ID 4AKE)
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mutation was affecting a large region of the protein, encompassing the LID domain.

We also observed that the HSQC spectra of the other two mutants, V135G and

V148G, were qualitatively similar in terms of peak broadening in the LID domain

(data not shown). This last result might also be expected if all three mutants were

involved in the same physical process, in other words all promoting the same gain

of denatured state conformational entropy in the LID domain.

3.2 NMR Relaxation Dispersion Is Not Consistent with
Rigid-Body Opening and Closing of the LID Domain

To explore the possibility that the entropy promoting mutants affect a conforma-

tional exchange process, NMR relaxation dispersion experiments (15N Carr-

Purcell-Meiboom-Gill, CPMG [54–56]) were performed on the V142G protein.

Under the assumption of a two state conformational exchange process on the

microsecond to millisecond time scale, CPMG profiles can estimate the chemical

shifts of the two conformations, the populations of each conformation, and the rates

of interconversion between them. (It is noted in passing that these experiments have

been used with good effect to measure other properties of AK(e), such as the

conformational change under saturation of ligand, and the conformational transition

relevant to product release [11].)

In general, conformational transitions between two kinetically distinct substates

A and B in a protein’s energy landscape result from changes in atomic motions. If

these transitions are both fast relative to the NMR timescale and occur between

different magnetic environments such that a chemical shift difference Δω can be

detected, populations of the states pA and pB can be estimated from the following

basic equations [57]:

R2;eff ¼ R20 þ Rex (3)

Rex � pA pB Δω2

kex
(4)

In these equations, R20 is the intrinsic relaxation in the absence of chemical

exchange, Rex is the chemical exchange contribution to R2,eff, the observed trans-

verse relaxation rate, and kex is the sum of the forward (kAB) and reverse (kBA) rate
constants.

Variables pA, pB, kAB, and kBA were extracted from relaxation–dispersion

experiments using the procedure described by Vallurupalli and Kay [58] as

summarized in the following. First, R2,eff was measured for each resonance from

the difference in intensities between spectra collected in the absence (Ireference) and
presence (IvCPMG) of a constant time relaxation element of duration T:
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R2;eff ¼ 1

T
ln

IvCPMG

Ireference

� �
(5)

Next, the individual contributions to R2,eff, as expressed in the

Bloch–McConnell equations [59] were obtained by minimizing the chi-squared

value (χ2) of the following equation:

χ2 ¼
X

vCPMG

½R2;effðvCPMGÞ � Rcalc
2;effðvCPMGÞ�2

½σR2;eff
ðvCPMGÞ�2 (6)

In (6), R2,eff is the measured value from (5) and σR2,eff is the error in said value,

estimated by propagating through (5) the standard deviation of the average noise

observed in the spectra. Rcalc
2;eff was calculated by numerical solution of the

Bloch–McConnell equations, assuming ideal CPMG refocusing pulses, with the

summation over all increments of vCPMG. Finally, values of kAB and kBA were

calculated from the values of kex and pB obtained from the fitting results of (6)

according to the relations kAB ¼ kex/pB, kex ¼ kAB + kBA, and kBA ¼ kex/pA. In
this analysis, states A and B corresponded to conformational states of the LID

domain such that state A was folded and state B was unfolded, as noted in Table 2.

Under apo conditions, the CPMG data for V142G revealed two interesting

findings. First, all of the residues in the LID domain could be well fitted (either

individually or globally) to a common two state process (Fig. 7, Table 2). Impor-

tantly, the Δω used in these fits assumed a transition between the chemical shifts for

the folded AK(e) and random coil chemical shifts for all residues [60]. This

observed common process was therefore consistent with an equilibrium between

the wild-type folded structure and a random-coil-like unfolded structure. Second,

Table 2 CPMG results for LID domain residues of apo V142G AK(e)

Residue kunfolding (s
�1)a kfolding (s

�1)a Punfolded (%)b Δω (ppm)c (χ2)/Nd

125 18 � 1 570 � 100 3.0 � 0.6 3.29 1.4 � 0.4

130 31 � 3 670 � 46 4.4 � 0.4 1.70 1.9 � 0.0

141 28 � 5 600 � 120 4.5 � 0.1 2.35 1.2 � 0.3

142 13 � 1 140 � 36 8.5 � 0.2 2.08 2.8 � 0.3

143 24 � 1 660 � 22 3.5 � 0.1 2.86 3.0 � 1.7

146 12 � 4 200 � 150 5.7 � 4.5 1.30 1.1 � 0.7

148 20 � 1 290 � 72 6.5 � 0.1 4.60 1.4 � 0.4

159 19 � 6 530 � 430 3.5 � 0.3 4.10 0.7 � 0.1

Global fit 19 � 0 420 � 27 4.3 � 0.3 N/A 2.0 � 0.4
aAverage rate constants and standard error from three direct repeats of complete experimental and

fitting procedure (TP Schrank, A Majumbar, unpublished results). Experimental conditions were

19�C in the absence of substrate
bCalculated from the presumed rate constants, with propagated standard error
cThe expected change in chemical shift upon unfolding this residue, based on random coil values

[60, 79]
dAverage and standard deviation of the reduced chi-squared value for the three individual fits
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the unfolded LID domain was significantly populated to a level of approximately

3–9% in the V142G mutant at 19�C (Table 2). These results are particularly striking

because they suggested that the LID domain could independently unfold to a

random-coil-like state, in stark contrast to the usual depiction of AK(e) LID motion

as a rigid-body open and closing.

3.3 Local Unfolding of the AK(e) LID Domain Is Essential
for Substrate Binding

The “closed” conformation of AK(e) (Fig. 8) suggests that access of substrate to the

binding site is sterically blocked relative to the “open” conformation. Could a local

unfolding event like that observed (and apparently affected by the surface exposed

mutations) be important for substrate binding and possibly catalytic function?

Fig. 7 CPMG results for apo V142G are consistent with all-or-none local unfolding of the LID

domain. (a) Individual fits of the data, i.e., data points for each residue are fitted to (6) to obtain

many sets of fitted parameters. These fitted parameters are individually listed in Table 2. (b) Global

fit of all data points from all residues to a hypothetical two state transition between folded AK(e)

and random coil chemical shifts. This one set of fitted parameters is given in Table 2 in the row

labeled “Global”. Relaxation dispersion data was collected for apo V142G AK(e) at 19�C in

50 mM MOPS, 50 mM NaCl, 20 mM MgCl2, 5% glycerol, 8 mM DTT, 8 mM TCEP, pH 7.85.

Data were collected at both 800 and 600 MHz field strength; 800 MHz results are displayed
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To ascertain the impact of the mutations on substrate binding, isothermal titration

calorimetry (ITC) experiments were used to measure the binding between AK(e)

and the bisubstrate analog P1,P5-di(adenosine-50) pentaphosphate (Ap5A, Fig. 8).
All three mutants resulted in substantial changes in the thermodynamics of

binding. At 37�C and above, all mutations decreased binding affinity of the

substrate analog (Fig. 9a), while simultaneously effecting large increases in the

favorable enthalpy of binding (Fig. 9b). The observed temperature dependencies of

the binding affinities were similar among all the mutants but different from wild-

type AK(e) (Fig. 9a, inset). The binding enthalpies were also similar among the

mutants but different from wild-type (Fig. 9b). Taken together with the global

Fig. 8 Schematic equilibrium of binding Ap5A to structurally open and closed AK(e). Global

conformations, domain structure, and locations of entropy-promoting LID domain mutations are

displayed. Bisubstrate analog P1,P5-di(adenosine-50) pentaphosphate (Ap5A) is shown in yellow.
Note that even in the global “closed” conformation the locations of all three valines are solvent

exposed
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Fig. 9 Surface mutations affect the thermodynamics of binding. (a) Apparent free energy (ΔGapp)

of binding substrate analog Ap5A. Solid black line shows the fitted curve for V142G data. Solid
red lines represent the prediction of wild-type data based on the fitting of ΔHconf,app. Error bars
show the average standard error of the prediction. The inset displays the change in ΔGapp for each

protein referenced with respect to 27�C: ΔΔG27�C(T) ¼ ΔG(T) � ΔG(27�C), clearly

demonstrating the similar effects of each mutant on binding. (b) Apparent enthalpy of binding

(ΔHapp) Ap5A; similar changes are evident for all mutants. The inset shows corrected data and fits
for ΔHconf,app (6)
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stability and local unfolding results described in previous sections, all three mutants

were likely manifesting these functional changes by a similar mechanism.

The most straightforward interpretation of the ITC results is to postulate that the

binding reaction is coupled to a conformational equilibrium that could be

modulated by the entropy-promoting mutations. An expression articulating this

idea is an association reaction where a “binding incompetent” (BI) state, having

little or no affinity for substrate, is in equilibrium with a “binding competent” (BC)

high-affinity state. The addition of substrate promotes the population of the BC

state through mass action [61]. The apparent free energy would thus consist of two

terms [27]:

ΔGappðTÞ ¼ ΔG0ðTÞ � ΔGconf;appðTÞ
¼ �RT ln K0ðTÞ þ RT lnð1þ KconfðTÞÞ (7)

In (7) the first term represents the intrinsic free energy of interaction between the

BC state and the substrate and the second term accounts for the apparent contribu-

tion of the conformational equilibrium between the BI and BC states to the free

energy.

Similarly, the binding enthalpy of the equilibrium also has two terms [27]:

ΔHappðTÞ ¼ ΔH0ðTÞ � ΔHconf;appðTÞ ¼ ΔH0ðTÞ � KconfðTÞ
1þ KconfðTÞΔHconfðTÞ (8)

The conformational term in (8) can be used to fit directly the ITC data (Fig. 9b,

inset) for the thermodynamic parameters governing the conformational equilibrium

(Tm,conf, ΔCp,conf, and ΔHconf [27]). This was done for the V142G mutant and its

experimental parameters were used to obtain fitted estimates for the other mutants,

under the strong assumption that the conformational process was identical for all

species.

Two important findings emerged from the calorimetric data. First, the enthalpy

difference between the BI and BC states is significant: ΔHconf ¼ 33 � 1 kcal/mol

at 35.1�C (Table 3). As described below, this value is almost exactly what would

be expected for the enthalpy of unfolding of the entire LID domain. Second, the

calorimetric data obtained for all Val to Gly mutants and wild-type could be

reasonably fit with this common ΔHconf, a common ΔCp,conf of 660 � 70 cal/

(mol K), and an individual Tm,conf (the midpoint temperature of the BC to BI

transition). As can be seen in Table 3, the mutation effects on the local unfolding

transition can be large, shifting from the Tm,conf ¼ 52�C of wild-type to 35�C for

V142G.

The importance of these calorimetric results is threefold. First, the fact that only

the Tm,conf differs between each mutant suggests that the mutations have indeed

selectively increased the conformational entropy of the BI state, which might be

thermodynamically considered a locally unfolded state. Second, the conformational

and thermodynamic character of the BI state appears common to the wild-type
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AK(e) and all three mutants. Third, the transition between the BI and BC states is

consistent with a cooperative two-state process [27].

What is the relation between the binding reaction and the local unfolding event

in the LID domain? The most reasonable answer is that they are thermodynamically

indistinguishable: the BI state demonstrated by ITC could be the random coil state

of the LID domain demonstrated by the globally fit CPMG results.

A quantitative link between the two states is provided by the COREX algorithm

[17], which uses the high resolution structure as a template in conjunction with a

long-standing surface area based parameterization [62] of protein energetics to

predict the ΔH and ΔCp of unfolding of different regions of the protein. If the BI

state were indeed a locally unfolded state, a reasonable model based on the NMR

data would be to assume that residues 110–164 are unfolded in the BI state (c.f.

Fig. 6b). Using the COREX energy function, the predicted thermodynamics of

unfolding this region in wild-type were compared with the experimentally deter-

mined values. The agreement between calculation and experiment is excellent

(Table 4). The calculation for global unfolding of V142G also matches the experi-

mental value, indicating that a two state approximation for global unfolding of the

entire molecule, as used for the CD data in Fig. 5, was appropriate.

3.4 Estimating the Populations in a Three State Model of AK(e)
Conformational Equilibrium

In summary, multiple lines of experimental (ITC, HSQC, CPMG, CD, crystallo-

graphic), computational (equilibrium simulation, COREX), and theoretical (gain-

of-entropy) evidence are converging on the notion that the conformational change

in the AK(e) LID domain is more complex than a simple rigid-body opening and

closing. Specifically, the data demonstrate that the LID domain can transiently

Table 3 Thermodynamic parameter estimates for AK(e) and mutants BI to BC conformational

transitions obtained from mathematical fitting of ITC data

ΔHm,conf (kcal/mol)a ΔCp,conf (cal/(mol K))b Tm,conf (
�C)c

V142G 33 � 1 660 � 60 35.1 � 0.3

V148G Unchanged from V142Gd Unchanged from V142G 37.9 � 0.3

V135G Unchanged from V142G Unchanged from V142G 41.1 � 0.2

Wild-type Unchanged from V142G Unchanged from V142G 52.3 � 0.1
aExperimentally observed transition enthalpy at Tm,conf of V142G
bExperimentally observed heat capacity of V142G
cTransition midpoint temperature, error is 95% confidence interval estimated from the fitted model
d“Unchanged from V142G” means that the V142G value was used in the fitting routine for this

mutant. The fitting routine has been described in detail [27]
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unfold from a binding competent (BC) state to a binding incompetent state (BI), in

equilibrium with a fully unfolded (U) state:

½BC! BI�! U (9)

According to this formalism, the populations of all three states can be simulated

[27] given Kconf (the equilibrium between BC and BI in (9), estimated from ITC

data in Table 4) and Kunf (the equilibrium between globally folded and unfolded

states, estimated from CD data in Table 4). The results indicate that the locally

unfolded BI state is substantially populated for the wild-type enzyme to a level of

about 5% at 37�C (Fig. 10, orange bar). For the V142G mutant, a similar population

exists at a lower temperature, approximately 20�C (Fig. 10). Importantly, this latter

value quantitatively agrees with the 3–9% populations obtained by the CPMG

experiments as described above in Sect. 3.2. The fact that two independent bio-

physical techniques (calorimetry and NMR), which are each sensitive to different

properties of the protein, yielded similar results strongly suggests that the model

whereby the crystallographic “open” and “closed” conformations are in equilibrium

is simply incorrect (or at best, incomplete).

Table 4 Experimental and predicted thermodynamics of local and global unfolding

Parameter T (�C)

Locala Globala Suma

Isothermal

titration

calorimetryc COREXd,e
Circular

dichroismc COREXe,f
Experimentally

determinedg COREXe,h

ΔH (kcal/

mol)

35.1 33 � 1b 32.7 34 � 9i 40.6 67 � 10k 73.3

54.7 46 � 2j 46.5 89 � 4 88.2 135 � 6k 134.6

ΔCp (kcal/

(mol K))

0.66 � 0.6 0.7 2.8 � 0.2 2.4 3.5 � 0.3k 3.1

aPaired experimental and computational measures of possible two state unfolding reactions
bErrors represent experimental 95% confidence intervals
cExperimental parameter estimates from ITC (Fig. 9a, inset) and CD of V142G (Fig. 5),

respectively
dResidues 110–164 of AK(e)
eValues computed using the COREX energy function and the PDB 4AKE structure, errors are

assumed to be within �10%.
fResidues 1–109 and 165–214 of AK(e)
gSum of enthalpy and heat capacity for the BI to BC reaction (ITC) and the native to denatured

transition (CD)
hResidues 1–214 of AK(e)
iCalculated as ΔHglobal (54.7) + ΔCp,global (35.1–54.7).
jCalculated as ΔHlocal (35.1) + ΔCp,local (54.7–35.1)
kPropagated 95% Confidence Interval.
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4 The AK(e) Functional Landscape: The Biologically Adaptive

Potential of Local Unfolding of the LID Domain

4.1 The Population of the Unfolded LID Domain Regulates
the Km of the Enzyme

The data reviewed here require construction of an equilibrium model for the

conformational states of the LID domain that is more complex than the intercon-

version between two ostensibly folded “open” and “closed” states. Is this new

model, which predicts local unfolding of the LID, relevant to the function of AK

(e)? The answer is of course yes. Because the population of BI state is 5% under

physiological conditions, the equilibrium between the BI and BC states tunes the
Km of the enzyme, as an increased population of states that do not bind substrate

will decrease the apparent affinity of enzyme for substrate. What are the

implications for biological adaptation of AK and possibly other enzymes?

To adapt to a new environment an enzyme must alter its kinetic parameters such

as Km and kcat, while simultaneously maintaining the structural properties of the

catalytic site, which permit the functional chemistry and the molecular recognition

Fig. 10 Population simulations for wild-type AK(e) and V142G agree with experimentally

determined CPMG population. In the molecular figures, red indicates folded conformation and

yellow indicated unfolded (U) conformation. Populations are calculated from the BI–BC (Kconf)

equilibrium estimated from the ITC experimental data, and from the U–BI (Kunfolded) equilibrium

estimated from the CD unfolding experiments on V142G. (The validity of this approach can be

appreciated in this figure from the high probability of the BI state at 47�C, before the global

unfolding transition.) Thus, the partition function Q for this system is Q ¼ 1 + Kconf + (Kconf �
Kunfolded). In this model, the probability of BC, BI, and U states are given by 1/Q, Kconf/Q, and
Kconf � Kunfolded/Q, respectively. The black dot-dashed line for wild-type shows the population of
the U state calculated directly from the CD unfolding data (Fig. 5, inset table). Orange line marks

the optimal growth temperature of E. coli, 37�C
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of the substrate. Numerous studies have demonstrated that one common adaptive

strategy that achieves this goal is to allow changes in regions of the protein distant

to the active site, with the architecture and functional groups of the active site

proper remaining highly conserved [12, 30, 63–65]. In the specific case of cold

temperature adaptation, the main target of adaptive mutations appears to be

increased conformational flexibility [8, 10]. Somero and colleagues have previously

hypothesized that, in cold-adapted enzymes, decreased substrate affinity is a con-

sequence of a more flexible native state exploring nonbinding conformations.

The experimental results presented in this chapter support that hypothesis and

demonstrate how changes to the populations of low affinity or binding incompetent

(BI) excited states, rather than perturbing the structure of the fully folded ground

state, can effect adaptive change. Such potential adaptation can be visualized by

plotting the temperature dependence of the fitted apparent association constant

(Kapp) of inhibitor binding for the wild-type AK(e) and V142G enzymes (Fig. 11).

Considering Kapp as a surrogate adaptive endpoint and 37�C as the original homeo-

static temperature, the V142G mutation reduces the surrogate homeostatic tempera-

ture [i.e., Kapp,mutant(Tadaptive) ¼ Kapp,wild-type (37
�C)] by approximately 10�C [27].

Thus, a single adaptive functional change can be mediated by a single point

mutation. Of course, this phenomenon could apply to any protein–ligand binding

reaction with similar thermodynamic features.

4.2 The Biological Importance of Enzyme Functional
Adaptability Through Local Unfolding

The importance of this adaptation strategy is twofold. First, the change in binding

occurs in the absence of active site changes or core structural deformation of the

protein. Instead, the affinity is modulated by changing the conformational

Fig. 11 Temperature adaptation of Km arising from surface exposed glycine mutations that

redistribute the ensemble populations of binding incompetent (BI) conformational states. Plot of

the apparent binding affinity (Kapp) for Ap5A, computed from fitted ITC data (Fig. 9). The dashed
orange line marks the temperature where Kapp of V142G is equivalent to Kapp of wild-type AK(e)

at 37�C. The dashed orange line can therefore be considered as a surrogate homeostatic tempera-

ture for V142G. In other words, V142G could be a cold-adapted enzyme due to the single glycine

mutation. The table indicates the new surrogate homeostatic temperatures computed for the

remaining mutants
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fluctuations around the protein’s average structure. To date, structure-based protein

design strategies have been largely based on static representations of the protein and

ligand [5, 66]. In contrast, these experimental results reveal an alternative strategy

for evolutionary adaptation or rational design that targets fluctuations rather than

structure. The fact that all three valine to glycine mutations produced similar effects

suggests that this approach is robust. Second, the increased population of binding

incompetent states among the members of the native state ensemble, as proposed by

Somero and colleagues [8], is directly confirmed to be an effective strategy for the

adaptive modulation of binding affinity.

Somero and colleagues hypothesized that kcat could also be affected by

flexibility-altering mutations. Preliminary results suggest that, under substrate

saturating conditions, the equilibrium between BC and BI forms of AK is biased

towards the substrate-bound conformation. Under such conditions, the rate of

interconversion between BC and BI, as measured by CPMG, is equivalent for

both wild-type AK(e) and the V142G mutant (Table 2). Moreover, this rate of

interconversion is quantitatively indistinguishable from (not faster than) kcat [67].
This last result implies that the BC to BI local unfolding equilibrium is relevant not

only to Km but also to product release, a conclusion in agreement with previously

published results from other investigators [11, 67]. If true, local unfolding of the lid

domain, mediated by single surface exposed glycine mutations, would dominate the

evolutionary adaptability of both the binding and catalytic function of this essential

enzyme.

4.3 Perturbation of the Ensemble, in Addition to Inspection of
Static Structure, Is Necessary to Understand the Functional
Landscape

It cannot be overemphasized that the functional adaptability conferred by the local

unfolding of the LID domain is a consequence of the ensemble nature of AK(e). In

general, the ensemble nature of proteins means that the phenotypic impact of

mutation on function or stability will depend on how the ensemble is distributed,

or “poised”, prior to the mutation [25, 26]. Of crucial importance is the realization

that such insight is impossible to obtain from analysis of a single structure, such as a

ground state X-ray structure. This can be conceptually demonstrated with a highly

simplified protein ensemble consisting of only two states (Fig. 12). One state in this

ensemble consists of the entire protein folded (i.e., a binding competent (BC)

ground state structure), and the second state partially unfolds a subdomain (i.e., a

binding incompetent (BI) excited state structure). For this thermodynamic system,

the effect of a valine to glycine mutation (e.g., the surface exposed mutants

discussed in this chapter) on the ability to bind ligand will depend on where the

equilibrium between the two states is poised. Generally, the range of responses

can be divided into three categories (red, yellow, and orange regions in Fig. 12);

a detailed discussion has been previously published [68]. Briefly, in the red region,
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where the BC state is favored, the mutation will have no effect. In contrast, in the

yellow region, where the BI state is favored, the mutation will have a maximum

effect. When both states are populated, the effect will be intermediate.

Closer analysis of these different cases reveals an important point. For any

ensemble involving two or more states, there will always be linkage effects and

thus a range of values (y-axis of Fig. 12) possible for ΔΔGbinding (Val-Gly),

depending on where the equilibrium is poised prior to the mutation. Consequently,

a difference (or lack of a difference) in ΔΔGbinding (Val-Gly) does not by itself give

insight into either the nature of the fluctuations (i.e., whether they are rigid-body

hinge motions or local unfolding) or any possible coupling that exists between

different parts of the molecule. Insight can be gained, however, by perturbing the

equilibrium and observing how the binding is affected (as was done for AK(e) in

Fig. 9). Thus, a strategy to determine for any enzyme where the equilibrium is

poised is mutational perturbation and observation of the amplification or suppres-

sion of functional effects. For AK(e), the model depicted in Fig. 12 is precisely the

case for the three LID domain valine to glycine entropy promoting mutations.

By changing the temperature, the BC to BI equilibrium, and thus the ΔΔGbinding

(Val-Gly), is shifted in a manner proscribed by the expressions in Fig. 12.

Fig. 12 Expected outcomes for Val to Gly mutation effects on ligand binding. The simplest case

of a two-state ensemble is displayed. In the molecular picture, red indicates folded parts of the

protein and yellow indicates unfolded parts. Note that the diagrams and equations are general and

may apply to many enzyme–ligand systems, although they describe the specific case of AK(e) and

its LID domain as discussed in the text. The equations are restatements and syntheses of equations

previously discussed in the text: symbol Ω, denoting conformational degrees of freedom, was

introduced in (1) and (2), Kconf and ΔGconf in (7) and (8). Case II (orange) is the energetic region
where the greatest experimentally observed changes would occur, and the approximately 5%

unfolded LID domain for wild-type AK(e) places it in this region
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5 Conclusion: An Emerging Correspondence Between the

Energetic and Functional Landscapes of AK(e) Mediated

by Excited State Conformational Fluctuations of Local

Unfolding

By employing a mutation strategy that affected the conformational entropy of local

unfolding without affecting the average folded structure, insight has been gained

into the energetic and functional landscapes of AK(e). Multiple experimental

techniques, including X-ray crystallography (Fig. 4), NMR spectroscopy (Figs. 6

and 7), circular dichroism spectroscopy (Fig. 5), and isothermal titration calorime-

try (Fig. 9) have been brought to bear on the question. All experimental results,

supported by thermodynamic simulation (Figs. 10 and 11, Table 4) agree on two

major conclusions: (1) the LID domain of AK(e) undergoes an all-or-none local

unfolding reaction that affects substrate binding to the enzyme and (2) this locally

infolded state of the LID domain is populated to a level of approximately 5% in the

apo form of the enzyme.

The previously unappreciated experimental fact is that the unfolded LID domain

is a dominant influence on the energetic and functional landscapes of AK(e). This

holds important, possibly paradigm-changing, implications for the investigation

and understanding of how the enzyme works. In particular, these results force a

revision of the intuitively appealing canonical picture of the molecule undergoing

rigid-body opening and closing hinge motions during its catalytic cycle. This

canonical picture has been the most common framework for molecular dynamics

simulation, as the assumption of two well-defined conformational end-states

permits the most efficient use of limited computational sampling resources. How-

ever, the results presented here reveal a need for computational approaches that can

thoroughly sample disorder (i.e., quantify conformational entropy on large

systems), such as state of the art methods that can lengthen the timescales of atomic

simulation [69].

Perhaps the most intriguing implications arise regarding the evolution of enzyme

function and the adaptability of enzymes to different biological environments. As

proposed many years ago by Somero [8] and others, flexibility can be key to

temperature adaptation. The fact that single point mutants to glycine, in surface

exposed locations of the enzyme distant from the active site, can conserve relative

function at substantially different temperatures experimentally demonstrates a

remarkably efficient mechanism for enzyme evolution. This mechanism may well

be immediately applicable to the rational design of amino acid substitutions affect-

ing function in other therapeutic or industrially important enzymes.

It is likely that detailed investigation of the amino acid substitution patterns in

the LID domains of other AK homologs (Fig. 2) will permit rationalization of those

patterns in energetic terms that cannot presently be explained by the general

physico-chemical rules summarized within amino acid substitution matrices. Espe-

cially interesting would be a functional explanation of why the LID domain seems

to be “binary”: either present or absent in the biological record (Fig. 2). Perhaps the
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LID domain was an evolutionary innovation, biophysically rooted in the energetic

linkage described in Fig. 12, which allowed greater catalytic control over this

metabolically indispensable enzyme.
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Structured Crowding and Its Effects

on Enzyme Catalysis

Buyong Ma and Ruth Nussinov

Abstract Macromolecular crowding decreases the diffusion rate, shifts the equilibrium of

protein–protein and protein–substrate interactions, and changes protein conformational

dynamics. Collectively, these effects contribute to enzyme catalysis. Here we describe

how crowding may bias the conformational change and dynamics of enzyme populations

and in this way affect catalysis. Crowding effects have been studied using artificial

crowding agents and in vivo-like environments. These studies revealed a correlation

between protein dynamics and function in the crowded environment. We suggest that

crowded environments be classified into uniform crowding and structured crowding.
Uniform crowding represents random crowding conditions created by synthetic particles

with a narrow size distribution. Structured crowding refers to the highly coordinated cellular

environment, where proteins and other macromolecules are clustered and organized. In

structured crowded environments the perturbation of protein thermal stabilitymay be lower;

however, it may still be able to modulate functions effectively and dynamically. Dynamic,

allosteric enzymes could be more sensitive to cellular perturbations if their free energy

landscape is flatter around the native state; on the other hand, if their free energy landscape

is rougher, with high kinetic barriers separating deep minima, they could be more robust.

Above all, cells are structured; and this holds both for the cytosol and for the membrane
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environment. The crowded environment is organized, which limits the search, and the

crowders are not necessarily inert. More likely, they too transmit allosteric effects, and as

such play important functional roles. Overall, structured cellular crowding may lead to

higher enzyme efficiency and specificity.

Keywords Allostery � Conformational selection � Energy landscape � Enzymatics �
Macromolecular crowding � Protein dynamics
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1 Introduction

Even though it is still highly debatable whether enzyme dynamic motions contribute

to decreasing the chemical reaction barrier, the consensus picture emerging from

experimental and computational studies indicates that enzyme conformational

transitions are highly organized with stepwise conformational selection in catalysis,

which increases enzyme specificity and efficiency [1, 2]. The close coupling of

enzyme conformational dynamics and catalysis can be viewed as the outcome of the

enzyme’s adaptation to aqueous-based life. Stable, folded macromolecules in crys-

tal structures have well defined three-dimensional structures, which are not as

dynamic as those in aqueous solution. In solution, enzymes exist as conformational

ensembles and their populations follow thermodynamic distributions [3–5]. Local

energy fluctuations in water range between 10 and 20 kcal/mol [6], which is enough

to perturb a well folded enzyme to a vast number of states. Enzyme dynamics in

catalysis are not only real – they are inevitable [2].

Enzyme dynamicsmay involve small or large amplitude conformational changes.

Large conformational change may involve nanoscale movements of domains or

loops [7]. One example is the dengue virus NS2B-NS3 protease, for which the

functionally important C-terminal segment of the NS2B cofactor dissociates in the

open state via a large structural change to produce the closed state and confer activity

[8] through a conformational selection mechanism [9]. Large conformational

changes typically relate to function, for example, to accommodate the conforma-

tional reorganization required to stabilize the transition states [10] or to allow

allosteric regulation [11, 12]. The enzyme’s dynamic conformational changes are

also necessary for signal transduction across long distances in the cell [7, 13].
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The enzyme’s native playground is in a highly crowded cellular environment. In

the Escherichia coli cell, proteins and nucleic acids can occupy 20–30% of the total

volume [14]. Macromolecular crowding decreases the diffusion rate [14, 15], shifts

the equilibrium of protein–protein association and of protein–substrate interaction,

and changes the protein’s conformational dynamics. These effects collectively

contribute to enzyme catalysis. Enzymes respond differently to crowding agents;

the activity of some decreases and of others increases, and the extents differ as well.

For example, while macromolecular crowding has minimal effects on the kinetics

and function of yeast hexokinase in physiological solutions [16], it can significantly

increase the thermal stability of catalase; and the overall structure becomes more

rigid [17]. Crowding effects are also concentration-dependent. For the monomeric

multi-copper oxidase, Saccharomyces cerevisiae Fet3p, at low amounts of crowding

agent, both the Km (substrate binding) and the Kcat (catalytic efficiency) increase,

whereas at higher crowding levels both parameters decrease [18]. Enzyme

conformations also change with crowding conditions. The functional properties of

the tryptophan synthase α2β2 complex in the presence of the crowding agents

dextran 70 and ficoll 70 indicate that the rates of the conformational transitions

which are associated with catalysis and regulation are reduced, and an open and less

catalytically active conformation is stabilized [19]. Given these complex scenarios,

one important question is whether the crowing effects simply reduce the extent of

the enzyme dynamics or whether enzyme catalysis can benefit from a crowded

environment. In this chapter we review experimental data, focusing on the relation-

ship betweenmacromolecular crowding and conformational dynamics as they relate

to enzyme catalysis in a crowded environment. Experimental data present different

crowding outcomes: this could be because of different experimental conditions, type

of molecular crowder, and the concentration of the enzyme and its substrates. While

bearing in mind these possible caveats, the results may also reflect the different

types of systems and cofactors, enzyme conformations, and chemical reactions.

Overall, the emerging picture suggests coupling between conformational dynamics

and structured cellular crowding which could increase the enzyme specificity.

2 Correlation Between Crowding Effects and Enzyme

Conformational Dynamics and Activity

The effects of crowding on internal protein dynamics can be well illustrated by the

HIV-1 protease. The distance between a pair of flaps in the HIV-1 protease can vary

from5 Å in the closed form to 22 Å in the open form.Molecular dynamics simulations

indicated that flap opening is significantly suppressed in a highly crowded environ-

ment [20, 21]. It is reasonable to expect that the decrease in the open state and the

reduction of the enzyme–ligand diffusion encounter rate are likely to slow the in vivo

enzymatic activity [20]. Unfortunately there is no published experimental studywhich

would allow a comparison with these theoretical predictions for the HIV-1 protease.

However, experimental studies of the reverse proteolysis, the formation of peptide
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bond, show that crowding can enhance protease-catalyzed synthesis ofmodel peptides

[22]. Extensive studies of α-chymotrypsin also revealed a correlation between protein

dynamics and crowding effects.

It is well established that conformational dynamics of α-chymotrypsin correlate

with its activity. α-Chymotrypsin undergoes a reversible conformational change from

an inactive chymotrypsinogen-like structure at high pH to an active conformation at

neutral pH. Molecular dynamics simulations revealed that bovine (active) and rat

(inactive) chymotrypsin explore different regions of the conformational space,

indicating that conformational dynamics is more important than the sequence

differences for activation [23]. Consistent with the kinetic parameters observed by

fluorescence stopped-flow spectroscopy, targeted molecular dynamics simulations

revealedmultiple pathways for chymotrypsin activation [24]. Banerjee andPal studied

the correlation of the conformational dynamics at the active site of α-chymotrypsin

with enzyme activity. Interestingly, they found that the highest catalytic efficiency of

α-chymotrypsin is at 37 �C, the typical body temperature of homeothermal animals.

Site selective fluorescence circular dichroism (FDCD) studies reveal that the confor-

mational flexibility of the enzyme affects the structural perturbation at the active site.

Consistently, the hydrodynamic diameter of the α-chymotrypsin decreases consider-

ablywith increasing temperature, indicating that the enzyme ismore compact at higher

temperatures [25].

Amide H/D exchange kinetics indicated that glycosylation can stabilize α-chymo

trypsin and reduce its structural dynamics [26]. Enzyme catalysis kinetics indicated

that glycosylation does not affect substrate binding (KS) but decreases the rate of the

catalytic steps. Therefore, for α-chymotrypsin, it is clear that the higher structural

fluctuations decrease the catalytic rate [27]. With a dynamic-activity correlation, one

would expect that macromolecular crowding should decrease the structural dynamics

and the activity ofα-chymotrypsin.However, it has beenobserved that crowding could

either increase or decrease the catalytic rate of α-chymotrypsin, depending on the

crowding molecules that are added to the solution. The addition of poly(ethylene

glycol) (PEG) as crowding molecules increases the affinity of the enzyme for its

substrate; however, this is followed by a decrease in the turnover number (Kcat) [28].

Chemical linkage of PEG toα-chymotrypsinmay represent an “extreme” of a crowded

environment. PEG conjugation has been shown to increase the α-chymotrypsin

thermostability and to decrease the protein structural dynamics [29]. While the

dehydration/hydration processes may also play a role, solvation is energetically

coupled to the conformational changes of α-chymotrypsin [28]. Adding dextrans of

various molecular weights to the reaction solutions was also tested. An increase in the

dextran concentration decreases vmax and increases Km. While the increase in Km can

be attributed to the slower protein diffusion rate due to crowding [30], the overall

change in the catalytic rate is consistent with the rate using the PEG as the crowding

molecules, indicating protein stabilization by dextran crowding. It was also found that

the exclusion volume, not the size of the dextran, changes the catalytic rate of

α-chymotrypsin. However, the different behavior was observed using much larger

nanoparticles to represent the crowded environment. Tetraethylene glycol (TEG)

functionalized gold nanoparticles with 2 nm core diameters (AuTEG) enhance the
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α-chymotrypsin (ChT) enzyme activity in a substrate-selective fashion [31].While the

hydrolysis of three substrates [N-succinyl-L-phenylalanine-p-nitroanilide (SPNA),

N-glutaryl-phenylalanine-p-nitroanilide (GPNA), and N-benzoyl-tyrosine-p-
nitroanilide (BTNA)] was not affected by the crowding, a marked increase in activity

(Kcat/Km) with the most hydrophobic substrate N-succinyl-alanine-alanine-proline-
phenylalanine-p-nitroanilide (TP) was observed. Interestingly, high molecular weight

PEG was shown to have similar effects as the functionalized gold nanoparticles, in

contrast to the lower molecular weight PEG [31].

3 Allosteric Control and Crowding

The change in protein dynamics in a crowded environment reflects an intrinsic

property of dynamic proteins: allostery [32]. Direct kinetic assays using isothermal

calorimetry have shown that molecular crowding and allosteric activators affect

pyruvate kinase kinetics in similar ways [33]. Allosteric regulation of enzyme activity

is always accompanied by changes in protein dynamics [34]. Figure 1 shows two

examples of allosteric enzymes. The first (Fig. 1a) is a 145 residue mini intein, which

catalyzes protein splicing [35]. Inteins are phylogenetically diverse self-splicing

proteins that are of great functional, evolutionary, biotechnological, and medical

interest [36]. It has been shown that intein activity can be regulated by a loop

(connecting two β-strands from the N- and C-terminal intein subdomains of the

mini-intein) and by the V67L mutation [35]. Active intein has a longer loop

(VR96DVE99TGE102–L404). While reducing the loop length to VR96DVE99L404

(with the 100-through-403 region deleted) still preserves the activity, further

shortening to VR96L404 inactivates the enzyme. The V67L mutation similarly

illustrates the dynamic nature of the allosteric regulation of this intein, which globally

enhances splicing and related cleavage reactions. While this mutation in the mini

intein causes little change in crystal structures, it significantly slows the hydrogen-

exchange rates globally, indicating a shift tomore stable conformations and narrowing

the ensemble distribution [35, 37]. The enhanced activity, together with the reduced

dynamics of intein, is similar to the crowding effects on α-chymotrypsin discussed in

the last section.

Figure 1b shows the structure of another allosteric protein SARS-Co 3CL (3CLpro)

peptidase, which is structurally and functionally similar to α-chymotrypsin.

The 3CLpro peptidase activities increase in crowded environments [38]. One possible

reason is that the active form of 3CLpro is a dimer [38]. Alternatively, dynamics

change, rather than dimer formation, could underlie the crowding effects of 3CLpro’s

activity.

Crowding could shift themonomer–dimer equilibrium to favor the dimer formation

[38, 39]. This is the case for RNase A, which forms 3D domain-swapped oligomers

with novel enzymatic and biological activities [40]. However, crowding effects do not

necessarily favor the association of proteins to form an active oligomer state.

A counter-example can be found in the muscle glycogen phosphorylase b (Phb). Phb

is a classical-like allosteric protein with T–R transition, with the active R state being
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the smaller dimer and the inactive T state the tetramer. Adding osmolytes as crowding

molecules favors the inactive unassociated T state [41, 42]. The reason could be that

the dimer form of Phb is more compact. It is interesting to see that, under the same

crowding conditions, the association of phosphorylase kinase (PhK) and its interaction

with glycogen and the heat shock protein Hsp27 can be highly stimulated [43, 44].

On its own, the dimer form does not guarantee the activity of the 3CLpro. An

inactive mutant with the N214A mutation in the extracellular domain of the 3CLpro

still adopts a dimer structurewhich is almost identical to that of thewild-type [45]. The

mutation site is distant from the active site. Molecular dynamics (MD) simulations

revealed that the N214A mutant has much higher conformational flexibility than the

WT enzyme [45]. Combining the crowding effects and the N214Amutational effects,

one can see that a crowded environment restricts the conformational flexibility of the

3CLpro dimer; and thus increases its activity.

Isochorismate synthase (EntC) is another example which illustrates that macromolec-

ular crowding increases the intrinsic activity of an enzyme by inducing conformational

E102
E99

R96

VR96DVE99TGE102…L404

VR96DVE99……….…L404

VR96……...……….…L404

Loop connection

N440H73

N214

C145

H41

S144

a b

Fig. 1 Allosteric proteins are sensitive to crowding effects. (a) The mini intein activity can be

allosterically modulated by a loop distant from the active site. Two residues in the active site (H73

and N440) are represented by large balls and residues in the loop are represented by small balls
and sticks. Three loops with different sizes were tested in [35]. Active intein has a longer loop

(VR96DVE99TGE102L404). While reducing the loop length to VR96DVE99. . .L404 still pre-

served the activity, further shortening to VR96L404 inactivates the enzyme. (b) The structure of

allosteric protein SARS-Co 3CL peptidase, for which the catalytic activity increases in a crowded

environment. Three active site residues (H41, S144, and C145) are shown as large balls in one

domain. The mutant position N214 is shown as large balls in another domain
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changes in the enzyme rather than through macromolecular association [46]. The EntC is

a monomeric enzyme which catalyzes the reversible conversion between chorismate and

isochorismate in E. coli. Ficoll addition leads to twofold increase of Kcat/Km. In compari-

son to the EntC-catalyzed reaction, other reactions catalyzed by two homologous trimer

and tetramer enzymes (EntB and LDH) are similarly stimulated by the same crowding

conditions, indicating that protein–protein association is not a controlling factor for these

enzymes. Changes of CD spectrum and Trp fluorescence revealed that conformational

changes are responsible for the increase of the intrinsic activities of these enzymes [46].

Proteins can accommodate a crowded environment by different conformational

changes. While red shift in Trp fluorescence was observed for EntC in crowded

environments [46], blue shift was observed for the allosteric ADP-glucose

pyrophosphorylase [47]. E. coli ADP-sugar pyrophosphatase (AspP) is an ultrasensi-
tive hydrolase that catalyzes the hydrolytic breakdown of ADP-glucose linked to

glycogen biosynthesis. The AspP activity is strongly enhanced by macromolecular

crowding [48]. Molecular crowding renders AGPase more sensitive to the interplay

between the allosteric regulators and consequently enhances the ultrasensitive

response. Fourth-derivative spectroscopy and size-exclusion chromatography

indicated that the ultrasensitive behavior is correlated with intramolecular conforma-

tional changes induced in the tertiary structure of the homo-tetrameric enzyme [47].

One of the common features of allosteric proteins is that their dynamics is designed

to facilitate conformational change [49]. At the same time, from the functional

standpoint, high sensitivity to crowding can present problems. The LRP protein is an

example which illustrates that crowding effects could be coupled with function. The

LRP transcriptional regulators arewidely distributed among prokaryotes, bacteria, and

archaea. The architecture of LRP proteins includes two distinct domains that harbor

the regulatory (effector-binding) site and the active (DNA-binding) site, and the two

domains are connected by a flexible hinge region. This structural feature and

experiments suggest an allosteric switch for the LRP-like regulators [50–52]. LRP

binding with DNA is stimulated under macromolecular crowding conditions [53].

In comparison, anotherDNAbindingprotein fis has nonoticeable response to the same

crowding conditions, indicating synergism of allostery and crowding effects for LRP

DNA binding [53].

DNA binding proteins are similarly allosteric [54], and experimental data present

mixed results with regard to the crowding effects. The hydrolysis of a 29-mer

double-stranded DNA by DNase I and S1 nuclease was substantially enhanced by

molecular crowding using PEG; however, molecular crowding had little effect on

hydrolysis by exo III and exo I exonucleases, suggesting differential crowding

effects on the catalytic activities under these conditions [55].

DNA replication is under high specificity pressure to ensure fidelity and retain

efficiency under crowding conditions [56–60]. Crowding can help regulated stress

response [61]. Under crowded conditions, dramatic improvements in all parameters of

RT-PCR were observed, including eight- to tenfold greater sensitivity, enhanced

polymerase processivity, higher specific amplicon yield, greater primer annealing

and specificity, and enhanced DNA polymerase thermal stability [62]. Similarly,

polymerase activity assays under various crowding conditions demonstrated that the
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activities of T7 and Taq DNA polymerases depend on the molecular weight and

concentration of the crowding agent [63].

Inter- and intra-domainmotions in well-defined regions of non-ribosomal peptide

synthetases (NRPS) are important for its activity [64]. One of the NPRS,

enterobactin synthetase, experiences significant conformational change in crowded

solutions mimicking the intracellular environment. The structural change correlates

well with the extent of the crowding-induced side product suppression in the

nonribosomal enterobactin synthesis [65].

4 Enzyme Dynamics and Energy Landscapes with

Artificial Uniform and In Vivo Structured Crowding

The free energy landscapes of protein folding and binding provide insights into

protein structure and function which relate to allosteric regulation and enzyme

catalysis [1, 2, 32, 66–68]. Macromolecular crowding changes the landscape, as

evidenced by computational [69–71] and experimental studies [72, 73]. However,

there are differences between the crowding effects caused by the artificial crowding

under random conditions and the in vivo cellular environment. For example, there are

differences (1) between proteins and artificial crowding agents and (2) between many

copies of few proteins and the proteome. The corresponding free energy landscapes

could differ substantially. Here we consider two kinds of crowding effects on the

protein free energy landscape which represent two extreme cases. The first is uniform

crowding and the second is structured crowding (Fig. 2). The question is how the

free energy landscape, here represented by two conformations (α and β, Fig. 2a),
could be affected.

Uniform crowding (Fig. 2b) considers effects caused by hard sphere crowding

agents,which have uniform size and repulsive interactionswith the protein solute. This

scenario represents strong protein confinement. Crowding agents with sizes smaller

than the protein solute could have larger effects. When the size of the crowding agent

increases, there is an upper limit for the crowding effects, which has been shown by

Milklos et al. [74]. Milklos et al. studied the stability and ps–ns internal dynamics of a

small globular protein (radius ~2 nm) crowded by a large synthetic microgel particle

(radii of ~300 nm). They found no change in protein rotational or ps–ns backbone

dynamics; only mild stabilization at a volume occupancy of 70%, which approaches

the occupancy of closely packed spheres [74]. However, it is difficult to predict

the crowding effect when the size of the crowding agent is uniformly distributed.

For example, proteins with aspherical shape may experience large conformational

change in the presence of synthetic Ficoll70 [75]. Similarly, using Ficoll70 as

crowding agent, a recent study with combined experiment and computer simulation

demonstrated that macromolecular crowding dramatically affects the structure, func-

tion, and folding landscape of phosphoglycerate kinase (PGK) [73]. Overall, the

relative stabilities among different conformers could either increase or decrease by

uniform crowding (Fig. 2b).
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Structured crowding refers to the highly coordinated cellular environment, where

the proteome and other macromolecules are pre-organized. Proteins often cluster

and pre-organize to perform functions, for example, by forming transcriptional

factories [76], which increases the effective local concentration. Pre-organization

goes beyond clustering because it further reduces the diffusion-and-collision times:

it positions the proteins in an orientation which is closer to the native functional one.

Signal transduction occurs in an organized microenvironment [7, 13] where

elements of a signaling pathway are connected functionally and spatially [77, 78].

The organization of proteins with different charges and sizes can be important for

fast cellular response in fluctuating environments. There are hundreds of proteins in

the cytoplasm, with different sizes and shapes. Our study of 206 kinds of proteins in a

theoretical minimal proteome model indicated that proteins with different sizes and

b

a

c

Uniform crowding

Structured crowding

Buffer solution

a

a

a

b

b

b

Fig. 2 Changes of the protein free energy landscape under uniform crowding and structured

crowding environment. (a) The original energy landscape is represented by two conformational

states α and β in a buffer solution. (b) Uniform crowding considers the effects caused by hard sphere

crowding agents, which have uniform size and repulsive interactions with protein solute. This

represents the strong confinement of proteins. In an environment of uniform crowding, the protein

energy landscape may experience strong compression which may reflect protein folding–unfolding

transition. Depending on the molecular size of the crowding agents, the relative stabilities of

different conformers could increase or decrease in a uniform crowded environment. (c) Structured

crowding refers to a highly coordinated cellular environment, where the overall proteome and other

macromolecules pre-organized into structured clusters. In a structured crowded environment, the

protein free energy landscape may be more similar to that in buffer solution. However, protein

dynamics could be more sensitive than thermal stability
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charges are well organized into clusters [110]. Therefore, while the particle diffusion

can be severely compromised in a highly crowded environment, in a crowded

structured environment the overall protein energy landscape may be less perturbed

(Fig. 2c). This scenario also arises from the study of a cytoplasmic model that

includes 50 of the most abundant types of macromolecules [79]. McGuffee and

Elcock found that the overall perturbation of protein thermal stability is small,

because when considering the excluded volume, the crowding effect may stabilize

the folded state; however, the effect can be counterbalanced by the favorable

energetic interactions which take place in unfolded conformations [79]. Proteins

are better crowding agents than synthetic particles. For example, using two globular

proteins (bovine serum albumin and hen-egg-white lysozyme) as crowding agents,

chymotrypsin inhibitor 2 (CI2) was found to be only slightly destabilized [72].

Moving closer to a real crowded environment in the cell, hen egg white has been

used to study the dynamics and stability of several proteins [80]. It was found that,

while the dynamic parameters of the studied protein are clearly affected by the

crowded medium, the thermal stability of the protein is similar to that in buffer [80].

In this sense, in the structured crowded environment, the protein energy landscape

may be more similar to that in buffer solution. However, protein dynamics are more

sensitive than thermal stability, and the dynamics of globular protein may be more

sensitive than the dynamics of intrinsically disordered protein [81, 82].

The classification into uniform and structured crowding may be simplified and

realistic crowding effects could be between these two ends of the spectrum. Protein

dynamics may contribute more to the change in enzyme catalysis in crowded

environments than thermal stability. This is well illustrated by the effect of a crowded

solution on the reaction rates of the decarboxylating enzymes urease, pyruvate

decarboxylase and glutamate decarboxylase, with the crowding agent being proteins

and synthetic polymers [83]. It was found that increasing the concentration of globular

proteins up to 30% crowding concentration caused a dramatic rise in enzyme activity;

however, then the activity decreased; on the other hand, polymers caused a

concentration-dependent decrease in activity [83].

5 Overview and Conclusions

Cells are crowded; and as John Ellis pointed out over a decade ago, while these effects

are obvious they are (often) underappreciated [84]. For theE. coli, it was estimated that

the cytosol contains about 300–400 mg/mL of macromolecules [85]. The bacterium

contains up to 4,288 different types of proteins, with ~1,000 of these types produced at

sufficiently high levels to be easily detected,DNAandRNAmolecules [86].Crowding

reduces the volumeof solvent available for othermolecules in solution, thus increasing

their effective concentrations. In eukaryotes, the interior of the cell is even more

crowded: cells also contain protein filaments that make up the cytoskeleton. Pielak

has highlighted crowding effects [87], and emphasized that experiments which are

carried out on dilute samples (under10g/L) are very different to those in the living cell.

This high crowding led Allen Minton to ask in his 2006 commentary [88] “How can
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biochemical reactions within cells differ from those in test tubes?”Minton argued that

nonspecific interactions in the interior of the cell can greatly influence the equilibriums

and rates of reactions. Minton classified the consequences of nonspecific interactions

in the cellular interior into three types of phenomena: macromolecular crowding,

confinement, and adsorption. He further pointed out that these nonspecific “back-

ground” interactions may be repulsive, which would lead to exclusion, and thus

increase the effective concentration and chemical activity, or attractive, which

would lead to nonspecific associations or adsorption. The predominantly repulsive

background interactionsmay alter the dissociation constants by enhancing the rate and

extent of macromolecular associations in solution [89]. Crowding may also affect

enzyme reactions involving small molecules if there is a large change in the shape of

the enzyme [90]. Reaction dynamics under crowded conditions are affected by a high

concentration of reactants [91].

However, cells are not only crowded – they are also structured, and this holds not

only for the membrane environment but for the cytoplasm aswell [92, 93]. Hence, it is

not only the membrane-bound compartmentalization and biochemical association

with subcellular organelles; the structured macromolecular crowding also relates to

the spatial regulation inside the cell. The microtubule-dependent organization of non-

membranous components helps direct cellular function. The sequestration of GEF-H1

provides a clear example [94]. Thus, in contrast to the view of the cytoplasm as a free

and fluid environment, the microtubule network provides a platform for a “structured

cytoplasm”. Binding to microtubules can be either directly or indirectly through other

microtubule-binding scaffolding molecules – all dynamic and allosteric. This can

cause partial sequestration of proteins by the microtubule network. The extent of

sequestration can depend on binding affinities and microtubule density. The cytoskel-

etonmesh also effectively divides the cytosol into a network of narrow pores. Further,

while highly dynamic, the genome is also pre-organized and highly structured.

Structuring provides docking surfaces and is critical for function. The so-calledmatrix

or scaffolding proteins which organize the spatial localization of protein assemblies

have also been demonstrated to be hubs for controlling function as in the case of Ste5 in

the MAPK signaling pathway [95, 96] and cullin [97]. Matrix proteins are also

dynamic and allosterically regulate function [34, 98]. Thus, in vivo, proteins do not

diffuse freely, and do not travel over long distances. Spatially organized crowded

environment is a more realistic description; it also implies that allosteric effects can be

transmitted via crowders. Protein crowders should not be viewed as necessarily inert

media or of specific uniform shapes. During (specific or nonspecific) binding both

partners can change their shapes or dynamics, which has been viewed as a “molecular

dance” [99]. Further, residence times and molecular motility of the players involved

are also important in the organization of the intracellular space. Overall, both cooper-

ative protein–protein interactions and membrane properties play key roles in cell

signaling and vesicle trafficking and thus in diffusion in the crowded cell. They

allow switching between different protein states, either soluble in the cytoplasm or

bound to the membrane, for example, by modulating the chemical composition of the

membrane [100], by changing its physical properties such as curvature or fluidity, or

by lipophilic post-translational modification such as myristoylation, palmitoylation,
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prenylation, etc. which are often allosteric. For the E. coliMin system, in vitro studies

clarified the order of events in space and time and the interplay between cooperative

binding of MinD to the membrane and positive feedback during protein detachment

[101]. These in vivo considerations limit the space, distance to be travelled, and thus

diffusion time in the spatially pre-organized and structured cell and may buffer

conformational dynamic consequences.

To conclude, here we have focused on macromolecular crowding effects on

enzyme conformations, dynamics, and catalysis. Computational and experimental

studies revealed that enzyme conformations, dynamics, and catalytic rates differ

under crowding conditions. Most of the experimental studies use synthetic crowding

agents to probe crowding effects, which may not be realistic and may have only

limited relevance to in vivo conditions [102, 103]; however, some in vivo-like

conditions have also been published [79, 80, 82, 83]. Nevertheless, no matter what

kinds of crowding agents were used, all provided valuable insight into the dynamic

nature of proteins and protein functional adaptation to crowded environments. We

suggest that crowded environments can be classified into uniform and structured

crowding. Uniform crowding represents crowded conditions created by synthetic

particles with narrow size distribution. Such conditions may elicit large protein

structure and dynamic perturbations, and facilitate experimental investigation.

Structured crowding refers to the highly coordinated cellular environment, where

protein and other macromolecules are clustered and organized. Structured crowded

environments may perturb the protein thermal stability less and allow dynamic

modulation of protein function. Allosteric proteins with flat free energy landscape

may be more sensitive to the crowded cellular environment. Proteins with rougher

landscapes may be more robust. Dynamic regulation of allosteric enzymes may

result in efficiency and specificity under crowding conditions.

While most studies focus on the crowded cytoplasm environment, it behoves us to

note that cell membranes are also crowded. For example, the enzymatic activity of a

proteolytic enzyme, the Subtilisin Carlsberg (SC) in anionic sodium dodecyl sulfate

(SDS)micellarmedium, has been explored and found to be retarded compared to that

in bulk buffer [104]. E. coli dihydrofolate reductase (DHFR) is also a well studied

allosteric enzyme [105–107], which also experiences large magnitudes of crowding

effects on the vesicle surface [108]. Finally, similar to protein, RNA enzymes are

also subjected to crowding effects. For example, the hammerhead ribozyme activity

can be increased by a factor of two to six by PEG [109]. In particular, membrane

environments are well known to be pre-organized. Thus, the underlying principle of

coupling enzyme dynamics to activity in structured crowded environments is

expected to be general.
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Abstract The chemical step in enzymes is usually preceded by a kinetically distinct

activation step that involves large-scale conformational transitions. In “simple”

enzymes this step corresponds to the closure of the active site; in more complex

enzymes, such as biomolecular motors, the activation step is more complex and may

involve interactions with other biomolecules. These activation transitions are essen-

tial to the function of enzymes and perturbations in the scale and/or rate of these

transitions are implicated in various serious human diseases; incorporating key

flexibilities into engineered enzymes is also considered a major remaining challenge

in rational enzyme design. Therefore it is important to understand the underlying

mechanism of these transitions. This is a significant challenge to both experimental

and computational studies because of the allosteric and multi-scale nature of such

transitions. Using our recent studies of two enzyme systems, myosin and adenylate

kinase (AK), we discuss how atomistic and coarse-grained simulations can be used

to provide insights into the mechanism of activation transitions in realistic systems.

Collectively, the results suggest that although many allosteric transitions can be

viewed as domain displacements mediated by flexible hinges, there are additional

complexities and various deviations. For example, although our studies do not find
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any evidence for “cracking” in AK, our results do underline the contribution of intra-

domain properties (e.g., dihedral flexibility) to the rate of the transition. The study of

mechanochemical coupling in myosin highlights that local changes important to

chemistry require stabilization from more extensive structural changes; in this sense,

more global structural transitions are needed to activate the chemistry in the active

site. These discussions further emphasize the importance of better understanding

factors that control the degree of co-operativity for allosteric transitions, again

hinting at the intimate connection between protein stability and functional flexibility.

Finally, a number of topics of considerable future interest are briefly discussed.

Keywords Allostery �Molecular motors � Enzyme catalysis �Molecular dynamics �
Coarse-grained models � Small angle X-ray scattering � Co-operativity � Protein
evolution
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1 Introduction

For several decades, numerous experimental and computational studies have clearly

illustrated that protein molecules exhibit motions that span a broad range of lengths

and time scales. It is thus natural to ask what subset(s) of these motions are particu-

larly important to the biological function of proteins. For enzymes, whose main

biological function is to accelerate chemical transformations, the task becomes

identifying motions that are intimately coupled to the chemical reaction. In addition

to the fundamental importance, investigations along this line are also of practical

significance since engineering necessarymotions or flexibility into artificial enzymes

is believed to be a key step to enhancing their catalytic proficiency to the level of

natural enzymes. Despite progress made in the field of rational protein/enzyme

engineering [1–3], most design studies rely on a framework that involves optimiza-

tion of active sites in static structures. This is at least one important reason why

computationally designed enzymes (e.g., abzymes [4]) are often substantially inferior

in activity to naturally evolved enzymes. Therefore, although there is a growing

awareness of the role of motions in catalysis, additional insight from integrated
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experimental and theoretic approaches is urgently needed before enzymes can be

well designed de novo.

To help define the question more precisely, we note that, as illustrated

schematically in Fig. 1, the chemical step in an enzyme is generally sandwiched

between conformational change events that are kinetically distinct steps [5]. In a

“simple” enzyme, the transition prior to the chemical step corresponds to the closure

of the active site upon substrate binding, and the conformational transition following

the chemical step corresponds to opening of the active site for product release; inmore

complex enzymes, such as molecular motors (see below), these transitions before and

after the chemical step are more complex in nature and coupled to the binding/

association of other protein partners, such as actin or microtubule. All three steps,

including the chemical step itself,may involve structural transitions that spanmultiple

scales, as Fig. 1 attempts to highlight using two abstract conformational coordinates,

Q and q. Therefore, by asking “whatmotions are intimately coupled to chemistry in an

enzyme,” one may study any one of these three steps [6]; in this context, it is worth

recalling that the rate-limiting event for a catalytic cycle does not have to be the

chemical transformation itself.

Fig. 1 A schematic sketch that illustrates the coupling between multi-scale structural changes

(both collective and local conformational transitions) and chemistry in enzymes. The filled circles
indicate kinetic states with different conformational (Q, q) and chemical (s) coordinates; the thick
arrows indicate the dominant pathways that feature highly co-operative conformational

transitions, while the dashed arrows indicate hypothetic pathways that are less co-operative and

presumably have less flux. The “activation” process that goes from a pre-reactive conformation

(Cpre-r) to a reactive conformation (Cr) may correspond to an open/close transition of an enzyme

active site (e.g., in adenylate kinase) or the recovery stroke of myosin (see below); this activation

process is the focus of this chapter. The chemical step may also involve structural transitions of

multiple scales, as discussed in other studies [15]. Finally, the Cp ! Cp∗ transition corresponds to

structural changes following the chemical step in the catalytic cycle, such as opening of the active

site for product release or the power stroke of myosin due to actin binding and release of inorganic

phosphate
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Since efficient chemical reactivities are the defining feature of enzymes, it’s not

surprising that much attention has been given to the elucidation of motions that are

directly involved in the chemical step; in part, this is because most enzyme

catalyzed chemical reactions are fairly local in nature and thus the idea that they

are coupled to much larger scale motions is intriguing. Along this line, both

experimental and theoretical studies have made great progress in the past decade,

especially in the context of proton/hydride transfer reactions (collectively referred

to as H-transfer below) in several enzyme systems [7–10]. As reviewed by other

chapters in this special issue, the motions tightly coupled to such H-transfer

reactions are mostly rather fast and localized vibrations (e.g., at frequency

�200 cm–1) that modulate the barrier crossing transmission coefficient [11–13].

By comparing the conformational ensembles for the reactant state and transition

state from potential of mean force (PMF) simulations, more collective motions have

been suggested to determine the free energy barrier and therefore be “conducive” to

H-transfer reactions [14, 15]; the causality relation between such motions and the

H-transfer process, however, is not always straightforward to determine.

In our recent studies we have been focusing on slow motions in enzymes that we

term “activation” transitions in Fig. 1. It is important to study these motions because

they are required to bring catalytic motifs to proximity so that the chemical step can

occur efficiently; since multiple structural rearrangements are involved, one ques-

tion of interest here is what rearrangements are in fact most important to the

activation of the subsequent chemical step, and another general question is what

factor(s) control the couplings among the various structural rearrangements and the

overall rate of the transition. Unlike the motions that occur during the chemical

transformation, as discussed in the study of H-transfer reactions, the activation

processes of interest correspond to transitions between well-defined kinetic states of

the enzyme–substrate complex (e.g., Cpre-r ! Cr in Fig. 1) and therefore are mostly

in the microsecond to millisecond time scale. They can be studied directly with

various experimental approaches, which provide important information for and the

opportunity to test theoretical analyses.

To study specific examples, we have chosen biomolecular motors and signaling

proteins in our studies. Our choice is motivated by the consideration that a tight

mechanochemical coupling (i.e., coordination between chemistry and conforma-

tional transitions) in these systems is likely essential to their biological function

(i.e., high efficiency for energy/signal transduction [16, 17]); thus it is particular

worthwhile to understand the mechanism through which the chemical step

(e.g., phosphorylation or ATP hydrolysis) is coupled with the multitudes of

conformational rearrangements. From a biomedical perspective, such research is

also significant because many mutations that affect the mechanochemical coupling

are involved in serious diseases. For example, mutations that perturb the coupling

between the ATPase activity and the recovery stroke in the motor myosin (see

below) are known to cause hypertrophic or dilated cardiomyopathies [18]. Simi-

larly, mutations that modify the response of kinases to phosphorylation are

implicated in various cancers [19, 20].
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Regarding another model system, we focus on the open/close transition in the

enzyme adenylate kinase (AK). Kinetic analysis has established that the open/close

transition is rate-limiting for several bacterial AKs [21], and the relatively small

size of AK makes it an ideal system for in-depth analyses regarding factors that

control the rate of large-scale transitions in enzymes [22–24]. Indeed, the system

has been studied by many computational approaches at both atomistic [25–31] and

coarse-grained (CG) levels [32–38]. Nevertheless, as we discuss below, the

discrepancies that remain between different models highlight several fundamental

issues regarding the mechanism of large-scale transitions in proteins.

In the following, we first briefly discuss the computational methods used in our

studies of slow activation transitions in enzymes; for another complementary

review that focuses on other computational techniques for studying functional

transitions in small signaling proteins and ion channels, see [39]. Next, we discuss

a few key results concerning the mechanochemical coupling in myosin and the

open/close transition in AK from our recent work [40–46]; although normal mode

analysis [47] was found useful in our analysis of myosin [48], we will not review

the approach/results here since the topic will be the focus of other authors in this

issue. Finally, we summarize the key conclusions and also comment on future

directions of research.

2 Computational Methods

Two key objectives for a computational study of functional transitions are (1) to

identify the factors that dictate the spatial scale and rate of the transition and (2) to

identify the functional consequence of different components of the underlying

motions. For the second objective, computational studies are particularly useful

because one can construct in silico models that include only a subset of motions

(which is difficult to accomplish with experiments) and then explicitly evaluate the

functional consequence, such as by doing QM/MM calculations for the subsequent

chemical step; this is illustrated below with the example of ATPase activation in the

molecular motor myosin. To achieve the first objective it is important to character-

ize the transition pathway(s) and, arguably more importantly, the transition state

ensemble for the transition of interest. Since the underlying motions of interest are

in the microsecond to millisecond regime, this is a challenge difficult to meet with

straightforward atomistic simulations, although advances are being made in both

computational hardware [49, 50] and/or sampling techniques (also see Sect. 4).

With the standard computational facilities, the most practical strategies for large

proteins remain atomistic simulations with carefully chosen biases and coarse-

grained simulations.

In biased atomistic simulations, an additional biasing potential is used to drive the

relevant conformational transition to occur during the time scale accessible to

computations. The bias can be applied either as a restraint or a holomonic constraint,

leading to biased (BMD [51]) or targeted molecular dynamics (TMD [52, 53]),
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respectively; BMD is also similar to the steered molecular dynamics (SMD [54]).

For example, in TMD the RMSD of the structure relative to a target conformation is

constrained to decrease in a monotonic fashion as a function of time; by design, the

structure evolves toward the target in a defined time scale. Compared to the alterna-

tive approach of minimum energy path (MEP) [55] or related method (e.g., maxi-

mum flux path [56]), the advantage of TMD/BMD/SMD is that thermal fluctuations

and therefore entropic factors are (partially) taken into consideration. On the other

hand, due to the presence of biases, the results of these simulations have to be

interpreted with care, especially when the time scale of the simulation is much faster

than the realistic time scale. An additional factor to consider is the coordinate being

biased, which is often chosen based on intuition, such as relative RMSD (ΔRMSD),
rotational angles between domains. The choice of the bias coordinate may have a

non-trivial impact on the observed sequence of motions [57]. For example, a

collective coordinate such as ΔRMSD is likely to encourage large-scale motions

that greatly reduce the RMSD values over more local motions. Therefore, the

causality of different motions from biased MD simulations should be interpreted

with great care. At this point, these biased MD simulations are best thought of as

approximate means to identify transient interactions not readily detected from

structures that correspond to the end states of the transition, and the kinetic relevance

of these transient interactions is best tested with experimental studies. Better under-

standing the causality of different motions requires computing the underlying free

energy landscape, or the PMF [58] along the relevant coordinates using umbrella

sampling [59] or other sampling techniques [60, 61], although this is only possible

when the number of active degrees of freedom is relatively small [62, 63]. Another

alternative is to sample directly the transition pathway(s) in an unbiased fashion

using advanced techniques such as milestoning [64], thermal string methods [65],

and multi-state Markov models [66, 67] (see Sect. 4).

The complementary approach is to use coarse-grained (CG) models [68], which

are computationally efficient and therefore can be used to sample the relevant slow

motions without additional biases. Compared to CG models for lipids and DNA,

however, generally reliable and transferrable CG models for proteins are not yet

available [69]. Thus most CG studies of protein conformational transitions employ

structure based (or native-centric) models, also referred to as Go models. Different

strategies have been proposed and applied to construct such models for more than

one conformational state [70, 71]. The underlying assumption behind these

structure-based CG models is that protein motions are largely dictated by the

structural topology of the system rather than detailed energetics [72]. Despite the

apparent success of such models in application to several protein and protein-RNA/

DNA systems [68, 73], establishing relevant experimental verifications of these

models and their predictions remains an active area of research.
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3 Results and Discussion

In this section we briefly review two systems that we have studied recently: myosin

and adenylate kinase; they illustrate the value of atomistic and CG simulations in

the analysis of slow functional transitions (activation) in proteins, respectively.

3.1 Myosin

Myosin is a family of molecular motors that play various essential roles such as

cellular transportation and cell division [74]. The one that we have analyzed is

Fig. 2 The recovery stroke of myosin II, which is the conversion between the post-rigor and pre-

powerstroke kinetic states. (a) Structural differences between two X-ray conformations (post-rigor

[81], in blue, and pre-powerstroke [82], in green) of the Dictyostelium discoideum myosin motor

domain. The most visible transition is the converter rotation, although there are also notable

changes in the nucleotide binding site and the relay helix that connects the converter and the

nucleotide binding site [77]. With ADP � VO�
4 bound, the nucleotide binding site of the pre-

powerstroke state has a closed configuration (in yellow); with ATP bound, the nucleotide binding

site in the post-rigor state is open (in blue) due to displacement of the Switch II loop. (b) Variation

of critical structural parameters along the three TMD trajectories for illustrating the sequence of

events along the approximation transition paths for the recovery stroke [41]. (c) Three snapshots

(at 0.0 ps, 630.0 ps, 1270.0 ps) from one of the three TMD simulations, in the same format as Fig. 2

in [78] for comparison, to illustrate the proposed coupling between the small motion of SwII with

the large translation of the relay helix C-terminus
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Myosin II, simply referred to as myosin below, which is involved in muscle

contraction. It is one of the best characterized motors at the kinetic and structural

levels [75–77]. The two kinetic/conformational states of relevance here are the

“post-rigor” and “pre-powerstroke” states of the motor domain, which differ in both

the nucleotide binding domain and the converter domain as well as the intervening

structural motifs, such as the relay helix (Fig. 2a); the two domains are separated by

more than 40 Å and rotation of the converter is further propagated into the striking

displacement of the lever arm that is most visible in single molecule studies of

processive myosin motors. The transition between the two states, referred to as the

“recovery stroke,” occurs on the 10-ms scale, and the hydrolysis of ATP is believed

to occur only in the pre-powerstroke conformation. A thorough understanding of

mechanochemical coupling in myosin, therefore, requires elucidating the detailed

transition pathway between the “post-rigor” and “pre-powerstroke” states and

establishing what subset(s) of motions during this recovery stroke are most impor-

tant to the activation of the ATPase activity.

3.1.1 Approximate Pathways for the Recovery Stroke

To probe the mechanism of the recovery stroke, several computational studies have

been carried out. Fischer and co-workers [78] have calculated a minimum energy

path (MEP) that connects the two conformational states, and the results pointed to a

two-phase transition mechanism that initiates from a hydrogen-bond formation near

the active site (between Gly457 and the γ-phosphate of ATP) and propagates

sequentially through the relay helix to the converter domain. A set of hydrophobic

interactions that form during the transition were proposed to stabilize the local

unwinding of the relay helix, which ultimately leads to the translation/rotation of

the C-terminal helix and converter. A recent set of milestoning calculations [79]

based largely on the MEP pathway as the initial guess led to an estimated time scale

for the transition that is consistent with the experimental transition rate.

Using a rather different TMD approach and an implicit solvent model, we found

that most rotation of the converter domain occurs in the first stage of the transition

while structural changes in the relay helix and complete closure of the active site

occurs at a later stage to stabilize the converter conformation via a series of

hydrogen bonding interactions as well as hydrophobic contacts (Fig. 2b) [41]. For

example, the “unwinding” of the relay helix happens much later in the TMD

simulations compared to the MEP description. In contrast to the MEP results,

which suggest that the kink and unwinding in the relay helix are induced by Switch

II (SwII) closure via a single hydrogen-bonding interaction from Asn 475, the TMD

simulations tend to suggest that the converter rotation, via strong polar interactions

to the relay helix and the relay loop, induces the formation of the hydrophobic

cluster halfway in the relay helix as well as some polar interactions (e.g., Asn483-

Glu683) to produce the kink in the relay helix. The interactions between the Sw II

and the relay helix stabilize, in return, the new conformation of the relay helix.

Since there are major approximations in all reported computational studies so

far, it remains unclear which mechanism dominates in reality; the MEP study used a
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simpler potential function and does not include thermal fluctuations of the protein,

while the TMD approach uses an approximate biasing coordinate (ΔRMSD) that
may encourage collective motions (e.g., converter rotation) in the early stage of the

transition. The encouraging aspect is that both TMD and MEP studies point to the

importance of a consistent set of hydrophobic interactions (e.g., between Phe482,

Phe487, Phe503, Phe506, and Phe652) and hydrogen bonding/salt bridge

interactions (e.g., Glu497-Lys743) between the relay helix, active site, and the

converter domain (see Fig. 2c); it is worth noting that mutations involving several

of these corresponding residues in human cardiac myosin (e.g., Phe506, Glu497)

are known to cause cardiac contractile dysfunctions. These discussions highlight

both the value of these approximate computational techniques and the need for

developing novel methods that allow a quantitative computational analysis of slow

motions in biomolecules.

We have also carried out PMF calculations [43] for the recovery stroke process

with ATP as the ligand using the ΔRMSD reaction coordinate defined using the

crystal structures of the “post-rigor” and “pre-powerstroke” states. Analysis of key

geometrical properties in different windows found very similar trends as in the

TMD simulations, indicating no major mechanistic change between the non-

equilibrium TMD simulations and the umbrella sampling simulations that are closer

to equilibrium (in total �50 ns with an implicit solvent model). Overall, the

calculated PMF is largely downhill in nature and reveals a rather broad basin

around the pre-powerstroke state; this is qualitatively consistent with results from

normal mode analysis as well as the experimental observation that the pre-

powerstroke state has a significant degree of flexibility in the lever arm/converter.

The downhill nature is qualitatively similar to the PMF results of a study using

myosin II from a different organism and explicit solvent simulations [80], although

the degree of exothermicity is significantly smaller in our result. The quantitative

nature of these PMF results is unclear given the scale of the structural transition and

various approximations inherent in this type of analysis. Nevertheless, the results

suggest that the recovery stroke is largely diffusive in nature and doesn’t involve

any major energetic bottleneck; this is qualitatively consistent with the observation

from TMD/MEP simulations that multiple polar and hydrophobic interactions

break and form continuously throughout the recovery stroke.

3.1.2 Coupling Between Conformational Changes and ATP Hydrolysis

To evaluate the functional impact of motions implicated in the recovery stroke, we

have carried out QM/MM simulations for ATP hydrolysis using snapshots collected

from MD simulations of not only the two relevant X-ray structures [81, 82] but also

a hybrid conformational state in which the active site in the post-rigor X-ray

structure was closed in silico by displacing the commonly discussed SwII loop

[76, 77]. This was meaningful to do because our PMF calculations [40] showed that

SwII closure has a rather flat free energy profile in the post-rigor state. The goal is to

establish explicitly whether only structural changes in the immediate neighborhood
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of ATP are sufficient to activate the hydrolysis activity. This is only possible to do

computationally and clearly illustrates the unique value of computational studies in

establishing the functional relevance of specific motions.

Arg238

Wat2

Lytic
water

Lys 185

Asn233

Ser236

Ser181

Phe458

Glu459

Gly457

N-ter Relay
Wedge loop

Switch II

SH1 helix

Arg238

Switch I

P-loop

Asn475

Asn472
Tyr573

Ser181

Phe458

Glu264

Glu459

Gln468

Gly457
Ser456

0.08

Pre-powerstroke
Post-rigor (open)
Post-rigor (closed)

D
is

tr
ib

ut
io

n
P

M
F

 (
kc

al
/m

ol
)

0.06

Nucleophilic attack angle (O3b - P° - Olytic;degrees)

0.04

0.02

0
4

3

2

1

0
90 120 150 180

–160

0.0
30
32

34

36

38

40

42

44

46

48

50

52

54
M

E
P

 b
ar

rie
r 

(K
ca

l/m
ol

)

0.2
0.4

0.6
0.8

1.0
1.2

1.4
1.6

Salt b
rid

ge planarity
 (d

egree)

Δ(O lytic
-O Wat2

) (Å)

–120
–80

–40
0

40
80

a

c d

b

Fig. 3 The dependence of ATPase activity of myosin on the structural state of the motor domain,

i.e., the mechanochemical coupling in myosin [40, 42]. (a) Minimum energy path (MEP) barriers

for the first step of ATP hydrolysis calculated starting from snapshots collected from equilibrium

simulations of the pre-powerstroke state and a closed post-rigor structure (see text). The barriers

are plotted against the Arg238-Glu459 salt bridge planarity and the differential distance between

the lytic water andWat2 (see d) in the reactant and transition state. The black dots indicate data for
the pre-powerstroke state; the blue, green, and red sets indicate data from the closed post-rigor

simulations with different behaviors of Wat2 [42]. Note that the MEP barriers are systematically

higher than the free energy barrier due to the lack of sampling specific local rearrangements;

see [42] for discussions. (b) Comparison of the distribution and corresponding PMF for the

nucleophilic attack angle based on equilibrium simulation for the pre-powerstroke state and two

post-rigor structures. (c) Key hydrogen-bonding interactions in the active site region of the closed

post-rigor structure. The arrows indicate interactions that are broken when SwII is displaced to

close the active site in the post-rigor structure; i.e., rearrangements in the N-terminus of the relay

helix and wedge loop are required to form the stable active site as in the pre-powerstroke state.

(d) A representative active site structure for the ATP hydrolysis transition state with a twisted

Arg238-Glu459 salt-bridge configuration. The notable feature is that Wat2 in the active site

remains hydrogen bonded to Glu459 and therefore does not provide the critical stabilization for

the transition state

148 M.D. Daily et al.



Remarkably, QM/MM calculations [42] found that ATP hydrolysis tends to

have very high barriers even though the key residues directly in contact with the

γ phosphate have the same average configuration as in the pre-powerstroke state

(Fig. 3a). Part of this is due to the difference in the key “nucleophilic attack angle”

(O3β -Pγ -Olytic), the distribution of which peaks around 165� in the pre-powerstroke
state but around 150� in both the post-rigor and the closed post-rigor conformations.

Since the average nucleophilic attack angle in the transition state is �169�, the free
energy penalty associated with properly aligning the lytic water in both the post-rigor

and the closed post-rigor conformations is on the order of 2–3 kcal/mol (Fig. 3b).

Although this is not a small contribution in kinetic terms (corresponds to 30- to

150-fold change in the rate constant at 300 K according to transition state theory),

it is clear that the nucleophilic attack angle is not as dominating a factor as commonly

suggested for dictating the hydrolysis activity [83, 84].

Further analysis found that the ATP hydrolysis barrier in the closed post-rigor

conformation is higher because displacing SwII alone to close the active site in the

post-rigor state leaves many crucial interactions unformed or even breaks existing

interactions (Fig. 3c). For example, although Gly457 forms a stable hydrogen

bonding interaction with the γ phosphate of ATP upon SwII displacement, the

interaction between Ser456 main chain and Asn475 in the relay helix is broken; the

interaction between Gly457 and γ phosphate also becomes weaker in the later

segment of the simulations. Similarly, although Glu459 forms a salt-bridge inter-

action with Arg238 when SwII is displaced, the interactions between the main chain

of Glu459 and Asn472 in the relay helix are lost; instead, the carbonyl of Glu459

forms a hydrogen bond with the sidechain of Gln468. As a result, the extensive

hydrogen-bonding network that involves Arg238, Glu459, Glu264, and Gln468

observed in the pre-powerstroke state is not present in the closed post-rigor state,

which explains the higher rotational flexibility of Glu459 in the latter conforma-

tional state. Finally, since Tyr573 in the “wedge loop” [85] remains far from SwII in

the closed post-rigor state, there is ample space for Phe458 to sample multiple

rotameric states and its main chain interaction with Ser181 remains unformed, in

contrast to the situation in the pre-powerstroke state. Although these additional

structural flexibilities seem fairly subtle, analysis indicates that they have a signifi-

cant impact on the hydrolysis barrier. For example, as Glu459 rotates out of the salt-

bridge plane, the second active-site water (Wat2) tightly associated with its

sidechain forms a hydrogen-bonding interaction with the lytic water only in the

reactant state but not the transition state of hydrolysis (Fig. 3d). Accordingly, Wat2

makes an unfavorable contribution (�6 kcal/mol) to the hydrolysis barrier.

Therefore the emerging picture is that the transition from the post-rigor state to a

structurally stable closed active site (which apparently is critical to efficient ATP

hydrolysis) relies on not only the displacement of SwII but also more extensive

structural rearrangements in the nearby region. Without the latter, residues in the

“second coordination shell” of the γ phosphate may adopt configurations that

hamper the effective hydrolysis of ATP. In other words, structural transitions

remote from the active site can play an active role in regulating the hydrolysis of

ATP, rather than passively responding to structural changes in the active site; this is
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likely a general feature shared among biomolecules whose function relies on a tight

mechanochemical coupling between distant sites.

3.2 Adenylate Kinase

In recent years, AK has emerged as a prototypical system and its chemically

rate-limiting open/close transition (Fig. 4a) has been subjected to numerous experi-

mental [21–24, 86, 87] and computational [25–38] analyses; still, factors that dictate

Fig. 4 Coarse-grained (CG) simulation results [44] for the open/close transition of E. coli
adenylate kinase (AK). (a) Open (gray) and closed (colored) conformations are superimposed

by the coordinates of the CORE domain (green). Blue: LID domain, red: NMP-binding domain,

brown: bisubstrate analog AP5A. (b) Fractional progress of folding in the transition state (TS)

ensemble relative to the open and closed state ensembles. For residues that differ substantially in

flexibility (characterized by pfold in [44]), the flexibility in the TS ensemble is contoured on a

rainbow scale from red (0) to purple (1); the results highlight that different regions contribute

differently to the entropic barrier of the transition. Labels H1–H8 indicate the respective central

residues of the eight hinges identified in [23]. (c) Potentials of mean force that contrast the free

energy landscape for NMP vs LID motions in ligated and apo simulations. The circles indicate the
location of representative TS ensembles collected during the simulations
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the open/close transition rate remain elusive. For example, dynamic importance

sampling [31] has suggested that a few contacts in the LID-NMP interface region

progressively “zip” in the closing transition and thus determine the open/close rate.

In addition, normal-mode analysis [36] and a mixed Go model [33, 34] have

suggested that a few residues must locally unfold or “crack” to relieve strain

associated with the LID and NMP domain motions; the two studies, however,

pointed to different stressed regions. By contrast, recent experiments have

suggested a different (but not exclusive) mechanism wherein functionally impor-

tant dynamics are distributed among many residues. For example, swapping the

entire LID and NMP domain sequences (but not just the CORE-LID hinges)

between homologous mesophilic and thermophilic AKs interconverts catalytic

properties (and, thus, presumably the open/close rate) [24].

Since the time scale of the transition is milliseconds and the transition process is

complex, atomistic simulations have been limited to the elucidation of the most

salient features of the transition (e.g., intrinsic flexibility of the LID domain, local

flexibility of hinges, and the role of ligands in stabilizing the closed conformation)

and coarse-grained models have been found invaluable for probing the transition

mechanism. In the following, we summarize results from our CG studies [44, 45]

and also initial efforts to validate the CG model using small angle X-ray scattering

(SAXS) data [46].

3.2.1 CG Models for the Open/Close Transitions

We have carried out detailed analysis of the transition state (TS) ensemble for the

open/close transition using a double-well Go model with and without pseudo-

contacts added to the closed potential to simulate ligand binding; the approximate

TS ensemble was collected using the criterion of Hummer and Best [88]. By

simultaneously characterizing the contributions of rigid-body (Cartesian), backbone

dihedral, and contact breaking/formation motions to the TS structure and energetics,

we were able to predict specific residues and contacts that influence the open/close

transition rate. For example, we found that backbone fluctuations are reduced in the

open/close transition in parts of all three domains. Among these “quenching”

residues, most in the CORE domain, especially residues 11–13, are rigidified in

the TS of the ligated simulation and thus slow down the open/close transition by

entropically raising the free energy of the TS relative to the native states, while

residues 42–44 in the NMP domain are flexible in the TS and thus facilitate the open/

close transition (Fig. 4b). In contact space, in both unligated and ligated simulations,

one nucleus of closed-state contacts includes parts of the NMP and CORE domains.

These results allowed us to predict mutations that will perturb the opening and/or

closing transition rates by changing the entropy of dihedrals and/or the enthalpy

of contacts [44]. Considering the approximate nature of the CG model, we note that

the use of “enthalpy” and “entropy” factors here is qualitative and largely reflect

whether inter-residue interactions or changes in thermal fluctuations make the

dominant contribution.
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Fig. 5 Potentials of mean force for the open/close transition in mesophilic AK (E. coli, AKmeso),

thermophilic AK (Aquifex aeolicus, AKthermo), and various in silico mutants of AKthermo using

the double-well Go CG model [45]. AKthermo-375 K indicates that the simulation is carried out at

375 K instead of 300 K (all other panels); AKthermo-7P indicates the AKthermo mutant in which

all Pro residues unique to AKthermo are changed to the corresponding ones in AKmeso;

AKthermo+P8G is the AKthermo mutant in which only Pro 8 (see position in the structure in (f)

is changed to a Gly. These results illustrate that AKmeso/AKthermo approximately satisfy the

“corresponding state hypothesis” [90, 91], and that Pro 8 is particularly important in controlling

the flexibility of the LID domain in the open state
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Moreover, we observed that LID closure precedes NMP closure in the ligated

simulation, consistent with other coarse-grained models of the AK transition [34].

However, NMP-first closure is preferred in the unligated simulation (Fig. 4c),

which highlights that ligand binding can not only stabilize the closed conformation

but also alter the kinetic pathway of closure. In this case, the driving factor for the

pathway switch is likely enthalpic, since ligand binding adds many more contacts to

the CORE-LID interface than to the CORE-NMP interface in the TS.

Another interesting observation from our study [44] is that “cracking” [33, 34]

was not necessarily involved in the open/close transition of AK. In the TS ensemble

of our model, for all dihedral degrees of freedom, folding probability lies approxi-

mately within the interval set by the open and closed states; i.e., no local unfolding

unique to TS is implicated. This difference in results from previous CG studies

[33, 34] probably arises from differences between the dihedral potentials in our

work and that of Whitford and co-workers [34]; although the dihedral potential

of Whitford et al. is specific to the open state, the dihedral potential in our model

(that of Brooks and co-workers [89]) is sequence specific but generic to the native

structures. Since our CG model is also approximate in nature, our observations do

not necessarily rule out the relevance of cracking in large structural transitions; our

results suggest that such transitions do not have to invoke local unfolding and

highlight the importance of carefully validating the CG model for the problem of

interest (see below).

In a more recent study [45], we have applied a similar computational framework

to analyze comparatively the structural transitions in the mesophilic (Escherichia
coli) and thermophilic (Aquifex aeolicus) AK enzymes (AKmeso, AKthermo).

Experimentally, the latter was shown to have a lower opening rate than AKmeso

at room temperature; the closing rates were more similar [22, 86]. Computationally

[45], the double-well Go model found that AKmeso and AKthermo share a LID-

first closure pathway in the presence of ligand, although LID rigid-body flexibility

is considerably less in the open state ensemble of AKthermo than in that of AKmeso

(Fig. 5a, b). Backbone foldedness in the open state and/or transition state ensembles

increases significantly relative to AKmeso in some interdomain backbone hinges

and within LID. In contact space, the TS of AKthermo has fewer contacts at the

CORE-LID interface but a stronger contact network surrounding the CORE-NMP

interface than the TS of AKmeso. Consistent with the corresponding states hypoth-

esis [90, 91], increasing the simulation temperature of AKthermo increases LID

rigid-body flexibility in the open state ensemble (Fig. 5c).

We have also attempted to use the CG framework to probe whether we can

computationally interconvert the motional characteristics of AKthermo and

AKmeso. Motivated by the discussions of Henzler-Wildman et al. [23], we have

also focused on the Pro residues unique to AKthermo. Although computational

mutation of seven prolines in AKthermo to their AKmeso counterparts produced

the expected perturbations (Fig. 5d), mutation of these sites, especially positions

8 and 155 (see Fig. 5f), to glycine was required to achieve LID rigid-body flexibility

and hinge flexibilities comparable to AKmeso (Fig. 5e). Analysis of the impact of

these mutations on rigid body motion, dihedral flexibility, and inter domain
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contacts suggested that the contacts between CORE and CORE-LID connector

helix 1 are likely the most important for modulating the global transition. Interest-

ingly, other mutants spatially close to the P8 sites have been shown in recent

experiments to have significant functional effects. For example, glycine mutants

that destabilize the CORE-LID connector helices (I116G + L168G) increase ATP

binding affinity by increasing the open to closed equilibrium constant [87]. On the

other hand, mutating the seven sites to proline in AKmeso reduces some hinges’

flexibilities, especially hinge 2, but does not reduce LID rigid-body flexibility,

suggesting that these two types of motion are decoupled in AKmeso. Therefore,

our results suggest that hinge flexibility and global functional motions alike are

correlated with but not exclusively determined by the hinge residues.

3.2.2 Validation of the CG Model with SAXS

Although the Go-based CG simulations are informative and can stimulate new

experiments, it remains a fundamental challenge to validate a CG model for

complex biomolecules. For example, parameters in our model were calibrated to

make RMSD from the CG simulations of individual open and closed states fit

atomistic MD results [25]. It is possible, however, that these �50-ns atomistic

simulations underestimate the true flexibility of the system at the biologically

relevant μs-ms time scale, as hinted by H/D exchange data from a recent NMR

study [92]. Establishing proper benchmarks for CG models and improving their

robustness remains an active and fruitful area for theoretical research.

As a useful step in this direction, we have recently carried out a study [46] that

combines CG simulations and SAXS, taking advantage of a recently developed

algorithm for computing SAXS profiles using residue-level CG models for proteins

[93]. We had several aims. First, to estimate global flexibility for AK, we compared

experimental SAXS curves to those calculated from CG simulation ensembles of

AK using different strengths of inter-residue interactions. Second, to identify

possible population shifts, we fitted SAXS curves measured in both the absence

and the presence of ligand to linear combinations of predicted scattering from the

open (O) and closed (C) state simulations (i.e., Icomb ¼ wO IO + wC IC). Specifi-
cally, we fitted log[Icomb] to experiment using linear regression over the range

0.14 < q < 0.3. Finally, as discussed in [46] but not here, we have also calculated

the correlation between predicted scattering and various structural metrics over

large simulation ensembles, suggesting that scattering is most sensitive to the

CORE-LID distance; this provides a way to interpret SAXS data better at the

structural level.

As discussed in our previous work [44], we calibrated the simulated flexibility of

AK by varying the contact energy scale (Scon), by which we scale the Karanicolas/

Brooks energies [89] to compensate for extra backbone bond angle potential. For

our open/close conformational transition simulations, we calibrated Scon to 2.5 so

that the closed state simulation averaged about 2.0 Å Cα RMSD with respect to the

closed crystal structure to reproduce prior atomistic simulations of AK. This
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significantly exceeded the Scon of 1.7 that was used in double-well Go simulations

of smaller conformational transitions [71, 94].

Figure 6a shows that with Scon ¼ 2.5, the closed state simulation predicts a more

curved SAXS profile than the open state simulation, especially near q � 0.22 Å�1;

this is consistent with the closed state being more ordered than the open state as

expected. With Scon ¼ 1.9 (Fig. 6b) the predicted open state scattering profile is

substantially less inflected near q � 0.22 Å�1 than at Scon ¼ 2.5. Conversely, the

predicted closed state curves are similar for ensembles generated using the two Scon
values, both exhibiting a small dip near q � 0.22 Å�1.

Fig. 6 Experimental vs predicted Small Angle X-Ray Scattering (SAXS) profiles for various

states of AK [46]. (a, b) Predicted scattering at contact energy scales (Scon) of 2.5 and 1.9,

respectively. The solid (dashed) line indicates the prediction from the open (close) simulation.

For each calculation, predicted scattering (I(q)) is averaged over 1,000 randomly selected

structures from the corresponding simulation ensemble, and log10[Iavg (q)] is plotted. (c) Fits of
log10(Icomb) at Scon ¼ 2.5 to the apo experimental data over 0.14 < q < 0.3. Icomb is the optimal

linear combination of predicted scattering for the open (O) and closed (C) states to fit the data; the

weights (wO, wC ) are indicated in parentheses. The “fit” in the panel indicates the root mean square

deviation between experimental and fitted computational data over that q range. (d) The fit of

log10(Icomb) at Scon ¼ 1.9 to the ADP-bound (turning over condition) experimental data. Note that

the experimental data were collected for B. globisporus AK while all calculated ensembles were

collected using the E. coli AK; SAXS patterns from E. coli and B. globisporus AKs correspond
closely under conditions where data from both species are available (data not shown)
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Figure 6c shows that the optimal fit over 0.14 < q < 0.3 Å�1 occurs for

Scon ¼ 1.9 with wO ¼ 90% for the apo condition; with Scon ¼ 2.5, the predicted

scattering is more strongly inflected at q � 0.22 Å�1 than the experimental data,

while at Scon ¼ 1.5, the predicted scattering curve is substantially shallower. This

provides a measure of the impact of the strength of inter-residue interactions on the

intrinsic flexibility of the system and the corresponding sharpness of features in the

scattering pattern. We also note that the Scon ¼ 2.5 open state simulation produces a

slightly better fit at low angles (q < 0.14) than the Scon ¼ 1.9 open state simulation.

The relatively dominant population of the open state in the absence of any substrate

makes biochemical sense, although it is worth noting that the single molecule FRET

study suggested that the closed state is dominant even in the absence of substrates.

Figure 6d shows the fit of Icomb at Scon ¼ 1.9 to experimental data collected in

the presence of substrate ADP (i.e., turning over condition). A 10% population of

the open state flattens the small dip predicted at q � 0.22 Å�1 (Fig. 6b), producing

a very small RMSD for the fit. The significant population shift going from the apo to

the ADP condition is biochemically consistent with the conformational equilibrium

required for catalytic cycling. By contrast to the apo experimental data, a broad

range of Scon, especially between 1.7 and 2.1, produces good fit to the ADP data.

4 Concluding Discussions and Future Outlooks

Enzyme catalysis is a multi-step process that involves complex interplay of chem-

istry and conformational motions that span many temporal and spatial scales. To

identify motions that dictate the catalytic function of enzymes, it is imperative to

define clearly which step of the catalytic cycle is of interest (Fig. 1) [5, 95].

Depending on the specific process of interest, the appropriate resolution of the

model may vary although one may argue that, ultimately, a complete atomistic

model with predictive power is the “holy grail.”

4.1 Insights from Myosin and AK Studies Regarding Allosteric
“Activation Transitions” in Enzymes

In this chapter, using two specific examples, myosin and adenylate kinase, we aim

to illustrate how atomistic and CG models can be used to understand better the

nature and functional impact of slow “activation motions” in enzymes (Fig. 1).

Specifically, we review our studies of the “recovery stroke” in myosin [40–43] and

the open/close transition in AK [44–46]. Both transitions occur in the millisecond

time scale and are kinetically separable from the chemical step that involves bond

breaking/formation in ATP. Therefore these transitions can be studied by various
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experimental approaches, making it possible to compare computational and exper-

imental results.

The processes that we have analyzed here are allosteric in nature in the sense

that they implicate a large number of residues, many of which are far from the

active site where substrate binding and chemical transformation occur; they include

both domain-scale motions and more localized side chain rearrangements. It is

such “multi-scale” nature that makes allosteric transitions both fascinating and

challenging to study using computational approaches [96, 97]. The key challenge

is to establish among all these multitudes of motions what subset(s) of motions

constitute(s) the kinetic bottleneck and what rearrangements have the most signifi-

cant impact on the subsequent chemical step. A closely related goal is to identify

“hotspot” or “hub” residues/interactions that maintain the tight coupling between

the multitudes of motions and therefore the long-range and co-operative (see

below) features of allosteric transitions.

Several approaches have been proposed in the literature to identify “hotspot”

residues in allosteric transitions, most notably perhaps being informatics based

analysis based on either sequence (e.g., statistical coupling analysis [98, 99]) or

structure [100] and various perturbative analyses based on normal mode models of

proteins [101, 102]. In our analysis of myosin [41] we found significant overlap

between predictions from statistical coupling analysis and hinge analysis based on

low frequency normal modes [48]. Mutation of some of these residues was indeed

known to lead to the decoupling phenotype in myosin (i.e., decoupling between

ATPase and motility), supporting their role in mediating long-range couplings.

These results and many recent studies [47, 103–107] have highlighted the func-

tional relevance of intrinsic structural flexibility of proteins, which is often well

captured by a small set of low-frequency normal modes or motions prior to the

allosteric activation [108, 109]. These observations support the view [96] that many

allosteric proteins are constructed from semi-rigid domains or subdomains with

hinges and/or semi-rigid subunits, which can move relative to each other, so that

the “jigglings and wigglings” (Brownian motion, which is always present at

physiological temperatures) can be harnessed through biasing of the free energy

surface by ligand binding, modification, and release to propagate the resulting local

changes over a long distance to affect activities elsewhere.

A more thorough analysis of “hotspot” residues and kinetic bottleneck of

allosteric transitions, however, requires explicitly studying the transition pathway

and the corresponding transition state ensemble. This is currently difficult to do

with bias-free atomistic simulations for large proteins. As we have illustrated here

using myosin and AK, biased atomistic simulations and CG simulations can

provide valuable insights, although the results should be interpreted with care

considering the approximations inherent in these models. Overall, these more

detailed studies provide additional support to the “domain-hinge” view of allostery;

on the other hand, they also help highlight additional complexities and various

deviations from the somewhat simplistic picture of “domain motions mediated by

hinges” [110].
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In AK, for example, LID and NMP domain closures are clearly the dominant

motions for the open/close processes, and significant closure motions have been

observed in both experimental [21] and simulation studies [25–27] even in the

absence of the substrates. Mutating the hinge residues such as the unique Pro

residues in AKthermo into the corresponding ones in AKmeso indeed induced

changes in the domain flexibilities toward AKmeso (especially LID), thus partially

supporting the role of hinges in the open/close processes. On the other hand, at least

in our simulation models [45], the reverse mutations in AKmeso do not cause

significant changes in the LID flexibility, suggesting that hinge flexibility and

global transitions are partially decoupled in AKmeso. The limited significance of

hinges in AK has also been hinted at by the experimental chimera studies of Bae

et al. [24], who found that swapping the entire LID and NMP domain sequences

(but not just the CORE-LID hinges) between AKthermo and AKmeso interconverts

catalytic properties (and, thus, presumably the open/close rate). Thus the stability

and internal flexibility of domains, in addition to the relative displacements of

domains, may also contribute to the rate of large scale transitions. Along this line,

the “cracking” hypothesis [33, 34, 110] argues that local unfolding/refolding is an

important part of allosteric transitions. Our CG studies of AK [44] did not find any

compelling evidence for cracking, although more systematic studies are needed

before solid conclusions can be drawn; nevertheless, our results do support the

important contribution from internal properties of domains, such as dihedral flexi-

bility (Fig. 4b) [44].

Regarding the role of subset(s) of motions in enzyme activation, our studies of

the recovery stroke in myosin that integrated QM/MM studies and classical MD

simulations serve as a relevant example [42]. By constructing an in silico model

based on classical simulation results and explicitly evaluating the ATP hydrolysis

barrier as compared to those in various crystal structures, we were able to probe the

roles of local and longer-range structural rearrangements in activating the ATPase

activity in this prototypical molecular motor. Our results highlight that local

changes important to chemistry require stabilization from more extensive structural

changes; in this sense, more global structural transitions are needed to activate

the chemistry in the active site. In fact, even in more “regular” enzymes that

catalyze highly localized chemical transformations, such as hydride transfers,

collective structural changes are believed to be important [15]. This is also likely

because otherwise active site features conducive to the chemical step are not stably

maintained.

It is important to emphasize that our results do not suggest that all global

conformational changes are required to turn on efficient ATP hydrolysis. In many

“decouplingmutants” ofmyosin [111, 112] the ATPase activity is very close to being

normal, indicating that the lack of converter/lever arm rotation does not significantly

impair ATP hydrolysis. Therefore, amore likely scenario is a two-phase process (also

schematically sketched in Fig. 1): during the first phase, structural transitions near the

N-terminus of the relay helix are coupled to the SwII displacement to establish a

stable active site and to turn on the ATP hydrolysis; in the second “relaxation phase,”

the rest of the conformational cascades propagate into the rotations of the converter
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and the lever arm. This two-phase description is reminiscent of coupled tertiary and

quaternary structural changes forO2-binding-induced allostery in hemoglobin, where

it has been shown that tertiary structural changes induced by oxygen binding precede

quaternary structural changes [113, 114].

These discussions further highlight the importance of understanding factors that

control the coupling between local and global structural changes. If the coupling is

very tight such that the various structural rearrangements are highly co-operative,

the population of the system in which only a subset(s) of the structural transitions

have occurred is extremely low, then it is less meaningful, at least for practical

purposes, to ask what subset(s) of motions have a more significant impact on the

chemical step; this corresponds to a more “holistic” view of protein structure and

motion. In the context of biomolecular motors, ensuring that the transitions between

different functional states are highly co-operative is likely essential to maintaining

an efficient energy transduction [17, 40], i.e., avoiding wasteful futile ATP hydro-

lysis that is not tightly coupled to large-scale structural transitions. Whether a high

degree of co-operativity is observed in and critical to the function of “regular”

enzymes remains to be carefully and systematically analyzed [15]. As to factors

(e.g., sequence profile) that control the degree of co-operativity, although “hotspot”

residues discussed above are highly relevant, other considerations based on studies

of protein folding/stability are expected to be useful as well, especially considering

the argument that domain unfolding/refolding might contribute to large-scale

transitions in proteins [110, 115].

4.2 Future Outlooks

In the following, we briefly comment on several directions that we believe are

particularly worthy of further efforts from computational studies, or, more preferably,

integrated computational and experimental investigations.

4.2.1 Kinetic Bottlenecks and Co-operativity for Large-Scale

Functional Transitions

As emphasized repeatedly in the above discussions, it is important to understand

factors that control the kinetics and the degree of co-operativity for large-scale

motions in proteins. It is clear that functional transitions often involve both domain-

scale motions and local structural rearrangements. Domain motions are more

striking in scale while the local transitions more subtle, but the spatial magnitude

of changes does not necessarily correlate with kinetic significance. As noted by

many studies, large-scale structural transitions are correlated with low-frequency

modes, which implies that biomolecules tend to have intrinsic structural flexibilities

and the domain-scale motions are largely diffusive in nature; therefore, the kinetic

bottleneck of a functional transition may, in fact, consist of key local structural

changes that are thermally activated. Moreover, to ensure a high degree of
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co-operativity, the diffusive domain motions need to be energetically coupled to

local rearrangements. Thus it is essential to characterize the underlying free energy

landscape of multi-scale motions and the structure-dependent diffusion properties

of protein domains (including hydrodynamics effects [68]).

At this moment, with typical computational hardware, characterizing the kinetic

bottleneck and the underlying free energy landscape for large systems remains an

outstanding challenge [97]. Novel computational techniques and strategies such as

transition interface/path sampling [116], milestoning [64], the thermal string method

[65], and multi-state Markov state models coupled with massively distributed

computing [66, 67] are promising avenues that have mainly been applied to the

folding of small peptides/proteins. The milestoning approach has been applied to

the recovery stroke of myosin [79], although more in-depth analysis would be

useful regarding distinguishing different pathways and the role of key residues.

The thermal string approach has also been applied to the transition of ligand (proton)

gated ion channels [117] and kinase [118]. Nevertheless, atomic simulations of these

sorts remain rather computationally expensive, which makes it difficult to evaluate

the convergence and statistical significance of the results. Therefore, at least in the

near future, development and validation of effective CGmodels for proteins remains

an attractive and intellectually tantalizing direction [68, 69]. CG models can also be

used as a broad approach to sample possible transition pathways, which are then

reversely mapped to an atomistic scale and refined [119]. Finally, novel approaches

for characterizing and projecting multi-dimensional free energy surfaces have been

developed but their application to large protein systems have only just started to

appear [120, 121].

4.2.2 Prediction of Functional Transitions at High Resolution

For proteins that undergo large scale conformational transitions, it is not uncommon

to have a high-resolution structure for only one of the many functional states

(e.g., a molecular motor or kinase with an ATP analog as ligand). Therefore,

an important challenge is to predict/construct reliable models for other functional

states. Along this line, a productive avenue is to combine computational approaches

with low-resolution experimental data for the functional state of interest; good

examples include electron microscopy (EM), SAXS, FRET data, and other spec-

troscopic data that provide structural constraints. For such a purpose, a judicious

combination of physical based models (e.g., MD simulations) and structural infor-

matics techniques (e.g., ROSETTA [122] or TASSER [123]) is likely to be most

productive in the near future. Notable examples have emerged in recent years,

especially concerning using EM and SAXS as low-resolution structural constraints

for macromolecular assemblies [124–127]. Further pushing forward the resolution

of such models remains a fascinating direction of research.
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4.2.3 Connection Between Motions/Dynamics and Enzyme Evolution

The discussions above have been limited to the function of a single protein/enzyme

(complex) under in vitro condition. It is tempting to ask how the dynamic properties

of proteins/enzymes fit into the broader biological context, such as protein-protein

interaction networks in the cell and protein evolution. For example, interesting

discussions have been made regarding slow protein conformational fluctuations

(i.e., dynamic disorder of protein activity [128]) as an additional origin of

stochasticity for the protein interaction network [129]; therefore, the time scale of

slow protein fluctuations might need to be tuned in the cellular context to be

compatible with the sensitivity and robustness of the underlying protein network.

Along this line, it is increasingly realized that the cellular environment is very

different from dilute solution and effects such as molecular crowding have a major

impact on binding and dynamic properties as well as the stability of biomolecules

[130]. Although a significant fraction of the crowding effect can be understood

based on “simple” physical arguments such as the excluded volume effect

stabilizing more compact conformations relative to extended conformations, to

what degree do slow motions of proteins differ (in terms of both time scale and

possibly mechanism) between the cellular and in vitro conditions remains to be

systematically dissected.

As to the role of motions/dynamics in protein evolution, much consideration has

been given to the role of protein flexibility and evolvability [131], and the connec-

tion between specific motions and emergence/divergence of function only starts to

be explored. As a fascinating example, Johnston et al. [132] reported that a single

mutation is able to switch a guanylate kinase enzyme (GKenz) into a functional GK

domain (GKdom). This mutation was shown to inhibit the GMP-induced GK domain

closure, thus quenching the GKenz activity, but to allow protein binding and spindle

orientation, the GKdom function. Although this is an “artificial” example, it is

conceivable that modulation of protein motions has played a role in the emer-

gence/divergence of functions during evolution. By combining techniques such as

ancestral sequence reconstruction [133] with physical characterization of protein

motions, we anticipate that much can be learned regarding how complex motions

have been modulated through evolution to help shape the rich functional landscape

of proteins in the cell.
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Multiple Intermediates, Diverse Conformations,

and Cooperative Conformational Changes

Underlie the Catalytic Hydride Transfer

Reaction of Dihydrofolate Reductase

Karunesh Arora and Charles L. Brooks III

Abstract It has become increasingly clear that protein motions play an essential

role in enzyme catalysis. However, exactly how these motions are related to an

enzyme’s chemical step is still intensely debated. This chapter examines the possible

role of protein motions that display a hierarchy of timescales in enzyme catalysis.

The linkage between protein motions and catalysis is investigated in the context of a

model enzyme, E. coli dihydrofolate reductase (DHFR), that catalyzes the hydride

transfer reaction in the conversion of dihydrofolate to tetrahydrofolate. The results of

extensive computer simulations probing the protein motions that are manifest during

different steps along the turnover cycle of DHFR are summarized. Evidence is

presented that the protein motions modulate the catalytic efficacy of DHFR by

generating a conformational ensemble conducive to the hydride transfer. The alter-

ation of the equilibrium conformational ensemble rather than any protein dynamical

effects is found to be sufficient to explain the rate-diminishing effects of mutation on

the kinetics of the enzyme. These data support the view that the protein motions

facilitate catalysis by establishing reaction competent conformations of the enzyme,

but they do not directly couple to the chemical reaction itself. These findings have

broad implications for our understanding of enzyme mechanisms and the design of

novel protein catalysts.
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1 Introduction

Enzymes are specialized proteins that catalyze life-sustaining biochemical reactions

inside cells. Enzymes permit a reaction that could take years to complete in a

solution to be accomplished within a matter of seconds with typically more than a

million-fold increase in the reaction rate compared to the uncatalyzed reaction [1, 2].

Deciphering how enzymes achieve such enormous increase in the rate of the
reaction over similar uncatalyzed reactions in the solution is the Holy Grail of

biochemistry. A detailed understanding of enzyme mechanisms can yield great

benefits both scientifically and commercially in applications such as the design of

biological catalysts and the development of targeted therapeutics to name but a few

[3, 4]. Therefore many experimental and theoretical investigations over the decades

have been focused on gaining deeper understanding of enzyme mechanisms (cf. [5,

6] and references therein). While these studies have collectively provided significant

insights into enzyme function, our understanding of various key mechanisms that

enzymes employ to speed up significantly biochemical reactions remains rudimen-

tary [7, 8]. This is evident from our inability to synthesize biological catalysts that

can match the efficiency of enzymes produced through natural evolutionary pro-

cesses [9, 10].

The way an enzyme speeds up a chemical reaction is often a complex, multi-step

process. First, the ligand binds to the enzyme. Second, a conformational change

occurs that is mostly associated with ligand binding. This transitions the enzyme-

substrate complex from an inactive to an active state (“induced-fit” model [11]) or

simply stabilizes the pre-existing minor population of the enzyme’s active state

(“population-shift” model [12, 13]). Third, an actual chemical reaction occurs.

Fourth, following chemistry, the product is released and the enzyme returns to its

initial substrate-free conformation for the next cycle to begin.

A full and quantitative understanding of the catalytic power of enzymes requires

the detailed knowledge of the dynamical changes and the underlying energy land-

scape (i.e., free energy barriers and minima) as an enzyme progresses through

different stages of the catalytic cycle. However, gathering this information is a

challenging problem whose solution requires a combination of theory, simulation,

and experiment. While the ground state structures combined with kinetic studies

provide crucial information on possible mechanisms of enzyme catalysis, they do
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not unravel atomically detailed transition pathways and the multidimensional energy

landscape required to explain the catalytic prowess of enzymes. Theory and simula-

tion can provide complementary information to experiments [14–18]. When data

from such simulations is interpreted with a careful attention to the inherent

limitations of the methodology, valuable information on atomically detailed confor-

mational transition pathways, reaction intermediates and the discrete local energy
minima of the high dimensional energy landscape of enzyme underlying conforma-
tional changes, i.e., conformational substates [12], can be elucidated to gain a

quantitative understanding of enzyme function [19, 20].

This review will present advances in our understanding of enzyme catalysis,

primarily exemplified through our group’s work in the application of the range of

computational methods to investigate quantitatively protein conformational

changes and the chemical transformation event in catalysis of a model enzyme

dihydrofolate reductase (DHFR) [21–28]. DHFR catalyzes the reduction of
7,8-dihydrofolate (DHF) to 5,6,7,8- tetrahydrofolate (THF) utilizing the nucleotide
cofactor 5,10-methylenetetrahydrofolate reductase (NADPH). The reduction of
DHF is initiated through a protonation of the N5 atom of DHF, which is followed
by a hydride transfer from the cofactor NADPH to the C6 atom in dihydrofolate.

Following a brief introduction into DHFR structure and function, we describe

key results of equilibrium molecular dynamics (MD) simulations, which provide

information on the local conformational fluctuations of the enzyme that may impact

the chemical reaction. We then describe insights into factors modulating the

chemical reactivity of the enzyme and mediating the rate differences between

wild type and debilitating mutants of DHFR obtained through the examination of

equilibrium ensembles of activation energies for the key hydride transfer step as

well as the distributions of structural parameters in the different protein isoforms.

We then discuss insights gained from simulations into the role of protein confor-

mational changes in facilitating the protonation of dihydrofolate that precedes the

hydride transfer event in the chemical transformation step. Atomic and energetic

details of large-scale conformational reorganization of the enzyme between func-

tional states and the role such conformational changes play in the organization of

the reactive groups for efficient catalysis are then described. The features of enzyme

catalysis investigated in a model enzyme DHFR may well provide insight regarding

the general mechanisms by which enzyme activity is modulated. We note that

comprehensive reviews on related topics have appeared that will be of use to

interested reader [29, 30]; this brief review makes no attempt at a complete review

of the literature.

2 DHFR Structure and Function

DHFR catalyzes the reduction of dihydrofolate (DHF) to tetrahydrofolate (THF)

with the help of a cofactor nicotinamide adenine dinucleotide phosphate (NADPH)

[31]. The product of this reaction, THF, is a precursor of cofactors required for
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purine, pyrimidine, and amino acid synthesis. Given its biological significance,

DHFR has been the subject of several theoretical [21–28, 32–35] and experimental

investigations [36–54]. Based on the multiple crystal structures [55] and kinetic

data [56] a catalytic cycle for DHFR has been deduced (Fig. 1). These studies

suggest that during catalysis, DHFR cycles through five major intermediates: E:

NADPH, E:NADPH:DHF, E:NADP+:THF, E:THF, and E:NADPH:THF and

undergoes significant conformational changes during this process. Analysis of

these structures reveals that the large conformational changes of DHFR are

concentrated in its Met20 loop (residues 14–24). Thus, depending upon the confor-

mation of the Met20 loop, different DHFR states along the catalytic pathway are

characterized as open, closed, or occluded. In the closed state the Met20 loop stacks

against the nicotinamide ring while in the occluded state the Met20 loop sterically

hinders the cofactor from binding in the active site (Fig. 1). The conformation of the

Met20 loop in turn seems to depend on the ligands bound in the substrate and

cofactor binding sites. In the holoenzyme E:NADPH and the Michaelis Menten

complex E:NADPH:DHF, the Met20 loop adopts the closed conformation, while in

the other three product complexes along the DHFR catalytic pathway, E:NADP+,

Fig. 1 The structure of E. coli DHFR and the conformational changes that take place during the

catalytic process. (a) Crystal structure of DHFR in the closed (PDB ID: 1RX2) and the occluded

(PDB ID: 1RX6) states. In the closed state, the Met20 loop stacks against the nicotinamide ring of

the cofactor (NADPH) while in the occluded state the loop prevents cofactor from accessing the

active site pocket. Solid balls illustrate the locations of mutated residues 42 and 121. (b) Schematic

representation of the catalytic pathway of DHFR as deduced from several kinetic and structural

studies. In the holoenzyme E:NADPH and the Michaelis Menten complex E:NADPH:DHF, the

Met20 loop adopts the closed conformation. In the three product complexes, E:NADP+, E:THF,

and E:NADPH:THF, the Met20 loop occurs in the occluded conformation. We have performed

simulations capturing the enzyme’s transition between the closed and occluded state (step IIA,

above). (Figure 1 of Arora and Brooks [27], Copyright# 2007, The American Chemical Society)
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E:THF, and E:NADPH:THF, the Met20 loop assumes an occluded conformation.

To determine how conformational changes on wide ranging timescales within the

enzyme complex relate to its catalytic efficiency, we have generated a conforma-

tional and catalytic energy landscape of DHFR. Results of these computational

explorations are reviewed in the following sections.

3 Correlated Motion and the Effect of Distal Mutations

in Hydride Transfer

Proteins are intrinsically dynamic and protein internal motions can play a key role
in their biological function [57, 58]. Initial understanding of the role of such protein
motions in DHFR catalysis was derived from the equilibrium molecular dynamics

(MD) simulations of wild type DHFR as well as distal mutants of DHFR implicated

in modulating the hydride transfer rate by experimental kinetic and mutagenesis

studies [32, 42, 59]. Classical MD simulations and correlated motions analysis of

the corresponding MD trajectories for three ternary wild type complexes – DHFR/

DHF/ NADPH (DH), DHFR/THF/NADP+ (TP), and DHFR/THF/NADPH (TH) –

from the DHFR catalytic cycle have provided residue-based maps of correlated

motions [24]. As shown in Fig. 2, the results of correlated motion analysis reveal

that spatially and sequentially separated residues in DHFR are coupled, displaying

strongly “correlated” motions. However, strongly correlated motions present in the

reactant Michaelis complex (DH) structure are abrogated in the product complexes

with NADP+ (TP) or NADPH and H4F (TH).

Motivated by earlier investigation of wild type DHFR, MD simulations were

performed on reactant Michaelis complexes of G121S, G121V, M42F, and
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M42F/G121S mutants in which the position of mutations is located far away from

the active site [28]. Interestingly, results of this analysis show that compared to wild

type DHFR the correlated motions are reduced in all mutant complexes (Fig. 3),

correlating somewhat with the reduction in the experimental hydride transfer rates

[42]. As shown in Fig. 3, particularly, correlated fluctuations of the Met20 loop with

several regions of the enzyme are strongly affected by mutations, suggesting that

these motions may be relevant to the catalytic efficacy of the enzyme. The question

then arose of if and how diminished correlated fluctuations upon distal mutations

would manifest in the structural changes of the enzyme?

Answers were sought by performing cluster analysis of MD trajectories on the

Met20 loop backbone conformations based on their ϕ/ψ dihedral angles for G121S,

G121V, M42F, and M42F/G121S mutants and wild type DHFR [24]. Specifically,

Met20 loop conformations were clustered since the correlated fluctuations of the

Met20 loop with the rest of the enzyme are most affected upon mutations (Fig. 4).

The results of cluster analysis show that the simulations sample five different well-

defined clusters, which include the closed, open, and occluded conformations of the
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Met20 loop. As shown in Fig. 4, the wild type enzyme mostly samples the closed

conformation of the Met20 loop. However, the mutants sample multiple

conformations of the Met20 loop that include intermediate conformations between

crystallographically observed open, closed, and occluded states. Furthermore,

results of cluster analysis show that the mutations change the relative energy

among the different Met20 loop conformations (Fig. 4). The shift in the energy

levels for different conformations of the Met20 loop sampled in the simulations of

wild type and mutants indicates that the structural changes occur near the active

site, even if the mutation is distant from the site of chemical transformation. These

long-range structural perturbations in the vicinity of the active site center of the

enzyme may influence the hydride transfer reaction, rationalizing the experimen-

tally observed rate-diminishing effects of distal mutations. How are these structural

perturbations manifesting in the energy barrier of the hydride transfer? Answers

were sought by performing hybrid quantum mechanics molecular mechanics

(QM/MM) simulations capable of capturing bond breaking and formation in the

chemical reaction [60, 61], which is beyond the reach of classical MD simulations

discussed above. In the next section, we present results of QM/MM investigations

of the hydride transfer event in wild type DHFR as well as the G121S and G121V

mutants that provide quantitative insights into the affect of mutations outside the

active site on the hydride transfer barrier height.

In summary, equilibrium MD simulations of wild type and distal mutants of

DHFR show that there are specific correlated motions in the reactive ternary

complex of the enzyme that are abolished in the ternary product complex and
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reduced in the mutants. The changes in the patterns of correlated motions simply

reflect structural changes of the catalytically important Met20 loop, which in turn

may affect the hydride transfer rate.

4 Conformational Substates Modulate the Barrier to Hydride

Transfer

Insights into how structural changes of the Met20 loop can be manifest in the energy

barrier of the hydride transfer have emerged from QM/MM calculations of the

distributions of activation energies for the hydride transfer reaction in wild type as

well as the G121S and G121V variants of DHFR [23]. In these studies, taking into

account the possibility that the enzyme may exist as a distribution of conformations

[62], the distributions of energy barriers were computed from the corresponding

fixed protein structures extracted from the different time-course of MD simulations

trajectories. The results of QM/MM simulations show that wide ranges of hydride

transfer energy barriers exist for the wild type and the G121V and G121S mutants

(see Fig. 5). This result establishes that the energy barrier for hydride transfer and,

consequently, reaction rate in DHFR fluctuate in a time-dependent manner. Time-

dependent variations in the energy barriers for an enzyme-catalyzed reaction have

been demonstrated in both theoretical studies [63] and single molecule experiments

[64, 65] by other researchers. In the single molecule experiments, time-dependent

variation in the reaction rate was interpreted as a toggling of protein between

different conformers, each associated with a distinct reaction rate [64]. However,

additional theoretical analyses have revealed that such observations are consistent

with the presence of the two or more conformers of a protein with distinct reaction

rates [63]. This suggests that the QM/MM calculations of activation energy barriers

initiated from several snapshots of the MD simulations are analogous to single

molecule experiments, demonstrating time-dependent variation in the reaction rate

of individual enzyme molecules [65]. Further, this occurrence suggests that the

computationally observed variation in the hydride transfer barriers can be attributed

to the existence of the enzyme in multiple distinct conformational substates which

modify the potential energy surface, each giving rise to a unique energy barrier for

the hydride transfer.

Comparison of the activation energy distributions present in DHFR and its

variants demonstrates that the ensemble of energy barriers differs in each system

studied (see Fig. 5). Subsets of structures extracted from MD simulations were
employed to calculate the activation free energy for the hydride transfer following
the free-energy perturbation approach. These calculations focused on the
properties of the reactant states, with an assumption that the corresponding transi-
tion states reflect a small perturbation of the reactant-state configurations [66].
Furthermore, to account for the inadequate sampling of low hydride-transfer
energy barriers at either side of the distribution, Gaussian approximant was used
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to model the distribution of the energy barriers for the three enzyme systems.
Resulting, effective activation free energies for the wild type, G121S, and G121V
distributions are 13.7 (33.4), 12.9 (32.0), and 26.6 (37.6) kcal/mol, respectively
[23]. Values in parentheses correspond to the estimated barriers without Gaussian
approximant. The free energy barrier differences among the three protein systems

agree qualitatively with the experimental estimates. The relative ordering of the
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calculated free energies shows that the energy barrier for the G121V mutant is

greater than the wild type, as expected based on experimentally determined rate

constants. However, the energy barrier for G121S mutant is not very different from

the wild type DHFR. Experimentally, however, the G121S hydride transfer rate

differs from that measured for the wild type protein.

How then is the hydride transfer barrier height modulated? To find answers, the

hydride barrier distributions of wild type DHFR and its mutants were analyzed for

the variability of hydride transfer barriers [22]. The variability of hydride transfer

barriers reflects the ground state conformational space explored by an enzyme. In

addition, quasi-harmonic (QH) analysis [67] was performed to measure the impact

of the Met20 loop conformations on the fluctuations of the ligand and cofactor

molecules in the active site. Together these analyses reveal that for the G121S

mutant that has a similar free energy as the wild type protein, the variability of

hydride transfer barriers is similar to the wild type protein but the flexibility of the

ligand and cofactor molecules in the active site is enhanced compared to the wild

type protein. This is an unexpected result, as one would anticipate that increased

flexibility of the ligands would generate an increase in the variability of the energy

barrier distribution. These observations suggest that, although the ligand and

cofactor sample more conformational space than in the wild type protein, the

additional conformational space explored is not directed toward generating

configurations conducive to the hydride transfer, and the corresponding energy

barrier distributions are unaffected. Thus, while conformations giving rise to low

hydride transfer barriers still exist; such conformations comprise only a small

fraction of all conformations accessible to the G121S mutant. This would explain

the reduction in the effective hydride transfer rates observed for this mutant. In

contrast, for the G121V mutant which has a much higher hydride transfer barrier

than the wild type protein, similar analysis shows decreased variability of hydride

transfer barriers as well as the reduced flexibility of ligand and cofactor molecules

in the active site compared to wild type protein. These observations suggest that the

G121V mutant samples very different conformational space from the wild type

DHFR and conformations conducive to hydride transfer are not sampled. Taken

together, results show that, although there is a subtle difference in the mechanism,

eventually for both mutants the decrease in the effective hydride transfer rate arises

due to a decrease in the relative amount of conformational substates favorable for

hydride transfer to take place compared to the wild type DHFR.

Computational studies by Hammes-Schiffer and coworkers have provided evi-

dence for a network of coupled motions that correlate with the progress of the

hydride transfer reaction in DHFR and the G121V mutant [68]. In these studies,

thermally averaged geometric properties that may be related to the hydride transfer

were computed. We examined the wild type and mutant conformational ensembles

for a similar set of representative distances presented by Hammes-Schiffer and co-

workers [21–23]. This analysis shows that there are significant differences in the

key geometric parameters that correlate well with the progress of the reaction for

the wild type and mutant systems. These results highlight differences in the wild

type and mutant structural ensembles that may be the origin of the observed
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variation in the distributions of hydride transfer energy barriers and corresponding

variations in the reaction rate among the wild type and mutant systems studied.

Further, analysis of key geometric parameters reveals that there is a significant

qualitative agreement with the earlier study of Hammes-Schiffer and coworkers

despite the fact that we employed equilibrium distributions of static protein
conformations to calculate the hydride transfer barriers. This finding suggests that

the changes in the geometric parameters arise due to the progress of the catalytic

reaction itself and not due to the fluctuations of the protein. Furthermore, the

network of coupled motions observed throughout the protein and ligand by

Hammes-Schiffer and coworkers reflect changes in the equilibrium conformational

distribution of the protein.

In addition to the key geometric parameters presented by Hammes-Schiffer and

coworkers, the detailed examination of the wild type and mutants structural

ensembles has revealed a select set of ϕ/ψ dihedral angles that correlate with the

presence of protein conformations giving rise to low hydride transfer barriers [22].

As shown in Fig. 6, mutants exhibit dihedral angle values for residues within the

Met20 loop not observed in wild type DHFR. These alternate dihedral angle values

correspond to the Met20 loop conformations that are not suited for hydride transfer

to take place and are generally associated with high hydride transfer energy

barriers. These results imply that the configuration of the Met20 loop, which

abuts the site of hydride transfer, is one of the important components of a low
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energy conformational substate. Mutations act to change the structure of this mobile

Met20 loop leading to a redistribution of conformational substates present in the

protein and thereby impact the hydride transfer rate.

Additional computational studies have emphasized that time-dependent dis-

placement of groups within the active site of the enzyme can directly contribute

energy to the reactive event (henceforth referred to as “dynamical coupling”). This

phenomenon has been suggested to exist for several enzymatic reactions [69, 70].

However, our results do not support dynamic coupling as a key factor influencing

the rate of hydride transfer in DHFR [23]. This is because if the time-dependent

conformational fluctuations of the protein groups were directly contributing energy

to induce a reactive event, one would expect to see no differences in the energy

barriers computed using static snapshots from MD trajectories. Clearly, as

discussed above, simulations have demonstrated that differences in the energy

barrier distributions exist, even though static snapshots from MD simulations

were used for the calculations of the activation energy barriers, suggesting against

any role of dynamical coupling in modulating the hydride transfer energy barrier

(see Fig. 5). Moreover, differences in the energy barrier distributions that qualita-

tively agree with the experimentally determined reaction rates suggest that the

modulation of the conformational ensemble rather than dynamic coupling is one

of the main factors influencing the hydride transfer barriers, and consequently,

reaction rate. This suggestion is in agreement with the recent kinetic isotope effect

(KIE) study of wild type and N23PP/S148A mutant of DHFR [71]. According to

this study, the magnitude and temperature dependence of the KIEs on hydride

transfer are unaffected by mutation, suggesting that there is likely no dynamic

coupling of protein motions to the hydride transfer step itself.

Other features that could have an impact on the chemical reaction barrier have

also been suggested. Theoretical studies by Hammes-Schiffer and coworkers have

shown that the protein motions could affect the rate of barrier re-crossing for the

hydride transfer step and hence influence the reaction rate [68]. These studies also

suggest that, in addition to the effect of protein motions on the barrier re-crossing

rate, the incorporation of quantum dynamical effects should further reduce the

barrier to hydride transfer by 2–3 kcal/mol [68]. However, subsequent investigation
revealed that both barrier re-crossing and quantum dynamical effects are almost
identical for the wild type and mutants suggesting that they are not responsible for
differences in the relative reaction rates [72]. Yet another factor that could influ-

ence the reactivity of DHFR is the pKa of the bound substrate, dihydrofolate [36].

The closed ternary complex can affect hydride transfer, which is believed to follow

the substrate protonation at position N5. The substrate protonation is considered to

be responsible for the observed pH dependence of the hydride transfer [36]. In the

next section we present results of simulations probing the affect of the protein

conformational changes in modulating the pKa of the bound substrate and conse-

quently hydride transfer rate.

In summary, results of QM/MM investigations show that the energy barrier of

hydride transfer in wild type G121V and G121S variants fluctuates in a time-

dependent manner. The features of these energy barrier distributions are consistent
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with experimentally determined reaction rates for the three proteins and support

observations of single molecule experiments demonstrating time-dependent varia-

tion in the reaction rate of individual enzyme molecules. Further, the results show

that the fluctuations of hydride transfer energy barriers primarily arise due to the

modulation of the equilibrium ensemble of the protein conformations. The config-

uration of the Met20 loop is an important component of this equilibrium structural

ensemble as indicated by the correlation between the change in the dihedral angles

populated by residues within the Met20 loop and the concomitant change in the

ensemble of hydride transfer barriers. The mutations at position 121 acts to disrupt

the equilibrium distributions of the Met20 loop that is adjacent to the site of

chemistry in the enzyme and thus impact the hydride transfer rate. Collectively,

these results suggest that the alteration of the ensemble of conformational substates

populated by the protein rather than dynamical coupling is the key factor

influencing the rate constants for the hydride transfer reaction in DHFR.

5 Met20 Loop Facilitates the Protonation of the Substrate

The chemical step of DHFR’s catalytic cycle involves a hydride transfer from the

cofactor to the substrate with concomitant protonation of N5 atom of the substrate.

Experiments have shown that this chemical step is pH dependent [36] and this pH

dependency primarily arises due to the substrate protonation that is best described

with a single pKa value of 6.5 [36, 73, 74]. The pKa value of the substrate in solution

is 2.6, implying that DHFR increases the pKa value by ~4 pKa units. The key

question for investigation is how does an enzyme facilitate the protonation of the

substrate?

Answers were sought by performing the pKa calculations for the key enzyme

conformations, those involving the closed and occluded configurations for the

Met20 loop [26]. The pKa values of 7.1 and 7.7 were reported for the closed and

occluded Michaelis complexes, respectively. These results confirm that indeed the

enzyme facilitates the protonation of the N5 atoms of the substrate. Further,

analysis revealed that the side chain of Asp27 in the active site that forms hydrogen

bonds to the substrate remains ionized in both occluded and closed complexes to

coordinate properly the substrate, thus further stabilizing the substrate protonated

state. Together these results suggest that DHFR promotes protonation by enclosing

the N5 atom in a hydrophobic pocket together with the negatively charged Asp27

residue. However, in these preliminary investigations the effect of the Met20 loop

conformational change in the enzyme on the substrate pKa and consequently its

implications to catalysis were not explored.

Insights into how the conformational change from occluded to closed state

enhances the substrate pKa in the reactive complex have emerged from combined

free energy perturbation and molecular dynamics simulations (FEP/MD) for the

closed and occluded Michaelis complexes. In this study, initially the flexibility of

the Met20 loop was quantified by measuring the Cα root mean square deviation
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(RMSD) of the Met20 loop with respect to the X-ray closed and occluded

complexes. As shown in Fig. 7, the Met20 loop is quite flexible in the occluded

complex compared to the closed complex. Furthermore, in the closed complex two

major loop states are visible: a small population of “tightly-closed” state (RMSD

0.25–1.0 Å) and a larger population of the “partial closed/open” state (RMSD

1.5–3.5 Å). Subsequently, the Met20 loop flexibility was related to the substrate

pKa by plotting the pKa of the substrate as a function of the Met20 loop RMSD. As

shown in Fig. 8, the pKa of the Met20 loop strongly modulates the substrate pKa in

the closed Michaelis complex, with the dependence having a characteristic sigmoi-

dal shape. In the “tightly closed” state of closed complex, the computed pKa is in the

8.0–9.0 unit range that is substantially larger than that in the “partially closed/open”

state and the corresponding final pKa. Further, analysis of the trajectories have

revealed that the tight closing of the Met20 loop enhances the interactions of the

cofactor and the substrate with the Met20 side chain and aligns the nicotinamide

ring of the cofactor coplanar with the pterin ring of the substrate, thus facilitating

the protonation.
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In summary, results demonstrate that the conformational change of the Met20

loop is coupled to change in the substrate pKa and may enhance hydride transfer

catalysis. These results supplement studies discussed in the previous sections,

which show that the equilibrium sampling of the Met20 loop configurations condu-

cive to the hydride transfer is a major factor influencing the catalytic rate.

6 Conformational Dynamics of the Met20 Loop on a Free

Energy Surface

Studies discussed so far have suggested that the configuration of the Met20 loop

may be an important component of a conformational substate in DHFR that

engenders an environment favorable to hydride transfer. However, these

conclusions are derived from the equilibrium dynamics simulations that tend to

explore localized regions of conformational space around the ground state

structures of the enzyme. Therefore a clear link between the conformational

reorganization of the Met20 loop between different functional states and the

modulation of the chemical environment is missing. This missing dynamics picture

has emerged from the elucidation of the conformational transition pathway between

closed and occluded states of the enzyme and the corresponding free energy profile

using enhanced sampling simulations [27]. These calculations show that the free

energy barriers separating occluded and closed states of the Met20 loop in the

Michaelis Menten complex of DHFR are small and the transition between these

states occurs via an intermediate “open” conformation along the pathway (see

Fig. 9). The highest free energy barrier corresponding to this conformational

change is 5 � 1 kcal/mol. This value of barrier height is much lower than the

transition-state theory estimate of 16.0 kcal/mol obtained from the experimental

kinetic data [43, 49]. However, the calculated free energy difference between the

closed and occluded states (3.3 � 1 kcal/mol) is in good agreement with

experiments, suggesting that the value for the free energy barrier height obtained

from simulations is also probably correct. Moreover, activation barriers estimated

by using transition-state theory represent extreme upper limits given the limitation

of the theory to describe diffusive processes such as protein folding and protein

conformational changes [75].

How does one reconcile the calculated small ~5 kcal/mol free energy barrier

with the slow kinetics of the Met20 loop transitions observed in NMR studies?

Kramer’s reaction rate theory that incorporates the dynamical fluctuations of the

enzyme missing in the transition-state theory estimate of rate constant can be used

to estimate the reaction rate of diffusive motions in enzymes [76]. Kramer’s rate

model assumes that the dynamics of the system can be represented as a diffusive

process on a low-dimensional free energy surface and has been successfully applied

earlier to predict rates of protein folding [77, 78]. To deduce the kinetics of the
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Met20 loop transitions by using Kramer’s reaction rate theory, the position depen-

dent diffusion constants along the Met20 loop conformational transition pathway

were computed. The computed diffusion constant values together with the barrier

height obtained from the free energy profile were then incorporated into Kramer’s

reaction rate equation. Interestingly, the calculated rate of transition from the closed

state using Kramer’s rate relationship agrees very well with the rate of the Met20

loop transitions provided by NMR dispersion experiments [47]. Thus, simulations

show that the slow dynamics of the system arises due to the small diffusion constant

on a rugged energy landscape and not due to high-energy barriers separating

different conformational states.
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The small free energy barriers separating the functionally important conforma-

tional states imply that the system can populate alternate conformations via thermal

fluctuations. As shown in Fig. 9, when the cofactor is out of the binding pocket, the

enzyme can frequently sample open and occluded conformations because of a small

(�3 kcal/mol) free energy barrier between the two states. However, when the

cofactor is in the binding pocket, the closed conformation is thermodynamically

most favored [27]. These results suggest that every possible conformation of the

protein is present at all times, although with different population distributions that

can be modulated via interaction with the specific substrate. This mechanistic

picture emerging from the thermodynamic and kinetic analysis of the Met20 loop

fluctuations is consistent with the population-shift model of ligand binding, which

postulates that the ligand binding merely stabilizes the pre-existing minor popula-

tion of the enzyme’s active state in the conformational ensemble [13]. This view-

point is also consistent with the perspective of conformational dynamics in DHFR

informed by NMR dispersion experiments, according to which each intermediate in

the catalytic cycle samples low-lying excited states whose conformations resemble

the ground state structures of the preceding and following intermediates [49].

The detailed examination of the closed state conformational ensemble has

revealed that only a few selected conformations of the Met20 loop from the

ensemble have an active site geometry conducive to the hydride transfer reaction

(see Fig. 10). This phenomenon was noticed in the previous studies of this system.

As discussed in Sect. 5, simulations exploring the role of the Met20 loop

conformations in modulating the substrate protonation have shown that in the

closed state two substates can be distinguished, namely the “partially closed” and
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“tightly-closed” conformations of the Met20 loop [26]. However, only the tightly-

closed state has the correct pKa of the substrate conducive to protonation. Taken

together, these results reaffirm the earlier conclusions drawn from the equilibrium

simulations that the enzyme can populate an ensemble of substates with differen-

tially preorganized protein environments in the vicinity of the enzyme’s active site.

Local side chain motions have been proposed to be important for hydride

transfer in several enzymes [79, 80]. For DHFR catalysis, hydrophobic active site

residues Ile14 and Ile94, which in the crystal structure are in van der Waals contact

with the substrate and cofactor, are of particular interest. NMR studies have

demonstrated that the side chains of residues Ile14 and Ile94 populate both trans
and gauche+ rotamers about the χ1 dihedral angle in solution. However, only the

gauche+ conformation of these side chains is observed in the occluded and closed

crystal structures. Further, modeling has suggested that in the trans rotameric state,

the side chains of these residues would sterically clash with the atoms of the

cofactor and pterin rings, respectively. Therefore in order for residue Ile14 to

exist as a trans rotamer, the nicotinamide ring would have to be displaced towards

the pterin ring. To test this hypothesis, we computed the free energy surfaces

corresponding to the χ1 dihedral angle of the residues Ile14 and Ile94 along the

reaction coordinate, as part of the conformational change of the Met20 loop [27].

As shown in Fig. 11, the trans rotamer population is observed only in the open state

and in high-energy conformations leading to the occluded state of that loop. Only

the gauche+ and a small amount of gauche� populations are present in the closed,

reaction competent state. Interestingly, the position of the trans population along

the reaction coordinate coincides with a decrease in the hydride transfer distance.

These simulation results are consistent with the hypothesis that favors a mechanism

in which residues Ile14 and Ile94 guide the cofactor and substrate toward a reactive

configuration for subsequent hydride transfer reaction and thus facilitate catalysis.

Corroborating these findings, recent studies examining the relationship between the

hydride-donor acceptor distance (DAD) and its distribution and dynamics to the

rate of hydride transfer and the temperature dependence of intrinsic KIEs has

provided evidence that residue Ile14 participates in the restrictive active-site

motions that modulate the DAD and thus assist the hydride transfer [81].

In summary, characterization of microsecond-millisecond timescale conforma-

tional fluctuations that precede the chemical transformation step of DHFR show

that the largest conformational changes are concentrated in the Met20 loop of the

enzyme implicated in modulating the hydride transfer efficacy. The free energy

profile corresponding to the conformational transition pathway reveals that the free

barriers separating the functional states of enzyme are small and rough, suggesting

rapid sampling of conformers. Furthermore, results show that the slow kinetics of

the enzyme suggested by NMR dispersion experiments arises due to the diffusive

motions of the Met20 loop on the rough energy landscape rather than the large

reorganization energy barrier as suggested by the application of transition-state

theory to estimate barrier heights from the experimental kinetics data. Finally, these

studies also emphasize the role of the assembly of enzyme side chains to achieve

optimal geometry for chemistry.
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7 Concluding Remarks

The simulations discussed above have provided detailed quantitative insights into

the DHFR reaction mechanism not currently accessible to experiments. As

demonstrated, equilibrium MD simulations of DHFR show that there are specific

correlated motions in the reactive ternary complex of the enzyme that are abrogated

in the ternary product complex and reduced in the mutants, suggesting that these

motions are relevant to the catalytic efficacy of the enzyme. These correlated

fluctuations of the enzyme manifest as the distinct conformational substates that

are correlated with modulations in the hydride transfer barrier height as indicated

by the examination of equilibrium ensembles of activation energies for the key

hydride transfer step as well as the distributions of structural parameters in the

different protein isoforms. Backbone conformations of the Met20 loop are impor-

tant components of these conformational substates as illustrated by the link between

dihedral angle values exhibited by residues within the Met20 loop and modulation
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of the hydride transfer barrier height. The backbone ϕ/ψ dihedral angles of wild

type DHFR predominantly occupy regions of conformational space that are condu-

cive to hydride transfer, while the mutant proteins visit alternative conformations

generally associated with high barriers. Clearly the mutations act to disrupt the

equilibrium distribution of the Met20 loop that abuts the site of chemistry. This

alteration of the static, equilibrium distribution of the Met20 loop conformations is

sufficient to explain the influence of mutations on the rate of the hydride transfer.

The above discussion clearly suggests that the Met20 loop of DHFR serves as a

master regulator of catalysis due to its ability to adapt to mutations by assuming

alternate conformations that lead to redistribution of conformational substates

present in the protein and consequently give rise to distinct hydride transfer

barriers.

In recent papers, the question of whether protein motions are coupled to the

chemical transformation has been hotly debated. Although it is broadly accepted that

the conformational movements of proteins are indispensable to enzyme function in

substrate binding and product release, the question of whether protein motions play a

direct role in the chemical step of enzymatic catalysis is controversial with

arguments for and against such coupling [34, 51, 82, 83]. For example, in the case

of DHFR, recent experimental studies reported a “dynamic knockout” caused by

mutations, suggesting that the conformational fluctuations can influence the chemi-

cal step of enzyme catalysis [51]. In these studies, mutations were made that both

prevent formation of the occluded conformation through loss of hydrogen bonding

between the Met20 and GH loops of DHFR and impair millisecond timescale

motions of the Met20 loop in the Michaelis complex. This N23PP/S148A DHFR

mutant displayed a reduced rate constant for hydride transfer compared to wild type

and it was suggested that this was a consequence of the loss of conformational

flexibility. However, subsequent computational [34] and experimental [71] KIE

studies of the N23PP/S148A variant of DHFR reached quite the opposite conclusion

to that reached by the previous investigation [51]. In the latter studies it was

suggested that the role of flexibility in catalysis is negligible and that the largest

contribution to catalysis comes from the pre-organization of the active site, which is

a longstanding concept [84, 85] that has been implicated in function of other

enzymes [86]. Consistent with these suggestions, based on the understanding of

DHFR’s reaction mechanism emerging from our own computational investigations

as discussed above, we suggest that the decrease in the hydride transfer rate constant

of N23PP/S148A variant likely arises due to modulation of the equilibrium confor-

mational ensemble as the result of the structural perturbations to the reactive

distance in the active site.

In summary, our picture of the enzyme mechanism, as assembled from the

quantitative investigation of conformational changes and chemical transformation

of DHFR, reveals that alteration of conformational equilibrium rather than

dynamical coupling is the key factor influencing the rate of the reaction. Protein

fluctuations are important in establishing the structural ensembles conducive to the

chemical reaction but do not directly couple to the chemical reaction itself. This
view of enzyme catalysis is also supported by other calculations and experiments
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and has been discussed elsewhere in the literature [29, 87]. Finally, we conclude by
mentioning that DHFR is an amazing molecular machine, in which conformational

heterogeneity, cooperative conformational changes, and multiple intermediates are

integral to its catalytic function.
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9. Röthlisberger D, Khersonsky O, Wollacott AM, Jiang L, DeChancie J, Betker J, Gallaher JL,

Althoff EA, Zanghellini A, Dym O, Albeck S, Houk KN, Tawfik DS, Baker D (2008) Nature

453:190

10. Frushicheva MP, Cao J, Chu ZT, Warshel A (2010) Proc Natl Acad Sci USA 107:16869

11. Koshland DE (1994) Angew Chem Int Ed Engl 33:2375

12. Frauenfelder H, Sligar SG, Wolynes PG (1991) Science 254:1598

13. Gunasekaran K, Ma B, Nussinov R (2004) Proteins 57:433

14. Karplus M, Kuryian J (2005) Proc Natl Acad Sci USA 102:6679

15. Warshel A (1989) Computer modeling of chemical reactions in enzymes and solution. Wiley,

New York

16. Arora K, Brooks CL III (2011) In: Frank J (ed) Molecular machines in biology. Cambridge

University Press, Cambridge, p 59

17. Karplus M, McCammon JA (2002) Nat Struct Biol 9:788

18. Schlick T, Collepardo-Guevara R, Halvorsen LA, Jung S, Xiao X (2011) Q Rev Biophys

44:191

19. Arora K, Brooks CL III (2007) Proc Natl Acad Sci USA 104:18496

20. Radhakrishnan R, Schlick T (2004) Proc Natl Acad Sci USA 101:5970

21. Thorpe IF, Brooks CL III (2005) J Am Chem Soc 127:12997

22. Thorpe IF, Brooks CL III (2004) Proteins Struct Funct Bioinf 57:444

23. Thorpe IF, Brooks CL III (2003) J Phys Chem B 107:14042

24. Rod TH, Radkiewicz JL, Brooks CL III (2003) Proc Natl Acad Sci USA 100:6980

25. Radkiewicz JL, Brooks CL III (2000) J Am Chem Soc 122:225

26. Khavrutskii IV, Price DJ, Lee J, Brooks CL III (2007) Protein Sci 16:1087

27. Arora K, Brooks CL III (2009) J Am Chem Soc 131:5642

28. Rod TH, Brooks CL III (2003) J Am Chem Soc 125:8718

29. Hammes GG, Benkovic SJ, Hammes-Schiffer S (2011) Biochemistry 50:10422

30. Nagel ZD, Klinman JP (2010) Chem Rev 110:PR41

31. Blakely RL (1984) In: Blakely RL, Benkovic SJ (eds), Folate and Pteridines, vol 3. Wiley,

New York, p 191

Multiple Intermediates, Diverse Conformations, and Cooperative. . . 185



32. Agarwal PK, Billeter SR, Rajagopalan PTR, Benkovic SJ, Hammes-Schiffer S (2002) Proc

Natl Acad Sci USA 99:2794

33. Chen J, Dima RI, Thirumalai D (2007) J Mol Biol 374:250

34. Adamczyk AJ, Cao J, Kamerlin SCL, Warshel A (2011) Proc Natl Acad Sci USA 108:14115

35. Liu H, Warshel A (2007) Biochemistry 46:6011

36. Fierke CA, Johnson KA, Benkovic SJ (1987) Biochemistry 26:4085

37. Cannon WR, Singleton SF, Benkovic SJ (1996) Nat Struct Biol 3:821

38. Epstein DM, Benkovic SJ, Wright PE (1995) Biochemistry 34:11037

39. Miller GP, Benkovic SJ (1998) Biochemistry 37:6327

40. Miller GP, Benkovic SJ (1998) Biochemistry 37:6336

41. Miller GP, Wahnon DC, Benkovic SJ (2001) Biochemistry 40:867

42. Rajagopalan PTR, Lutz S, Benkovic SJ (2002) Biochemistry 41:12618

43. McElheny D, Schnell JR, Lansing JC, Dyson HJ, Wright PE (2005) Proc Natl Acad Sci USA

102:5032

44. Schnell JR, Dyson HJ, Wright PE (2004) Biochemistry 43:374

45. Schnell JR, Dyson HJ, Wright PE (2004) Annu Rev Biophys Biomol Struct 33:119

46. Osborne MJ, Schnell J, Benkovic SJ, Dyson HJ, Wright PE (2001) Biochemistry 40:9846

47. Boehr DD, McElheny D, Dyson HJ, Wright PE (2010) Proc Natl Acad Sci USA 107:1373

48. Boehr DD, Dyson HJ, Wright PE (2008) Biochemistry 47:9227

49. Boehr DD, McElheny D, Dyson HJ, Wright PE (2006) Science 313:1638

50. Venkitakrishnan RP, Zaborowski E, McElheny D, Benkovic SJ, Dyson HJ, Wright PE (2004)

Biochemistry 43:16046

51. Bhabha G, Lee J, Ekiert DC, Gam J, Wilson IA, Dyson HJ, Benkovic SJ, Wright PE (2011)

Science 332:234

52. Oyeyemi OA, Sours KM, Lee T, Kohen A, Resing KA, Ahn NG, Klinman JP (2011)

Biochemistry 50:8251

53. Nagel ZD, Dong M, Bahnson BJ, Klinman JP (2011) Proc Natl Acad Sci USA 108:10520

54. Oyeyemi OA, Sours KM, Lee T, Resing KA, Ahn NG, Klinman JP (2010) Proc Natl Acad Sci

USA 107:10074

55. Sawaya MR, Kraut J (1997) Biochemistry 36:586

56. Benkovic SJ, Fierke CA, Naylor AM (1988) Science 239:1105

57. Tzeng SR, Kalodimos CG (2012) Nature 488:236

58. Frederick KK, Marlow MS, Valentine KG, Wand AJ (2007) Nature 448:325

59. Cameron CE, Benkovic SJ (1997) Biochemistry 36:15792

60. Warshel A, Levitt M (1976) J Mol Biol 103:227

61. Gao JL, Truhlar DG (2002) Annu Rev Phys Chem 53:467

62. Frauenfelder H, Parak F, Young RD (1988) Annu Rev Biophys Biophys Chem 17:451

63. Zhang Y, Kua J, McCammon JA (2003) J Phys Chem B 107:4459

64. Lu HP, Xun L, Xie XS (1998) Science 282:1877

65. Zhang Z, Rajagopalan PTR, Selzer T, Benkovic SJ, Hammes GG (2004) Proc Natl Acad Sci

USA 101:2764

66. Tobias DJ, Brooks CL III (1987) Chem Phys Lett 142:472

67. Brooks CL III, Karplus M, Pettitt BM (1988) Proteins: a theoretical perspective of dynamics,

structure, and thermodynamics. Wiley, New York

68. Agarwal PK, Billeter SR, Hammes-Schiffer S (2002) J Phys Chem B 106:3283

69. Knapp MJ, Klinman JP (2002) Eur J Biochem 269:3113

70. Antoniou D, Caratzoulas S, Kalyanaraman C, Mincer JS, Schwartz SD (2002) Eur J Biochem

269:3103

71. Loveridge EJ, Behiry EM, Guo J, Allemann RK (2012) Nat Chem 4:292

72. Watney JB, Agarwal PK, Hammes-Schiffer S (2003) J Am Chem Soc 125:3745

73. Morrison JF, Stone SR (1988) Biochemistry 27:5499

74. Beard WA, Appleman JR, Delcamp TJ, Freisheim JH (1989) J Biol Chem 264:9391

75. Ansari A, Jones C, Henry E, Hofrichter J, Eaton W (1992) Science 256:1796

186 K. Arora and C.L. Brooks III



76. Hanggi P, Talkner P, Borkovec M (1990) Rev Mod Phys 62:251

77. Best RB, Hummer G (2006) Phys Rev Lett 96:228104

78. Bryngelson JD, Onuchic JN, Socci ND, Wolynes PG (1995) Proteins 21:167

79. Schwartz SD, Basner JE (2004) J Phys Chem B 108:444

80. Hay S, Pudney CR, Sutcliffe MJ, Scrutton NS (2008) Angew Chem Int Ed 47:537
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Protein Dynamics and the Enzymatic Reaction

Coordinate

Steven D. Schwartz

Abstract This chapter discusses progress over the past 15 years in understanding

the role of protein dynamics in enzymatically catalyzed chemical reactions.

Research has shown that protein motion on all timescales from femtoseconds to

milliseconds can contribute to function, and in particular in some enzymes there are

sub-picosecond motions, on the same timescale as barrier passage, the couple

directly to chemical transformation, and are thus part of the reaction coordinate.

Approaches such as transition path sampling and committor analysis have greatly

enhanced our understanding of these processes.
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1 Introduction

Fifteen years ago we suggested [1] that a possible explanation for anomalous

experimental enzyme kinetics may be direct coupling of picosecond protein

dynamics to reaction. The last 15 years have seen this suggestion – and in fact

the general proposal that enzyme dynamics is important in enzyme chemistry –

debated with unusual fervor. While the importance of protein motion to such

phenomena as ligand rebinding in myoglobin [2] has been acknowledged and

seemingly accepted for almost 40 years, the suggestion we made 15 years ago is

different for two reasons. First, ligand binding, while a chemical event, does not

involve change in chemical identity. This is a difference that is psychological, but

the alteration in language associated with chemistry has proven significant. Sec-

ond, the experimental claims made for ligand binding relate to conformational

heterogeneity, implying that transitions between conformations are slow compared

to the time to rebind, and so static on the timescale of the event of interest.

Theoretical models can then be built from direct averaging over rate constants

that are indexed by conformation [3]. We have proposed that protein motions on all

timescales ranging from those equivalent to barrier passage (or penetration) to slow

conformational rearrangement are potentially important for the chemical event in

enzymes. These differences in focus between enzymatic chemistry and ligand

binding have resulted in a significantly larger level of debate and, as such, this

debate has focused the science very effectively. This focus has lent significantly

greater clarity to the issues in the last few years, and these investigations will be the

topic of this review.

A good part of the argument that has arisen around the subject of protein

dynamics and enzymatic function has been driven by semantics, and so we now

wish to state clearly and carefully the subject of this investigation. We quite

simply wish to understand how enzymes work. From a chemist’s perspective,

this means we want to understand in atomic detail how chemical reaction occurs

at an enzyme active site. It is our goal to investigate this question in a

completely unbiased fashion. The only “modeling” that has been used in the

investigations we have reported come from the use of widely accepted numerical

tools such as the CHARMM [4] molecular mechanics potential augmented by

QM/MM technologies [5, 6] at the reaction center. Our stated goal is to make no

assumption as to mechanism, but rather to allow mechanism to be discovered in

the process of the computations we undertake. This mechanism is described by

the “reaction coordinate,” in other words the set of all atomic motions necessary

to allow reaction to occur. Given the complexity of chemical reaction in

enzymatic systems, special techniques are needed, and they will be described

in this review.

We will review studies of three separate enzyme systems (lactate dehydro-

genase (LDH), purine nucleoside phosphorylase (PNP), and dihydrofolate

reductase (DHFR)). Most of our results will be theoretical but in cases in

which direct collaborations have resulted in experiment we will report those
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as well. The end result is that, in both LDH and PNP, there is direct coupling of

protein motion on the timescale of barrier passage as part of the basic mecha-

nism or reaction coordinate. Further, in LDH we have shown evidence for the

fact that this motion, or promoting vibration, is created by the protein architec-

ture itself. In other words the motion that corresponds to the promoting vibra-

tion is not simply part of the reaction coordinate but is a unique direction in the

protein structure. In DHFR, this is not in fact the case. There is no organized

promoting vibration. We will discuss how these results fit with other results in

the literature, both for specific enzymes and in the general framework of rate

theories.

2 Dynamics in Enzymes and the Reaction Coordinate: The

Picosecond Timescale

Since our suggestion 15 years ago that protein dynamics could play a role in

passage over the chemical barrier in enzymatic systems, a continuing feature of

interest to us and consternation to others has been the fact that the protein motion is

quite rapid when considered relative to normal enzymatic turnover rates. Most

enzymes have a turnover rate of about 1 ms�1. The motions we have discovered –

promoting vibrations – have been in the hundreds of femtoseconds to picoseconds

timescale. In fact, several other investigators over the years have now found other

enzymes in which such rapid promoting vibrations are of import [7–11]. There is of

course no contradiction in this disparity of timescale; the rate-limiting step for

many enzymes is in fact product release or substrate binding. What this implies is

that the enzyme spends the vast majority of the time from its initial encounter with

substrate until product release “engaged in activities” other than barrier passage (to

be discussed in a later section). In the following section of this review we discuss

our results describing these rapid promoting vibrations. In particular we find that

two of three enzymes of very different chemistry employ such a mechanism (LDH

and PNP) and one (DHFR) which, catalyzing the same chemistry as LDH, appears

to not support a promoting vibration. The section starts with a brief description of

the computational methodologies we employ. Should this not be of interest to the

reader, the section can be skipped.

2.1 Methodologies

In order to understand rigorously the process of chemical reaction in an enzyme

using theoretical methods we need to follow the atomic motions in the entire system

as reaction occurs. Because chemical reaction in an enzyme is an extremely rare

event, simply running trajectories using quantum mechanics to determine reactive
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potential energy surfaces (QM/MM techniques for example) will not yield the

desired information. What is needed is a rare event simulation methodology. We

choose to use the transition path sampling (TPS) [12–16] methodology of Chandler

and co-workers. The critical idea behind this advance was to find “reactive”

trajectories for complex phenomena via a Monte Carlo walk in trajectory space.

(The word reactive is in quotes because it certainly can be applied to situations in

which chemical reaction is not involved [17].) Gathering a large number of these

trajectories allows further calculation of an object known as the stochastic

separatrix [18]. The stochastic separatrix is the statistical analogue of the transition

state or, more precisely, the transition state ensemble. It is the collection of points in

conformation space where initiation of trajectories with random momenta chosen

from a Boltzmann distribution will result in 50% of the trajectories proceeding to

products and 50% returning to reactants.

In fact, this analysis of the stochastic separatrix provides methods for testing a

reaction coordinate. Motion along the stochastic separatrix is motion that does not

progress the reaction to either products or reactants. Thus, a putative reaction

coordinate can be tested by restraining the reaction coordinate degrees of freedom

while all other degrees of freedom are allowed to evolve dynamically. If the choice

of the degrees of freedom is correct, then unrestrained trajectories will yield a

distribution of probabilities to react strongly peaked about five. Initial methods of

reaction coordinate identification involved such a “guess and check” approach. We

have developed a method based on the structure of the separatrix itself [19, 20].

This method is highly successful and extremely efficient, yielding a good represen-

tation of the reaction coordinate “for free” when the separatrix is calculated. The

method is distinct from the committor distribution fitting methods that have been

developed [21–24] for the determination of reaction coordinates. The fitting

methods are best applied to diffusive barrier passage, whereas our methods are

best applied to direct barrier passage, the kind most often encountered in enzymatic

chemical reactions. Our definition of the components of the reaction coordinate is

simply those degrees of freedom that do not change on the separatrix. In this sense

then, the separatrix must be narrow in these degrees of freedom. The problem is that

we do not have a mathematical description of the separatrix, only points in space.

The separatrix is likely “narrow” in these special degrees of freedom in some non-

Cartesian coordinate system. Thus what is needed is a method that identifies the

correct parameterization of the separatrix and in doing so finds the coordinates for

which there is minimal change. Finding the correct coordinate system in which to

describe the separatrix is a nonlinear fitting problem, and we use methods from

machine learning known as kernel PCA [25]. A usable representation of the

topology of the separatrix is obtained when a single nonlinear component is

shown to reproduce accurately the entire separatrix. The members of the reaction

coordinate are then identified as those that make minimal contribution to this single

nonlinear principle component. We have shown [19, 20] that the components found

closely align with those we “guessed and checked” in the past. The identification of

reaction coordinates will likely continue to be one of the most challenging areas in

rare event simulation. We note that it is critical that any proposed reaction
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coordinate be checked with the committor distribution method we have described.

This method, first suggested by Onsager [18] and later expanded upon by Chandler

and co-workers [12–16], demonstrates that motion does not just accompany reac-

tion but is in fact a causal necessity for reaction.

2.2 LDH

The first enzyme to which we applied the TPS methodology was human heart

lactate dehydrogenase [26, 27]. A large number of reactive trajectories were

gathered and were tested for decorrelation. Examination of the trajectories made

it immediately clear that human heart LDH has as part of each reactive trajectory a

compressive motion that extends across the body of the protein to cause the donor

and acceptor to approach closely. This motion is shown graphically in Fig. 1.

Testing showed that this motion is an obligate part of the reaction coordinate.

The timescale of this motion is roughly 150 fs. We thus now know that there is

motion in the body of the protein that brings the donor and acceptor sites in LDH

Fig. 1 Ribbon diagram of a monomer of human heart lactate dehydrogenase demonstrating the

promoting vibration. The donor and acceptor, the nicotinamide ring, and lactate are colored red.
The promoting vibration residues, Val31, Gly32, Met33, Leu65, Gln66 (yellow) are compressed

towards the active site bringing the NC4 of the nicotinamide ring and substrate carbon closer

together while Arg106 (yellow) relaxes away locking the substrate in product formation. These

residues span the entire length of the monomer to the edge of the protein. Reprinted with

permission from J Chem Phys B 10.1021/jp207876k 2011
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closer together. This promoting vibration, however, need not be any specially

selected motion in the vibrations of the protein matrix. It could simply be the

case that there are all types of diffusive heat transfer in the protein, and it just so

happens that this specific mode is effective in contributing to catalysis. This is

exactly the way proton transfer in solution occurs. In a completely stochastic way,

donor and acceptor are caged and randomly brought into close enough proximity

that reaction can occur. The question then is whether all vibrational motions in the

protein are “created equal,” or whether the promoting vibration is in some way a

special outgrowth of the architecture of the protein. In some sense this is not

important to understanding how the chemistry works, but it is critically important

to developing an understanding of how the enzyme is constructed.

Recent work [28] in our group has addressed exactly this question. In order to

investigate this question we performed a numerical experiment much like that

which Straub has implemented for myoglobin [29–31]. We pumped heat into the

active site and monitored the temperature at residues in the promoting vibration and

the rest of the protein. Figure 2 shows the result of the temperature of the solvent,

the protein as a whole, and that of the promoting vibration. It is clear from these

data that not only is the promoting vibration unique in terms of chemistry; it is also

unique in terms of protein architecture. Thermal energy transferred from the active

site is preferentially channeled through the promoting vibration. In fact, in this work

we were also able to show that in concentric shells in the protein, the residue(s) of

the promoting vibration are statistically “hotter” than almost all other residues a

Fig. 2 Computational heating experiment of the active site of LDH. The nicotinamide ring is

heated and the temperature of the solvent, protein and residues along the promoting vibration are

monitored. The promoting vibration is clearly hotter than the rest of the protein indicating a

preferred direction of thermal energy transfer. Reprinted with permission from J Chem Phys B

10.1021/jp207876k 2011
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similar distance from the active site. In addition, it is worth mentioning that these

calculations provide a perfect experimental test for the existence of a promoting

vibration. Laser spectroscopic methods are able to monitor such temperature

differences [32].

These results show that the promoting vibration in LDH is in fact a unique

direction in the protein backbone, but it really does not inform directly on the

mechanism for promoting vibration transferring of local heat energy from the exterior

to the active site. In other words, when thermal fluctuations occur on the surface of

the protein, are they preferentially channeled inward in the same way that the

simulated laser radiation is channeled outward? To address this question we

computed the dynamic structure factor both orthogonal to and along the direction

of the promoting vibration. This quantity – which is the experimental observable in,

say, a neutron scattering experiment – is the Fourier transform of the density–density

correlation function, and along a given wavevector~k, and it describes time dependent

mass fluctuation. A peak at a given frequency component indicates that along that

wavevector there is significant mass movement. Representative results are shown in

Fig. 3. It is clear that in the range of 150 wavenumbers there is a significant peak in

the direction of the promoting vibration showing that density fluctuations in the

appropriate time regime are located along the promoting vibration axis. This shows

that the promoting vibration is in fact a “soft” direction in the protein, and vibrational

energy is easily transmitted along it. There is no obvious reason for this physical

Fig. 3 The structure factor S(k, ω) for k ¼ 0.2 Å�1 along the PV axis (black line) and along an

axis perpendicular to the promoting vibration. There is strong anisotropy. The sharpness of the

peak at about 150 cm�1 means that there are stable fluctuations along the PV axis for that

frequency. Reprinted with permission from J Chem Phys B 10.1021/jp210347h 2011
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property to be developed in the protein, but speculation is possible. It is certainly a

possibility that the promoting vibration was in some way a selected characteristic

favored by evolution. Another equally plausible (perhaps more so) explanation is this

“soft” direction is a part of the protein folding pathway for the particular enzyme, and

it has been co-opted for chemistry.

2.3 PNP

Though the dehydrogenases/reductases are central to metabolism, we must ask

whether the hydrogen transfer reactions are unique in the involvement of protein

dynamics in chemical barrier passage. We thus became interested in seeing whether a

promoting vibration was present in a very different class of enzymatic chemistry. We

studied the reaction catalyzed by purine nucleoside phosphorylase: scission of the

ribosidic bond in nucleosides. From a variety of experimental evidence we had reason

to believe that this may well be the case. First, mutation on the surface of this protein

that had absolutely no effect on the structure of the active site of the enzyme increases

the rate of on enzyme chemistry by about a factor of 2 [33]. In addition, crystal

structures of transition state inhibitors showed a unique stacking of electronegative

oxygen atoms directly adjacent to the scissile ribosidic bond. Our hypothesis was that

compression of this bond could sufficiently polarize the electron density so as to

make the base a better leaving group. A variety of computations [34–36] confirmed

this hypothesis. The reaction mechanism from an atomistic point of view was also

seen to be more complex than that of the hydride transfer of LDH. Figure 4 shows the

difference between a committor distribution for a complex reaction like PNP (in the

top panel) and one for a direct mechanism like that for LDH (bottom panel). It is clear

that more time is spent in the transition region for PNP. It should, however, be

emphasized that this “long” residence time is still measured in femtoseconds! The

PNP reaction is actually a two step process, with the first rise in committor coming

from a promoting vibration compression and initial breaking of the ribosidic bond

and the second rise coming from the relative motion of the ribose ring towards the

phosphate to form the ribose-1-phosphate product.

2.4 DHFR

There remains controversy in the field as to whether promoting vibrations on this

timescale are important in what might be termed the “hydrogen atom” of hydride

transfer: dihydrofolate reductase. There is a suggestion in work of Hammes-

Schiffer and colleagues [37] that in fact faster motions accompany reaction. What

is not studied in their computations is the central issue of causality. That is, do

motions of protein atoms simply happen at the same time as reaction at the active

site, or are they in fact causal of reaction. In order to answer this question, we have
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Fig. 4 Commitment probability values were calculated for both PNP (top panel) and LDH (lower
panel) along sample trajectories from the reactive path ensembles for the respective enzymes. It is

clear that the transition region for LDH is far shorter in time duration than for PNP, but even for

PNP the residence time is on the order of 10–20 fs. Reprinted with permission from J Chem Phys B

10.1021/jp207876k 2011
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recently begun TPS calculations on this enzyme, and have performed our nonlinear

kernel analysis on the separatrix generated [38]. Analysis of the separatrix shows

that there are motions that accompany reaction, but examination of the structure of

the enzyme, along with the nature of the movement of the identified residues, finds

that the architecture of the enzyme does not permit the type of compressional

vibration across the body of the enzyme through the active site to allow shortening

of donor–acceptor distance. The motions are subtler – those accompanying the final

positioning of the substrate as it approaches the transition state. In addition,

committor distribution analysis including these degrees of freedom does not show

them to be causal of individual reactive events. In this case a purely statistical view

of rapid motions is likely warranted. The nature of the fast timescale motion we find

in DHFR is shown graphically in Fig. 5. These findings emphasize the lack of prior

evidence for rapid motions contributing to the catalytic effect in DHFR [39]. This

evidence was not found because these motions are not in fact causal and part of the

reaction coordinate.

3 Dynamics in Enzymes: Extended Reaction Coordinate and

Conformational Fluctuations

As was described above, the importance of conformational distributions has long

been understood and accepted in enzymatic function. Hammes-Schiffer’s view of

coupled motions (see for example [40]) fits within this realm. The idea here is

Fig. 5 Representation of the

direction of motion of

residues found in DHFR to be

concurrent with the reaction.

D is the donor and A is the

acceptor. The substrate and

the NADPH molecules are

shown in gray and the rest of

the protein is shown as

ribbons. Subsequent
committor analysis showed

that this motion was not in

fact part of the reaction

coordinate, and so not a

causal part of the reaction

mechanism
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simply that transitions between states is slow on the timescale of barrier passage.

What we wish to do now is, first, understand what those transitions actually are and,

second, develop an understanding of how these transitions relate to the rapid

motions we have already identified in LDH and PNP. In addition, since it is obvious

that actual barrier passage is quite rapid (femtoseconds to picoseconds), but the

time between substrate binding and product release is many order of magnitude

slower, we need to find what might actually be happening in a single instance of the

enzyme during this process. Another way of describing this is we wish to extend the

reaction coordinate back from the barrier closer to substrate binding, at least in a

general statistical sense. The timescales are simply far too long just to continue

classical trajectories and, even if we could complete a single classical trajectory, the

more important investigation is a statistical study of multiple conformations and

their interconversions, not the traversal of a single reactive trajectory. We again first

describe the methodologies we employ. As in the previous section, this can be

skipped if one wishes to avoid the technical details.

3.1 Methodologies

The first technical difficulty presented by this endeavor is that the timescales are

simply too long for convention molecular dynamics. Obviously one cannot simply

take the reactive trajectories we have generated and extend them back in time long

enough to view the earlier processes that occur in a catalytic event. In some fashion,

then, a method is needed to search the highly complex free energy surface of the

protein. This then highlights the second technical difficulty, which is that this free

energy surface is almost assuredly quite complex with a great many local minima.

If one simply performed a Monte Carlo walk on the surface with annealing to local

minima, one would find only a tiny fraction of the possible minima, and those may

well not all be functionally relevant. The goal is to search the surface in such a

fashion that the chemically distinct basins [41] are explored in at least a reasonable

fashion.

Our method to accomplish this grew out of the recognition that, in the reaction

catalyzed by LDH, the distance of the donor and acceptor is central to reactivity.

Thus, if one wishes to locate the functionally important conformations, they must

all have the donor–acceptor distance within a range that allows reaction [42]. The

specific computational tool we choose was to restrain this distance to that found in

the crystal structure, and allow the rest of the protein to explore conformational

space via Langevin dynamics and minimization [43]. Once a set of candidate

conformations were obtained in this fashion, they were further minimized with

gradual release of the donor–acceptor constraints. Cases in which the

donor–acceptor distance remained short were deemed catalytically competent,

and those in which it grew beyond a specified cutoff were deemed to be not

catalytically competent. Once these conformations were obtained, we wish to get

some physical picture of how they interconvert. Again, because interconversion is a
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very rare event, and in fact is far too long for simple molecular dynamics, we are

forced to develop a multistep process. First, a minimum free energy path between

the conformations is found using a temperature dependent string method [44, 45].

Once this minimum free energy path is located (assumed to dominate conformation

interconversion) the actual free energy along this physical coordinate (labeled by

RMSD from the starting structure [46]) can be found by umbrella sampling. Finally,

using a simplified reaction coordinate, we can employ QM/MM sampling to obtain

the chemical barrier along the conformational coordinate. These methods have been

described in detail [43].

3.2 Conformational Fluctuations in LDH

The first observation that we made was that, in the vast majority of cases, release of

the constraints allows the donor and acceptor to move far beyond the selected range

and so to fall into conformations that are not catalytically competent. In fact, the

number was far less than 10%. We have now studied this process on both sides of

the chemical barrier in the reaction, and have obtained similar results. We next

wanted to understand the energetics of conformational motion in the enzyme. To do

this we found the minimum free energy path between all sets of basins that had low

donor–acceptor distance. The minimum average potential energy path and the

associated free energies we discovered on a selected path are shown in Fig. 6.

Discovery of these abstract paths is worthwhile, but the real goal of this investiga-

tion is developing an understanding of the types of physical changes the enzyme

undergoes in these longer time interconversions. These basins have relatively small

but detectable differences in geometry of the active site, and this is shown

graphically in Fig. 7. The central difference between the various low

donor–acceptor distance conformations was in the positioning of the active site

loop over the reactive center. It is known that reaction cannot occur in LDH if this

loop is not closed, and this result shows how critical positioning of this loop is to

catalysis. In fact, analysis of the paths between the short donor–acceptor

conformations both always involve a significant widening of the donor–acceptor

distance, and partial opening of the loop conformation. The effective free energy

barrier to these motions from the free energy minimum (that is not reactive) was

always in the 10 kcal/mol range. This is simply a statement of the rarity of these

catalytically competent conformations. In addition, we have shown that at the

conformational free energy maxima the short donor–acceptor distance has the

lowest chemical barrier to reaction – almost zero.

Thus to summarize, we have found the nature of motions and conformations that

bring the system to the catalytically competent state that have short donor–acceptor

distance. These conformations are very rare and there is a free energy barrier of

entropic origin toward these competent conformations. This last finding suggests

that perhaps an appropriate description of catalysis in this enzyme is a search for

these rare competent conformations, followed by the reactive event that is assisted
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by fast sub-picosecond protein motions. More artfully put, one may describe the

function of the enzyme as a conformational filter that performs a stochastic, but

efficient search through conformation space that allows chemical reaction to hap-

pen in an almost barrierless fashion. The tradeoff in free energy is simply associated

with the wait for the enzyme to locate a catalytically competent conformation in

Fig. 6 (a) Converged average potential energies between stable, low-distance donor–acceptor

conformations. The energies are computed using finite temperature string methods. Numerical labels

are arbitrary names given to clusters of conformations that structural analysis showed to be identical.

The x-axis, which denotes conformational variation, is the string image number. Reprinted with

permission from J Chem Phys B 10.1021/jp207876k 2011. (b) The converged free energy

corresponding to one of the potential energy curves above (red curve labeled 7–90). Note that the

minima in average potential energy are on the edges of a rising free energy. The minima in (a) given

in string images correspond to �0.50 and +0.69 Å in Δ-RMSD units along the string coordinate on

(b). Reprinted with permission from J Chem Phys B 10.1021/jp207876k 2011
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which there is essentially no barrier to reaction. This focuses the view of enzymatic

catalysis on the probabilistic rather than energetic component. It also highlights the

value of mechanistic investigations such as have been described. It should be noted

that this viewpoint is not a new “theory” or at variance with previous views of

enzymatic catalysis [47, 48]. A completely equivalent way of stating this fact is that

enzymes are catalysts and make chemical reactions go faster. The real scientific

question is how do they accomplish this feat?

4 Rate Theories

None of the work we have described involves the computations of rates, but an

important question is how our results might inform on methods of doing so. One of

the most popular methods of rate calculation is transition state theory. Given the

inherent complexity of a reaction in any condensed phase, especially that of an

enzyme, it seems almost incredible that it can provide reasonable accuracy. In fact

it often can, but involves treatments far more complex than the original theory. We

now discuss both why it can provide useful rates and why modifications to the

Fig. 7 Overlay of the active site residues of 4 representative potential energy stable

conformations (three of which are part of Fig. 5a.) Residues belonging to the same conformation

are shown with the same color. At the top of the picture, the active site loop is shown (residues

96–106, its residues 100 and 106 are shown explicitly). The 4 residues at the bottom of the figure

are related to each other by a simple translation. However, the important residues His193, Arg106,

Gln100, and Asp194 are being pushed by the active site loop (which has a different closed position

in each of the 4 conformations), and their geometric arrangement is different in a non-trivial way

among the 4 conformations. Transitions between these conformations were seen to always involve

partial loop opening. Reprinted with permission from J Chem Phys B 10.1021/jp207876k 2011
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original theory are called for if it is to be applied to the types of reactions we have

analyzed in this review. Finally we close this section with a description of other

rigorous rate theories.

The original transition state theory or “Absolute Rate Theory” as proposed by

Eyring [49] was based on the claim that there is an equilibrium established between

the reactants and the transition state. Our TPS calculations clearly show that the

transition state is far too ephemeral for such equilibrium to occur. This of course in

no way invalidates the potential accuracy of TST, as it is well known that no

equilibrium is needed to derive the approach [50, 51]. Truhlar has developed a

comprehensive suite of methods that allow correction to the simplest transition state

formulae [52]. There are two issues that at first glance would leave a skeptical critic

thinking that TST had no chance of working. The first is simply that in a complex

system the topology of the free energy surface is such that there should be very

many saddles, and so it is likely that there should be very many transition states. In

fact our calculations show convincingly that this is simply not what nature has

arranged, at least as far as donor and acceptor pairs are concerned. In our

calculations in LDH we have shown that although the reactive trajectories that

are members of the transition path ensemble arrive at the transition state (the

separatrix) in many ways, when there they are highly similar in characteristics,

and the separatrix seems to be fairly low dimensional [53]. The concern may be

raised that the search we performed for TPS in the LDH case was simply not broad

enough. We have reinitiated these calculations with a far larger perturbation in the

“shooting” move. We have never found members of the stochastic separatrix for

either LDH or the “more floppy” DHFR that show wide conformational divergence.

It should be emphasized that this was not a required outcome. There could have

been multiple highly divergent paths through the separatrix. It should also be stated

that it is always possible that the Monte Carlo sampling of TPS is incomplete in the

cases we have studied, but given our attempts to find other regions of trajectory

space have all failed, we suppose this not to be the case.

The second question one may pose is: if there is a promoting vibration, and a

multidimensional reaction coordinate, how does one identify a transition state in

low dimension? There is still a bottleneck; it is simply embedded in a higher

dimensional space. The crucial point here is that the promoting vibrations we

have found are motions on a similar timescale to that of barrier passage. They are

not so fast that they can simply be averaged over to obtain a single free energy

barrier, and they are not so slow that they can be assumed fixed for the purposes of

rate calculation. In the language of transition state theory, these dynamics affect

both the location of the TS and the height of the free energy barrier. We have

discussed these issues and the relation to Grote-Hynes theory previously [54, 55]. In

the generalized Langevin equation (GLE) formulation we presented in [52], the

promoting vibration creates a GLE with a fluctuating reaction coordinate potential

(i.e., the simple reaction coordinate has a free energy barrier modulated by another

degree of freedom on a similar timescale to its own dynamics). The best analogy to

these models in TST would be found in the ensemble averaged variational transition

state methods Truhlar and co-workers have devised [56]. Barriers in which the
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promoting vibration had strongly compressed the donor–acceptor would have a

lower probability in the ensemble of rates but have a greater contribution to the rate.

In this view of TST, one cannot locate a single TS that accurately dominates the rate

computation. It should be emphasized that this is a mathematical tool and not

necessarily indicative of the actual stochastic separatrix.

One erroneous argument that has been made against the importance of dynamics

in enzymatic chemistry is that since the TST recrossing statistic (κ) for enzymatic

reactions has always been computed to be close to 1, there can be no dynamic

effects. Dynamical effects such as promoting vibrations raise the rate of reaction.

Their presence or absence could never be detected by the value of κ – as stated

above, they are part of the free energy. For example, we have extended our barrier

crossing calculations for many nanoseconds and have never seen a recrossing event –

we are in total agreement that κ is 1.

Another question that has been raised is how much of an effect a fast motion

such as the promoting vibration may have on the free energy barrier. Some years

ago a rough calculation on HLADH suggested that the promoting vibration lowers

the barrier by 30% over the static case [54, 55]. Clearly this will be significantly

different from system to system. There is no clear way to test this number – there is

not a simple mutation that breaks the promoting vibration, but we are investigating

this possibility with experimental collaborators. The results described here in no

way invalidate the possible overriding importance of such well-described effects as

dipolar stabilization. On the other hand, we did try to initiate reactive trajectories in

LDH with the promoting vibration restrained. This resulted in no reactive

trajectories. This was not published because the restrained unsuccessful trajectories

do not form a recognizable ensemble distribution.

Another point of contention that has been raised is how a motion so much faster

than the rate of turnover could be involved in catalysis. This is in fact not surprising

given that chemistry is almost never rate limiting in enzymatically-catalyzed

reactions. Active sites are optimized to catalyze chemistry at a far greater rate

than turnover, and it is likely that turnover is regulated for the biological system of

interest. In a similar fashion, one would not be surprised that there is almost perfect

charge complementarity in many active sites even though the chemistry this charge

distribution catalyzes happens at a far faster rate than release of product from the

enzyme. While enzymes never seem to have rates of turnover as fast as possible,

they do seem to have individual steps that are highly optimized for their function.

Whether that function is chemical change or substrate binding the release is at a

physiologically relevant rate. In fact even when kcat is measured, there are still

protein rearrangements that dominate the measured rate. It must come as no

surprise that passage of the chemical barrier is made possible by an optimized

protein in much the same way that the optimized active site provides charge

screening.

A final rate theory we would be remiss not to mention is the forward flux

formulation of Chandler [57]. This is of course an exact formulation of the rate,

much like the flux correlation formulation [58] is a formally exact method to

compute the quantum rate. In these correlation function theories, TST-like results
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are recovered from a t ! 0 limit. The usefulness of the result depends on the choice

of the dividing surface, as in TST. To obtain an accurate result in the enzymatic

case, this dividing surface would have to be found for the full reaction coordinate,

not simply particle transfer. So if there were a promoting vibration as part of the

reaction coordinate, it would be included in the dividing surface search. It should be

emphasized that such an approach does not guarantee accuracy – obviously the

short time limit of the correlation functions involved is a drastic approximation to

the rigorous full formulation.

5 Conclusions and Future Directions

It is time to see where this field stands 15 years after our suggestion that rapid

motions of the protein matrix are in fact part of the reaction coordinate. From a

computational perspective, the proposition seems well proven for both LDH and

PNP on the basis of TPS computations followed by reaction coordinate identifica-

tion. The continuing consternation in some quarters that the timescale of the

promoting vibration is so much faster than the timescale of enzymatic turnover

should not cause worry – in the cases we study the rate of enzymatic turnover is

never limited by chemistry. In fact the rate of chemical barrier passage is very rapid,

and on the same timescale as the promoting vibration. This perhaps begs the

question of how the promoting vibration was “fashioned” by the evolutionary

process because chemistry is not rate limiting, but the same is true for any aspect

of chemistry in enzymes. Even though in the enzymes we observe today, chemistry

is almost never rate limiting, and active sites have been carefully tuned to facilitate

catalysis.

A continuing question is how these propositions can be tested experimentally. A

method often used in mechanistic enzymology is mutation. While this is certainly a

fairly blunt instrument for this question, it is a viable means of testing. As such we

are currently performing TPS calculations on a number of mutants in which the

promoting vibration has been disrupted. Interpretation of such results is always

difficult, because mutation inside the protein seldom changes only one aspect of the

structure; however it is to be hoped that such results will eventually inform on the

involvement of promoting vibrations in the function of enzymes.

The Schramm group has developed a recent, highly promising, experimental

technique [59]. Their idea was to create a “heavy” enzyme in which all non-

exchangeable protein atoms are replaced by their heavy isotopic analogues. Termed

a “Born-Oppenheimer” enzyme (because there is no change in potential energy,

only vibrational structure) they have found changes of 30% in the rate of chemistry

in the heavy enzyme. We are currently analyzing TPS calculations on the heavy

enzyme to illuminate the specific changes in fast motion that causes this change in

rates.
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Finally, it is worthwhile to discuss future directions for this work. One critical

issue is that of quantum dynamics in the reactive events. The TPS calculations we

have done are completely classical in atomic dynamics. It has been suggested for

many years that tunneling is critically important to a variety of hydride transfer

enzymes, (see for example [60–62]) and so an important goal is the development of

approaches that allow inclusion of tunneling in TPS simulations. Because TPS is an

inherently classical phase space method, an approximate inclusion of quantum

dynamics is needed. We have suggested employing centroid molecular dynamics

as such a method [63], and are currently developing the capability to pursue such

computations. The second crucial area we would hope to see addressed is the

inclusion of protein dynamics in the protein design paradigm. The ab initio creation

of artificial enzymes is obviously decades away, but limited enzyme engineering

has been proven possible [64]. Since static design pictures, such as the catalytic

antibody approach [65], have not been able to come close to matching natural

enzyme’s catalytic proficiency, it is worthy of speculation as to whether the subject

of this volume – protein dynamics – could provide some of the missing functional-

ity in such approaches. It is obviously difficult to envision exactly how these

concepts could be made part of protein engineering design principles, but this

may well be the next frontier for catalysis and protein dynamics.
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