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## Preface to the Second Edition

After the release of the First Edition, many responses have returned to the author about this book. Many people kindly reported errors and corrections to me. One of the reasons for the release of the Second Edition was such an accumulation of errors found in the First Edition. Another reason was the new trend of atmospheric general circulation modeling which appeared almost at the same time as the release of the First Edition in 2004. A massive parallel vector supercomputer called "the Earth Simulator" (ES) was launched in 2002 at the Japan Agency for MarineEarth Science and Technology (JAMSTEC), and the author became involved in a new modeling project toward efficient use of ES. Instead of the hydrostatic spectral general circulation model, we have developed a nonhydrostatic icosahedral-grid general circulation model, called NICAM, and ran very high resolution simulations with horizontal mesh spacing around 3.5 km at the highest covering the global domain quasi-uniformly. Chapters $24-26$ are new and devoted to introducing the background and the detailed numerical techniques of NICAM, as one example of global nonhydrostatic modeling. In recent years, many modeling groups in the world have become interested in and actually developed global nonhydrostatic models with various choices of numerical architectures. This textbook cannot cover all the aspects of the various numerical techniques, but concentrates only on giving an example of the existing model. This area has been very active in recent years, and new papers are constantly being published. Readers should regard Chapters 24-26 as a pioneering example of this new research area.

Particular thanks are given to: Prof. Noriyuki Nishi and Dr. Atsushi Hamada, who gave feedbacks after carefully reading the book at the Climate Physics Laboratory at Kyoto University; Dr. Nagio Hirata, who organized an atmospheric modeling seminar at the Center for Climate System Research, the University of Tokyo; Prof. Hiroshi L. Tanaka, who also took part in a book-reading seminar at the University of Tsukuba, and Dr. Chihiro Kodama at JAMSTEC. The figure on the cover page was produced by the Earth Simulator Center of JAMSTEC using a land image provided by NASA.

Masaki Satoh
January 2013

## Preface to the First Edition

This book describes the fundamentals of atmospheric dynamics, the theories behind atmospheric circulation structures, and modeling of the general circulation and its applications. It consists of three parts: I, II, and III. Part I summarizes the principle ideas of atmospheric dynamics. Part II describes the theories of atmospheric structures from various perspectives. Part III describes basic concepts for making a general circulation model of the atmosphere and its applications to the study of atmospheric structures.

Part I deals with the fundamentals of atmospheric dynamics, such as equation sets, approximations of equation sets, basic balances of the atmosphere, waves, and instability. These topics are already fully discussed in standard textbooks on dynamic meteorology. Thus, summaries of these important topics are presented in this part complete with the necessary principles and basics to derive each of the equations. It also describes elemental topics on physical processes, such as the moisture, radiation, and turbulent processes that are required for understanding atmospheric structures.

The main part of this book is Part II which describes the various perspectives of atmospheric structures. It discusses how the general circulation of the atmosphere is maintained and how the circulation depends on external parameters. Atmospheric structures are examined by means of global-averaged properties, horizontal one-dimensional structures, vertical one-dimensional structures, meridional two-dimensional structures, and horizontal two-dimensional or spherical structures. Their roles in moist circulations are also examined. In this book the author tries to focus on more basic subjects that can be confirmed by readers from first principles or well-defined assumptions, rather than describing many observational facts or various applications. Of course, more advanced theories are developed to describe the properties of the general circulation of the atmosphere. The author wishes to present one of the frameworks for understanding the general circulation of the atmosphere. The subjects in Part I and II cannot be clearly divided; some of the chapters in Part II are closely related to those in Part I (e.g., Chapters 7 and 18, Chapters 9 and 15, and Chapters 10 and 14).

Part III describes a method for construction of a general circulation model. This part focuses on the spectral model that is the most standard dynamical framework of the general circulation model of the atmosphere. Equation sets, numerical discretization in the spherical domain and in the vertical direction, and time integration schemes are described. Some applications of general circulation models are also presented. This part has a slightly different character from that of Parts I and II, since it describes numerical techniques and discretization. The author believes that an understanding of atmospheric dynamics and atmospheric structures is a prerequisite for the development of a general circulation model and that the use of general circulation models is a prerequisite for the study of the general circulation of the atmosphere. As Chapter 20 highlights, there are ongoing efforts to come up with new types of atmospheric general circulation models and to bring about improvements in existing models. If one aims to develop an atmospheric general
circulation model, one needs to verify the performance of the model by using the well-known characteristics of atmospheric dynamics. Results obtained using atmospheric general circulation models should be validated with those reached theoretically. In addition to this, through numerical experiments with general circulation models, one may gain further insights into understanding the atmospheric general circulation structures examined in Part II. In the author's view, after reading this book students who want to study atmospheric dynamics should have the ability to construct a general circulation model by means of their own programming, though various atmospheric general circulation models are available. It is hoped that they will be able to study the properties of the atmosphere using a numerical model whose details and limitations are thoroughly familiar to themselves. The threepart structure of this book is intended to bring this about.

General circulation models are nowadays used in various fields, such as weather forecasting, climate prediction, and environmental estimations. Recently, despite the urgent social needs relating to global warming, understanding the general circulation of the atmosphere is still not fully established. This is because consideration needs to be given to the more complicated climate system: the atmosphere, ocean, land, ice, chemical compositions, and biosphere. Since incorporation of many complicated parts are required for applications to the real climate or environmental systems, it is very difficult for beginners to understand the roles played by the dynamics of the atmosphere, even when they are the central part of the models. On understanding the contents of this book, the reader should have a good idea of the dynamical reasons for the response of general circulation to external disturbances like $\mathrm{CO}_{2}$ increase and ozone depletion.

This book is designed for the reader to reach the entrance level for a graduate course in Atmospheric Science and Environmental Science. It is particularly recommended for researchers of mathematical physics, such as fluid dynamics, chaos, fractals, and nonlinear physics. One of the approaches to dynamical meteorology involves laboratory experiments (e.g., using a rotating annulus). In such laboratory experiments, the general characteristics of rotating stratified fluids are explored using a wider range of parameters than those used for the real atmosphere. Understanding the general characteristics of fluid motions provides us with comprehensive insight into the behaviors of the real atmosphere. Today, general circulation models can be used just like the rotating annulus in laboratories. Of course, numerical errors or the use of experimental laws that cannot be derived from the first principles of physical laws (e.g., eddy viscosity) are inevitable, so that the results of general circulation models cannot be regarded as objects of mathematical physics in a pure sense. However, if one views atmospheric motions as one of the realizations of rotating stratified fluids, there exist many unsolved problems that demand mathematical and physical treatment. If those mathematical physicists who are not familiar with dynamic meteorology are interested in general circulation models because of reading this book and if they can easily use them at their work stations, there will be much valuable feedback to our field of atmospheric science. This is my hope in writing this book.

Most of this book is based on seminar notes that were made when the author
joined a series of seminars held at the Meteorological Research Laboratory, Department of Geophysics, University of Tokyo. Parts I, II, and III, respectively, correspond to the master seminar (M-seminar), the atmospheric structure seminar, and the atmospheric general circulation model seminar. The M-seminar was a unique seminar for the education of graduate students and covered important topics of meteorology; that is, waves, instability, moist dynamics, radiation, turbulence, and statistic analysis were studied in each term with six to eight weeks devoted to each topic. Among them, the topics of waves, instability, and moist dynamics constitute the main contribution of Part I. Radiation and turbulence are briefly touched on at the end of this part (in Chapters 10 and 11, respectively).

Part II is devoted to the study of atmospheric structures. Besides the notes from the atmospheric structure seminar, this part is also based on the author's research into atmospheric general circulation. In this part, physical mechanisms rather than observational facts are mainly described for the purpose of understanding atmospheric general circulation. The author adopted this strategy because useful textbooks on observations of the general circulation, such as Peixoto and Oort (see Chapter 13), are widely available. In addition, digitally tabulated meteorological data are nowadays easily accessible through the World Wide Web such that one can access observational data (Kalnay et al.; see Appendix A3). In this sense, the book is not intended to be self-contained; readers are advised to check observational evidence by means of available textbooks or digital data.

Part III describes the theoretical basis of the atmospheric general circulation model (AGCM). The description is based on the dynamical core of the spectral model which was developed at the University of Tokyo by the late Dr. Numaguti during the 1990s. The author studied with Dr. Numaguti at the University of Tokyo and made description notes of the dynamics of the AGCM. Part III mainly follows the author's personal seminar notes. This AGCM was further developed at the Center for Climate System Research (CCSR), University of Tokyo, and the National Institute of Environmental Studies (NIES) and is called the CCSR/NIES AGCM. The manual of CCSR/NIES AGCM is also referred to in Part III. The CCSR/NIES AGCM was then introduced to the Earth Simulator Center and was improved in terms of computer performance for it to be run on the Earth Simulator; the model is called the AFES (AGCM for the Earth Simulator). The dynamical core of the original AGCM has been further developed by the GFD-DENNOU Club and is available online at http://www.gfd-dennou.org. The work of the GFD-DENNOU Club is very useful, and the products of the GFD seminars archived at this web site can be found in Part I.

The author was taken aback when he was asked to write a book by the publisher, especially as many good textbooks on dynamic meteorology have already been written by established researchers such as Holton, Pedlosky, Gill, Andrew et al., Lindzen, Salmon, and Salby. As far as atmospheric modeling is concerned, this subject warrants a book on its own; in fact, there are already useful textbooks such as Haltiner and Williams, Durran, and Krishnamurti et al. (see Chapter 20). It is not the author's intention to write a book that is in competition with theirs. However, the author learned a great deal from the above systematic semi-
nars and considers that such material will be useful to those students interested in becoming researchers on the atmosphere. The seminar notes were compiled from reviews of many standard papers, textbooks, and some original works from our group. Through the seminars, differences between the nomenclatures have been standardized and errors in the original works amended.

The author is grateful to the following for reading the draft manuscripts: YoshiYuki Hayashi, Masaki Ishiwatari, Keita Iga, Masatsugu Odaka, Keiichi Ishioka, Wataru Ohfuchi, Yoshihisa Matsuda, Masahiro Takagi, Yuuji Kitamura, Yosuke Kosaka, and group members on turbulence at the University of Tokyo and collaborators of the GFD-DENNOU Club. The author also thanks Hirofumi Tomita and Koji Goto for preparing some figures in Chapter 24, including the one on the front cover that was made with the Earth Simulator. The numerical calculations of the author's research cited in this book were done using the HITACH SR8000 at the University of Tokyo under the cooperative research efforts of the Center for Climate System Research, University of Tokyo, the NEC SX5 at the National Institute of Environmental Studies, the parallel computers at the High-Tech Research Center for the Saitama Institute of Technology, and the NEC SX5 and the Compaq cluster system at Frontier Research System for Global Change.

Masaki Satoh
April 2004

## Figures

1.1 A control volume showing a flux-form conservation law ..... 12
1.2 Explanation of angular momentum ..... 22
1.3 The baroclinic term and the direction of the pressure gradient ..... 24
1.4 Schematic figures of the tilting term and the stretching term ..... 26
2.1 Distributions of gravitational potential energy, centrifugal potential energy, and potential energy for the attractive force ..... 34
2.2 Thermal wind balance ..... 37
2.3 The cylindrical coordinates and an axisymmetric flow ..... 44
4.1 Schematic relation between the phase speed and phase lines and that be- tween the group velocity and the phase relation in the wave number space ..... 82
4.2 Structure of a sound wave in a one-dimensional tube ..... 86
4.3 The dispersion relations of sound waves and gravity waves for the isother- mal atmosphere ..... 91
4.4 Structure of a gravity wave in the $x z$ section ..... 95
4.5 The relation between the wave number vectors of gravity waves and group velocities in the height-horizontal two-dimensional section ..... 95
4.6 The dispersion relation of sound waves and inertial waves for a fluid with no gravity ..... 98
4.7 The dispersion relation of inertio-gravity waves and sound waves for the isothermal atmosphere in the rotating frame ..... 102
4.8 Structure of an inertio-gravity wave in the $x z$ section and a hodograph showing the anticyclonic cycle of the velocity vector on a horizontal plane ..... 106
4.9 The dispersion relation of Rossby waves in two-dimensional non- convergence equations ..... 111
4.10 The relation between the wave number vectors of Rossby waves and the group velocities in two-dimensional nondivergent equations ..... 111
4.11 Structure of a two-dimensional nondivergent Rossby wave ..... 112
4.12 The dispersion relation of a Rossby wave in a three-dimensional stratified fluid ..... 115
4.13 Structure of a Rossby wave in quasi-geostrophic equations ..... 116
4.14 Schematic figure of propagation of a Rossby wave ..... 116
4.15 Schematic figure of latitudinal and vertical propagations of Rossby waves ..... 117
4.16 Examples of the eigenvalues of spherical waves ..... 125
4.17 Dependence of frequency on zonal wave number of equatorial waves ..... 126
4.18 Dispersion relation for equatorial waves ..... 129
4.19 Horizontal structure of a Kelvin wave, a westward-propagating mixed Rossby-gravity wave, and an eastward-propagating mixed Rossby-gravity wave ..... 131
5.1 The neutral curve of convective instability ..... 140
5.2 Phase relationship of an unstable wave of convective instability in the $x z$ section ..... 141
5.3 The phase speed and growth rate of barotropic instability for the basic flow $U=\tanh y$ ..... 151
5.4 Structures of a neutral wave for the flow $U=\tanh y$ ..... 152
5.5 Structures of the most unstable wave for the flow $U=\tanh y$ ..... 152
5.6 Schematic figure of the interaction between Rossby waves for barotropic instability ..... 153
5.7 The dependence of phase speed on wave number for Eady solutions ..... 158
5.8 The dependence of growth rate on wave numbers for Eady solutions ..... 159
5.9 Vertical profiles of the amplitudes of the most unstable wave for the Eady problem ..... 161
5.10 Zonal-height cross section of the most unstable wave for the Eady problem at the middle of the channel ..... 161
5.11 Distribution of the secondary circulation of the Eady solution in meridional cross section ..... 167
5.12 The dependence of the parameter $x_{0}$ on $r$ for the Charney problem ..... 172
5.13 The relation between phase speed and total wave number for the Charney problem ..... 172
5.14 The relation between growth rate and zonal wave number for the Charney problem ..... 173
5.15 The dependence of growth rate on zonal wave number and the parameter $H / h$ for the Charney problem ..... 173
5.16 Structure of the most unstable waves of the Charney problem ..... 174
5.17 The contours of potential temperature in meridional cross section near the bottom boundary and those of potential temperature used for extended quasi-geostrophic potential vorticity ..... 181
5.18 Interpretation of the Eady and Charney problems by extended quasi- geostrophic potential vorticity ..... 181
5.19 Schematic figure of the interaction of Rossby waves for interpretation of baroclinic instability ..... 182
6.1 The profiles of surface height at the final state due to geostrophic adjustment when the initial perturbation is given to the surface height ..... 187
6.2 The profiles of surface height at the final state due to geostrophic adjustment when the initial perturbation is given to the momentum ..... 188
6.3 Forced motions in shallow-water equations for the nonrotating case ..... 193
6.4 Forced motions in shallow-water equations for the rotating case ..... 193
6.5 Distributions of the streamfunctions of forced motions ..... 194
6.6 Response of streamlines to a point source of heat and angular momentum in axisymmetric flow ..... 197
6.7 Schematic figure of thermally forced motions on the midlatitude $\beta$-plane ..... 199
6.8 Forced motions on the equatorial $\beta$-plane ..... 202
6.9 Schematic distribution of the ocean current: the Sverdrup balance and the western boundary current ..... 204
6.10 Ekman spiral ..... 205
7.1 Schematic figure for explanation of the GLM velocity ..... 208
7.2 A square wave ..... 210
7.3 The motions of fluid particles and those of the mass center viewed from the moving frame for the square wave ..... 211
7.4 A sinusoidal wave ..... 212
7.5 Waves in a two-dimensional nondivergent fluid ..... 215
7.6 Relations between the eddy flux and the gradient of the basic state ..... 218
8.1 Temperature dependence of the saturation vapor pressure by the Goff- Gratch formula ..... 254
8.2 Dependence of saturated specific humidity on pressure and temperature ..... 256
8.3 The ratio of the moist adiabat to the dry adiabat ..... 259
10.1 Schematic relation of the spectra of solar radiation and terrestrial radiation as functions of wavelength ..... 278
10.2 The absorption and scattering of solar radiation ..... 279
10.3 The absorption of terrestrial radiation ..... 279
11.1 Schematic figure of the energy spectrum of three-dimensional turbulence ..... 295
11.2 Schematic energy spectrum of two-dimensional turbulence ..... 299
11.3 The schematic distribution of the tracer spectrum ..... 301
11.4 Relation between the Richardson number and the flux Richardson number ..... 319
11.5 Relations between the flux Richardson number and the parameters $S_{M}$ and $S_{H}$ and $S_{M}^{\prime}$ and $S_{H}^{\prime}$ ..... 320
11.6 Profiles of the universal functions $\phi_{M}$ and $\phi_{H}$ with respect to the non- dimensional height $\zeta$ obtained with the Mellor-Yamada Level 2 model ..... 320
12.1 The transformations of energies ..... 331
12.2 Annual and global mean energy balance ..... 334
12.3 Latitudinal distributions of the various energies of an air column per unit square ..... 337
12.4 Meridional distribution of annually averaged potential temperature and its reference state given by adiabatic redistribution ..... 339
13.1 The seasonal and latitudinal distribution of daily mean incident solar rad- iation at the top of the atmosphere, and the seasonal and latitudinal dis- tribution of outgoing longwave radiation ..... 357
13.2 Annually averaged latitudinal profiles of net incoming solar radiation and outgoing longwave radiation at the top of the atmosphere ..... 358
13.3 Latitudinal distribution of annual-mean northward energy transport for the atmosphere, the ocean, and the coupled atmosphere-ocean system ..... 358
13.4 Latitudinal distribution of temperature using an energy balance model ..... 363
13.5 Ice albedo feedback ..... 364
13.6 Ice albedo feedback using an energy balance model with diffusion-type energy transport ..... 365
14.1 Temperature and pressure profiles of the standard atmosphere and the regions of the atmospheric layers ..... 372
14.2 Radiation balance of a one-layer glass model ..... 373
14.3 The vertical profiles of radiative fluxes in radiative equilibrium of the gray atmosphere ..... 376
14.4 The vertical profiles of temperature in radiative equilibrium of the gray atmosphere ..... 378
14.5 The thermodynamic paths of air parcels for the mixing length theory ..... 383
14.6 Schematic temperature profiles of radiative equilibrium and radiative- convective equilibrium with convective adjustment ..... 386
14.7 Schematic profiles of radiative flux and convective flux in radiative- convective equilibrium ..... 387
14.8 Vertical distributions of the temperature and heating rate in radiative equi- librium and in radiative-convective equilibrium ..... 388
14.9 Temperature profiles according to the dry adiabat, the pseudo-moist adia- bat, and the saturated moist adiaba ..... 390
14.10 Relation between temperature and optical depth for the runaway green- house effect ..... 392
14.11 Relation between temperature and pressure for various sea surface temp- eratures ..... 393
15.1 Schematic temperature structure and circulation structure of Bénard con- vection ..... 397
15.2 The schematic temperature structure and the circulation structure of dry convection ..... 399
15.3 The schematic temperature structure and the circulation structure of moist convection ..... 400
15.4 The stability criterion of a moist atmosphere showing the relation between temperature structure and stability in the temperature-pressure diagram ..... 402
15.5 Finite displacement of an air parcel in a conditionally unstable environment ..... 403
15.6 Relation between the saturation condition and the dry adiabat ..... 405
15.7 Schematic figure of a simple model of moist convection ..... 407
15.8 Vertical profiles of temperatures and lapse rates of radiative-convective equilibrium using the simple cumulus model ..... 409
15.9 Changes in temperature, specific humidity, and moist static energy along the circulation path of moist convection ..... 410
15.10 A simple cumulus model with the mixed layer, and the structures of temp- erature, specific humidity, and moist static energy ..... 416
16.1 Horizontal distribution of the vertical velocity at height 500 hPa ..... 421
16.2 The longitudinal-vertical cross section of the vertical velocity along the equator ..... 422
16.3 Distributions of potential temperature deviation and specific humidity for a three-dimensional numerical simulation of radiative-convective equilibrium ..... 423
16.4 Time sequences of the distribution of precipitation for the horizontal sur- face temperature difference ..... 425
16.5 Dependence of the maximum values of the streamfunction on the surface temperature difference ..... 426
16.6 Horizontal scale of large-scale circulation in the $f$-plane and the relation between surface temperature and potential temperature in the middle of the atmosphere ..... 430
16.7 Latitudinal extent of Hadley circulation as a relation between surface temp- erature $T_{s}$ and potential temperature ..... 432
16.8 Comparison of the streamfunctions given by a general circulation model ..... 433
16.9 Latitudinal extent of Hadley circulation in the Newtonian radiation model, and the relation between the reference potential temperature and the ver- tically averaged potential temperature ..... 436
17.1 Latitudinal distributions of zonal wind, meridional wind, surface height, and absolute vorticity given by an axisymmetric shallow-water model using Rayleigh friction ..... 449
17.2 Dependence of zonal wind on the diffusion coefficient given by an axisym- metric shallow-water model with diffusion-type friction ..... 450
17.3 Observed latitudinal profiles of zonal winds at 200 hPa ..... 450
17.4 Distributions of zonal winds and reflectivity ..... 459
17.5 Change in pseudo-angular momentum and total change in zonal winds ..... 462
17.6 Latitudinal distributions of zonal winds, absolute vorticity, and gradient of absolute vorticity ..... 464
17.7 Variance power spectra of wind and potential temperature near the tropopause from aircraft data ..... 468
17.8 Energy spectrum of two-dimensional turbulence on a sphere ..... 469
17.9 Zonal-mean angular momentum of two-dimensional turbulence on a sphere ..... 469
17.10 Streamfunctions for the two-dimensional turbulence experiment on a sphere ..... 470
18.1 Schematic relations between the indirect cell and angular momentum trans- port or heat transport ..... 477
18.2 Meridional distributions of the mass streamfunction, eddy momentum transport, and eddy heat transport ..... 478
18.3 Meridional structure of the mass streamfunction and zonal-mean zonal winds ..... 480
18.4 Meridional structure of momentum transport due to eddies and the stream- function of the relative component of zonal-mean angular momentum trans- port ..... 480
18.5 Schematic model of angular momentum transport between the Hadley and Ferrel cells ..... 481
18.6 Meridional distributions of the mass streamfunction of the residual circu- lation ..... 483
18.7 Meridional distribution of the streamfunction of zonal-mean mass flux in isentropic coordinates ..... 486
18.8 Relation between mass transport and heat transport near the ground ..... 487
18.9 Relation between mass transport and heat transport near the tropopause ..... 488
18.10 Vertical profiles of zonal winds and the square of the Brunt-Väisälä fre- quency before/after baroclinic adjustment ..... 492
18.11 Meridional distribution of the lapse rate of temperature ..... 493
18.12 Tropopause height given by the radiation constraint and that by the dy- namical constraint in mid-latitudes ..... 496
18.13 Meridional structures of zonal winds and potential temperature of the ini- tial state for the life cycle experiment ..... 498
18.14 Time evolution of surface pressure for the life cycle experiment LC1 ..... 499
18.15 Time evolution of surface pressure for the life cycle experiment of LC2 ..... 500
18.16 The meridional sections of EP flux and the convergent/divergent region for three different stages of the life cycle of extratropical cyclones ..... 502
18.17 Schematic figure of the evolution of EP flux and the convergent/divergent region for the three different stages of the life cycle of extratropical cyclones ..... 502
19.1 Meridional distributions of zonal-mean potential vorticity and zonal-mean potential temperature ..... 506
19.2 Definitions of the three regions in the meridional section according to the position of isentropic surfaces ..... 507
19.3 Zonal-mean potential temperature and zonal-mean potential vorticity for the dynamical core experiment ..... 509
19.4 Relation between the locations of air parcels and the distributions of PV ..... 510
19.5 Meridional distribution of Lagrangian mean circulation ..... 511
19.6 Mass exchange between the stratosphere and the troposphere on an isen- tropic surface. ..... 512
19.7 Evolution of the PV distribution on the $\theta=320 \mathrm{~K}$ surface ..... 513
19.8 An example of STE when diabatic heating exists ..... 514
21.1 Examples of spherical harmonics ..... 536
21.2 Pentagonal truncation, triangular truncation, parallelogramic truncation, and trapezoidal truncation ..... 538
21.3 The finest spherical harmonics represented by triangular truncation T21 and rhomboidal truncation R15 ..... 540
21.4 Range of indices of the interaction in the case of pentagonal truncation ..... 552
21.5 Profiles of Legendre polynomials ..... 567
21.6 Latitudinal profiles of normalized associated Legendre functions ..... 568
21.7 Relations of Gaussian latitudes and Gaussian weights ..... 570
22.1 Vertical levels for the Lorenz grid and arrangement of variables ..... 578
24.1 Dependences of the growth rate on the Courant number and the implicit factor ..... 621
24.2 Vertical profiles of perturbations of pressure and vertical velocity for the vertical propagation of sound waves ..... 628
24.3 Time sequences of energies for the vertical propagation of sound waves ..... 628
24.4 Distributions of perturbations of potential temperature for an experiment investigating the horizontal propagation of gravity waves ..... 629
24.5 Time sequences of energies for an experiment investigating the horizontal propagation of gravity waves ..... 629
24.6 Distributions of perturbations of horizontal velocity and vertical velocity for an experiment investigating finite amplitude topographic waves ..... 630
24.7 Time sequences of energies for an experiment investigating finite amplitude topographic waves ..... 631
24.8 Distributions of perturbations of potential temperature for the cold-bubble experiment ..... 632
24.9 Distributions of perturbations of potential temperature for the cold-bubble experiment but for grid intervals of 100 m and 200 m . ..... 632
24.10 Time sequences of energies for the cold-bubble experiment ..... 633
25.1 An icosahedral grid and an conformal cubic grid ..... 638
25.2 Icosahedral grids ..... 640
25.3 Two cell types of an icosahedral grid ..... 642
25.4 The control volume in a standard grid of an icosahedral grid ..... 643
25.5 The control volume in a centered grid of an icosahedral grid ..... 645
25.6 Error distribution of the divergence operator and distribution of the area of the control volume for a centered grid of an icosahedral grid ..... 647
25.7 Connection of the spring in the modification that uses spring dynamics ..... 648
25.8 Grid structures of a standard grid and a spring grid of an icosahedral grid ..... 649
25.9 Error distribution of the divergence operator and distribution of the area of the control volume for a spring grid of an icosahedral grid ..... 649
25.10 Temporal variation of the $l_{\infty}(h)$ norm for test case 2 ..... 653
25.11 Dependence of error norms on resolution for test case 2 ..... 653
25.12 Height field after 15 days for a spring grid for test case 5 ..... 654
25.13 Height field differences from the spectral result for test case 5 ..... 655
25.14 Temporal variations of error norms for test case 5 ..... 656
25.15 Dissipation rates of total energy and potential enstrophy for test case 5 ..... 656
26.1 Definitions of three components of velocity vector and an orthogonal basis ..... 673
26.2 Vertical levels and locations of variables of Lorenz grids ..... 674
26.3 Procedures of time integration of the split-explicit scheme ..... 675
26.4 Global view of the outgoing longwave radiation simulated by NICAM with the 3.5 km mesh aquaplanet experiment ..... 682
26.5 Hovmöller diagrams of precipitation along the equator for the 7 km mesh NICAM run. ..... 682
26.6 Global view of OLR simulated by the 3.5 km mesh NICAM and a cloud image by a geo-stationary satellite ..... 683
27.1 Initial potential temperature field and zonal wind field for extratropical cyclone experiments ..... 692
27.2 Temperature distributions at the lowest level of the model for the extrat- ropical cyclone experiment ..... 693
27.3 Meridional distributions of the reference temperature and the correspond- ing potential temperature used for Newtonian cooling in the dynamical core experiment of Held and Suarez, and distributions of temperature and potential temperature of a statistically equilibrium state ..... 695
27.4 Distributions of zonal winds of a statistically equilibrium state for the Held and Suarez experiment ..... 696
27.5 Kinetic energy spectrum at the 10 km high field for the Held and Suarez experiment ..... 696
27.6 Latitudinal profiles of SST for the aquaplanet experiment ..... 698
27.7 Horizontal SST distributions of the aquaplanet experiment ..... 699
27.8 Zonal-mean zonal wind and potential temperature of the climatology of the aquaplanet experiment ..... 699
27.9 Latitudinal profiles of zonal-mean precipitation obtained with the aqua- planet experiment ..... 700
A3.1 Meridional distribution of zonal winds ..... 721
A3.2 Meridional distribution of streamfunctions ..... 722
A3.3 Meridional distribution of deviation of geopotential height from the hori- zontal average ..... 722
A3.4 Meridional distribution of temperature ..... 723
A3.5 Meridional distribution of potential temperature ..... 723
A3.6 Meridional distribution of specific humidity ..... 724
A3.7 Meridional distribution of relative humidity ..... 724
A3.8 Meridional distribution of moist static energy ..... 725
A3.9 Meridional distribution of total radiative heating rate ..... 725

## Tables

12.1 The external parameters of planetary atmospheres ..... 350
12.2 The nondimensional numbers of planetary atmospheres ..... 350
25.1 Number of points, arcs, triangles, and average grid interval of icosahedral grids ..... 641
25.2 Comparison of the accuracies of differential operators between a standard grid and a centered grid ..... 647

## Part I

## Principle Ideas

In this Part I, the basic mathematical and physical ideas are summarized. These materials are required for studying the atmospheric general circulation in the following two parts. The first half of this part describes the basic properties of dry air, and the latter half is devoted to those of moist air and physical processes.

In Chapter 1 the thermodynamic properties and the basic equations for dry air are described. Since these equations are the same as those used for fluid dynamics, they are too generous to describe specific atmospheric motions. In general, we introduce various kinds of approximations and assumptions under the basic balances realized in the atmosphere. Thus, we consider the balances of atmospheric motions and their stabilities in Chapter 2, and various forms of approximated equation sets are introduced based on the basic balances in Chapter 3. These equation sets are used in the following chapters.

The concepts of waves and instabilities are most essential for the description of atmospheric motions. The basic theories and properties of waves seen in the atmosphere are summarized in Chapter 4, and those of instabilities are summarized in Chapter 5. As applications of waves, forced motions (i.e., the atmospheric responses to forcing) are described in Chapter 6. Chapter 7 relates the disturbance fields and mean fields and offers new equation sets suitable for the description of disturbance fields and their effect on mean fields. The equation sets introduced in this chapter play important roles in meridional circulations of the atmosphere.

In Chapters 8 and 9, the thermodynamics properties and the basic equations of moist air are summarized. These correspond to Chapter 1 for dry air. Studies of moist circulations, which are given in Chapter 15 in Part II, are based on the concepts of these two chapters. We briefly summarize the radiation process in Chapter 10, and the turbulent process in Chapter 11. These are required to construct physical models used for atmospheric general circulation models, and are basic conceptual notions to study the structure of atmospheric general circulations.

## Basic equations

Many characteristics of atmospheric general circulation, particularly mid-latitude circulation, are described by the equations for dry air, where air that contains no water vapor is referred to as dry air. This chapter summarizes the basic physical properties of dry air. Most of the contents in this chapter are general characteristics of fluid dynamics, and are not necessarily specific to atmospheric motions. However, the basic equations described in this chapter are frequently invoked for consideration of atmospheric circulations, and are used in the following chapters.

We focus on expressions and manipulations of basic equations for practical use, rather than explaining the elemental principles of thermodynamics, fluid mechanics, or vector analysis. Readers can find more appropriate textbooks for these elements. It is hoped that practical learning of the equations in this chapter will lead to applications of these equations to many atmospheric fields.

We start from the thermodynamic relations of dry air in general forms. Next, the governing equations of dry air are presented. The equations of mass, momentum, and energy conservation are formulated in the conservative form. Other useful relations, such as the equations of angular momentum and vorticity, are also derived. As a supplement to this chapter, the general formulas used in the transformation of the coordinate system and basic equations in various coordinate systems are summarized in an appendix to this book: Appendix A1.

### 1.1 Dry air

### 1.1.1 Equation of state and thermodynamic variables

In general, air can be regarded as an ideal gas for practical use in meteorology. Deviation from the ideal gas is almost negligible not only in the Earth's atmosphere but also in the atmospheres of other planets. On the assumption of the ideal gas, however, theoretically different quantities sometimes degenerate into a similar quantity, which may cause confusion. Thus, we first derive the basic relations of dry air without using the assumptions of an ideal gas in order to clarify what quantities
are related to each other.
Throughout this book, the atmosphere is regarded as a fluid in which temperature and other thermodynamic quantities are defined at any point. This means that the fluid is in local thermodynamic equilibrium. If a fluid is composed of one component and is in thermodynamic equilibrium, the thermodynamic state of the fluid is determined by the values of temperature $T[\mathrm{~K}]$ and pressure $p[\mathrm{~Pa}]$. The volume of the fluid in a given mass is determined by the equation of state which relates the volume to temperature and pressure. Let $v\left[\mathrm{~m}^{3} \mathrm{~kg}^{-1}\right]$ denote the volume per unit mass of a fluid (i.e., the specific volume). The equation of state is formally written as

$$
\begin{equation*}
v=v(p, T) \tag{1.1.1}
\end{equation*}
$$

The density $\rho\left[\mathrm{kg} \mathrm{m}^{-3}\right]$ is an inverse of the specific volume $\rho=1 / v$. Any thermodynamic variables can be expressed by $p$ and $T$ using the equation of state $v(p, T)$ and the specific heat at constant pressure $C_{p}$. In this section, we first derive expressions of the thermodynamic variables in the case of a general form of the equation of state. Note that, even when the fluid consists of multiple components, it can be regarded as one component system if each component is well mixed and has a fixed composition in the fluid. A more general formulation of the multiple component system will be described in Chapter 8.

Let $u$ and $s$ denote internal energy and entropy per unit mass, respectively. Following the first and second laws of thermodynamics, the changes in $u$ and $s$ in a quasi-static process are related as

$$
\begin{equation*}
d u=T d s-p d v \tag{1.1.2}
\end{equation*}
$$

Enthalpy $h$, Helmholtz's free energy $f$, and Gibbs' free energy $g$ per unit mass are respectively defined by

$$
\begin{align*}
h & =u+p v  \tag{1.1.3}\\
f & =u-T s  \tag{1.1.4}\\
g & =h-T s=u+p v-T s \tag{1.1.5}
\end{align*}
$$

From these definitions and (1.1.2), the changes in these energies are expressed as

$$
\begin{align*}
d h & =T d s+v d p  \tag{1.1.6}\\
d f & =-s d T-p d v  \tag{1.1.7}\\
d g & =-s d T+v d p \tag{1.1.8}
\end{align*}
$$

Thus we have

$$
\begin{array}{llrl}
\left(\frac{\partial u}{\partial s}\right)_{v} & =T, & \left(\frac{\partial u}{\partial v}\right)_{s} & =-p \\
\left(\frac{\partial h}{\partial s}\right)_{p} & =T, & \left(\frac{\partial h}{\partial p}\right)_{s} & =v \\
\left(\frac{\partial f}{\partial T}\right)_{v} & =-s, & \left(\frac{\partial f}{\partial v}\right)_{T} & =-p \tag{1.1.11}
\end{array}
$$

$$
\begin{equation*}
\left(\frac{\partial g}{\partial T}\right)_{p}=-s, \quad\left(\frac{\partial g}{\partial p}\right)_{T}=v \tag{1.1.12}
\end{equation*}
$$

from which we obtain the Maxwell relations:

$$
\begin{align*}
& -\left(\frac{\partial^{2} u}{\partial s \partial v}\right)^{-1}=\left(\frac{\partial s}{\partial p}\right)_{v}=-\left(\frac{\partial v}{\partial T}\right)_{s},  \tag{1.1.13}\\
& \left(\frac{\partial^{2} h}{\partial s \partial p}\right)^{-1}=\left(\frac{\partial s}{\partial v}\right)_{p}=\left(\frac{\partial p}{\partial T}\right)_{s},  \tag{1.1.14}\\
& -\frac{\partial^{2} f}{\partial T \partial v}=\left(\frac{\partial s}{\partial v}\right)_{T}=\left(\frac{\partial p}{\partial T}\right)_{v},  \tag{1.1.15}\\
& -\frac{\partial^{2} g}{\partial T \partial p}=\left(\frac{\partial s}{\partial p}\right)_{T}=-\left(\frac{\partial v}{\partial T}\right)_{p} . \tag{1.1.16}
\end{align*}
$$

The specific heat at constant volume $C_{v}\left[\mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}\right]$ and the specific heat at constant pressure $C_{p}\left[\mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}\right]$ per unit mass are defined by

$$
\begin{align*}
\left(\frac{\partial s}{\partial T}\right)_{v} & =\frac{C_{v}}{T}  \tag{1.1.17}\\
\left(\frac{\partial s}{\partial T}\right)_{p} & =\frac{C_{p}}{T} \tag{1.1.18}
\end{align*}
$$

Using (1.1.2) and (1.1.6) and the above definitions, specific heats are related as

$$
\begin{align*}
& \left(\frac{\partial u}{\partial T}\right)_{v}=C_{v}  \tag{1.1.19}\\
& \left(\frac{\partial h}{\partial T}\right)_{p}=C_{p} \tag{1.1.20}
\end{align*}
$$

Generally, these specific heats are thermodynamic variables that depend on temperature and pressure. The value of $C_{p}$ at any thermodynamic state can be determined if its dependency on $T$ at any pressure $p_{0}$ is known. Using (1.1.18) and (1.1.16), we have the relation:

$$
\begin{align*}
C_{p}(p, T) & =C_{p}\left(p_{0}, T\right)+\int_{p_{0}}^{p}\left(\frac{\partial C_{p}}{\partial p}\right)_{T} d p^{\prime} \\
& =C_{p}\left(p_{0}, T\right)-T \int_{p_{0}}^{p}\left(\frac{\partial^{2} v}{\partial T^{2}}\right)_{p^{\prime}} d p^{\prime} \tag{1.1.21}
\end{align*}
$$

which expresses the dependency of $C_{p}$ on $p$ and $T$ with the equation of state (1.1.1).
Expressions of the other thermodynamic variables can be determined if the equation of state and the specific heat at constant pressure are known. First, the change in entropy is given by

$$
\begin{equation*}
d s=\left(\frac{\partial s}{\partial T}\right)_{p} d T+\left(\frac{\partial s}{\partial p}\right)_{T} d p=\frac{C_{p}}{T} d T-\left(\frac{\partial v}{\partial T}\right)_{p} d p \tag{1.1.22}
\end{equation*}
$$

where (1.1.16) and (1.1.18) are used. In a similar way, the changes in internal energy and enthalpy are expressed respectively as

$$
\begin{align*}
d u & =\left[C_{p}-p\left(\frac{\partial v}{\partial T}\right)_{p}\right] d T-\left[-T\left(\frac{\partial v}{\partial T}\right)_{p}+p\left(\frac{\partial v}{\partial p}\right)_{T}\right] d p  \tag{1.1.23}\\
d h & =C_{p} d T+\left[v-T\left(\frac{\partial v}{\partial T}\right)_{p}\right] d p=C_{p} d T-T^{2}\left[\frac{\partial}{\partial T}\left(\frac{v}{T}\right)\right]_{p} d p \tag{1.1.24}
\end{align*}
$$

where (1.1.2), (1.1.6), and (1.1.22) are used. Letting $s_{0}$ and $h_{0}$ denote entropy and enthalpy at a specified temperature $T_{0}$ and pressure $p_{0}$, respectively, we have the following expressions:

$$
\begin{align*}
s(p, T) & =s_{0}+\int_{T_{0}}^{T} \frac{C_{p}\left(p_{0}, T^{\prime}\right)}{T^{\prime}} d T^{\prime}-\int_{p_{0}}^{p}\left(\frac{\partial v\left(p^{\prime}, T\right)}{\partial T}\right)_{p} d p^{\prime}  \tag{1.1.25}\\
h(p, T) & =h_{0}+\int_{T_{0}}^{T} C_{p}\left(p_{0}, T^{\prime}\right) d T^{\prime}-T^{2} \int_{p_{0}}^{p}\left[\frac{\partial}{\partial T}\left(\frac{v\left(p^{\prime}, T\right)}{T}\right)\right]_{p} d p^{\prime} \\
u(p, T) & =h(p, T)-p v(p, T) \tag{1.1.26}
\end{align*}
$$

Using (1.1.23) and (1.1.19), the specific heat at constant volume $C_{v}$ can be expressed with the equation of state and $C_{p}$; that is,

$$
\begin{equation*}
C_{p}-C_{v}=p\left(\frac{\partial v}{\partial T}\right)_{p} \tag{1.1.28}
\end{equation*}
$$

We conclude this section by introducing other useful quantities and relations. The expansion coefficient is defined by

$$
\begin{equation*}
\alpha \equiv \frac{1}{v}\left(\frac{\partial v}{\partial T}\right)_{p}=-\frac{1}{\rho}\left(\frac{\partial \rho}{\partial T}\right)_{p} \tag{1.1.29}
\end{equation*}
$$

Using $\alpha$, the change in entropy (1.1.22) is rewritten as

$$
\begin{equation*}
d s=\frac{C_{p}}{T} d T-\frac{\alpha}{\rho} d p \tag{1.1.30}
\end{equation*}
$$

Using (1.1.14), the change in entropy is also rewritten in terms of the changes in pressure and density as

$$
\begin{align*}
d s & =\left(\frac{\partial s}{\partial p}\right)_{v} d p+\left(\frac{\partial s}{\partial v}\right)_{p} d v=\frac{1}{\rho^{2}}\left(\frac{\partial p}{\partial T}\right)_{s}\left[\left(\frac{\partial \rho}{\partial p}\right)_{s} d p-d \rho\right] \\
& =\frac{C_{p}}{\rho \alpha T}\left(\frac{1}{c_{s}^{2}} d p-d \rho\right) \tag{1.1.31}
\end{align*}
$$

where we define

$$
\begin{equation*}
c_{s}^{2} \equiv\left(\frac{\partial p}{\partial \rho}\right)_{s} \tag{1.1.32}
\end{equation*}
$$

$c_{s}$ is the speed of sound, as can be found in Section 4.2. It is convenient to define

$$
\begin{equation*}
\gamma_{d} \equiv\left(\frac{\partial T}{\partial p}\right)_{s}=-\frac{\left(\frac{\partial s}{\partial p}\right)_{T}}{\left(\frac{\partial s}{\partial T}\right)_{p}}=\frac{\left(\frac{\partial v}{\partial T}\right)_{p}}{\frac{C_{p}}{T}}=\frac{\alpha T}{\rho C_{p}} \tag{1.1.33}
\end{equation*}
$$

where $\gamma_{d}$ is interpreted as the dry adiabatic lapse rate with respect to pressure (Section 2.1).

### 1.1.2 Thermodynamic variables of the ideal gas

Now that general expressions of the thermodynamic variables are derived, we introduce the equation of state for an ideal gas. Based on the Boyle-Charles law, the equation of state for an ideal gas is written as

$$
\begin{equation*}
v^{I}=\frac{R^{*} T}{p} \tag{1.1.34}
\end{equation*}
$$

where $v^{I}\left[\mathrm{~m}^{3} \mathrm{~mol}^{-1}\right]$ denotes the volume of the ideal gas per one mole and $R^{*}=$ $8.3144 \mathrm{~J} \mathrm{~mol}^{-1} \mathrm{~K}^{-1}$ is the universal gas constant. Letting $m\left[\mathrm{~kg} \mathrm{~mol}^{-1}\right]$ denote the molecular weight of the ideal gas, the specific volume, that is the volume per unit mass, is written as

$$
\begin{equation*}
v=\frac{v^{I}}{m}=\frac{R^{*} T}{m p} \tag{1.1.35}
\end{equation*}
$$

Eq. (1.1.34) expresses the equation of state of any kind of ideal gas. It is also applicable to a mixture of ideal gases. According to the assumption of the ideal gas, the volume of a mixture is given by the sum of the volumes of individual gases when each gas is in the state of having the same temperature and pressure. Letting $n_{k}\left[\mathrm{~mol} \mathrm{~kg}{ }^{-1}\right]$ denote the mole number per unit mass of the $k$-th component, we can express the specific volume of the mixed gas as

$$
\begin{equation*}
v=\sum_{k} n_{k} v^{I}=\sum_{k} n_{k} \frac{R^{*} T}{p} \tag{1.1.36}
\end{equation*}
$$

Note that we have the relation

$$
\begin{equation*}
\sum_{k} n_{k} m_{k}=\sum_{k} q_{k}=1 \tag{1.1.37}
\end{equation*}
$$

where $m_{k}$ is the molecular weight of the $k$-th component and

$$
\begin{equation*}
q_{k}=n_{k} m_{k} \tag{1.1.38}
\end{equation*}
$$

is the mass concentration of the $k$-th component. The atmosphere of the Earth is generally described by the equation of state for an ideal gas as long as the release of latent heat is regarded as the external heating. The most variable component of the Earth's atmosphere is water vapor. All the other major components of the atmosphere have almost uniform concentrations. Thus, it is convenient to define
$d r y$ air as the mixture of gases in the atmosphere except water vapor. The mean molecular weight of dry air $m_{d}\left[\mathrm{~kg} \mathrm{~mol}^{-1}\right]$ is given by

$$
\begin{equation*}
m_{d} \equiv \frac{1}{\sum_{k} n_{k}} \tag{1.1.39}
\end{equation*}
$$

where the subscript $k$ denotes each component of dry air. The equation of state for dry air is written as

$$
\begin{equation*}
v=\frac{R_{d} T}{p} \tag{1.1.40}
\end{equation*}
$$

or

$$
\begin{equation*}
p=\rho R_{d} T \tag{1.1.41}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{d} \equiv \frac{R^{*}}{m_{d}}=\sum_{k} n_{k} R^{*} \tag{1.1.42}
\end{equation*}
$$

is the gas constant for dry air: $R_{d}=287.04 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$.
It is easy to see that the internal energy and the enthalpy of ideal gas depend only on temperature. Actually, substituting the equation of state (1.1.40) into (1.1.23) and (1.1.24), respectively, we express their dependences on pressure as

$$
\begin{align*}
\left(\frac{\partial u}{\partial p}\right)_{T} & =-T\left(\frac{\partial v}{\partial T}\right)_{p}-p\left(\frac{\partial v}{\partial p}\right)_{T}=-T \frac{R_{d}}{p}+p \frac{R_{d} T}{p^{2}}=0  \tag{1.1.43}\\
\left(\frac{\partial h}{\partial p}\right)_{T} & =-T^{2}\left[\frac{\partial}{\partial T}\left(\frac{v}{T}\right)\right]_{p}=0 \tag{1.1.44}
\end{align*}
$$

In practice, we can assume that the specific heat is constant irrespective of temperature in the atmosphere. In this case, (1.1.28) becomes

$$
\begin{equation*}
C_{p}-C_{v}=R_{d} \tag{1.1.45}
\end{equation*}
$$

that is, $C_{v}$ is also constant. In this case, integrating (1.1.19) and (1.1.20) over temperature gives

$$
\begin{equation*}
u=C_{v} T, \quad h=C_{p} T \tag{1.1.46}
\end{equation*}
$$

where we have assumed that the internal energy at $T=0 \mathrm{~K}$ is zero. We often use the ratio of the two specific heats $\gamma$ and the ratio of the gas constant to the specific heat at constant pressure $\kappa$ :

$$
\begin{equation*}
\gamma \equiv \frac{C_{p}}{C_{v}}, \quad \kappa \equiv \frac{R_{d}}{C_{p}}=1-\gamma^{-1} \tag{1.1.47}
\end{equation*}
$$

From (1.1.29) and (1.1.40), the expansion coefficient of the ideal gas is simply expressed as

$$
\begin{equation*}
\alpha=\frac{1}{T} \tag{1.1.48}
\end{equation*}
$$

Substituting (1.1.40) into (1.1.22), we have the change in entropy as

$$
\begin{equation*}
d s=C_{p} \frac{d T}{T}-R_{d} \frac{d p}{p} \tag{1.1.49}
\end{equation*}
$$

Hence, entropy can be expressed as

$$
\begin{equation*}
s=C_{p} \ln T-R_{d} \ln p+s_{0} \tag{1.1.50}
\end{equation*}
$$

where $s_{0}$ is an arbitrary constant. In atmospheric dynamics, the potential temperature is frequently used in place of entropy. The potential temperature $\theta$ is related to entropy as

$$
\begin{equation*}
s \equiv C_{p} \ln \theta \tag{1.1.51}
\end{equation*}
$$

If we set $s_{0}=R_{d} \ln p_{0}$ in (1.1.50), we obtain

$$
\begin{equation*}
\theta=T\left(\frac{p_{0}}{p}\right)^{\kappa} \tag{1.1.52}
\end{equation*}
$$

where $p_{0}$ is a reference pressure at which potential temperature becomes equal to temperature. Normally, $p_{0}=1,000 \mathrm{hPa}$ is used.

The adiabatic process often appears in atmospheric motions. In the adiabatic process, the change in thermodynamic variables occurs at constant entropy. Using (1.1.13)-(1.1.16), we can derive the change in specific volume with respect to temperature and pressure at constant entropy, respectively, as

$$
\begin{align*}
\left(\frac{\partial v}{\partial T}\right)_{s} & =-\frac{\left(\frac{\partial s}{\partial T}\right)_{v}}{\left(\frac{\partial s}{\partial v}\right)_{T}}=-\frac{C_{v}}{\left(\frac{\partial p}{\partial T}\right)_{v}}=-\frac{C_{v} v}{R_{d} T}=-\frac{C_{v}}{p}  \tag{1.1.53}\\
\left(\frac{\partial v}{\partial p}\right)_{s} & =-\frac{\left(\frac{\partial s}{\partial p}\right)_{v}}{\left(\frac{\partial s}{\partial v}\right)_{p}}=\frac{\left(\frac{\partial v}{\partial T}\right)_{s}}{\left(\frac{\partial p}{\partial T}\right)_{s}}=-\frac{C_{v} v}{C_{p} p} \tag{1.1.54}
\end{align*}
$$

from which the changes in density are given by

$$
\begin{align*}
\left(\frac{\partial \rho}{\partial T}\right)_{s} & =\frac{1}{\gamma-1} \frac{\rho}{T},  \tag{1.1.55}\\
c_{s}^{2} \equiv\left(\frac{\partial p}{\partial \rho}\right)_{s} & =\gamma \frac{p}{\rho}, \tag{1.1.56}
\end{align*}
$$

where $c_{s}$ is the speed of sound defined by (1.1.32). The dry adiabatic lapse rate $\gamma_{d}$, (1.1.33), is expressed as

$$
\begin{equation*}
\gamma_{d} \equiv\left(\frac{\partial T}{\partial p}\right)_{s}=\frac{1}{\rho C_{p}} \tag{1.1.57}
\end{equation*}
$$

Using (1.1.31) with (1.1.48), the change in entropy is written as

$$
\begin{equation*}
d s=\frac{C_{p}}{\rho}\left(\frac{1}{c_{s}^{2}} d p-d \rho\right) \tag{1.1.58}
\end{equation*}
$$

or the change in the potential temperature is

$$
\begin{equation*}
\frac{\rho}{\theta} d \theta=\frac{1}{c_{s}^{2}} d p-d \rho \tag{1.1.59}
\end{equation*}
$$

Using (1.1.56), in the adiabatic process $d s=d \theta=0$, pressure and density are related as

$$
\begin{equation*}
\frac{p}{\rho^{\gamma}}=\text { const. } \tag{1.1.60}
\end{equation*}
$$

### 1.2 Conservation laws and basic equations

Now we turn to the formulation of the governing equations of a fluid. Fluid motions are described by the conservation laws of mass, momentum, and energy. We first describe the conservation forms of each equation and then rewrite them in various forms.

### 1.2.1 Conservation law and conservation of mass

Let us consider a domain which has a volume $V$ and is surrounded by a surface $S$. This domain is fixed with respect to space. Let $A$ denote an arbitrary physical quantity per unit volume. The conservation law states that the change in $A$ is given by the sum of fluxes which go through the surface $S$ and the source within the domain $V$. Hence, the balance equation for $A$ is written as

$$
\begin{equation*}
\frac{d}{d t} \int A d V=-\int F_{n} d S+\int \sigma[A] d V \tag{1.2.1}
\end{equation*}
$$

where $F_{n}$ is an outward normal component of a flux density $\boldsymbol{F}$ of $A$ on the surface $S$, and $\sigma[A]$ is a source of $A$ per unit volume and unit time (Fig. 1.1).

Since the domain $V$ can be arbitrarily chosen, it can be fixed in space independent of time. Using Gauss's law

$$
\begin{equation*}
\int F_{n} d S=\int \nabla \cdot \boldsymbol{F} d V \tag{1.2.2}
\end{equation*}
$$

the differential expression of (1.2.1) can be given by

$$
\begin{equation*}
\frac{\partial}{\partial t} A+\nabla \cdot \boldsymbol{F}=\sigma[A] . \tag{1.2.3}
\end{equation*}
$$

Let us divide the flux density $\boldsymbol{F}$ into two parts:

$$
\begin{equation*}
\boldsymbol{F}=A \boldsymbol{v}+\boldsymbol{F}^{\prime} \tag{1.2.4}
\end{equation*}
$$

where the first term on the right-hand side is the advective part and the second term is the rest of the flux, such as the contribution of diffusion. Substitution of this into (1.2.3) yields

$$
\begin{equation*}
\frac{\partial}{\partial t} A+\nabla \cdot\left(A \boldsymbol{v}+\boldsymbol{F}^{\prime}\right)=\sigma[A] . \tag{1.2.5}
\end{equation*}
$$



Figure 1.1: A control volume $V$ with the surface $S$. The outward normal component of the flux $\boldsymbol{F}$ at one side of $V$ is $F_{n}$.

Letting a quantity per unit mass $a$ be $A=\rho a$, we rewrite (1.2.5) as

$$
\begin{equation*}
\frac{\partial}{\partial t}(\rho a)+\nabla \cdot\left(\rho a \boldsymbol{v}+\boldsymbol{F}^{\prime}\right)=\sigma[\rho a] . \tag{1.2.6}
\end{equation*}
$$

The conservation of mass is given by setting $A=\rho$ and $a=1$. In this case,

$$
\boldsymbol{F}=\rho \boldsymbol{v}, \quad \sigma[\rho]=0
$$

where the latter means there is no source nor sink of mass (i.e, the conservation of mass). Substituting these equations into (1.2.3), we obtain the conservation of mass, or the continuity equation as

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \boldsymbol{v})=0 \tag{1.2.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d \rho}{d t}+\rho \nabla \cdot \boldsymbol{v}=0 \tag{1.2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial}{\partial t}+\boldsymbol{v} \cdot \nabla \tag{1.2.9}
\end{equation*}
$$

is the material derivative.
Using the conservation of mass, the time dependence of an arbitrary quantity $a$ is written as

$$
\begin{equation*}
\rho \frac{d a}{d t}=\frac{\partial}{\partial t}(\rho a)+\nabla \cdot(\rho a \boldsymbol{v}) \tag{1.2.10}
\end{equation*}
$$

Using this, the balance equation (1.2.6) is rewritten as

$$
\begin{equation*}
\rho \frac{d a}{d t}+\nabla \cdot \boldsymbol{F}^{\prime}=\sigma[\rho a] \tag{1.2.11}
\end{equation*}
$$

If there is no source nor sink of $a, \sigma[\rho a]=0$, and there is no flux other than the advective part, $\boldsymbol{F}^{\prime}=0$, (1.2.11) becomes

$$
\frac{d a}{d t}=0
$$

This means that $a$ conserves along fluid motion.

### 1.2.2 Conservation of momentum

Let the velocity of the fluid be $\boldsymbol{v}$ and its components in the Cartesian coordinates be $v_{i}(i=1,2,3)$. The balance equation for momentum is given by setting $A=\rho v_{i}$ and appropriate expressions for the flux and source terms. A general form for the flux of momentum is given by a tensor

$$
\begin{equation*}
\Pi_{i j}=\rho v_{i} v_{j}-\sigma_{i j} \tag{1.2.12}
\end{equation*}
$$

which is called the momentum flux density tensor: $\rho v_{i} v_{j}$ is the advective part, and $\sigma_{i j}$ is the stress tensor. The source term of momentum is given as

$$
\begin{equation*}
\sigma\left[\rho v_{i}\right]=-\rho g_{i}, \tag{1.2.13}
\end{equation*}
$$

where $g_{i}$ is the $i$-th component of an external force $\boldsymbol{g}$. As the external force, we only consider a potential force that is derived from a potential $\Phi$ :

$$
\begin{equation*}
\boldsymbol{g}=\nabla \Phi \tag{1.2.14}
\end{equation*}
$$

Thus, the balance equation for momentum is expressed as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\rho v_{i}\right)+\frac{\partial}{\partial x_{j}} \Pi_{i j}=-\rho g_{i} \tag{1.2.15}
\end{equation*}
$$

which is called the conservation of momentum or the equations of motion. If the external force $g_{i}$ vanishes, a domain integral of momentum $\rho v_{i}$ is conserved.

The stress tensor $\sigma_{i j}$ is expressed as

$$
\begin{equation*}
\sigma_{i j}=-p \delta_{i j}+\sigma_{i j}^{\prime} \tag{1.2.16}
\end{equation*}
$$

where $-p \delta_{i j}$ is the pressure tensor and $\sigma_{i j}^{\prime}$ is the viscous stress tensor. ${ }^{\dagger}$ From the requirement of symmetry, it can be shown that the viscous stress tensor must take the form

$$
\begin{equation*}
\sigma_{i j}^{\prime}=\eta\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}-\frac{2}{3} \delta_{i j} \nabla \cdot \boldsymbol{v}\right)+\zeta \delta_{i j} \nabla \cdot \boldsymbol{v} \tag{1.2.17}
\end{equation*}
$$

where $\eta$ and $\zeta$ are the coefficients of viscosity. The coefficients of viscosity are thermodynamic variables and as such are functions of pressure and temperature in general. As can be shown by (1.2.52), because of the requirement that entropy must increase the coefficients of viscosity are non-negative. ${ }^{\ddagger}$ Substituting (1.2.16) and
${ }^{\dagger} \delta_{i j}$ is the unit tensor or Kronecker's delta, defined by

$$
\delta_{i j}= \begin{cases}1, & i=j, \\ 0, & i \neq j .\end{cases}
$$

We also use abbreviated expressions; the differential along the $i$-th direction $\frac{\partial A}{\partial x_{i}}$ is written as $A_{, i}$, and Einstein's summation convention is used where the summation from 1 to 3 for the suffix is implied if a suffix is repeated in a term. Hence, for instance, $v_{i, i}=\sum_{i=1}^{3} \frac{\partial v_{i}}{\partial x_{i}}=\nabla \cdot \boldsymbol{v}$.
$\ddagger$ The symmetry $\sigma_{i j}^{\prime}=\sigma_{j i}^{\prime}$ is derived from the conservation of angular momentum. See Section 1.3.1.
(1.2.17) into $\Pi_{i j}$ and using (1.2.14), we can rewrite the conservation of momentum (1.2.15) as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\rho v_{i}\right)+\frac{\partial}{\partial x_{j}}\left(\rho v_{i} v_{j}+p \delta_{i j}-\sigma_{i j}^{\prime}\right)=-\rho \frac{\partial \Phi}{\partial x_{i}} \tag{1.2.18}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d \boldsymbol{v}}{d t}=-\frac{1}{\rho} \nabla p-\nabla \Phi+\boldsymbol{f} \tag{1.2.19}
\end{equation*}
$$

where $\boldsymbol{f}$ is the frictional force, whose components are defined by

$$
\begin{equation*}
f_{i}=\frac{1}{\rho} \frac{\partial}{\partial x_{j}} \sigma_{i j}^{\prime} \tag{1.2.20}
\end{equation*}
$$

In the case that the coefficients of viscosity are constant, substitution of (1.2.17) yields

$$
\begin{equation*}
\boldsymbol{f}=\frac{\eta}{\rho} \nabla^{2} \boldsymbol{v}+\frac{1}{\rho}\left(\zeta+\frac{1}{3} \eta\right) \nabla(\nabla \cdot \boldsymbol{v}) \tag{1.2.21}
\end{equation*}
$$

Thus, in the special case when the fluid is non-divergent $\nabla \cdot \boldsymbol{v}=0,(1.2 .19)$ reduces to

$$
\begin{equation*}
\frac{d \boldsymbol{v}}{d t}=-\frac{1}{\rho} \nabla p-\nabla \Phi+\nu \nabla^{2} \boldsymbol{v} \tag{1.2.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu \equiv \frac{\eta}{\rho} \tag{1.2.23}
\end{equation*}
$$

is the kinematic viscosity. This form of the equations of motion is called the NavierStokes equation.

We then derive the momentum equation in a rotating frame. We define the angular velocity of the rotating frame by $\boldsymbol{\Omega}$, which is constant irrespective of time. We also designate a quantity in the inertial frame by a subscript $a$ and that in the rotating frame by a subscript $r$. A time derivative of a vector $\boldsymbol{A}$ is transformed as

$$
\begin{equation*}
\left(\frac{d \boldsymbol{A}}{d t}\right)_{a}=\left(\frac{d \boldsymbol{A}}{d t}\right)_{r}+\boldsymbol{\Omega} \times \boldsymbol{A} \tag{1.2.24}
\end{equation*}
$$

If a position vector $\boldsymbol{x}$ is substituted into $\boldsymbol{A}$, we have

$$
\begin{equation*}
\left(\frac{d \boldsymbol{x}}{d t}\right)_{a}=\left(\frac{d \boldsymbol{x}}{d t}\right)_{r}+\boldsymbol{\Omega} \times \boldsymbol{x} \tag{1.2.25}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\boldsymbol{v}_{a}=\boldsymbol{v}_{r}+\boldsymbol{\Omega} \times \boldsymbol{x} \tag{1.2.26}
\end{equation*}
$$

where $\boldsymbol{v}_{a}$ is velocity in the inertial frame and $\boldsymbol{v}_{r}$ is velocity in the rotating frame. In the same way, transformation of the time derivative of $\boldsymbol{v}_{a}$ (i.e., the acceleration vector) is

$$
\begin{align*}
\left(\frac{d \boldsymbol{v}_{a}}{d t}\right)_{a} & =\left(\frac{d \boldsymbol{v}_{r}}{d t}\right)_{r}+2 \boldsymbol{\Omega} \times \boldsymbol{v}_{r}+\boldsymbol{\Omega} \times(\boldsymbol{\Omega} \times \boldsymbol{x}) \\
& =\left(\frac{d \boldsymbol{v}_{r}}{d t}\right)_{r}+2 \boldsymbol{\Omega} \times \boldsymbol{v}_{r}-\nabla\left(\frac{1}{2} \Omega^{2} X^{2}\right) \tag{1.2.27}
\end{align*}
$$

where

$$
\begin{equation*}
X=x-\frac{(x \cdot \boldsymbol{\Omega}) \boldsymbol{\Omega}}{\left|\boldsymbol{\Omega}^{2}\right|} \tag{1.2.28}
\end{equation*}
$$

is the distance to the axis of rotation. The second and third terms on the right-hand side of (1.2.27) are the inertial forces; $-2 \boldsymbol{\Omega} \times \boldsymbol{v}_{r}$ is the Coriolis force and $\boldsymbol{-} \times(\boldsymbol{\Omega} \times \boldsymbol{x})$ is the centrifugal force, which is the gradient of the centrifugal potential energy $-\frac{1}{2} \Omega^{2} X^{2}$. Substituting (1.2.27) into (1.2.19), we have the momentum equation in the rotating frame as

$$
\begin{equation*}
\frac{d \boldsymbol{v}_{r}}{d t}+2 \boldsymbol{\Omega} \times \boldsymbol{v}_{r}=-\frac{1}{\rho} \nabla p-\nabla \Phi_{r}+\boldsymbol{f} \tag{1.2.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{r}=\Phi-\frac{1}{2} \Omega^{2} X^{2} \tag{1.2.30}
\end{equation*}
$$

is the geopotential or the gravitational potential energy, defined as the sum of potential energy for the attractive force and centrifugal potential energy. The equation of motion in the rotating frame (1.2.29) is formally the same as the equation of motion in the inertial frame (1.2.19) except for the Coriolis force if $\boldsymbol{v}_{\boldsymbol{a}}$ is replaced by $\boldsymbol{v}_{r}$ and $\Phi$ is replaced by $\Phi_{r}$. Hereafter, the subscript $r$ for the quantities of the rotating frame is arbitrarily omitted.

### 1.2.3 Conservation of energy

The conservation of energy is expressed as the balance equation for total energy. For application to the atmosphere, total energy per unit volume $\rho e^{t o t}$ can be defined as the sum of kinetic energy $\frac{1}{2} \rho \boldsymbol{v}^{2}$, potential energy $\rho \Phi$ (or $\rho \Phi_{r}$ in the case of the rotating frame), and internal energy $\rho u$, where $u$ is the specific internal energy per unit mass:

$$
\begin{equation*}
\rho e^{t o t}=\frac{1}{2} \rho \boldsymbol{v}^{2}+\rho \Phi+\rho u . \tag{1.2.31}
\end{equation*}
$$

The conservation of total energy is described by

$$
\begin{equation*}
\sigma\left[\rho e^{t o t}\right]=0 \tag{1.2.32}
\end{equation*}
$$

that is, there is no source of total energy. Thus, the balance equation for total energy is expressed as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\rho e^{t o t}\right)+\nabla \cdot \boldsymbol{F}^{e t o t}=0 \tag{1.2.33}
\end{equation*}
$$

where $\boldsymbol{F}^{\text {etot }}$ designates the flux density vector of total energy. The expression of $\boldsymbol{F}^{\text {etot }}$ can be determined by the balance equations for each component of total energy $e^{t o t}$.

First, the balance equation for kinetic energy is given by an inner product of $\boldsymbol{v}$ and the equation of momentum (1.2.19), or (1.2.29) in the case of the rotating frame:

$$
\begin{equation*}
\rho \frac{d}{d t} \frac{\boldsymbol{v}^{2}}{2}=-\boldsymbol{v} \cdot \nabla p-\rho \boldsymbol{v} \cdot \nabla \Phi+v_{i} \frac{\partial}{\partial x_{j}} \sigma_{i j}^{\prime} . \tag{1.2.34}
\end{equation*}
$$

This can be rewritten in flux form as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\frac{1}{2} \rho \boldsymbol{v}^{2}\right)+\frac{\partial}{\partial x_{j}}\left\{\left(\frac{1}{2} \rho \boldsymbol{v}^{2}+p\right) v_{j}-\sigma_{i j}^{\prime} v_{i}\right\} \\
& \quad=p \nabla \cdot \boldsymbol{v}-\varepsilon-\rho \boldsymbol{v} \cdot \nabla \Phi \tag{1.2.35}
\end{align*}
$$

where

$$
\begin{equation*}
\varepsilon \equiv \sigma_{i j}^{\prime} \frac{\partial}{\partial x_{j}} v_{i} \tag{1.2.36}
\end{equation*}
$$

which can be rewritten by using (1.2.17), as

$$
\begin{equation*}
\varepsilon=\frac{1}{2} \eta\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}-\frac{2}{3} \delta_{i j} \nabla \cdot \boldsymbol{v}\right)^{2}+\zeta(\nabla \cdot \boldsymbol{v})^{2} . \tag{1.2.37}
\end{equation*}
$$

$\varepsilon$ is the dissipation of kinetic energy and is called the dissipation rate. Since the coefficients $\eta$ and $\zeta$ are non-negative, $\varepsilon$ is also non-negative. The right-hand side of (1.2.35) is the source term of kinetic energy $\sigma\left[\frac{1}{2} \rho \boldsymbol{v}^{2}\right]$.

Second, the balance equation for potential energy is rather trivial. Since $\Phi$ is independent of time $\frac{\partial \Phi}{\partial t}=0$, we have

$$
\begin{equation*}
\rho \frac{d \Phi}{d t}=\rho \boldsymbol{v} \cdot \nabla \Phi \tag{1.2.38}
\end{equation*}
$$

the flux form of which is given by

$$
\begin{equation*}
\frac{\partial(\rho \Phi)}{\partial t}+\nabla \cdot(\rho \boldsymbol{v} \Phi)=\rho \boldsymbol{v} \cdot \nabla \Phi \tag{1.2.39}
\end{equation*}
$$

The right-hand side is the source term of potential energy $\sigma[\rho \Phi]$. This term is the work done by gravity.

Finally, the balance equation for internal energy can be given as follows. The source term of internal energy $\sigma[\rho u]$ must be specified from the requirement of the conservation of total energy (1.2.32):

$$
\begin{equation*}
\sigma\left[\rho e^{t o t}\right]=\sigma\left[\frac{1}{2} \rho \boldsymbol{v}^{2}\right]+\sigma[\rho \Phi]+\sigma[\rho u]=0 \tag{1.2.40}
\end{equation*}
$$

Thus, using (1.2.35) and (1.2.39), we have

$$
\begin{equation*}
\sigma[\rho u]=-p \nabla \cdot \boldsymbol{v}+\varepsilon \tag{1.2.41}
\end{equation*}
$$

The balance equation for internal energy is, therefore, written as

$$
\begin{equation*}
\frac{\partial(\rho u)}{\partial t}+\nabla \cdot\left(\rho u \boldsymbol{v}+\boldsymbol{F}^{e n e}\right)=-p \nabla \cdot \boldsymbol{v}+\varepsilon \tag{1.2.42}
\end{equation*}
$$

where $\boldsymbol{F}^{\text {ene }}$ is the flux density vector of internal energy other than the advection term of internal energy. $\boldsymbol{F}^{e n e}$ may be called the heat flux for simplicity. Using the continuity equation (1.2.7), (1.2.42) is rewritten in the advective form as

$$
\begin{equation*}
\rho\left(\frac{d u}{d t}+p \frac{d v_{s}}{d t}\right)=\varepsilon-\nabla \cdot \boldsymbol{F}^{e n e} \tag{1.2.43}
\end{equation*}
$$

where $v_{s}=1 / \rho$ is the specific volume.
For dry air, in general, the heat flux $\boldsymbol{F}^{e n e}$ is the sum of energy fluxes due to the radiation and conduction of heat:

$$
\begin{equation*}
\boldsymbol{F}^{\text {ene }}=\boldsymbol{F}^{\text {rad }}+\boldsymbol{F}^{\text {therm }} \tag{1.2.44}
\end{equation*}
$$

where $\boldsymbol{F}^{\text {rad }}$ is the radiative flux and $\boldsymbol{F}^{\text {therm }}$ is the flux due to conduction of heat or the thermal diffusion flux. According to Fourier's law, the thermal diffusion flux is proportional to the gradient of temperature,

$$
\begin{equation*}
\boldsymbol{F}^{\text {therm }}=-\kappa_{T} \nabla T \text {, } \tag{1.2.45}
\end{equation*}
$$

where $\kappa_{T}$ is thermal conductivity. Thermal diffusivity or thermometric conductivity

$$
\begin{equation*}
k \equiv \frac{\kappa_{T}}{\rho C_{p}}, \tag{1.2.46}
\end{equation*}
$$

is also used instead of $\kappa_{T}$. In general, $\kappa_{T}$ is positive because of the second law of thermodynamics (the principle of the increase of entropy), as will be shown by (1.2.52). The thermal diffusion flux in a dry atmosphere is referred to as sensible heat flux.

The explicit form of the balance equation for total energy is given by the sum of (1.2.35), (1.2.38), and (1.2.42) as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left\{\rho\left(\frac{\boldsymbol{v}^{2}}{2}+\Phi+u\right)\right\} \\
& \quad+\nabla \cdot\left\{\rho \boldsymbol{v}\left(\frac{\boldsymbol{v}^{2}}{2}+\Phi+u\right)+p \boldsymbol{v}-v_{j} \sigma_{i j}^{\prime}+\boldsymbol{F}^{e n e}\right\}=0 \tag{1.2.47}
\end{align*}
$$

The advective form of total energy is also given as

$$
\begin{equation*}
\rho \frac{d}{d t}\left(\frac{\boldsymbol{v}^{2}}{2}+\Phi+u\right)+\nabla \cdot\left(p \boldsymbol{v}-v_{j} \sigma_{i j}^{\prime}+\boldsymbol{F}^{e n e}\right)=0 \tag{1.2.48}
\end{equation*}
$$

From the comparison between (1.2.47) and (1.2.33), we have the expression of total energy flux $\boldsymbol{F}^{\text {etot }}$ as

$$
\begin{align*}
\boldsymbol{F}^{e t o t} & =\rho \boldsymbol{v}\left(\frac{\boldsymbol{v}^{2}}{2}+\Phi+u\right)+p \boldsymbol{v}-v_{j} \sigma_{i j}^{\prime}+\boldsymbol{F}^{e n e}  \tag{1.2.49}\\
& =\rho \boldsymbol{v}\left(\frac{\boldsymbol{v}^{2}}{2}+\sigma\right)-v_{j} \sigma_{i j}^{\prime}+\boldsymbol{F}^{e n e} \tag{1.2.50}
\end{align*}
$$

where $\sigma$ is called the static energy or dry static energy, defined by

$$
\begin{equation*}
\sigma \equiv u+\frac{p}{\rho}+\Phi=h+\Phi \tag{1.2.51}
\end{equation*}
$$

$h$ is specific enthalpy per unit mass.

### 1.2.4 Entropy balance

We describe here the balance of entropy. If local thermodynamic equilibrium is satisfied, we have from the thermodynamic relation (1.1.2)

$$
\begin{equation*}
T \frac{d s}{d t}=\frac{d u}{d t}+p \frac{d v_{s}}{d t} \tag{1.2.52}
\end{equation*}
$$

where $s$ is the specific entropy per unit mass. Using (1.2.43), we obtain

$$
\begin{equation*}
\rho T \frac{d s}{d t}=\varepsilon-\nabla \cdot \boldsymbol{F}^{e n e} \tag{1.2.53}
\end{equation*}
$$

This is the equation for the production of entropy. The right-hand side of this equation expresses diabatic change. Thus, if we define diabatic heating as

$$
\begin{equation*}
Q \equiv \frac{1}{\rho C_{p}}\left(\varepsilon-\nabla \cdot \boldsymbol{F}^{e n e}\right), \tag{1.2.54}
\end{equation*}
$$

the change in entropy is expressed as

$$
\begin{equation*}
\frac{d s}{d t}=\frac{C_{p} Q}{T} \tag{1.2.55}
\end{equation*}
$$

In the case of the ideal gas, (1.2.55) is rewritten by using the potential temperature (1.1.52) as

$$
\begin{equation*}
\frac{d \theta}{d t}=\frac{\theta}{T} Q \tag{1.2.56}
\end{equation*}
$$

which is the equation of potential temperature.
Let us consider the second law of thermodynamics or the principle of the increase of entropy. The equation of entropy (1.2.53) can be rewritten as

$$
\begin{align*}
\rho \frac{d s}{d t} & =\frac{\varepsilon}{T}-\frac{\nabla \cdot \boldsymbol{F}^{e n e}}{T} \\
& =\frac{\varepsilon}{T}+\frac{1}{T^{2}} \boldsymbol{F}^{e n e} \cdot \nabla T-\nabla \cdot \frac{\boldsymbol{F}^{e n e}}{T} \tag{1.2.57}
\end{align*}
$$

The first and second terms on the right-hand side represent the production of entropy, and the third term is the convergence of entropy flux density. Then, the change in entropy is partitioned as

$$
\begin{equation*}
\frac{d s}{d t}=\frac{d_{i} s}{d t}+\frac{d_{e} s}{d t} \tag{1.2.58}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{d_{i} s}{d t} & =\frac{\varepsilon}{\rho T}+\frac{1}{\rho T^{2}} \boldsymbol{F}^{e n e} \cdot \nabla T  \tag{1.2.59}\\
\frac{d_{e} s}{d t} & =-\frac{1}{\rho} \nabla \cdot \frac{\boldsymbol{F}^{e n e}}{T} \tag{1.2.60}
\end{align*}
$$

$d_{i} s / d t$ is the production of entropy due to internal entropy, and $d_{e} s / d t$ is the change due to the convergence of entropy flux. The second law of thermodynamics requires the inequality

$$
\begin{equation*}
\frac{d_{i} s}{d t} \geq 0 \tag{1.2.61}
\end{equation*}
$$

The expressions of $\varepsilon$ and $\boldsymbol{F}^{e n e}$ in (1.2.59) must satisfy this requirement.
The dissipation rate $\varepsilon$ is given by (1.2.36). The expression of $\varepsilon$ is determined so as not to be negative. From the symmetry of the indices, the viscous stress tensor is expressed as (1.2.17). As a result, $\varepsilon$ has the form (1.2.37). From the requirement $\varepsilon \geq 0$, the coefficients of viscosity must be positive: $\eta \geq 0$ and $\zeta \geq 0$.

As for the second term on the right-hand side of (1.2.59), the heat flux $\boldsymbol{F}^{\text {ene }}$ has contributions from radiative flux and thermal diffusion flux as given by (1.2.44). The term involving thermal diffusion flux can be rewritten as

$$
\begin{equation*}
\frac{1}{T^{2}} \boldsymbol{F}^{\text {therm }} \cdot \nabla T=\frac{\kappa_{T}}{T^{2}}|\nabla T|^{2} \tag{1.2.62}
\end{equation*}
$$

where (1.2.45) is used. Since this must be non-negative, it is concluded that the thermal conductivity $\kappa_{T}$ must not be negative. On the other hand, the term involving radiative flux $\boldsymbol{F}^{\text {rad }}$ does not satisfy the inequality (1.2.61), in general. This comes from the fact that local thermodynamic equilibrium is not generally satisfied for the photon gas in the atmosphere.

### 1.2.5 Enthalpy balance and Bernoulli's theorem

From the transformation between enthalpy and kinetic energy, we obtain Bernoulli's theorem. Using (1.1.3), the change in enthalpy $h$ is expressed as

$$
\begin{equation*}
\frac{d h}{d t}=\frac{d u}{d t}+\frac{d\left(p v_{s}\right)}{d t}=\frac{d u}{d t}+p \frac{d v_{s}}{d t}+v_{s} \frac{d p}{d t} . \tag{1.2.63}
\end{equation*}
$$

Thus, substituting (1.2.43) into this, we obtain the equation of enthalpy

$$
\begin{equation*}
\rho \frac{d h}{d t}=\frac{d p}{d t}+\varepsilon-\nabla \cdot \boldsymbol{F}^{e n e} \tag{1.2.64}
\end{equation*}
$$

Adding this to the equation of kinetic energy (1.2.34), we obtain

$$
\begin{equation*}
\rho \frac{d}{d t}\left(\frac{\boldsymbol{v}^{2}}{2}+h\right)=\frac{\partial p}{\partial t}-\rho \boldsymbol{v} \cdot \nabla \Phi+\frac{\partial}{\partial x_{j}}\left(\sigma_{i j}^{\prime} v_{i}\right)-\nabla \cdot \boldsymbol{F}^{e n e} \tag{1.2.65}
\end{equation*}
$$

Furthermore, summing up this equation and the equation of potential energy (1.2.38), we obtain a generalized form of Bernoulli's equation

$$
\begin{equation*}
\rho \frac{d}{d t}\left(\frac{\boldsymbol{v}^{2}}{2}+\sigma\right)=\frac{\partial}{\partial x_{j}}\left(\sigma_{i j}^{\prime} v_{i}\right)-\nabla \cdot \boldsymbol{F}^{e n e}+\frac{\partial p}{\partial t} \tag{1.2.66}
\end{equation*}
$$

where $\sigma$ is the static energy defined by (1.2.51). We can also obtain this expression by adding $\frac{\partial p}{\partial t}$ to both sides of (1.2.47). If the pressure change is negligible $\left(\frac{\partial p}{\partial t}=0\right)$, and there is no dissipation $\left(\sigma_{i j}^{\prime}=0\right)$ and no heat flux $\left(\nabla \cdot \boldsymbol{F}^{\text {ene }}=0\right)$, (1.2.66) becomes

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\boldsymbol{v}^{2}}{2}+\sigma\right)=0 \tag{1.2.67}
\end{equation*}
$$

That is, the sum of kinetic energy and static energy is conserved along fluid motion. In the case of a steady flow, the sum of kinetic energy and static energy is constant along streamlines:

$$
\begin{equation*}
\frac{\boldsymbol{v}^{2}}{2}+\sigma=\frac{\boldsymbol{v}^{2}}{2}+u+\frac{p}{\rho}+\Phi=\text { const. } \tag{1.2.68}
\end{equation*}
$$

In a special case under the condition of no gravity and uniform temperature, the sum of kinetic energy and $p / \rho$ is constant:

$$
\begin{equation*}
\frac{\boldsymbol{v}^{2}}{2}+\frac{p}{\rho}=\text { const., } \tag{1.2.69}
\end{equation*}
$$

which is a familiar form of Bernoulli's theorem. If $\boldsymbol{v}^{2} / 2 \ll \sigma$ is satisfied, (1.2.67) is approximated by

$$
\begin{equation*}
\frac{d \sigma}{d t}=0 \tag{1.2.70}
\end{equation*}
$$

It can be said that static energy is approximately conserved if kinetic energy is comparatively smaller than static energy. In such a system, static energy $\sigma$ behaves as a conservative quantity like entropy or potential temperature.

### 1.3 Angular momentum, vorticity, and divergence

Various equations can be derived from the equation of motion. In the first place, we obtain the conservation of angular momentum. Second, the circulation theorem is derived through the balance of momentum of forces along the boundary of a finite domain. In the limit of an infinitesimal domain, the circulation theorem reduces to vorticity equations. Third, the equation of potential vorticity is derived from vorticity equations and the equation of a scalar quantity, such as potential temperature. Under an appropriate condition, potential vorticity is a materially conserved quantity. At the end of this section, the divergence equation is introduced as a pair of vorticity equations.

### 1.3.1 Conservation of angular momentum

The angular momentum per unit mass is defined by

$$
\begin{equation*}
\boldsymbol{l} \equiv \boldsymbol{x} \times \boldsymbol{v} \tag{1.3.1}
\end{equation*}
$$

where $\boldsymbol{x}$ is a position vector. The origin of the position vector is arbitrarily fixed. In the case of the Earth, it is convenient to define the origin at the center of the

Earth. The $i$-th component of angular momentum is denoted by $l_{i} \equiv \varepsilon_{i j k} x_{j} v_{k} .{ }^{\dagger}$ Each component of the equation of motion (1.2.18) is written as

$$
\begin{equation*}
\rho \frac{d v_{i}}{d t}=\partial_{j} \sigma_{i j}-\rho g_{i} \tag{1.3.2}
\end{equation*}
$$

where $\sigma_{i j}=-p \delta_{i j}+\sigma_{i j}^{\prime}, g_{i}=\partial_{i} \Phi$, and $\partial_{i}=\partial / \partial x_{i}$. From the outer product of the position vector $\boldsymbol{x}$ and the above equation, we obtain the equation of angular momentum

$$
\begin{equation*}
\rho \frac{d l_{i}}{d t}=\partial_{l}\left(\varepsilon_{i j k} x_{j} \sigma_{k l}\right)-\rho \varepsilon_{i j k} x_{j} g_{k} \tag{1.3.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\rho \frac{d l_{i}}{d t}=-\varepsilon_{i j k} x_{j} \partial_{k} p+\partial_{l}\left(\varepsilon_{i j k} x_{j} \sigma_{k l}^{\prime}\right)-\rho \varepsilon_{i j k} x_{j} g_{k} \tag{1.3.4}
\end{equation*}
$$

In the above derivation, we have assumed that the stress tensor is symmetric: $\sigma_{i j}=\sigma_{j i} . \ddagger$ Eq. (1.3.3) can be rewritten in flux form, that is the conservation of angular momentum

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\rho l_{i}\right)+\partial_{l}\left(\rho l_{i} v_{l}-\varepsilon_{i j k} x_{j} \sigma_{k l}\right)=-\rho \varepsilon_{i j k} x_{j} g_{k} \tag{1.3.5}
\end{equation*}
$$

Remember that angular momentum is a vector quantity. If the forcing term does not exist on the right-hand side and the stress flux at the boundary is identically zero, the domain integral of angular momentum is conserved. In the case of the Earth, the gravity force has only a radial component in the approximate sense and the contribution of the right-hand side vanishes. Thus, the three components of angular momentum are conserved if stress flux at the boundary does not exist.

For application to the Earth's atmosphere, in practice, only the component parallel to the rotation axis is important for angular momentum. We define the axial component of angular momentum as $l_{z}$, where $z$ is the coordinate along the rotation axis in the direction toward the north pole. Using the spherical coordinates $(\lambda, \varphi, r)$, where $\lambda$ is longitude, $\varphi$ is latitude, and $r$ is the distance from the center of the Earth, we have
${ }^{\dagger} \varepsilon_{i j k}$ is the antisymmetric tensor, defined by

$$
\varepsilon_{i j k}= \begin{cases}1, & (i, j, k)=(1,2,3) \text { or }(2,3,1) \text { or }(3,1,2) \\ -1, & (i, j, k)=(3,2,1) \text { or }(2,1,3) \text { or }(1,3,2) \\ 0, & \text { the other combinations of }(i, j, k)\end{cases}
$$

A vector product is expressed as $(\boldsymbol{A} \times \boldsymbol{B})_{i}=\varepsilon_{i j k} A_{j} B_{k}$. We also have the following useful relation:

$$
\varepsilon_{i j k} \varepsilon_{i l m}=\delta_{j l} \delta_{k m}-\delta_{j m} \delta_{k l}
$$

from which we have generally $[\boldsymbol{A} \times(\boldsymbol{B} \times \boldsymbol{C})]_{i}=A_{j} B_{i} C_{j}-A_{j} B_{j} C_{i}$.
$\ddagger$ This comes from the requirement that the contribution of spin angular momentum of fluid particles is negligible and that entropy must increase in the viscosity fluid (de Groot and Mazur, 1984). Expression of the viscous stress tensor (1.2.17) is a result of this requirement.


Figure 1.2: Explanation of angular momentum. Left: $\boldsymbol{v}$ is the velocity vector, $\boldsymbol{x}$ is the position vector, and $\boldsymbol{l}$ is the angular momentum vector. Right: $l_{z}$ is the axial component of angular momentum, $v_{\lambda}$ is the longitudinal component of velocity, $r$ is radius, $\varphi$ is latitude, and $\Omega$ is angular velocity.

$$
\begin{equation*}
l_{z}=x v_{y}-y v_{x}=r \cos \varphi\left(v_{\lambda}+\Omega r \cos \varphi\right) . \tag{1.3.6}
\end{equation*}
$$

$v_{\lambda}$ is the longitudinal component of velocity. Figure 1.2 shows the relation between the angular momentum vector $l$ and its axial component $l_{z}$. The corresponding expression of the conservation of angular momentum in these coordinates is given in Section A1.5.

### 1.3.2 The circulation theorem

Integration of the equation of motion along a closed curve gives the circulation theorem. Circulation can be related to vorticity. We use both the velocity in the inertial frame $\boldsymbol{v}_{a}$ and that in the rotating frame $\boldsymbol{v}_{r}$ to explain the circulation theorem. We refer to a quantity in the inertial frame with a subscript $a$ and that in the rotating frame with $r$. We take an arbitrarily closed domain $A$ on a material surface and define a closed circuit $C$ of the domain $A$. Circulation in the inertial frame is defined by

$$
\begin{equation*}
\Gamma_{a} \equiv \oint_{C} \boldsymbol{v}_{a} \cdot d \boldsymbol{x} \tag{1.3.7}
\end{equation*}
$$

According to Stokes' theorem, circulation can be rewritten as

$$
\begin{equation*}
\Gamma_{a}=\int_{A} \boldsymbol{\omega}_{a} \cdot \boldsymbol{n} d A \tag{1.3.8}
\end{equation*}
$$

where $\boldsymbol{n}$ is a vector normal to the surface $A$ and vorticity

$$
\begin{equation*}
\boldsymbol{\omega}_{a} \equiv \nabla \times \boldsymbol{v}_{a} \tag{1.3.9}
\end{equation*}
$$

is introduced. In particular, vorticity in the inertial frame is called absolute vorticity. Since $A$ and $C$ are a material surface and a material curve, respectively, both the shapes of $A$ and $C$ change with time as fluid moves.

The time derivative of circulation is calculated as

$$
\begin{align*}
\frac{d \Gamma_{a}}{d t} & =\frac{d}{d t} \int \boldsymbol{v}_{a} \cdot d \boldsymbol{x}=\int \frac{d}{d t} \boldsymbol{v}_{a} \cdot d \boldsymbol{x}+\int \boldsymbol{v}_{a} \cdot \frac{d}{d t} d \boldsymbol{x} \\
& =\int \frac{d}{d t} \boldsymbol{v}_{a} \cdot d \boldsymbol{x}+\int \boldsymbol{v}_{a} \cdot d \boldsymbol{v}_{a}=\int \frac{d}{d t} \boldsymbol{v}_{a} \cdot d \boldsymbol{x} \tag{1.3.10}
\end{align*}
$$

Substituting the equation of motion (1.2.19) into $\frac{d}{d t} \boldsymbol{v}_{a}$, we have the equation of circulation

$$
\begin{equation*}
\frac{d \Gamma_{a}}{d t}=-\oint_{C} \frac{\nabla p}{\rho} \cdot d \boldsymbol{x}+\oint_{C} \boldsymbol{f} \cdot d \boldsymbol{x} \tag{1.3.11}
\end{equation*}
$$

which is referred to as the circulation theorem.
In a similar way, we define circulation and vorticity in the rotating frame by

$$
\begin{align*}
\Gamma_{r} & \equiv \oint_{C} \boldsymbol{v}_{r} \cdot d \boldsymbol{x}=\int_{A} \boldsymbol{\omega}_{r} \cdot \boldsymbol{n} d A  \tag{1.3.12}\\
\boldsymbol{\omega}_{r} & \equiv \nabla \times \boldsymbol{v}_{r} . \tag{1.3.13}
\end{align*}
$$

Vorticity in the rotating frame $\omega_{r}$ is called relative vorticity. Relative vorticity is related to absolute vorticity as

$$
\begin{align*}
\boldsymbol{\omega}_{a} & =\nabla \times \boldsymbol{v}_{a}=\nabla \times\left(\boldsymbol{v}_{r}+\Omega \times \boldsymbol{x}\right) \\
& =\nabla \times \boldsymbol{v}_{r}+\nabla \times(\Omega \times \boldsymbol{x})=\boldsymbol{\omega}_{r}+2 \Omega \tag{1.3.14}
\end{align*}
$$

Then, the relation between circulation in the inertial frame $\Gamma_{a}$ and circulation in the rotating frame $\Gamma_{r}$ is given as

$$
\begin{equation*}
\Gamma_{a}=\Gamma_{r}+\int_{A} 2 \boldsymbol{\Omega} \cdot \boldsymbol{n} d A \tag{1.3.15}
\end{equation*}
$$

The first term on the right-hand side of the equation of circulation (1.3.11) is called the baroclinic term. It is rewritten as

$$
\begin{align*}
-\oint_{C} \frac{\nabla p}{\rho} \cdot d \boldsymbol{x} & =-\int_{A} \nabla \times \frac{\nabla p}{\rho} \cdot \boldsymbol{n} d A \\
& =\int_{A} \frac{\nabla \rho \times \nabla p}{\rho^{2}} \cdot \boldsymbol{n} d A \tag{1.3.16}
\end{align*}
$$

If the fluid is barotropic (i.e., the density of fluid $\rho$ is a function of pressure $p$ )

$$
\begin{equation*}
\rho=\rho(p) \tag{1.3.17}
\end{equation*}
$$

then $\nabla \rho \times \nabla p=0$ is satisfied and the baroclinic term does not contribute to the change in circulation. On the other hand, if $\rho$ does not solely depend on $p$, the fluid is called baroclinic; a fluid that is not barotropic is baroclinic. In this case,


Figure 1.3: The baroclinic term and the direction of the pressure gradient.
since $\nabla \rho \times \nabla p \neq 0$, the baroclinic term is not zero in general. Nevertheless, we can always eliminate the baroclinic term by taking the surface $A$ parallel to $\nabla \rho \times \nabla p$. For example, if a thermodynamic variable $\Psi=\Psi(\rho, p)$ is chosen, since

$$
\begin{equation*}
\nabla \Psi(\rho, p)=\frac{\partial \Psi}{\partial \rho} \nabla \rho+\frac{\partial \Psi}{\partial p} \nabla p \tag{1.3.18}
\end{equation*}
$$

then $\nabla \Psi$ is normal to $\nabla \rho \times \nabla p$. Therefore, if $A$ is defined on a surface of a constant $\Psi$, the contribution of the baroclinic term becomes zero. (See also the section on potential vorticity: Section 1.3.4.)

Let us consider the roles of the terms of the circulation theorem using the circulation along $C$ shown in Fig. 1.3. The baroclinic term is defined by the line integral of the pressure gradient along $C$. Since density $\rho$ is larger in the region $A$ than in region $B$, the magnitude of the pressure gradient $|\nabla p / \rho|$ is larger in $B$ than $A$. Thus, the baroclinic term increases circulation toward the anti-clockwise direction. The second term on the right-hand side of (1.3.11) is the dissipation term due to friction. This term does not necessarily weaken circulation in general.

### 1.3.3 Vorticity equations

The circulation theorem is given by integration of the equation of motion along a closed curve. In this subsection, vorticity equations are derived as a derivative form of the circulation theorem. We start from the equation of motion in a tensor form, (1.3.2); that is

$$
\begin{equation*}
\rho\left(\frac{\partial v_{i}}{\partial t}+v_{j} \partial_{j} v_{i}\right)=\partial_{j} \sigma_{i j}-\rho \partial_{i} \Phi \tag{1.3.19}
\end{equation*}
$$

We use the following identity to rewrite the advection term

$$
\begin{equation*}
\varepsilon_{i j k} \omega_{j} v_{k}=\varepsilon_{i j k}\left(\varepsilon_{j l m} \partial_{l} v_{m}\right) v_{k}=v_{j} \partial_{j} v_{i}-\partial_{i} \frac{\boldsymbol{v}^{2}}{2} \tag{1.3.20}
\end{equation*}
$$

where vorticity is written as $\omega_{i}=\varepsilon_{i j k} \partial_{j} v_{k}$; that is

$$
\begin{equation*}
\boldsymbol{v} \cdot \nabla \boldsymbol{v}=\boldsymbol{\omega} \times \boldsymbol{v}+\nabla \frac{\boldsymbol{v}^{2}}{2} \tag{1.3.21}
\end{equation*}
$$

The right-hand side is sometimes called the vector invariant form of the advection term. Using the identity (1.3.20), the equation of motion (1.3.19) is rewritten as

$$
\begin{equation*}
\frac{\partial v_{i}}{\partial t}=-\varepsilon_{i j k} \omega_{j} v_{k}+\frac{1}{\rho} \partial_{j} \sigma_{i j}-\partial_{i}\left(\Phi+\frac{\boldsymbol{v}^{2}}{2}\right) \tag{1.3.22}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=-\boldsymbol{\omega} \times \boldsymbol{v}-\frac{\nabla p}{\rho}-\nabla\left(\Phi+\frac{\boldsymbol{v}^{2}}{2}\right)+\boldsymbol{f} \tag{1.3.23}
\end{equation*}
$$

where $\boldsymbol{f}$ is the frictional force defined by (1.2.20).
To derive vorticity equations, we calculate $\varepsilon_{i j k} \partial_{j}(1.3 .22)_{k}$. We immediately obtain

$$
\begin{equation*}
\frac{\partial \omega_{i}}{\partial t}+\partial_{j}\left(\omega_{i} v_{j}-\omega_{j} v_{i}-\varepsilon_{i j k} \frac{1}{\rho} \partial_{l} \sigma_{k l}\right)=0 \tag{1.3.24}
\end{equation*}
$$

This is the flux form of vorticity equations. Using the identity

$$
\partial_{j}\left(\omega_{i} v_{j}-\omega_{j} v_{i}\right)=v_{j} \partial_{j} \omega_{i}+\omega_{i} \partial_{j} v_{j}-\omega_{j} \partial_{j} v_{i}
$$

we obtain the advective form of vorticity equations:

$$
\begin{equation*}
\frac{d \omega_{i}}{d t}=\omega_{j} \partial_{j} v_{i}-\omega_{i} \partial_{j} v_{j}+\varepsilon_{i j k} \partial_{j}\left(\frac{1}{\rho} \partial_{l} \sigma_{k l}\right) \tag{1.3.25}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d \boldsymbol{\omega}}{d t}=\boldsymbol{\omega} \cdot \nabla \boldsymbol{v}-\boldsymbol{\omega}(\nabla \cdot \boldsymbol{v})-\nabla \frac{1}{\rho} \times \nabla p+\nabla \times \boldsymbol{f} \tag{1.3.26}
\end{equation*}
$$

Eq. (1.3.26) represents vorticity equations in an inertial frame. Vorticity in (1.3.26) is interpreted as absolute vorticity $\boldsymbol{\omega}_{a}$. Vorticity equations in the rotating frame are directly derived from (1.3.26). Using (1.2.24) and substituting (1.2.26) and (1.3.14) into (1.3.26), we have

$$
\begin{align*}
\frac{d \boldsymbol{\omega}_{r}}{d t}= & \left(\boldsymbol{\omega}_{r}+2 \boldsymbol{\Omega}\right) \cdot \nabla \boldsymbol{v}_{r}-\left(\boldsymbol{\omega}_{r}+2 \boldsymbol{\Omega}\right)\left(\nabla \cdot \boldsymbol{v}_{r}\right) \\
& -\nabla \frac{1}{\rho} \times \nabla p+\nabla \times \boldsymbol{f} \tag{1.3.27}
\end{align*}
$$

By comparison with the circulation theorem (1.3.11), vorticity equations (1.3.26) formally have additional terms:

$$
\begin{equation*}
\boldsymbol{\omega} \cdot \nabla \boldsymbol{v}-\boldsymbol{\omega}(\nabla \cdot \boldsymbol{v}) \tag{1.3.28}
\end{equation*}
$$

Let us consider the meanings of these terms by decomposing their components into Cartesian coordinates. We take the $z$-direction as the direction parallel to



Figure 1.4: Schematic figures of the tilting term (left) and the stretching term (right). $\omega$ is vorticity and $u$ is velocity. Vorticity $\omega$ changes as the arrow with the dotted line by shear (left) or convergence (right).
the vector $\boldsymbol{\omega}$. Letting $\boldsymbol{i}, \boldsymbol{j}$, and $\boldsymbol{k}$ be unit vectors of the $x$-, $y$-, and $z$-directions, respectively, we rewrite (1.3.28) as

$$
\begin{align*}
& \omega \frac{\partial}{\partial z}(u \boldsymbol{i}+v \boldsymbol{j}+w \boldsymbol{k})-\omega \boldsymbol{k}(\nabla \cdot \boldsymbol{v}) \\
& \quad=\quad \boldsymbol{i} \omega \frac{\partial u}{\partial z}+\boldsymbol{j} \omega \frac{\partial v}{\partial z}-\boldsymbol{k} \omega\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right) . \tag{1.3.29}
\end{align*}
$$

The first two terms on the right-hand side generate vorticity components perpendicular to $\boldsymbol{\omega}$. These are called tilting terms. For example, if the velocity $u$ has a shear in the $z$-direction, the vorticity vector is tilted in the $x$-direction and the $x$-component of vorticity is generated. The third term on the right of (1.3.29) is related to the change in the component of the $\boldsymbol{\omega}$ 's own direction. If there is convergence in a plane perpendicular to the vector $\boldsymbol{\omega}$, the vorticity increases (Fig. 1.4). This term is referred to as the stretching term.

### 1.3.4 Potential vorticity

In the circulation theorem (1.3.11), the baroclinic term can be eliminated by appropriately choosing the integral path. Similarly, a particular direction of vorticity has a special change in vorticity equations. To show it in a general form, we use an arbitrary scalar field $\Psi(\boldsymbol{x}, t)$. Let us consider a vorticity component perpendicular to a surface of $\Psi=$ const. The inner product of flux form vorticity equations (1.3.24) and $\partial_{i} \Psi$ gives

$$
\begin{equation*}
\partial_{i} \Psi\left[\frac{\partial \omega_{i}}{\partial t}+\partial_{j}\left(\omega_{i} v_{j}-\omega_{j} v_{i}-\varepsilon_{i j k} \frac{1}{\rho} \partial_{l} \sigma_{k l}\right)\right]=0 \tag{1.3.30}
\end{equation*}
$$

The left-hand side can be rewritten as

$$
\begin{aligned}
& \frac{\partial}{\partial t}\left(\omega_{i} \partial_{i} \Psi\right)-\omega_{i} \frac{\partial}{\partial t}\left(\partial_{i} \Psi\right)+\partial_{j}\left(\omega_{i} \partial_{i} \Psi \cdot v_{j}\right) \\
& \quad-\omega_{i} v_{j} \partial_{j} \partial_{i} \Psi-\partial_{i} \Psi \cdot \omega_{j} \partial_{j} v_{i}-\partial_{i}\left[\Psi \varepsilon_{i j k} \partial_{j}\left(\frac{1}{\rho} \partial_{l} \sigma_{k l}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
= & \frac{\partial}{\partial t}\left(\omega_{i} \partial_{i} \Psi\right)+\partial_{j}\left(\omega_{i} \partial_{i} \Psi \cdot v_{j}\right)-\partial_{i}\left(\omega_{i} \frac{d \Psi}{d t}\right) \\
& -\partial_{i}\left[\Psi \varepsilon_{i j k} \partial_{j}\left(\frac{1}{\rho} \partial_{l} \sigma_{k l}\right)\right] \tag{1.3.31}
\end{align*}
$$

Thus, we obtain the following conservation equation

$$
\begin{equation*}
\frac{\partial}{\partial t}(\rho \Pi)+\partial_{i}\left[\rho \Pi v_{i}-\frac{d \Psi}{d t} \omega_{i}-\Psi \varepsilon_{i j k} \partial_{j}\left(\frac{1}{\rho} \partial_{l} \sigma_{k l}\right)\right]=0 \tag{1.3.32}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi \equiv \frac{\boldsymbol{\omega} \cdot \nabla \Psi}{\rho} \tag{1.3.33}
\end{equation*}
$$

is called potential vorticity. Note that the dimension of potential vorticity depends on the choice of scalar $\Psi$. The flux term of (1.3.32) involving the stress tensor $\sigma_{k l}$ has different forms such as

$$
\begin{align*}
\partial_{i}\left[-\Psi \varepsilon_{i j k} \partial_{j}\left(\frac{1}{\rho} \partial_{l} \sigma_{k l}\right)\right] & =\nabla \cdot\left[\Psi\left(\nabla \frac{1}{\rho} \times \nabla p-\nabla \times \boldsymbol{f}\right)\right]  \tag{1.3.34}\\
\left(\partial_{i} \Psi\right) \varepsilon_{i j k} \partial_{j}\left(-\frac{1}{\rho} \partial_{l} \sigma_{k l}\right) & =\nabla \Psi \cdot\left(\nabla \frac{1}{\rho} \times \nabla p-\nabla \times \boldsymbol{f}\right)  \tag{1.3.35}\\
\partial_{i}\left(\varepsilon_{i j k} \partial_{j} \Psi \cdot \frac{1}{\rho} \partial_{l} \sigma_{k l}\right) & =\nabla \cdot\left[\nabla \Psi \times\left(-\frac{1}{\rho} \nabla p+\boldsymbol{f}\right)\right] \tag{1.3.36}
\end{align*}
$$

Thus, the advective form of the equation of potential vorticity is written as

$$
\begin{equation*}
\rho \frac{d \Pi}{d t}=\partial_{i}\left[\frac{d \Psi}{d t} \omega_{i}+\Psi \varepsilon_{i j k} \partial_{j}\left(\frac{1}{\rho} \partial_{l} \sigma_{k l}\right)\right] \tag{1.3.37}
\end{equation*}
$$

or

$$
\begin{equation*}
\rho \frac{d \Pi}{d t}=\boldsymbol{\omega} \cdot \nabla \frac{d \Psi}{d t}-\nabla \Psi \cdot\left(\nabla \frac{1}{\rho} \times \nabla p-\nabla \times \boldsymbol{f}\right) \tag{1.3.38}
\end{equation*}
$$

If one chooses a thermodynamic variable as scalar $\Psi$ such that

$$
\begin{equation*}
\Psi=\Psi(\rho, p) \tag{1.3.39}
\end{equation*}
$$

then $\nabla \Psi$ becomes normal to $\nabla(1 / \rho) \times \nabla p$ because of $(1.3 .18)$. Furthermore, if we assume

$$
\begin{align*}
\frac{d \Psi}{d t} & =0  \tag{1.3.40}\\
\boldsymbol{f} & =0 \tag{1.3.41}
\end{align*}
$$

the right-hand side of (1.3.38) vanishes. In this case, potential vorticity is materially conserved

$$
\begin{equation*}
\frac{d \Pi}{d t}=0 \tag{1.3.42}
\end{equation*}
$$

If potential temperature (or entropy) is chosen as $\Psi$, (1.3.39) and (1.3.40) are satisfied under the adiabatic condition. In the case of $\Psi=\theta$ (potential temperature)

$$
\begin{equation*}
P \equiv \frac{\boldsymbol{\omega} \cdot \nabla \theta}{\rho} \tag{1.3.43}
\end{equation*}
$$

is called Ertel's potential vorticity. The expressions of (1.3.32) and (1.3.38) become

$$
\begin{align*}
& \frac{\partial}{\partial t}(\rho P)+\nabla \cdot(\rho P \boldsymbol{v}-\dot{\theta} \boldsymbol{\omega}-\theta \cdot \nabla \times \boldsymbol{f})=0  \tag{1.3.44}\\
& \frac{d P}{d t}=\frac{1}{\rho} \boldsymbol{\omega} \cdot \nabla \dot{\theta}+\frac{1}{\rho} \nabla \theta \cdot \nabla \times \boldsymbol{f} \tag{1.3.45}
\end{align*}
$$

From (1.2.56), the change in potential temperature is given by

$$
\begin{equation*}
\dot{\theta}=\frac{\theta}{T} Q, \tag{1.3.46}
\end{equation*}
$$

where $Q$ is the diabatic term. We note that Ertel's potential vorticity in the rotating frame is expressed as

$$
\begin{equation*}
P=\frac{\left(\boldsymbol{\omega}_{r}+2 \boldsymbol{\Omega}\right) \cdot \nabla \theta}{\rho}, \tag{1.3.47}
\end{equation*}
$$

where relative vorticity is used in (1.3.43). Potential vorticity plays an important role as a Lagrangian conservative quantity in both meteorology and oceanography.

The equation of potential vorticity can be derived in a different way that is also instructive. For instance, Pedlosky (1987) derives the conservation of potential vorticity (1.3.42) from the circulation theorem (1.3.11) as a special case. The mathematical basis of potential vorticity is given by Hamiltonian fluid dynamics (Shepherd, 1990; Salmon, 1998). It can also be shown that the conservation of potential vorticity (1.3.38) is derived from the advective form of vorticity equations (1.3.26). Combining (1.3.26) with the continuity equation (1.2.7), we have

$$
\begin{equation*}
\frac{d}{d t} \frac{\boldsymbol{\omega}}{\rho}=\frac{\boldsymbol{\omega}}{\rho} \cdot \nabla \boldsymbol{v}+\frac{\nabla \rho \times \nabla p}{\rho^{3}}+\frac{1}{\rho} \nabla \times \boldsymbol{f} \tag{1.3.48}
\end{equation*}
$$

The inner product of this with the gradient of a scalar $\Psi$ yields

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\boldsymbol{\omega}}{\rho} \cdot \nabla \Psi\right)=\nabla \Psi \cdot \frac{d}{d t}\left(\frac{\boldsymbol{\omega}}{\rho}\right)+\frac{\boldsymbol{\omega}}{\rho} \frac{d}{d t} \nabla \Psi \tag{1.3.49}
\end{equation*}
$$

Since

$$
\begin{align*}
\nabla \Psi \cdot \frac{d}{d t} \frac{\boldsymbol{\omega}}{\rho} & =\nabla \Psi \cdot\left(\frac{\boldsymbol{\omega}}{\rho} \cdot \nabla \boldsymbol{v}\right)+\nabla \Psi \cdot \frac{\nabla \rho \times \nabla p}{\rho^{3}}+\frac{\nabla \Psi}{\rho} \cdot \nabla \times \boldsymbol{f}  \tag{1.3.50}\\
\frac{\boldsymbol{\omega}}{\rho} \frac{d}{d t} \nabla \Psi & =\frac{\boldsymbol{\omega}}{\rho} \nabla \frac{d}{d t} \Psi-\left(\frac{\boldsymbol{\omega}}{\rho} \cdot \nabla \boldsymbol{v}\right) \cdot \nabla \Psi \tag{1.3.51}
\end{align*}
$$

Then, we have the equation of potential vorticity

$$
\begin{equation*}
\frac{d \Pi}{d t}=\frac{\boldsymbol{\omega}}{\rho} \cdot \nabla \frac{d \Psi}{d t}+\nabla \Psi \cdot \frac{\nabla \rho \times \nabla p}{\rho^{3}}+\frac{\nabla \Psi}{\rho} \cdot \nabla \times \boldsymbol{f} \tag{1.3.52}
\end{equation*}
$$

which is equivalent to (1.3.38).

### 1.3.5 Divergence equation

In Section 1.3.3 vorticity equations are derived by applying the rotation operator to the equation of motion. As a counterpart to vorticity equations, the divergence equation can be derived by applying the divergence operator to the equation of motion. The divergence of velocity is defined as

$$
\begin{equation*}
D \equiv \partial_{i} v_{i}=\nabla \cdot \boldsymbol{v} \tag{1.3.53}
\end{equation*}
$$

Applying the divergence operator to the equation of motion (1.3.22) yields

$$
\begin{equation*}
\frac{\partial D}{\partial t}=-\partial_{i}\left(\varepsilon_{i j k} \omega_{j} v_{k}\right)+\partial_{i}\left(\frac{1}{\rho} \partial_{j} \sigma_{i j}\right)-\partial_{i}^{2}\left(\Phi+\frac{\boldsymbol{v}^{2}}{2}\right) . \tag{1.3.54}
\end{equation*}
$$

The first term on the right-hand side is rewritten as

$$
\begin{align*}
\partial_{i}\left(\varepsilon_{i j k} \omega_{j} v_{k}\right) & =-\omega_{j}^{2}+\varepsilon_{i j k}\left(\partial_{i} \omega_{j}\right) v_{k} \\
& =-\omega_{j}^{2}-\left(\partial_{i} \partial_{i} v_{k}\right) v_{k}+\left(\partial_{k} \partial_{i} v_{i}\right) v_{k} \\
& =-|\boldsymbol{\omega}|^{2}-\boldsymbol{v} \cdot \nabla^{2} \boldsymbol{v}+\boldsymbol{v} \cdot \nabla D \tag{1.3.55}
\end{align*}
$$

Hence, we have the divergence equation as

$$
\begin{equation*}
\frac{d D}{d t}=|\boldsymbol{\omega}|^{2}+\boldsymbol{v} \cdot \nabla^{2} \boldsymbol{v}-\nabla^{2}\left(\frac{\boldsymbol{v}^{2}}{2}+\Phi\right)-\nabla \cdot\left(\frac{\nabla p}{\rho}\right)+\nabla \cdot \boldsymbol{f} \tag{1.3.56}
\end{equation*}
$$

The divergence equation in the rotating frame is also derived from the equation of motion in the rotating frame (1.2.29). Since divergence in the rotating frame is equal to divergence in the inertial frame $D$, we can show in the same way as the derivation of (1.3.56) that

$$
\begin{equation*}
\nabla \cdot \frac{d \boldsymbol{v}_{r}}{d t}=\frac{d D}{d t}-\left|\boldsymbol{\omega}_{r}\right|^{2}-\boldsymbol{v}_{r} \cdot \nabla^{2} \boldsymbol{v}_{r}+\nabla^{2} \frac{v_{r}^{2}}{2} \tag{1.3.57}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\nabla \cdot\left(2 \boldsymbol{\Omega} \times \boldsymbol{v}_{r}\right)=-2 \boldsymbol{\Omega} \cdot \boldsymbol{\omega}_{r} \tag{1.3.58}
\end{equation*}
$$

Thus, the divergence equation in the rotating frame is written as

$$
\begin{align*}
\frac{d D}{d t}= & \left(\boldsymbol{\omega}_{r}+2 \boldsymbol{\Omega}\right) \cdot \boldsymbol{\omega}_{r}+\boldsymbol{v}_{r} \cdot \nabla^{2} \boldsymbol{v}_{r}-\nabla^{2}\left(\frac{\boldsymbol{v}_{r}^{2}}{2}+\Phi_{r}\right) \\
& -\nabla \cdot\left(\frac{\nabla p}{\rho}\right)+\nabla \cdot \boldsymbol{f} \tag{1.3.59}
\end{align*}
$$

The divergence equation (1.3.59) is a prognostic equation for the divergence of the three-dimensional velocity field. In practice, this form of the equation is rarely used. Instead, an equation for the horizontal divergence of two-dimensional velocity is usually used for the governing equations of atmospheric general circulation models (see Chapter 20). Nevertheless, we should point out the relevance of the threedimensional divergence equation to the sound wave.

Let us consider perturbations from the state at rest ( $\boldsymbol{v}=0$ ) and linearize (1.3.56). We neglect the gravitational potential $\Phi$ and assume that basic states of the density and pressure are constant $\rho=\rho_{0}$ and $p=p_{0}$. By dividing density and pressure into constant basic state portions and perturbation portions, $\rho^{\prime}=\rho-\rho_{0}$ and $p^{\prime}=p-p_{0}$, respectively, we have the linearized perturbation equation for divergence as

$$
\begin{equation*}
\frac{\partial D}{\partial t}=-\frac{1}{\rho_{0}} \nabla^{2} p^{\prime} \tag{1.3.60}
\end{equation*}
$$

Linearizing the continuity equation (1.2.7), divergence is related as

$$
\begin{equation*}
D=-\frac{1}{\rho_{0}} \frac{\partial \rho}{\partial t} \tag{1.3.61}
\end{equation*}
$$

Substituting this into (1.3.60), we obtain

$$
\begin{equation*}
\frac{\partial^{2} \rho^{\prime}}{\partial t^{2}}=\nabla^{2} p^{\prime} \tag{1.3.62}
\end{equation*}
$$

If the flow is adiabatic, the perturbation of pressure is written as

$$
\begin{equation*}
p^{\prime}=\left(\frac{\partial p}{\partial \rho}\right)_{s} \rho^{\prime}=c_{s}^{2} \rho^{\prime} \tag{1.3.63}
\end{equation*}
$$

where $c_{s}$ is the speed of sound defined by (1.1.32). Thus, by eliminating $\rho^{\prime}$ and assuming $c_{s}^{2}$ to be constant, we finally have

$$
\begin{equation*}
\frac{\partial^{2} p^{\prime}}{\partial t^{2}}=c_{s}^{2} \nabla^{2} p^{\prime} \tag{1.3.64}
\end{equation*}
$$

This is a wave equation describing the propagation of sound waves. We will explain the characteristics of the sound wave in Section 4.2.

Generally, flow fields $\boldsymbol{v}$ are expressed by using velocity potential $\chi$ and streamfunction vector $\boldsymbol{\psi}$ as

$$
\begin{equation*}
\boldsymbol{v}=\nabla \chi-\nabla \times \psi \tag{1.3.65}
\end{equation*}
$$

$\chi$ and $\psi$ are also called the scalar potential and vector potential, respectively. In this case, the vorticity vector and divergence are respectively expressed as

$$
\begin{align*}
\boldsymbol{\omega} & =\nabla \times \boldsymbol{v}=-\nabla \times \nabla \times \boldsymbol{\psi}=-\nabla(\nabla \cdot \boldsymbol{\psi})+\nabla^{2} \boldsymbol{\psi}  \tag{1.3.66}\\
D & =\nabla \cdot \boldsymbol{v}=\nabla^{2} \chi \tag{1.3.67}
\end{align*}
$$

The velocity potential and streamfunction vector are not uniquely determined from the velocity field. The velocity field is not affected by the transformation $\chi^{\prime}=$ $\chi+\nabla \times \boldsymbol{a}$ and $\boldsymbol{\psi}^{\prime}=\boldsymbol{\psi}+\nabla b$ where $\boldsymbol{a}$ is an arbitrary vector and $b$ is an arbitrary scalar. Thus, the streamfunction vector can always be chosen such that $\nabla \cdot \boldsymbol{\psi}=0$, and then $\boldsymbol{\omega}=\nabla^{2} \boldsymbol{\psi}$. In the special case for an irrotational field with $\boldsymbol{\omega}=0$, the velocity is simply expressed as $\boldsymbol{v}=\nabla \chi$, and thus described by the divergence equation for $D$.

In practice, the combination of the vorticity equation and the divergence equation is used to describe two-dimensional horizontal flow fields. In Section 3.4, the vorticity equation and the divergence equation for the shallow-water model are introduced to describe two-dimensional flow fields. In Chapter 17, spherical motions on Earth are studied using the equations of the shallow-water model. The equation set of general circulation models is summarized in Chapter 20. Since (for spectrum models) the streamfunction and the velocity potential are easily calculable from vorticity and divergence, respectively, the vorticity and divergence equations are generally used as the prognostic equations of this type of general circulation models.
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## Basic balances and stability

Large-scale motions of the atmosphere can be viewed in a balanced state in an approximate sense. The primary balances of the atmosphere are hydrostatic balance and geostrophic balance. In this chapter the basic properties of these balances are summarized and their stabilities examined.

First, hydrostatic balance and its various expressions are described in Section 2.1. In a strict sense, hydrostatic balance is a dynamic balance between the pressure gradient force and the gravitational force without any motion. In this section, approximation of the geopotential is introduced. If viewed in a rotating frame, the effect of a component of a rigid body rotation is counted as a potential force due to the centrifugal potential and can be included as part of the geopotential. Then, in Section 2.2, geostrophic balance and thermal wind balance are described. Geostrophic balance is defined as a static balance with wind fields in the rotating frame. Thermal wind balance is the corresponding balance of vorticity. In the following two sections, the stability of these balanced states is examined. The stability of hydrostatic balance is studied using the parcel method in Section 2.3. The stability of thermal wind balance is argued in Section 2.4 on the assumption that the perturbation has a two-dimensional axisymmetric flow. In the last section (Section 2.5), balances and stabilities in a more simplified system (i.e., a constant rotating plane ( $f$-plane)), are summarized.

These balances are fundamental in all respects both for atmospheric structure and atmospheric modeling. Statistically averaged states or the meridional structure of the atmosphere are thought to be hydrostatically and geostrophically balanced (Chapters 14, 16, and 18). To derive the various approximate equations in the next chapter, balanced states are regarded as the zero-th order approximation or the reference fields. In Chapters 4 and 5, perturbations to balanced states are examined: waves and instability. Although stability of the atmosphere is considered both in the present chapter and in Chapter 5, the present chapter is devoted to studying the conditions of stability for balanced states, while in Chapter 5 the structures of unstable waves are particularly considered.

### 2.1 Hydrostatic balance

We start from the equation of motion in the rotating frame (1.2.29) to consider the basic balance of the atmosphere: ${ }^{\dagger}$

$$
\begin{equation*}
\frac{d \boldsymbol{v}}{d t}+2 \boldsymbol{\Omega} \times \boldsymbol{v}=-\frac{1}{\rho} \nabla p-\nabla \Phi+\boldsymbol{f} \tag{2.1.1}
\end{equation*}
$$

If the atmosphere is at rest with $\boldsymbol{v}=0$, the first and second terms on the right-hand side are balanced:

$$
\begin{equation*}
0=-\frac{1}{\rho} \nabla p-\nabla \Phi \tag{2.1.2}
\end{equation*}
$$

That is, the gravity force is balanced by the pressure gradient force. This balance is called the hydrostatic balance. Let us define the $z$-coordinate parallel to $\nabla \Phi$ with $\frac{\partial \Phi}{\partial z}>0$ and let the unit vector in the $z$-direction be denoted by $\boldsymbol{k}$. A constant $z$ surface coincides with the surface $\Phi=$ const. Using the acceleration due to gravity $g$ defined by

$$
\begin{equation*}
g \equiv \frac{\partial \Phi}{\partial z} \tag{2.1.3}
\end{equation*}
$$

hydrostatic balance reads

$$
\begin{equation*}
0=-\frac{1}{\rho} \frac{\partial p}{\partial z}-g \tag{2.1.4}
\end{equation*}
$$

In this state, the pressure $p$ is uniform on the surface $z=$ const. Hydrostatic balance is approximately satisfied for large-scale fields, even when the atmosphere has non-zero velocity. The condition when hydrostatic balance is satisfied will be considered in Section 3.2, where quasi-geostrophic approximation is introduced.

In general, the $z$-coordinate thus defined is not a straight line, since the distribution of $\Phi$ is not spherically symmetric about the center of the Earth. However, the deviation of $\Phi$ from its spherically symmetric state is usually neglected. In this case, the $z$-coordinate coincides with the radial direction. The potential $\Phi$ is the sum of the potential energy for the attractive force $\Phi_{a}$ and the centrifugal potential energy given by (1.2.30): $\Phi=\Phi_{a}+\Phi_{c}$. For the Earth, these potential energies are expressed as

$$
\begin{align*}
& \Phi_{a}=G M\left(\frac{1}{R}-\frac{1}{r}\right)  \tag{2.1.5}\\
& \Phi_{c}=-\frac{1}{2} \Omega^{2} X^{2} \tag{2.1.6}
\end{align*}
$$

where $G$ is the gravitational constant, $M$ is the mass of the Earth, $R$ is the mean radius of the Earth, and $X=r \cos \varphi$ is the distance from the rotation axis: $G=$ $6.673 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~kg}^{-1} \mathrm{~s}^{-2}, M=5.9736 \times 10^{24} \mathrm{~kg}, R=6371 \mathrm{~km}$. Figure 2.1
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Figure 2.1: Distributions of gravitational potential energy (solid), centrifugal potential energy (dashed), and potential energy for the attractive force (dotted). The ordinate and the abscissa are in units of the Earth's radius $R$. The equator corresponds to $y=0$. The contour interval is $0.1 G M / R$, and the contours inside the Earth are omitted. The cross is the point where the acceleration due to gravity is zero in the rotating frame with the rotation rate $\Omega$.
shows the distributions of potential energies around the Earth. There is a special point on the plane intersecting the equator at the radius

$$
\begin{equation*}
r=R_{c} \equiv\left(\frac{G M}{\Omega^{2}}\right)^{1 / 3} \approx 4.224 \times 10^{7} \mathrm{~m} \tag{2.1.7}
\end{equation*}
$$

where no gravity force works if an object rotates at the same rate as the Earth's rotation $\Omega$. At the equator on the Earth's surface, in contrast, the ratio between acceleration due to the centrifugal force and that due to the attractive force is given by

$$
\begin{equation*}
\frac{\Omega^{2} R}{G M / R^{2}}=\left(\frac{R}{R_{c}}\right)^{3} \approx 0.00343 \tag{2.1.8}
\end{equation*}
$$

(i.e., the contribution of the centrifugal force is small). From this fact, it is generally assumed for the study of atmospheric dynamics that gravitational potential energy is spherically symmetric.

The sea surface on the Earth agrees with an iso-surface of potential energy $\Phi$, which is called the geoid. From (2.1.8), we can assume that the geoid of the Earth is an exact sphere with a constant radius $R$. The distance from the center of the Earth $r$ is written as

$$
\begin{equation*}
r=R+z \tag{2.1.9}
\end{equation*}
$$

where $z$ is the height from the ocean surface (i.e., the geoid given by a constant
surface of $\Phi)$. In addition, the atmosphere can be assumed to be thin; that is,

$$
\begin{equation*}
\frac{z}{R} \ll 1 \tag{2.1.10}
\end{equation*}
$$

In this case, the acceleration due to gravity is assumed to be constant; from (2.1.5), the approximated value is given as

$$
\begin{equation*}
g=\frac{G M}{R^{2}} \approx 9.82 \mathrm{~m} \mathrm{~s}^{-2} \tag{2.1.11}
\end{equation*}
$$

and the gravitational potential is given by

$$
\begin{equation*}
\Phi=g z \tag{2.1.12}
\end{equation*}
$$

Hereafter, we use this approximation for the geopotential.
The scale height of pressure is defined as

$$
\begin{equation*}
H_{p} \equiv\left(-\frac{1}{p} \frac{\partial p}{\partial z}\right)^{-1}=\frac{R_{d} T}{g} \tag{2.1.13}
\end{equation*}
$$

where hydrostatic balance and the equation of state $p=\rho R_{d} T$ (1.1.41) are used. If the profile of temperature $T(z)$ is given, the distribution of pressure is expressed as

$$
\begin{equation*}
p(z)=p_{s} \exp \left(-\int_{0}^{z} \frac{d z}{H(z)}\right)=p_{s} \exp \left(-\int_{0}^{z} \frac{g}{R_{d} T(z)} d z\right) \tag{2.1.14}
\end{equation*}
$$

where $p_{s}$ is the surface pressure. If temperature $T$ is uniform, pressure is given as $p=p_{s} e^{-z / H}$.

Now, let us derive different expressions for hydrostatic balance. Using the thermodynamic relation (1.1.6)

$$
\begin{equation*}
d h=T d s+\frac{1}{\rho} d p \tag{2.1.15}
\end{equation*}
$$

hydrostatic balance (2.1.2) can be expressed as

$$
\begin{equation*}
0=T \nabla s-\nabla \sigma \tag{2.1.16}
\end{equation*}
$$

where $\sigma=h+\Phi$ is the static energy introduced by (1.2.51). ${ }^{\dagger}$ Eq. (2.1.16) implies that static energy is uniform if the atmosphere is isentropic and in hydrostatic balance. Using (2.1.12) and enthalpy $h=C_{p} T$ for an ideal gas with constant specific heat, static energy is written as

$$
\begin{equation*}
\sigma=C_{p} T+g z \tag{2.1.17}
\end{equation*}
$$

From (2.1.16), we have

$$
\begin{equation*}
T \frac{\partial s}{\partial z}=\frac{\partial \sigma}{\partial z}=C_{p} \frac{\partial T}{\partial z}+g \tag{2.1.18}
\end{equation*}
$$

[^1]From this, if the atmosphere is particularly isentropic, the gradient of temperature is given by

$$
\begin{equation*}
\frac{\partial T}{\partial z}=-\frac{g}{C_{p}} \equiv-\Gamma_{d} \tag{2.1.19}
\end{equation*}
$$

where $\Gamma_{d}=g / C_{p}$ is called the dry adiabatic lapse rate.
Hydrostatic balance is also rewritten by using the potential temperature (1.1.52) for an ideal gas with constant specific heat. We use the Exner function $\pi$, defined by

$$
\begin{equation*}
\pi \equiv C_{p}\left(\frac{p}{p_{0}}\right)^{\kappa}=C_{p} \frac{T}{\theta} \tag{2.1.20}
\end{equation*}
$$

where $\kappa=R_{d} / C_{p}$. Since $\theta \pi=h$, we have

$$
\begin{equation*}
\frac{1}{\rho} d p=\theta d \pi=d h-\pi d \theta \tag{2.1.21}
\end{equation*}
$$

Hence, hydrostatic balance (2.1.2) can be rewritten as

$$
\begin{equation*}
0=-\theta \nabla \pi-\nabla \Phi=\pi \nabla \theta-\nabla \sigma \tag{2.1.22}
\end{equation*}
$$

From this, the vertical gradient of potential temperature is related as

$$
\begin{equation*}
\frac{\partial \theta}{\partial z}=\frac{1}{\pi} \frac{\partial \sigma}{\partial z}=\frac{\theta}{T}\left(\frac{\partial T}{\partial z}+\frac{g}{C_{p}}\right) \tag{2.1.23}
\end{equation*}
$$

### 2.2 Geostrophic balance and thermal wind balance

Let us assume that the effect of rotation is large in the equation of motion (2.1.1) and that the Coriolis term in the second term on the left-hand side is balanced by the first and second terms on the right-hand side:

$$
\begin{equation*}
2 \boldsymbol{\Omega} \times \boldsymbol{v}=-\frac{1}{\rho} \nabla p-\nabla \Phi \tag{2.2.1}
\end{equation*}
$$

which is called the geostrophic balance. Applying the rotation operator to this gives

$$
\begin{equation*}
0=2 \boldsymbol{\Omega} \cdot \nabla \boldsymbol{v}-2 \boldsymbol{\Omega}(\nabla \cdot \boldsymbol{v})-\nabla \frac{1}{\rho} \times \nabla p \tag{2.2.2}
\end{equation*}
$$

In the case that the flow is non-divergent $\nabla \cdot \boldsymbol{v}=0,(2.2 .2)$ reduces to

$$
\begin{equation*}
0=2 \boldsymbol{\Omega} \cdot \nabla \boldsymbol{v}-\nabla \frac{1}{\rho} \times \nabla p \tag{2.2.3}
\end{equation*}
$$

which is called the thermal wind balance.
Eq. (2.2.2) can also be given from the balance of the vorticity equation in the rotating frame. In (1.3.27)

$$
\begin{align*}
\frac{d \boldsymbol{\omega}_{r}}{d t}= & \left(\boldsymbol{\omega}_{r}+\underline{2 \boldsymbol{\Omega}}\right) \cdot \nabla \boldsymbol{v}-\left(\boldsymbol{\omega}_{r}+\underline{2 \boldsymbol{\Omega}}\right)(\nabla \cdot \boldsymbol{v}) \\
& -\nabla \frac{1}{\rho} \times \nabla p+\nabla \times \boldsymbol{f} \tag{2.2.4}
\end{align*}
$$

the balance between the underlined three terms corresponds to (2.2.2). These terms are the tilting term, the stretching term, and the baroclinic term, respectively. In particular, (2.2.3) means the balance between the tilting term and the baroclinic term, which is shown in Fig. 2.2. From (2.1.15) and (2.1.21), the baroclinic term is rewritten as

$$
\left.\begin{array}{rl}
\boldsymbol{B} & =-\nabla \times \frac{\nabla p}{\rho} \\
& =-\nabla \frac{1}{\rho} \times \nabla p \\
& =\nabla \times(T \nabla s)  \tag{2.2.5}\\
& =-\nabla T \times \nabla s \\
& =-\nabla(\theta \nabla \pi)
\end{array}\right)=-\nabla \theta \times \nabla \pi .
$$

A state in which the baroclinic term $\boldsymbol{B}$ vanishes is called barotropic (i.e., isosurfaces of density are parallel to iso-surfaces of pressure such that density is a function of pressure: $\rho=\rho(p))$. In this case, (2.2.2) becomes

$$
\begin{equation*}
0=2 \boldsymbol{\Omega} \cdot \nabla \boldsymbol{v}-2 \boldsymbol{\Omega}(\nabla \cdot \boldsymbol{v}) \tag{2.2.6}
\end{equation*}
$$

Using a Cartesian coordinate by setting the $z$-axis in the direction of the vector $\boldsymbol{\Omega}$, each component of (2.2.6) is written as

$$
\left(\frac{\partial u}{\partial z}, \frac{\partial v}{\partial z},-\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)\right)=(0,0,0) .
$$

In particular, in the case of non-divergent $\nabla \cdot \boldsymbol{v}=0$, we obtain

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial z}=\left(\frac{\partial u}{\partial z}, \frac{\partial v}{\partial z}, \frac{\partial w}{\partial z}\right)=0 \tag{2.2.7}
\end{equation*}
$$

(i.e., velocity does not change in the direction of the rotation vector). This is an expression of the Taylor-Proudman theorem.

Here, we use scale analysis to consider the conditions under which the underlined terms in the vorticity equation (2.2.4) dominate the other terms. Let $U, L$, and $\tau$


Figure 2.2: Thermal wind balance. Circulation of the baroclinic term is balanced by circulation of the tilting term.
be typical scales of velocity, length, and time, respectively. We define the Rossby number $\varepsilon$, the time Rossby number $\varepsilon_{T}$, and the Ekman number $E$ by

$$
\begin{align*}
\varepsilon & \equiv \frac{U}{2 \Omega L}  \tag{2.2.8}\\
\varepsilon_{T} & \equiv \frac{1}{2 \Omega \tau}  \tag{2.2.9}\\
E & \equiv \frac{\nu}{2 \Omega L^{2}} \tag{2.2.10}
\end{align*}
$$

where $\nu$ is the kinematic viscosity and $\Omega$ is the angular velocity of rotation. Ratios between the magnitudes of various terms in (2.2.4) can be expressed by using the above non-dimensional numbers. Using these numbers, the underlined terms in (2.2.4) are larger than the other terms if the following conditions are satisfied:

1. The relative vorticity $\boldsymbol{\omega}_{r}$ is smaller than $2 \boldsymbol{\Omega}$

$$
\frac{\left|\boldsymbol{\omega}_{r}\right|}{|2 \boldsymbol{\Omega}|} \approx \frac{U}{2 \Omega L}=\varepsilon \ll 1
$$

2. The time derivative on the left-hand side is smaller than the tilting term on the right-hand side

$$
\begin{aligned}
\frac{\left|\left(\frac{\partial}{\partial t}+\boldsymbol{v} \cdot \nabla\right) \boldsymbol{\omega}_{r}\right|}{|2 \boldsymbol{\Omega} \cdot \nabla \boldsymbol{v}|} & \approx \frac{\max \left(U / \tau L, U^{2} / L^{2}\right)}{2 \Omega U / L} \\
& =\max \left(\frac{1}{2 \Omega \tau}, \frac{U}{2 \Omega L}\right)=\max \left(\varepsilon_{T}, \varepsilon\right) \ll 1 .
\end{aligned}
$$

3. The friction term is negligible when compared with the tilting term. From (1.2.21)

$$
\frac{|\nabla \times \boldsymbol{f}|}{|2 \boldsymbol{\Omega} \cdot \nabla \boldsymbol{v}|} \approx \frac{\nu U / L^{3}}{2 \Omega U / L}=\frac{\nu}{2 \Omega L^{2}}=E \ll 1
$$

Now, for application to the real atmosphere, we express geostrophic balance (2.2.1) in spherical coordinates $(\lambda, \varphi, r)$, where $\lambda$ is longitude, $\varphi$ is latitude, and $r$ is the distance from the center of the Earth. The velocity vector is denoted by $\boldsymbol{v}=(u, v, w)$ and the angular velocity vector by

$$
\begin{equation*}
\boldsymbol{\Omega}=(0, \Omega \cos \varphi, \Omega \sin \varphi) \tag{2.2.11}
\end{equation*}
$$

and assume that $\Phi$ is spherically symmetric: $\Phi=\Phi(r)$. Then, (2.2.1) is written as

$$
\begin{align*}
-2 \Omega \sin \varphi v+2 \Omega \cos \varphi w & =-\frac{1}{\rho r \cos \varphi} \frac{\partial p}{\partial \lambda}  \tag{2.2.12}\\
2 \Omega \sin \varphi u & =-\frac{1}{\rho r} \frac{\partial p}{\partial \varphi}  \tag{2.2.13}\\
-2 \Omega \cos \varphi u & =-\frac{1}{\rho} \frac{\partial p}{\partial r}+g \tag{2.2.14}
\end{align*}
$$

From (A1.5.2) in the appendix, the non-divergent condition in spherical coordinates is expressed as

$$
\begin{equation*}
\nabla \cdot \boldsymbol{v}=\frac{1}{r \cos \varphi} \frac{\partial u}{\partial \lambda}+\frac{1}{r \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi v)+\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} w\right)=0 \tag{2.2.15}
\end{equation*}
$$

Applying the rotation operator to (2.2.12)-(2.2.14) and using the non-divergent condition, we have an expression for thermal wind balance (2.2.3) using spherical coordinates: ${ }^{\dagger}$

$$
\begin{align*}
- & \frac{2 \Omega \cos \varphi}{r} \frac{\partial u}{\partial \varphi}-2 \Omega \sin \varphi \frac{\partial u}{\partial r} \\
& =-\frac{1}{r}\left(\frac{\partial \rho^{-1}}{\partial \varphi} \frac{\partial p}{\partial r}-\frac{\partial \rho^{-1}}{\partial r} \frac{\partial p}{\partial \varphi}\right)  \tag{2.2.16}\\
- & \frac{2 \Omega \cos \varphi}{r}\left(\frac{\partial v}{\partial \varphi}+w\right)-2 \Omega \sin \varphi \frac{\partial v}{\partial r} \\
& =-\frac{1}{r \cos \varphi}\left(\frac{\partial \rho^{-1}}{\partial r} \frac{\partial p}{\partial \lambda}-\frac{\partial \rho^{-1}}{\partial \lambda} \frac{\partial p}{\partial r}\right)  \tag{2.2.17}\\
- & \frac{2 \Omega \cos \varphi}{r}\left(\frac{\partial w}{\partial \varphi}-v\right)-2 \Omega \sin \varphi \frac{\partial w}{\partial r} \\
& =-\frac{1}{r^{2} \cos \varphi}\left(\frac{\partial \rho^{-1}}{\partial \lambda} \frac{\partial p}{\partial \varphi}-\frac{\partial \rho^{-1}}{\partial \varphi} \frac{\partial p}{\partial \lambda}\right) . \tag{2.2.18}
\end{align*}
$$

Let us introduce a few more assumptions to help us describe the real atmosphere. Since the depth of the atmosphere is very thin, we replace the variable $r$ by $z$ where $r=R+z$ and $R$ is the mean radius of the Earth and assume $z \ll R$. The nondivergent condition is approximated to

$$
\begin{equation*}
\nabla \cdot \boldsymbol{v}=\frac{1}{R \cos \varphi} \frac{\partial u}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi v)+\frac{\partial w}{\partial z}=0 \tag{2.2.19}
\end{equation*}
$$

Let the horizontal and vertical scales of motion be $L$ and $H$, respectively, the scale of the horizontal velocity $u$ and $v$ be $U$, and the scale of the vertical velocity $w$ be $W$. From (2.2.19), we have

$$
\begin{equation*}
\frac{W}{U} \approx \frac{H}{L} \tag{2.2.20}
\end{equation*}
$$

Hence, if the aspect ratio $\delta$ is small enough such that

$$
\begin{equation*}
\delta \equiv \frac{H}{L} \ll 1 \tag{2.2.21}
\end{equation*}
$$

the term involving $w$ in (2.2.12) can be neglected. In this case, (2.2.12) and (2.2.13) become

$$
\begin{equation*}
-f v=-\frac{1}{\rho R \cos \varphi} \frac{\partial p}{\partial \lambda}, \quad f u=-\frac{1}{\rho R} \frac{\partial p}{\partial \varphi} \tag{2.2.22}
\end{equation*}
$$

[^2]where
\[

$$
\begin{equation*}
f \equiv 2 \Omega \sin \varphi \tag{2.2.23}
\end{equation*}
$$

\]

is the Coriolis parameter. The velocity components $u$ and $v$ in geostrophic balance are called geostrophic winds or geostrophic flows. Furthermore, if $\Omega U / g \ll 1$ is satisfied, the balance in the vertical component (2.2.14) is reduced to hydrostatic balance (2.1.4). In this case, the right-hand side of (2.2.16), for instance, can be rewritten as

$$
\begin{align*}
\frac{\partial \rho^{-1}}{\partial \varphi} \frac{\partial p}{\partial z}-\frac{\partial \rho^{-1}}{\partial z} \frac{\partial p}{\partial \varphi} & =\left(\frac{\partial \rho^{-1}}{\partial \varphi}\right)_{p} \frac{\partial p}{\partial z} \\
& =g\left(\frac{\partial \ln \rho}{\partial \varphi}\right)_{p}=-g\left(\frac{\partial \ln T}{\partial \varphi}\right)_{p} \tag{2.2.24}
\end{align*}
$$

where we used the equation of state $p=\rho R_{d} T$ and the general formula:

$$
\begin{align*}
\frac{\partial A}{\partial y} \frac{\partial B}{\partial z}-\frac{\partial A}{\partial z} \frac{\partial B}{\partial y} & =\frac{\partial(A, B)}{\partial(y, z)}=\left(\frac{\partial A}{\partial y}\right)_{B} \frac{\partial B}{\partial z}=-\left(\frac{\partial A}{\partial z}\right)_{B} \frac{\partial B}{\partial y} \\
& =-\left(\frac{\partial B}{\partial y}\right)_{A} \frac{\partial A}{\partial z}=\left(\frac{\partial B}{\partial z}\right)_{A} \frac{\partial A}{\partial y} \tag{2.2.25}
\end{align*}
$$

Thus, we can rewrite thermal wind balance (2.2.16) and (2.2.17) as

$$
\begin{align*}
-f \frac{\partial u}{\partial z} & =\frac{g}{R}\left(\frac{\partial \ln T}{\partial \varphi}\right)_{p}  \tag{2.2.26}\\
-f \frac{\partial v}{\partial z} & =-\frac{g}{R \cos \varphi}\left(\frac{\partial \ln T}{\partial \lambda}\right)_{p} \tag{2.2.27}
\end{align*}
$$

These equations imply that if temperature has a gradient on a constant pressure surface (isobaric surface), the horizontal velocity component normal to the temperature gradient has a shear in the vertical direction. This is the original idea behind the name of the thermal wind.

### 2.3 Stability of hydrostatic balance

In the scaling argument, the atmospheric vertical structure is approximately in hydrostatic balance and the horizontal velocity field is approximately in geostrophic balance with the pressure field. These balanced states become unstable when a certain condition is satisfied. This and the next sections are devoted to consideration of the stability of the basic balances of the atmosphere. The following three methods are mainly used to consider the stability of a balanced state: the parcel method, the linear stability analysis, and the calculus of variation. Here we use the parcel method to derive a criterion of the stability of hydrostatic balance. In the next section, the stability of geostrophic balance will be considered in a more general method of the calculus of variation. Linear stability analysis will be used to examine the structure of unstable waves in Chapter 4.

Let us first consider a basic state in hydrostatic balance and its stability. The relation between the density $\rho$ and pressure $p$ of a fluid in hydrostatic balance is expressed by (2.1.4). Criterion of the stability of a fluid in balanced state can be derived by considering forces acting on a fluid parcel. Suppose that a fluid parcel undergoes a small displacement in one direction without disturbing the environment. The basic state is regarded as being unstable if the parcel's displacement is accelerated. On the other hand, the basic state is thought to be stable if the forces acting on the parcel tend to return it to the original position. The resulting forces on the parcel come from the deviation in hydrostatic balance. The pressure and density of the parcel are denoted by $\tilde{p}$ and $\tilde{\rho}$, respectively, and we define deviations from those of the environment as $p^{\prime}=\tilde{p}-p$ and $\rho^{\prime}=\tilde{\rho}-\rho$, respectively. Multiplying the equation of motion (2.1.1) by $\tilde{\rho}$ and subtracting the hydrostatic balance (2.1.4), we obtain

$$
\begin{equation*}
\tilde{\rho} \frac{d \boldsymbol{v}}{d t}=-2 \tilde{\rho} \boldsymbol{\Omega} \times \boldsymbol{v}-\nabla p^{\prime}-\rho^{\prime} \nabla \Phi+\tilde{\rho} \boldsymbol{f} \tag{2.3.1}
\end{equation*}
$$

In general, therefore, the sum of the Coriolis force, the pressure gradient force, the buoyancy force, and the frictional force determines the direction of displacement of the fluid. We neglect the effects of rotation and friction for simplicity for the following stability analysis with the parcel method.

In hydrostatic balance, both pressure $p$ and density $\rho$ depend only on height $z$ if $\Phi$ is a function of $z$. Let a fluid parcel at height $z$ be slowly moved with a small interval $\zeta$ in the vertical direction without exchange of heat with the environment. During the movement, the pressure of the parcel is kept the same as that of the environment: $p^{\prime}=0$. After the movement, only the buoyancy force $-\rho^{\prime} g$ is acting on the parcel. If this buoyancy force acts toward the original position, the parcel will return to the original level. In this case, the environment is said to be stably stratified. Thus, the stability condition is expressed as

$$
\begin{equation*}
\rho^{\prime} \zeta>0 \tag{2.3.2}
\end{equation*}
$$

For instance, in the case that a fluid parcel undergoes an upward displacement and the density of the parcel becomes heavier than that of the environment, the buoyancy acting on the parcel is downwards. If we express density as a function of pressure $p$ and entropy $s$ such that $\rho=\rho(p, s)$, we can expand the deviation of density as

$$
\begin{align*}
\rho^{\prime} & =\tilde{\rho}(z+\zeta)-\rho(z+\zeta) \\
& =\rho(\tilde{p}(z+\zeta), \tilde{s}(z+\zeta))-\rho(p(z+\zeta), s(z+\zeta)) \\
& =\rho(p(z+\zeta), s(z))-\rho(p(z+\zeta), s(z+\zeta)) \\
& =-\left(\frac{\partial \rho}{\partial s}\right)_{p} \frac{\partial s}{\partial z} \zeta \tag{2.3.3}
\end{align*}
$$

where the displacement $\zeta$ is assumed to be small and $\tilde{s}(z+\zeta)=s(z)$ since the parcel motion is adiabatic. Then, we can rewrite the condition (2.3.2) as

$$
\begin{equation*}
\left(\frac{\partial \rho}{\partial s}\right)_{p} \frac{\partial s}{\partial z} \zeta^{2}<0 \tag{2.3.4}
\end{equation*}
$$

We note

$$
\begin{equation*}
\left(\frac{\partial \rho}{\partial s}\right)_{p}=\left(\frac{\partial T}{\partial s}\right)_{p}\left(\frac{\partial \rho}{\partial T}\right)_{p}=-\frac{T}{C_{p}} \alpha \rho \tag{2.3.5}
\end{equation*}
$$

where the definitions of the specific heat at constant pressure (1.1.18) and the expansion coefficient (1.1.29) are used. In general, the expansion coefficient is positive: $\alpha>0$. From (2.3.4) and (2.3.5), therefore, the stability condition reads

$$
\begin{equation*}
\frac{\partial s}{\partial z}>0 \tag{2.3.6}
\end{equation*}
$$

(i.e., the basic state is stable if the entropy of the environment increases with height $z)$. This condition can be written using the potential temperature (1.1.51) as

$$
\begin{equation*}
\frac{\partial \theta}{\partial z}>0 \tag{2.3.7}
\end{equation*}
$$

We should note that the above condition cannot be directly applicable if the composition of a fluid is inhomogeneous. Suppose that the density of a fluid is expressed as $\rho=\rho(p, s, q)$, where $q$ is the mass concentration of an inhomogeneous component of the fluid. $q$ is defined as the ratio of the mass of this component to the total mass of a fluid parcel. If the concentration in the environment varies with height $z$, the dependency of density on concentration modifies the stability condition. If a fluid parcel is not mixed with the environment and its composition does not change during its displacement, the stability condition is written as

$$
\begin{align*}
\rho^{\prime} \zeta & =[\rho(p(z+\zeta), s(z), q(z))-\rho(p(z+\zeta), s(z+\zeta), q(z+\zeta))] \zeta \\
& \approx-\left[\left(\frac{\partial \rho}{\partial s}\right)_{p, q} \frac{\partial s}{\partial z}+\left(\frac{\partial \rho}{\partial q}\right)_{p, s} \frac{\partial q}{\partial z}\right] \zeta^{2}>0 . \tag{2.3.8}
\end{align*}
$$

This means that, even when the entropy of the environment increases with height, the balanced state could be unstable if the concentration $q$ increases with height on the condition $\left(\frac{\partial \rho}{\partial q}\right)_{p, s}>0$.

Next, we study the motions of a fluid parcel based on the assumptions used for the parcel method. If just the buoyancy force acts on the fluid parcel, the vertical component of the equation of motion is expressed as

$$
\begin{equation*}
\tilde{\rho} \frac{d^{2} \zeta}{d t^{2}}=-\rho^{\prime} g \tag{2.3.9}
\end{equation*}
$$

where $w=\frac{d \zeta}{d t}$ is used. Expanding $\rho^{\prime}$ by $\zeta$ as (2.3.3) and using (2.3.5), we obtain

$$
\begin{equation*}
\frac{d^{2} \zeta}{d t^{2}}=-N^{2} \zeta \tag{2.3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
N^{2} \equiv \frac{g \alpha T}{C_{p}} \frac{\partial s}{\partial z} \tag{2.3.11}
\end{equation*}
$$

$N$ is called the buoyancy frequency, or the Brunt-Väisälä frequency. The stability condition (2.3.6) is expressed as $N^{2}>0$. In this case, the buoyancy force acts on the parcel as a restoring force, so that the parcel oscillates with frequency $N$. If $N^{2}<0$, on the other hand, the buoyancy force amplifies the displacement of the parcel (i.e., the stratification is unstable). If $N^{2}=0$, the parcel undergoes no further displacement. This state is called neutral.

The Brunt-Väisälä frequency can be written in various forms. Using the thermodynamic formula, we have

$$
\begin{align*}
N^{2} & =\frac{g \alpha T}{C_{p}}\left[\left(\frac{\partial s}{\partial T}\right)_{p} \frac{\partial T}{\partial z}+\left(\frac{\partial s}{\partial p}\right)_{T} \frac{\partial p}{\partial z}\right] \\
& =g \alpha\left(\frac{\partial T}{\partial z}+\frac{g \alpha T}{C_{p}}\right) \tag{2.3.12}
\end{align*}
$$

In the case of the ideal gas, since $\alpha=1 / T$, we have

$$
\begin{equation*}
N^{2}=\frac{g}{C_{p}} \frac{\partial s}{\partial z}=\frac{g}{\theta} \frac{\partial \theta}{\partial z}=\frac{g}{T}\left(\frac{\partial T}{\partial z}+\frac{g}{C_{p}}\right) \tag{2.3.13}
\end{equation*}
$$

Using (1.1.58), it is also written as

$$
\begin{equation*}
N^{2}=-\frac{g}{\rho}\left(\frac{\partial \rho}{\partial z}-\frac{1}{c_{s}^{2}} \frac{\partial p}{\partial z}\right)=\frac{g}{H_{\rho}}-\frac{g^{2}}{c_{s}^{2}} \tag{2.3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\rho} \equiv\left(-\frac{1}{\rho} \frac{\partial \rho}{\partial z}\right)^{-1} \tag{2.3.15}
\end{equation*}
$$

is the scale height of density and $c_{s}$ is the speed of sound defined by (1.1.32).

### 2.4 Stability of axisymmetric flows ${ }^{\dagger}$

In this section, we consider the stability of the thermal wind field. In particular, we assume that the flow is zonally axisymmetric about a rotation axis and that the structure of the perturbation is also axisymmetric. The cylindrical coordinates $(r, \varphi, z)$ are used, where $r$ is the distance from the rotation axis, $\varphi$ is the azimuthal coordinate, and $z$ is the axial coordinate (Fig. 2.3). The flow is assumed to be frictionless and adiabatic. Using (A1.4.7) in the appendix, the equations for the

[^3]

Figure 2.3: The cylindrical coordinates and an axisymmetric flow.
axisymmetric flows with respect to the inertial frame are written as

$$
\begin{align*}
\frac{d v_{r}}{d t}-\frac{v_{\varphi}^{2}}{r} & =-\frac{1}{\rho} \frac{\partial p}{\partial r}-\frac{\partial \Phi}{\partial r}  \tag{2.4.1}\\
\frac{d v_{\varphi}}{d t}+\frac{v_{r} v_{\varphi}}{r} & =-\frac{1}{\rho r} \frac{\partial p}{\partial \varphi}-\frac{1}{r} \frac{\partial \Phi}{\partial \varphi}  \tag{2.4.2}\\
\frac{d v_{z}}{d t} & =-\frac{1}{\rho} \frac{\partial p}{\partial z}-\frac{\partial \Phi}{\partial z}  \tag{2.4.3}\\
\frac{d \rho}{d t} & =-\rho\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r v_{r}\right)+\frac{1}{r} \frac{\partial}{\partial \varphi} v_{\varphi}+\frac{\partial}{\partial z} v_{z}\right]  \tag{2.4.4}\\
\frac{d s}{d t} & =0 \tag{2.4.5}
\end{align*}
$$

where $v_{r}, v_{\varphi}$, and $v_{z}$ are the velocity components in the $r_{-}, \varphi_{-}$, and $z$-directions, respectively, and $s$ is entropy per unit mass. $\Phi$ is gravitational potential in the inertial frame and does not contain centrifugal potential. By omitting the $\varphi$-dependence, the time derivative is written as

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial}{\partial t}+v_{r} \frac{\partial}{\partial r}+v_{z} \frac{\partial}{\partial z} \tag{2.4.6}
\end{equation*}
$$

It is convenient to define the angular momentum

$$
\begin{equation*}
l \equiv v_{\varphi} r \tag{2.4.7}
\end{equation*}
$$

and a two-dimensional vector in the meridional section $(r, z)$ as

$$
\begin{equation*}
\boldsymbol{v}_{m}=\left(v_{r}, v_{z}\right) \tag{2.4.8}
\end{equation*}
$$

Let us first define the total energy of the system. Using (2.4.1)-(2.4.5) and the thermodynamic relation (1.2.52), we write the conservation of total energy (1.2.48) as

$$
\begin{equation*}
\rho \frac{d}{d t}\left(\frac{1}{2} \boldsymbol{v}^{2}+u+\Phi\right)=-\nabla \cdot p \boldsymbol{v} \tag{2.4.9}
\end{equation*}
$$

where $u$ is internal energy. Kinetic energy is expressed using the angular momentum (2.4.7) as

$$
\begin{equation*}
\frac{1}{2} \boldsymbol{v}^{2} \equiv \frac{1}{2}\left(v_{r}^{2}+v_{\varphi}^{2}+v_{z}^{2}\right)=\frac{1}{2} \boldsymbol{v}_{m}^{2}+\frac{l^{2}}{2 r^{2}}=\frac{1}{2} \boldsymbol{v}_{m}^{2}+l^{2} \chi \tag{2.4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi \equiv \frac{1}{2 r^{2}} \tag{2.4.11}
\end{equation*}
$$

We then integrate the conservation of total energy (2.4.9) in the whole domain. Using Gauss's law and assuming that the normal components of the velocity at the boundaries of the domain are zero, we have

$$
\begin{equation*}
\frac{d}{d t}\left(K_{m}+K_{\varphi}+U+G\right)=0 \tag{2.4.12}
\end{equation*}
$$

where

$$
\begin{align*}
K_{m} & \equiv \int \frac{1}{2} \rho\left(v_{r}^{2}+v_{z}^{2}\right) d V=\int \frac{1}{2} \rho \boldsymbol{v}_{m}^{2} d V  \tag{2.4.13}\\
K_{\varphi} & \equiv \int \frac{1}{2} \rho v_{\varphi}^{2} d V=\int \rho \frac{l^{2}}{2 r^{2}} d V=\int \rho l^{2} \chi d V  \tag{2.4.14}\\
U & \equiv \int \rho u d V  \tag{2.4.15}\\
G & \equiv \int \rho \Phi d V \tag{2.4.16}
\end{align*}
$$

Thus, we have

$$
\begin{equation*}
E=K_{m}+K_{\varphi}+U+G=K_{m}+J=\text { const., } \tag{2.4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
J \equiv K_{\varphi}+U+G=\int \rho\left(l^{2} \chi+u+\Phi\right) d V \tag{2.4.18}
\end{equation*}
$$

is further introduced.
In the following discussion, we consider perturbations axisymmetric about the $z$-coordinate. (2.4.1)-(2.4.4) are rewritten as

$$
\begin{align*}
\frac{d l}{d t} & =0  \tag{2.4.19}\\
\frac{d \boldsymbol{v}_{m}}{d t}+l^{2} \nabla \chi & =-\frac{1}{\rho} \nabla p-\nabla \Phi  \tag{2.4.20}\\
\frac{d \rho}{d t} & =-\rho\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r v_{r}\right)+\frac{\partial}{\partial z} v_{z}\right] \tag{2.4.21}
\end{align*}
$$

where

$$
\begin{align*}
\frac{d \boldsymbol{v}_{m}}{d t} & =\left(\frac{d v_{r}}{d t}, \frac{d v_{z}}{d t}\right)  \tag{2.4.22}\\
\nabla & =\left(\frac{\partial}{\partial r}, \frac{\partial}{\partial z}\right) \tag{2.4.23}
\end{align*}
$$

Since (2.4.22) does not include metric terms, it is different from the time derivative of the three-dimensional vector given by (A1.4.5).

Let us assume that the basic state has a steady zonal flow with no meridional flow: $\boldsymbol{v}_{m}=0$. From (2.4.20), the basic state satisfies

$$
\begin{equation*}
l^{2} \nabla \chi=-\frac{1}{\rho} \nabla p-\nabla \Phi \tag{2.4.24}
\end{equation*}
$$

which corresponds to geostrophic balance. In this case, however, the Coriolis force does not appear since it is viewed from the inertial frame. This states the balance between centrifugal force, the pressure gradient force, and gravity, and is called the cyclostrophic balance. Applying the rotation operator to this, we have the thermal wind balance as

$$
\begin{equation*}
\nabla l^{2} \times \nabla \chi=\nabla \frac{1}{\rho} \times(-\nabla p) \tag{2.4.25}
\end{equation*}
$$

(2.4.24) and (2.4.25) are explicitly written as

$$
\begin{align*}
-\frac{l^{2}}{r^{3}} & =-\frac{1}{\rho} \frac{\partial p}{\partial r}-\frac{\partial \Phi}{\partial r}  \tag{2.4.26}\\
0 & =-\frac{1}{\rho} \frac{\partial p}{\partial z}-\frac{\partial \Phi}{\partial z}  \tag{2.4.27}\\
\frac{1}{r^{3}} \frac{\partial l^{2}}{\partial z} & =-\frac{\partial \rho^{-1}}{\partial r} \frac{\partial p}{\partial z}+\frac{\partial \rho^{-1}}{\partial z} \frac{\partial p}{\partial r} \tag{2.4.28}
\end{align*}
$$

The quantities of this basic field will be referred to using a subscript 0 .
We add an axisymmetric perturbation to the basic state to study the stability of the basic field. The conservation of energy is used to examine whether the perturbation grows or not. We assume that the perturbation is expressed by a small displacement represented by a vector $\delta \boldsymbol{r}=(\delta r, \delta z) .^{\dagger}$ Corresponding to the initial displacement, the density $\rho$, the pressure $p$, and the angular momentum $l$ have perturbations, as have all kinds of energies $K_{\varphi}, K_{m}, U$, and $G$. Here, the first-order change of an individual quantity is denoted by $\delta$, and the second-order change by $\delta^{2}$. For example, the energy (2.4.18) is expanded as

$$
\begin{align*}
J-J_{0} & =\frac{d J}{d t} d t+\frac{1}{2} \frac{d^{2} J}{d t^{2}} d t^{2}+O\left(d t^{3}\right) \\
& =\delta J+\frac{1}{2} \delta^{2} J+O\left(d t^{3}\right) \tag{2.4.29}
\end{align*}
$$

From the conservation of energy (2.4.17), we have

$$
\begin{equation*}
E-J=K_{m} \geq 0 \tag{2.4.30}
\end{equation*}
$$

The total energy $E$ is constant regardless of the evolution of the perturbation. Since $K_{m}=0$ at the equilibrium state, $J$ takes the maximum value at the equilibrium state. Hence, the first variation must satisfy

$$
\begin{equation*}
\delta J=0 . \tag{2.4.31}
\end{equation*}
$$

[^4]If the inequality

$$
\begin{equation*}
\delta^{2} J<0 \tag{2.4.32}
\end{equation*}
$$

is satisfied, the perturbation is amplified. This is the unstable condition of the basic state.

Let the difference between values at two different points be denoted by $d$, and a material change of the perturbation by $\delta$. Using the displacement vector $\delta \boldsymbol{r}$, we have

$$
\begin{align*}
\delta \chi & =d \chi=\nabla \chi \cdot \delta \boldsymbol{r}  \tag{2.4.33}\\
\delta \Phi & =d \Phi=\nabla \Phi \cdot \delta \boldsymbol{r} \tag{2.4.34}
\end{align*}
$$

On the other hand, from (2.4.19) and (2.4.5), we have

$$
\begin{array}{r}
\delta l=0 \\
\delta s=0 \tag{2.4.36}
\end{array}
$$

From the continuity equation (2.4.21), we have

$$
\begin{equation*}
\delta \rho=-\rho \nabla \cdot \delta \boldsymbol{r}=-\rho D \tag{2.4.37}
\end{equation*}
$$

where

$$
\begin{equation*}
D \equiv \nabla \cdot \delta \boldsymbol{r} \tag{2.4.38}
\end{equation*}
$$

Thus, we obtain

$$
\begin{align*}
\delta \frac{1}{\rho} & =-\frac{\delta \rho}{\rho^{2}}=\frac{D}{\rho}  \tag{2.4.39}\\
\delta u & =\frac{p}{\rho^{2}} \delta \rho+T \delta s=-\frac{p}{\rho} D  \tag{2.4.40}\\
\delta p & =\left(\frac{\partial p}{\partial \rho}\right)_{s} \delta \rho+\left(\frac{\partial p}{\partial s}\right)_{\rho} \delta s=c_{s}^{2} \delta \rho=-c_{s}^{2} \rho D . \tag{2.4.41}
\end{align*}
$$

Using these relations and $\delta(\rho d V)=0$, the first variation in $J$, (2.4.18), is expressed as

$$
\begin{align*}
\delta J & =\int\left[\delta\left(l^{2} \chi\right)+\delta u+\delta \Phi\right] \rho d V \\
& =\int\left(l^{2} \nabla \chi \cdot \delta \boldsymbol{r}-\frac{p}{\rho} \nabla \cdot \delta \boldsymbol{r}+\nabla \Phi \cdot \delta \boldsymbol{r}\right) \rho d V \\
& =\int\left(l^{2} \nabla \chi+\frac{1}{\rho} \nabla p+\nabla \Phi\right) \cdot \delta \boldsymbol{r} \rho d V \tag{2.4.42}
\end{align*}
$$

where $\delta \boldsymbol{r}=0$ is assumed at the boundaries when integrating by parts. From the constraint $\delta J=0,(2.4 .31)$, at the equilibrium state, the relation (2.4.24) is recovered (i.e., the geostrophic balance).

The second variation in $J$ can be calculated as

$$
\begin{align*}
\delta^{2} J= & \delta(\delta J) \\
= & \int\left[l^{2} \delta(\nabla \chi \cdot \delta \boldsymbol{r})+\delta\left(\frac{1}{\rho} \nabla p \cdot \delta \boldsymbol{r}\right)+\delta(\nabla \Phi \cdot \delta \boldsymbol{r})\right] \rho d V \\
= & \int\left(l^{2} \nabla \chi+\frac{1}{\rho} \nabla p+\nabla \Phi\right) \cdot \delta^{2} \boldsymbol{r} \rho d V \\
& +\int\left[l^{2} \nabla(\delta \chi)+\delta\left(\frac{1}{\rho} \nabla p\right)+\nabla(\delta \Phi)\right] \cdot \delta \boldsymbol{r} \rho d V \\
= & \int\left[l^{2} \nabla(\nabla \chi \cdot \delta \boldsymbol{r})+\frac{D}{\rho} \nabla p\right. \\
& \left.+\frac{1}{\rho} \nabla\left(-c_{s}^{2} \rho D\right)+\nabla(\nabla \Phi \cdot \delta \boldsymbol{r})\right] \cdot \delta \boldsymbol{r} \rho d V \\
= & \int \nabla \cdot\left\{\left[\rho l^{2}(\nabla \chi \cdot \delta \boldsymbol{r})+\rho(\nabla \Phi \cdot \delta \boldsymbol{r})-\rho c_{s}^{2} D\right] \delta \boldsymbol{r}\right\} d V \\
& -\int\left(l^{2} \nabla \chi+\nabla \Phi+\frac{1}{\rho} \nabla p\right) \cdot \delta \boldsymbol{r} D \rho d V \\
& -\int\left\{\left[\nabla\left(\rho l^{2}\right) \cdot \delta \boldsymbol{r}\right](\nabla \chi \cdot \delta \boldsymbol{r})+(\nabla \rho \cdot \delta \boldsymbol{r})(\nabla \Phi \cdot \delta \boldsymbol{r})\right. \\
& \left.-\rho c_{s}^{2} D^{2}-2 D(\nabla p \cdot \delta \boldsymbol{r})\right\} d V \\
= & \int\left\{-\left[\nabla\left(\rho l^{2}\right) \cdot \delta \boldsymbol{r}\right](\nabla \chi \cdot \delta \boldsymbol{r})-(\nabla \rho \cdot \delta \boldsymbol{r})(\nabla \Phi \cdot \delta \boldsymbol{r})-\frac{1}{c_{s}^{2} \rho}(\nabla p \cdot \delta \boldsymbol{r})^{2}\right. \\
& \left.+\frac{1}{c_{s}^{2} \rho}(\delta p-d p)^{2}\right\} d V, \tag{2.4.43}
\end{align*}
$$

where $d p=\nabla p \cdot \delta \boldsymbol{r}$ and the relation

$$
\begin{equation*}
\frac{1}{c_{s}^{2} \rho}(\delta p-d p)^{2}=\rho c_{s}^{2} D^{2}+\frac{1}{c_{s}^{2} \rho}(\nabla p \cdot \delta \boldsymbol{r})^{2}+2 D \nabla p \cdot \delta \boldsymbol{r} \tag{2.4.44}
\end{equation*}
$$

is used. This term vanishes because of the assumption of the parcel method where the pressure of the fluid parcel is always the same as that of the environment. Thus, using (2.4.24), the terms within the last integral of (2.4.43) are rewritten as

$$
\begin{align*}
- & {\left[\nabla\left(\rho l^{2}\right) \cdot \delta \boldsymbol{r}\right](\nabla \chi \cdot \delta \boldsymbol{r})-(\nabla \rho \cdot \delta \boldsymbol{r})(\nabla \Phi \cdot \delta \boldsymbol{r})-\frac{1}{c_{s}^{2} \rho}(\nabla p \cdot \delta \boldsymbol{r})^{2} } \\
= & \left.-\rho\left(\nabla l^{2} \cdot \delta \boldsymbol{r}\right)(\nabla \chi \cdot \delta \boldsymbol{r})-(\nabla \rho \cdot \delta \boldsymbol{r})\left[\left(l^{2} \nabla \chi+\nabla \Phi\right) \cdot \delta \boldsymbol{r}\right)\right] \\
& -\frac{1}{c_{s}^{2} \rho}(\nabla p \cdot \delta \boldsymbol{r})^{2} \\
= & \left.-\rho\left(\nabla l^{2} \cdot \delta \boldsymbol{r}\right)(\nabla \chi \cdot \delta \boldsymbol{r})+\frac{1}{\rho}(\nabla p \cdot \delta \boldsymbol{r})\left[\left(\nabla \rho-\frac{1}{c_{s}^{2}} \nabla p\right) \cdot \delta \boldsymbol{r}\right)\right] \\
= & -\rho\left(\nabla l^{2} \cdot \delta \boldsymbol{r}\right)(\nabla \chi \cdot \delta \boldsymbol{r})-\frac{\alpha T}{C_{p}}(\nabla s \cdot \delta \boldsymbol{r})(\nabla p \cdot \delta \boldsymbol{r}), \tag{2.4.45}
\end{align*}
$$

where we have used

$$
\begin{equation*}
\nabla \rho-\frac{1}{c_{s}^{2}} \nabla p=-\frac{\rho \alpha T}{C_{p}} \nabla s \tag{2.4.46}
\end{equation*}
$$

which is given from (1.1.31). In the case of the ideal gas, since

$$
\begin{equation*}
\frac{\alpha T}{C_{p}} \nabla s=\nabla \ln \theta \tag{2.4.47}
\end{equation*}
$$

the second variation in $J$ is expressed as

$$
\begin{equation*}
\delta^{2} J=\int\left[\left(\nabla l^{2} \cdot \delta \boldsymbol{r}\right)(-\nabla \chi \cdot \delta \boldsymbol{r})+(\nabla \ln \theta \cdot \delta \boldsymbol{r})\left(-\frac{1}{\rho} \nabla p \cdot \delta \boldsymbol{r}\right)\right] \rho d V \tag{2.4.48}
\end{equation*}
$$

If $\delta^{2} J<0$, (2.4.32), is satisfied, the perturbation is amplified. Thus, the necessary and sufficient condition for the instability of the basic state is that the contents of the square brackets in (2.4.48) be negative for at least one direction of $\delta \boldsymbol{r}$. On the other hand, the basic state is stable if the contents of the square brackets in (2.4.48) are positive for any $\delta \boldsymbol{r}$ at any position.

The terms within the square brackets of (2.4.48) are written as

$$
\begin{align*}
\delta \boldsymbol{r}^{\mathrm{T}} M \delta \boldsymbol{r} & =\left(\nabla l^{2} \cdot \delta \boldsymbol{r}\right)(-\nabla \chi \cdot \delta \boldsymbol{r})+(\nabla \ln \theta \cdot \delta \boldsymbol{r})\left(-\frac{1}{\rho} \nabla p \cdot \delta \boldsymbol{r}\right)  \tag{2.4.49}\\
& =M_{11} \delta r^{2}+M_{22} \delta z^{2}+\left(M_{12}+M_{21}\right) \delta r \delta z \tag{2.4.50}
\end{align*}
$$

where $\delta \boldsymbol{r}^{\mathrm{T}}$ is the transpose of the displacement vector and $M$ is a two-by-two matrix, defined by

$$
M=\left(\begin{array}{ll}
M_{11} & M_{12}  \tag{2.4.51}\\
M_{21} & M_{22}
\end{array}\right)=\left(\begin{array}{cc}
\frac{1}{r^{3}} \frac{\partial l^{2}}{\partial r}-\frac{1}{\rho} \frac{\partial \ln \theta}{\partial r} \frac{\partial p}{\partial r} & -\frac{1}{\rho} \frac{\partial \ln \theta}{\partial r} \frac{\partial p}{\partial z} \\
\frac{1}{r^{3}} \frac{\partial l^{2}}{\partial z}-\frac{1}{\rho} \frac{\partial \ln \theta}{\partial z} \frac{\partial p}{\partial r} & -\frac{1}{\rho} \frac{\partial \ln \theta}{\partial z} \frac{\partial p}{\partial z}
\end{array}\right)
$$

We can show that the matrix $M$ is symmetric, since

$$
\begin{aligned}
M_{21}-M_{21} & =-\frac{1}{\rho} \frac{\partial \ln \theta}{\partial r} \frac{\partial p}{\partial z}-\frac{1}{r^{3}} \frac{\partial l^{2}}{\partial z}+\frac{1}{\rho} \frac{\partial \ln \theta}{\partial z} \frac{\partial p}{\partial r} \\
& =\frac{1}{\rho} \nabla \ln \theta \times \nabla p-\nabla l^{2} \times \nabla \chi \\
& =\nabla \frac{1}{\rho} \times \nabla p-\nabla l^{2} \times \nabla \chi=0
\end{aligned}
$$

where (2.4.25), (2.4.46), and (2.4.47) are used. The basic state is stable if

$$
\begin{equation*}
\delta \boldsymbol{r}^{\mathrm{T}} M \delta \boldsymbol{r}>0 \tag{2.4.52}
\end{equation*}
$$

is satisfied for any $\delta \boldsymbol{r}$. This condition is satisfied if the following two inequalities hold:

$$
\begin{align*}
\operatorname{det} M & =M_{11} M_{22}-M_{12} M_{21}>0,  \tag{2.4.53}\\
\operatorname{Trace} M & =M_{11}+M_{22}>0 \tag{2.4.54}
\end{align*}
$$

On the other hand, The basic state is unstable if

$$
\operatorname{det} M>0 \text { and } \operatorname{Trace} M<0
$$

are satisfied. If det $M<0$, the basic state is conditionally unstable. Using (2.4.51), we have

$$
\begin{align*}
\operatorname{det} M & =\left(\nabla l^{2} \times \nabla \ln \theta\right) \cdot\left[(-\nabla \chi) \times\left(\frac{1}{\rho} \nabla p\right)\right] \\
& =-\frac{1}{r^{3}} \frac{1}{\rho} \frac{\partial p}{\partial z}\left(\frac{\partial l^{2}}{\partial r} \frac{\partial \ln \theta}{\partial z}-\frac{\partial l^{2}}{\partial z} \frac{\partial \ln \theta}{\partial r}\right) \\
& =\frac{2 l}{r^{3} \theta} \frac{\partial \Phi}{\partial z}\left(\frac{\partial l}{\partial r} \frac{\partial \theta}{\partial z}-\frac{\partial l}{\partial z} \frac{\partial \theta}{\partial r}\right),  \tag{2.4.55}\\
\text { Trace } M & =\nabla l^{2} \cdot(-\nabla \chi)+\nabla \ln \theta \cdot\left(-\frac{1}{\rho} \nabla p\right) \\
& =\frac{2 l}{r^{3}} \frac{\partial l}{\partial r}-\frac{1}{\rho \theta} \frac{\partial \theta}{\partial r} \frac{\partial p}{\partial r}-\frac{1}{\rho \theta} \frac{\partial \theta}{\partial z} \frac{\partial p}{\partial z} \tag{2.4.56}
\end{align*}
$$

where (2.4.27) is used. The inequality (2.4.53) is related to the sign of potential vorticity. Using the potential temperature $\theta$, the potential vorticity of axisymmetric flow can be expressed as

$$
\begin{equation*}
P \equiv \frac{1}{\rho} \boldsymbol{\omega} \cdot \nabla \theta=\frac{1}{\rho}\left(\omega_{r} \frac{\partial \theta}{\partial r}+\omega_{z} \frac{\partial \theta}{\partial z}\right) . \tag{2.4.57}
\end{equation*}
$$

Since the two components of vorticity are given by

$$
\begin{align*}
& \omega_{r}=\frac{1}{r} \frac{\partial v_{z}}{\partial \varphi}-\frac{\partial v_{\varphi}}{\partial z}=-\frac{1}{r} \frac{\partial l}{\partial z}  \tag{2.4.58}\\
& \omega_{z}=\frac{1}{r} \frac{\partial\left(v_{\varphi} r\right)}{\partial r}-\frac{1}{r} \frac{\partial v_{z}}{\partial \varphi}=\frac{1}{r} \frac{\partial l}{\partial r} \tag{2.4.59}
\end{align*}
$$

potential vorticity is expressed as

$$
\begin{equation*}
P=\frac{1}{\rho r}\left(\frac{\partial l}{\partial r} \frac{\partial \theta}{\partial z}-\frac{\partial l}{\partial z} \frac{\partial \theta}{\partial r}\right) \tag{2.4.60}
\end{equation*}
$$

Therefore, the inequality (2.4.53) is equivalent to

$$
\begin{equation*}
P l \frac{\partial \Phi}{\partial z}>0 . \tag{2.4.61}
\end{equation*}
$$

If the atmospheric circulation is completely zonally symmetric about the rotation axis and has no meridional motion, the stability condition is simply $P>0$ in the
northern hemisphere and $P<0$ in the southern hemisphere. This is because, if we take the $z$-axis in the direction of the rotation vector, we have $l \frac{\partial \Phi}{\partial z}>0$ in the northern hemisphere and $l \frac{\partial \Phi}{\partial z}<0$ in the southern hemisphere. The potential vorticity (2.4.60) is rewritten by using (2.2.25) as

$$
\begin{equation*}
P=\frac{1}{\rho r}\left(\frac{\partial l}{\partial r}\right)_{\theta} \frac{\partial \theta}{\partial z} \tag{2.4.62}
\end{equation*}
$$

Hence, the condition (2.4.61) becomes

$$
\begin{equation*}
P l \frac{\partial \Phi}{\partial z}=\frac{l}{\rho r}\left(\frac{\partial l}{\partial r}\right)_{\theta} \frac{\partial \theta}{\partial z} \frac{\partial \Phi}{\partial z}>0 \tag{2.4.63}
\end{equation*}
$$

If both $\theta$ and $\Phi$ increase with $z$ (as in the northern hemisphere), (2.4.63) is reduced to

$$
\begin{equation*}
l\left(\frac{\partial l}{\partial r}\right)_{\theta}=\frac{1}{2}\left(\frac{\partial l^{2}}{\partial r}\right)_{\theta}>0 \tag{2.4.64}
\end{equation*}
$$

That is, the basic state is stable if the angular momentum increases as the distance from the rotation axis becomes larger on an isentropic surface.

Since the special case $P=0$ is not included in the above condition, we need to consider it separately. We particularly examine the case where the angular momentum of the basic state is uniform $l=$ const. A static state with no motion is an example of this case. The geostrophic balance (2.4.24) simply becomes the hydrostatic balance

$$
\begin{equation*}
0=-\frac{1}{\rho} \nabla p-\nabla \Phi_{r} \tag{2.4.65}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{r}=\Phi-l^{2} \chi=\Phi-\frac{l^{2}}{2 r^{2}}=\Phi-\frac{v_{\varphi}^{2}}{2} \tag{2.4.66}
\end{equation*}
$$

is the geopotential. In this case, $p, \rho$, and $\theta$ are constant on the surfaces of constant $\Phi_{r}$. If we define $\zeta$ as a length measured along the direction of $\nabla \Phi_{r}$ and define $g=\frac{\partial \Phi}{\partial \zeta}>0$ such that

$$
\begin{equation*}
\nabla \Phi_{r}=\frac{\partial \Phi_{r}}{\partial \zeta} \nabla \zeta=g \nabla \zeta \tag{2.4.67}
\end{equation*}
$$

we can write (2.4.49) as

$$
\begin{equation*}
\delta \boldsymbol{r}^{\mathrm{T}} M \delta \boldsymbol{r}=(\nabla \ln \theta \cdot \delta \boldsymbol{r})\left(\nabla \Phi_{r} \cdot \delta \boldsymbol{r}\right)=\frac{g}{\theta} \frac{\partial \theta}{\partial \zeta} \delta \zeta^{2} \tag{2.4.68}
\end{equation*}
$$

Therefore, the stability condition of the basic state (2.4.52) becomes

$$
\begin{equation*}
\frac{\partial \theta}{\partial \zeta}>0 \tag{2.4.69}
\end{equation*}
$$

This condition is the same as (2.3.6) in Section 2.3.
In the case $P=0$, on the other hand, if the potential temperature of the basic state is uniform $\theta=$ const., (2.4.49) becomes

$$
\begin{equation*}
\delta \boldsymbol{r}^{\mathrm{T}} M \delta \boldsymbol{r}=\left(\nabla l^{2} \cdot \delta \boldsymbol{r}\right)(-\nabla \chi \cdot \delta \boldsymbol{r})=\frac{2 l}{r^{3}} \frac{\partial l}{\partial r} \delta r^{2} \tag{2.4.70}
\end{equation*}
$$

Thus, the basic state is stable if

$$
\begin{equation*}
l \frac{\partial l}{\partial r}=\frac{1}{2} \frac{\partial l^{2}}{\partial r}>0 \tag{2.4.71}
\end{equation*}
$$

This stability condition is for angular momentum on the surface perpendicular to the rotating axis. This implies that the flow is stable if angular momentum increases with $r$. Contrary to this, perturbations to the zonal flow amplify if angular momentum decreases with $r$; this is called the inertial instability. Let $u$ denote a relative azimuthal velocity in the rotating frame with the angular velocity $\Omega$. Angular momentum is written as $l=u r+\Omega r^{2}$. Then inequality (2.4.71) becomes

$$
\begin{equation*}
(u+\Omega r)\left[\frac{1}{r} \frac{\partial}{\partial r}(u r)+2 \Omega\right]>0 \tag{2.4.72}
\end{equation*}
$$

Using (2.4.59), this is rewritten as a condition for vorticity

$$
\begin{equation*}
l \omega_{z}>0 \tag{2.4.73}
\end{equation*}
$$

(i.e., the flow is stable if vorticity has the same sign as angular momentum).

### 2.5 Balances and stability of parallel flows on the $f$-plane

A rotating system whose vertical component of the rotation vector is regarded as constant is called an $f$-plane. Precise definition of the $f$-plane depends on how the orientation of the vertical direction of the system varies. In the case of the atmosphere on Earth, the $f$-plane may be defined as a plane tangential to a geopotential surface. In such a case, the $f$-plane approximation is applicable only in a local region where the curvature of the Earth is negligible. (See the $\beta$-plane in Section 3.2.2.) In this subsection, we examine the stability of parallel flows on the $f$-plane using the stability condition of axisymmetric flows.

In the last part of the previous section, stability was considered on a plane perpendicular to the rotation axis. The $f$-plane is different from such a plane, since the $f$-plane is introduced as a plane tangential to a geopotential surface. If the change in geopotential is negligible over the range considered in the system, however, the stability condition of axisymmetric flows can be used to study that of a parallel flow on the $f$-plane.

Let us consider a region where the distance from the rotating axis is large enough. We consider a system in a rotating frame whose angular velocity is $\Omega$ and set the Coriolis parameter $f=2 \Omega$. We define $R$ as a typical distance from the rotating axis, and define a local coordinate $y$ by $y=R-r$, where $r$ is the distance from the rotating axis. The absolute azimuthal velocity is written as

$$
\begin{equation*}
v_{\varphi}=u+\Omega r \tag{2.5.1}
\end{equation*}
$$

where $u$ is the relative velocity. The geopotential is written as

$$
\begin{equation*}
\Phi_{r}=\Phi-\frac{\Omega^{2} r^{2}}{2} \tag{2.5.2}
\end{equation*}
$$

where the second term on the right-hand side is the centrifugal potential energy. In this rotating frame, (2.4.26) becomes

$$
\begin{equation*}
-f u-\frac{u^{2}}{r}=-\frac{1}{\rho} \frac{\partial p}{\partial r}-\frac{\partial \Phi_{r}}{\partial r} \tag{2.5.3}
\end{equation*}
$$

We need to assume that the radial component of the gradient of $\Phi_{r}$ and the metric term $u^{2} / r$ are negligible to obtain the geostrophic balance on the $f$-plane. To satisfy these requirements, we need $4 g / f^{2} \gg R \gg u / f$ where $g=\frac{\partial \Phi}{\partial z}>0$. One might think that this condition is rarely satisfied; the first inequality is not important, however, if one considers a plane tangential to a surface of constant $\Phi_{r}$ instead of a plane normal to the rotation axis. In any case, it is possible to relate a parallel flow on the $f$-plane to an axisymmetric flow.

The geostrophic balance and the hydrostatic balance on the $f$-plane are written as

$$
\begin{equation*}
f u=-\frac{1}{\rho} \frac{\partial p}{\partial y}, \quad 0=-\frac{1}{\rho} \frac{\partial p}{\partial z}-g \tag{2.5.4}
\end{equation*}
$$

Using (2.2.24), the thermal wind balance is written as

$$
\begin{align*}
f \frac{\partial u}{\partial z} & =\frac{\partial \rho^{-1}}{\partial y} \frac{\partial p}{\partial z}-\frac{\partial \rho^{-1}}{\partial z} \frac{\partial p}{\partial y}=g\left(\frac{\partial \ln \rho}{\partial y}\right)_{p}=-g\left(\frac{\partial \ln T}{\partial y}\right)_{p} \\
& =-\frac{g}{\theta}\left(\frac{\partial \theta}{\partial y}\right)_{p} \tag{2.5.5}
\end{align*}
$$

In a rotating frame with angular velocity $\Omega$, angular momentum is originally given by

$$
\begin{equation*}
l=r(u+\Omega r) \tag{2.5.6}
\end{equation*}
$$

Under the condition $y \ll R$, angular momentum can be approximated to

$$
\begin{align*}
l & =(R-y)[\Omega(R-y)+u] \\
& =R\left\{\left[1+\left(\frac{y}{R}\right)^{2}\right] \Omega+\left(1-\frac{y}{R}\right) u-2 y \Omega\right\} \\
& \approx R(R \Omega+u-f y) \tag{2.5.7}
\end{align*}
$$

Thus, a quantity

$$
\begin{equation*}
L=u-f y \tag{2.5.8}
\end{equation*}
$$

can be used as an angular momentum in the $f$-plane. This is validated if $L \ll R \Omega$ is satisfied. The dimension of $L$ is different from that of angular momentum by length $R$. The corresponding potential vorticity is

$$
\begin{equation*}
P=\frac{1}{\rho}\left(\frac{\partial L}{\partial z} \frac{\partial \theta}{\partial y}-\frac{\partial L}{\partial y} \frac{\partial \theta}{\partial z}\right)=\frac{1}{\rho}\left[\frac{\partial L}{\partial z}\left(\frac{\partial \theta}{\partial y}\right)_{p}-\left(\frac{\partial L}{\partial y}\right)_{p} \frac{\partial \theta}{\partial z}\right] \tag{2.5.9}
\end{equation*}
$$

which is similar to (2.4.60). Using (2.3.13), (2.5.5), and (2.5.8), we have the following expression

$$
\begin{align*}
P & =\frac{\theta}{\rho g}\left\{\left[f-\left(\frac{\partial u}{\partial y}\right)_{p}\right] N^{2}-f\left(\frac{\partial u}{\partial z}\right)^{2}\right\} \\
& =\frac{\theta}{\rho g} N^{2}\left[f\left(1-R i^{-1}\right)-\left(\frac{\partial u}{\partial y}\right)_{p}\right] \tag{2.5.10}
\end{align*}
$$

where $R i$ is the Richardson number defined by

$$
\begin{equation*}
R i=\frac{N^{2}}{\left(\frac{\partial u}{\partial z}\right)^{2}} \tag{2.5.11}
\end{equation*}
$$

The stability condition (2.4.63) is

$$
\begin{equation*}
l P>0 \tag{2.5.12}
\end{equation*}
$$

Since $l$ has the same sign as $\Omega$ or $f$, we have from (2.5.10)

$$
\begin{equation*}
N^{2}\left[f^{2}\left(1-R i^{-1}\right)-f\left(\frac{\partial u}{\partial y}\right)_{p}\right]>0 . \tag{2.5.13}
\end{equation*}
$$

In the case that $N^{2}>0$ and $\left(\frac{\partial u}{\partial y}\right)_{p}$ is negligible, the stability condition is reduced to the condition of the Richardson number:

$$
\begin{equation*}
R i>1 \tag{2.5.14}
\end{equation*}
$$
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## Approximations of equations

In this chapter, we describe various approximations of the governing equations of the atmosphere. Although the governing equations are shown in a general form in Chapter 1, they are not appropriate for describing particular motions on spatial or time scales; suitable approximations to the spatial or time scales of motions need to be considered. Approximate forms of the governing equations are constructed based on the fundamental balances of the atmosphere considered in Chapter 2 (i.e., hydrostatic balance and geostrophic balance).

First, in Sections 3.1 and 3.2, according to the time scales of motions, two types of approximations are explained: the Boussinesq approximation and the quasigeostrophic approximation. Next, primitive equations are introduced as the governing equations for global motions on the Earth in Section 3.3. The equation set considered here uses the approximation based on the difference between the spatial scales of horizontal and vertical motions. Primitive equations in various vertical coordinates are also summarized. At the end of this chapter, shallow-water equations are described in Section 3.4.

The approximations to the equations are related to the waves that will be categorized in Chapter 4. The Boussinesq approximation is applicable to the motions in which time scales of gravity waves are relevant. Boussinesq equations describe the relatively slower motions related to gravity waves and do not contain sound waves. The quasi-geostrophic approximation is appropriate to much slower motions in which only the time variations of geostrophic winds are relevant. We consider under what conditions these approximations are applicable. Primitive equations comprise the equation set employed in numerical models without simplification or approximation. In general, however, based on the assumption of hydrostatic balance, by primitive equations we particularly mean hydrostatic primitive equations. By transforming the vertical coordinate using the hydrostatic balance, we have various expressions for primitive equations.

The approximate equations introduced in this chapter will be fully used in the theoretical consideration of atmospheric dynamics in the following chapters.

Waves (Chapter 4) and instabilities (Chapter 5) in the atmosphere are based on the approximate equations suitable for respective motions. Atmospheric general circulation models in Part III will be formulated based on primitive equations. The shallow-water equations model is a first step toward the construction of atmospheric general circulation models.

### 3.1 Boussinesq approximation

The Boussinesq approximation is used when one is interested in convective motions or gravity waves that originate from buoyancy forces and that are slower than sound waves. The Boussinesq approximation is based on the incompressible approximation, since sound waves are derived from the compressibility of fluids. In the Boussinesq approximation, the difference in density is considered in order to take account of the effect of buoyancy or gravity waves. The properties of gravity waves and sound waves will be discussed in Chapter 4.

It is relatively troublesome to clarify the situations to which the Boussinesq approximation is applicable. Ogura and Phillips (1962) tried to derive the Boussinesq approximation of the ideal gas using scale analysis. In this section, following the concept of Ogura and Phillips, we introduce the various steps of the Boussinesq approximation used in meteorology, though we do not intend to describe details of the derivations.

We consider a deviation field from a basic state at rest. Variables in the basic state are denoted by a subscript $s$, and those of the deviation field are denoted by a prime:

$$
A=A_{s}+A^{\prime}
$$

By setting the basic state velocity $\boldsymbol{v}_{s}=0$ in the equation of motion, we obtain the hydrostatic balance in the basic state as (2.1.2):

$$
\begin{equation*}
0=-\frac{1}{\rho_{s}} \nabla p_{s}-\nabla \Phi . \tag{3.1.1}
\end{equation*}
$$

Using this equation, the sum of the pressure gradient force and gravity is rewritten as

$$
\begin{align*}
-\frac{1}{\rho} \nabla p-\nabla \Phi & =-\frac{1}{\rho}\left(\nabla p_{s}+\nabla p^{\prime}\right)-\nabla \Phi \\
& =-\frac{1}{\rho} \nabla p^{\prime}-\frac{\rho^{\prime}}{\rho} \nabla \Phi, \tag{3.1.2}
\end{align*}
$$

where the second term on the right-hand side represents buoyancy. Using (2.1.22), the hydrostatic balance and its departure, (3.1.1) and (3.1.2), are rewritten in terms of potential temperature $\theta$ and the Exner function $\pi$ as

$$
\begin{align*}
0 & =-\theta_{s} \nabla \pi_{s}-\nabla \Phi  \tag{3.1.3}\\
-\theta \nabla \pi-\nabla \Phi & =-\theta \nabla \pi^{\prime}+\frac{\theta^{\prime}}{\theta_{s}} \nabla \Phi \tag{3.1.4}
\end{align*}
$$

In the Boussinesq approximation, density or potential temperature in the equation of motion is treated as constant except for the buoyancy term; the deviation of density or potential temperature, $\rho^{\prime}$ or $\theta^{\prime}$, appears only in the buoyancy term and $\rho$ or $\theta$ in the other terms are replaced by constants $\rho_{0}$ or $\theta_{0}$. In the continuity equation, however, we have different degrees of approximation depending on the treatment of density. By omitting the time derivative of density in the continuity equation, we obtain the equation of the non-divergence condition:

$$
\begin{equation*}
\nabla \cdot(\rho \boldsymbol{v})=0 \tag{3.1.5}
\end{equation*}
$$

We have two categories of the Boussinesq approximation for this equation; one is given by replacing density $\rho$ by the basic state density $\rho_{s}(z)$ and the other is given by replacing $\rho$ by a constant $\rho_{0}$.

According to Ogura and Phillips (1962), the equation set of the Boussinesq approximation can be derived under the following conditions: (i) the variation of potential temperature is small, (ii) the speed of sound is faster than a typical scale of the velocity of fluids and a typical scale of phase speed, and (iii) the vertical scale of motions is smaller than the scale height of the atmosphere. The first category of the Boussinesq approximation, which is often used for the description of atmospheric convection, is given under the conditions (i) and (ii):

$$
\begin{align*}
\frac{d \boldsymbol{v}}{d t} & =-\theta_{0} \nabla \pi^{\prime}+\frac{\theta^{\prime}}{\theta_{0}} \nabla \Phi+\boldsymbol{f}  \tag{3.1.6}\\
\nabla \cdot\left(\rho_{s} \boldsymbol{v}\right) & =0  \tag{3.1.7}\\
\frac{d \theta}{d t} & =\frac{\theta}{T} Q \tag{3.1.8}
\end{align*}
$$

The above equations are called quasi-Boussinesq equations or anelastic equations, since sound waves are not included in this system. If condition (iii) is also imposed in addition to (i) and (ii), the equation set of the Boussinesq approximation in the usual context is given as

$$
\begin{align*}
\frac{d \boldsymbol{v}}{d t} & =-\frac{1}{\rho_{0}} \nabla p^{\prime}-\frac{\rho^{\prime}}{\rho_{0}} \nabla \Phi+\boldsymbol{f}  \tag{3.1.9}\\
\nabla \cdot \boldsymbol{v} & =0  \tag{3.1.10}\\
\frac{d T}{d t} & =Q \tag{3.1.11}
\end{align*}
$$

which we call Boussinesq equations. Since the depth of the atmosphere is shallow, temperature $T$ is used in the thermodynamic equation (3.1.11) instead of potential temperature.

In the case that the speed of sound $c_{s}$ approaches infinity, the thermodynamic relation (1.1.31) or (1.1.59) becomes

$$
\begin{equation*}
d \rho \approx-\frac{\rho_{0} \alpha T}{C_{p}} d s=-\frac{\rho_{0} \alpha T}{\theta} d \theta \tag{3.1.12}
\end{equation*}
$$

where density is assumed to be constant $\rho_{0}$ and the expansion coefficient of the ideal gas is $\alpha=T^{-1}$ from (1.1.29). Under condition (iii), since the effect of pressure is
negligible in the potential temperature, we have an approximation

$$
\begin{equation*}
d \rho \approx-\frac{\rho_{0} \alpha T}{\theta} d \theta \approx-\alpha \rho_{0} d T \tag{3.1.13}
\end{equation*}
$$

Under this condition, (3.1.11) becomes equivalent to (3.1.8). In this case, the density variation is approximated as

$$
\begin{equation*}
\rho=\rho_{0}\left[1-\alpha\left(T-T_{0}\right)\right], \tag{3.1.14}
\end{equation*}
$$

where $T_{0}$ is a reference value of temperature. Using the deviation of temperature $T^{\prime}=T-T_{0}$, the Boussinesq equations (3.1.9)-(3.1.11) are rewritten as

$$
\begin{align*}
\frac{d \boldsymbol{v}}{d t} & =-\frac{1}{\rho_{0}} \nabla p^{\prime}+\alpha T^{\prime} \nabla \Phi+\boldsymbol{f}  \tag{3.1.15}\\
\nabla \cdot \boldsymbol{v} & =0  \tag{3.1.16}\\
\frac{d T^{\prime}}{d t} & =Q \tag{3.1.17}
\end{align*}
$$

In the case that the coefficient of viscosity is constant, the frictional force (1.2.21) is written as

$$
\begin{equation*}
\boldsymbol{f}=\quad \nu \nabla^{2} \boldsymbol{v} \tag{3.1.18}
\end{equation*}
$$

where $\nu$ is kinematic viscosity. If thermal diffusion alone contributes to heat flux, (1.2.45) and (1.2.54) give

$$
\begin{equation*}
Q=\frac{1}{\rho C_{p}}(\varepsilon-\nabla \cdot \boldsymbol{q})=\frac{1}{\rho C_{p}}\left(\varepsilon+\nabla \cdot \kappa_{T} \nabla T\right)=\frac{\varepsilon}{\rho C_{p}}+k \nabla^{2} T \tag{3.1.19}
\end{equation*}
$$

where thermal conductivity $\kappa_{T}$ is assumed to be constant. $k$ is thermal diffusivity defined by (1.2.46). The dissipation rate due to the friction $\varepsilon$ is, from (1.2.37),

$$
\begin{equation*}
\varepsilon=\frac{1}{2} \eta\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right)^{2} \tag{3.1.20}
\end{equation*}
$$

$\varepsilon$ is sometimes omitted in Boussinesq equations.
Hence, as the most familiar form, the Boussinesq equations in Cartesian coordinates are given by

$$
\begin{align*}
\frac{d u}{d t} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial x}+\nu \nabla^{2} u  \tag{3.1.21}\\
\frac{d v}{d t} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial y}+\nu \nabla^{2} v  \tag{3.1.22}\\
\frac{d w}{d t} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial z}+\alpha g T^{\prime}+\nu \nabla^{2} w  \tag{3.1.23}\\
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z} & =0  \tag{3.1.24}\\
\frac{d T^{\prime}}{d t} & =\kappa \nabla^{2} T^{\prime} \tag{3.1.25}
\end{align*}
$$

We have assumed that the geopotential is written as $\Phi=g z$.

### 3.2 Quasi-geostrophic approximation

### 3.2.1 Scaling

The evolution of geostrophic winds is described by a set of equations called quasigeostrophic equations, which are given by the quasi-geostrophic approximation. We introduce the quasi-geostrophic approximation using the spherical coordinates $(\lambda, \varphi, z)$ where $\lambda$ is longitude, $\varphi$ is latitude, and $z$ is height with $z=r-R$ with $R$ being the radius of the Earth. Let us define a basic state which is at rest in hydrostatic balance. The potential temperature of the basic state is denoted by $\theta_{s}$ and the Brunt-Väisälä frequency by

$$
\begin{equation*}
N^{2} \equiv \frac{g}{\theta_{s}} \frac{d \theta_{s}}{d z} \tag{3.2.1}
\end{equation*}
$$

We use scale analysis to derive conditions when the quasi-geostrophic approximation is valid. We designate the horizontal scale of motion by $L$, the vertical scale by $H$, the time scale by $\tau$, the horizontal and vertical velocity scales by $U$ and $W$, the typical value of potential temperature by $\Theta$, and that of the BruntVäisälä frequency by $N$. In order to derive the quasi-geostrophic approximation, we need assumptions for the Boussinesq approximation (3.1.6)-(3.1.8). In addition, we require the following assumptions:

$$
\begin{align*}
\delta & \equiv \frac{H}{L} \ll 1  \tag{3.2.2}\\
\max \left(\varepsilon_{T}, \varepsilon\right) & \equiv \max \left(\frac{1}{2 \Omega \tau}, \frac{U}{2 \Omega L}\right) \ll 1  \tag{3.2.3}\\
S & \equiv\left(\frac{N H}{2 \Omega L}\right)^{2} \gg O(\delta \varepsilon)  \tag{3.2.4}\\
F & \equiv \frac{(2 \Omega L)^{2}}{g H} \leq O(1) \tag{3.2.5}
\end{align*}
$$

where we call $\delta$ the aspect ratio, $\varepsilon$ the Rossby number, $\varepsilon_{T}$ the time Rossby number, $S$ the stability parameter, and $F$ the rotation Froude number. We further restrict consideration to motions in the mid-latitudes: $\sin \varphi \approx 1$ and $\cos \varphi \approx 1$.

In order to obtain the relation between the magnitudes of variables in the geostrophic field, we assume that deviation from the basic hydrostatic balance is in the generalized geostrophic balance, (2.2.12)-(2.2.14). If the Boussinesq approximation is applicable, using the expression for hydrostatic balance (3.1.4), these are rewritten as

$$
\begin{align*}
-2 \Omega \sin \varphi v+2 \Omega \cos \varphi w & =-\frac{\theta_{0}}{R \cos \varphi} \frac{\partial \pi^{\prime}}{\partial \lambda}  \tag{3.2.6}\\
2 \Omega \sin \varphi u & =-\frac{\theta_{0}}{R} \frac{\partial \pi^{\prime}}{\partial \varphi}  \tag{3.2.7}\\
-2 \Omega \cos \varphi u & =-\theta_{0} \frac{\partial \pi^{\prime}}{\partial z}+\frac{\theta^{\prime}}{\theta_{0}} g \tag{3.2.8}
\end{align*}
$$

where $\theta_{0}$ is a reference potential temperature and the prime ${ }^{\prime}$ is omitted for velocity fields, since the velocity of the basic state is zero: $u=u^{\prime}, v=v^{\prime}$, and $w=w^{\prime}$. From (3.2.7), the typical scale of the deviation of the Exner function $\pi^{\prime}$ is estimated as

$$
\begin{equation*}
\pi^{\prime} \approx \frac{2 \Omega U L}{\Theta} \tag{3.2.9}
\end{equation*}
$$

Substituting this into the balance in (3.2.8), we have the ratio between each term of (3.2.8) as

$$
\begin{aligned}
-2 \Omega \cos \varphi u & =-\theta_{0} \frac{\partial \pi^{\prime}}{\partial z}+\frac{\theta^{\prime}}{\theta_{0}} g \\
2 \Omega U & : \frac{2 \Omega U}{\delta}: \frac{\Delta \Theta}{\Theta} g
\end{aligned}
$$

where the typical value of $\theta^{\prime}$ is estimated as $\Delta \Theta$. Under the requirement $\delta \ll 1$, (3.2.2), the Coriolis term (the left-hand side) is much smaller than the pressure gradient force (the first term on the right-hand side). Thus, we also have the hydrostatic balance for the deviation field:

$$
\begin{equation*}
0=-\theta_{0} \frac{\partial \pi^{\prime}}{\partial z}+\frac{\theta^{\prime}}{\theta_{0}} g . \tag{3.2.10}
\end{equation*}
$$

From this, the magnitude of the deviation of potential temperature is given by

$$
\begin{equation*}
\theta^{\prime} \approx \Delta \Theta=\frac{2 \Omega U \Theta}{\delta g}=\varepsilon F \Theta \tag{3.2.11}
\end{equation*}
$$

If we assume adiabatic motion in the equation of energy:

$$
\begin{equation*}
\frac{d \theta^{\prime}}{d t}+w \frac{\partial \theta_{s}}{\partial z}=0 \tag{3.2.12}
\end{equation*}
$$

This gives the scale of vertical velocity as

$$
\begin{equation*}
w \approx W=\frac{1}{\tau} \frac{\Delta \Theta}{\frac{\partial \theta_{s}}{\partial z}}=\frac{U}{L} \frac{\varepsilon F \Theta}{\frac{\partial \theta_{s}}{\partial z}}=\frac{\delta \varepsilon}{S} U \tag{3.2.13}
\end{equation*}
$$

where the time scale is estimated as $\tau \approx L / U$. Since $\delta \varepsilon / S \ll 1$ from (3.2.4), vertical velocity $W$ is smaller than that of horizontal velocity $U$. Therefore, (3.2.6) is approximated as

$$
\begin{equation*}
-2 \Omega \sin \varphi v=-\frac{\theta_{0}}{R \cos \varphi} \frac{\partial \pi^{\prime}}{\partial \lambda} \tag{3.2.14}
\end{equation*}
$$

That is, the deviation field satisfies the geostrophic balance of horizontal winds given by (3.2.7) and (3.2.14).

### 3.2.2 Synoptic-scale quasi-geostrophic equations

Quasi-geostrophic equations have different forms depending on the horizontal scales of motions. First, we consider the case when the horizontal scale of motions is much smaller than the radius of the Earth:

$$
\begin{equation*}
\frac{L}{R}=O(\varepsilon) \ll 1 \tag{3.2.15}
\end{equation*}
$$

The horizontal length of this scale is in the range of $\mathrm{O}(1,000 \mathrm{~km})$ for the case of the atmospheric motions of the Earth; it is called the synoptic scale. We expand each variable in a series of the Rossby number $\varepsilon$. According to the assumptions on the scaling (3.2.2)-(3.2.5), we will see that leading order terms are reduced to the geostrophic balance and evolution equations of the deviation field are given from the following terms. We expand

$$
\begin{array}{rlrl}
u & =u^{(0)}+\varepsilon u^{(1)}+\cdots, & v=v^{(0)}+\varepsilon v^{(1)}+\cdots, \\
w & =w^{(0)}+\varepsilon w^{(1)}+\cdots, & \pi^{\prime}=\pi^{(0)}+\varepsilon \pi^{(1)}+\cdots, \\
\theta^{\prime} & =\theta^{(0)}+\varepsilon \theta^{(1)}+\cdots, & &
\end{array}
$$

and also expand latitude $\varphi$ about a reference latitude $\varphi^{(0)}$ with the definitions

$$
x=\lambda R \cos \varphi^{(0)}, \quad y=R\left(\varphi-\varphi^{(0)}\right)
$$

Using $y$, the Coriolis parameter is expanded as

$$
\begin{align*}
f \equiv 2 \Omega \sin \varphi & =2 \Omega \sin \varphi^{(0)}+2 \Omega \frac{y}{R} \cos \varphi^{(0)}+\cdots \\
& =f^{(0)}+\beta y+\cdots \tag{3.2.16}
\end{align*}
$$

where

$$
f^{(0)}=2 \Omega \sin \varphi^{(0)}, \quad \beta=\frac{\partial f}{\partial y}=\frac{2 \Omega}{R} \cos \varphi^{(0)}
$$

If just the leading term of the Coriolis parameter is used, it is called the $f$-plane approximation in which the Coriolis parameter is constant. If we take second-order terms, the Coriolis parameter linearly depends on $y$. Such an approximation is called the $\beta$-plane approximation.

From leading order $\mathrm{O}\left(\varepsilon^{0}\right)$ terms, the equations of motion are written as geostrophic and hydrostatic balances, (3.2.7), (3.2.14), and (3.2.10):

$$
\begin{align*}
-f^{(0)} v^{(0)} & =-\theta_{0} \frac{\partial \pi^{(0)}}{\partial x}  \tag{3.2.17}\\
f^{(0)} u^{(0)} & =-\theta_{0} \frac{\partial \pi^{(0)}}{\partial y}  \tag{3.2.18}\\
0 & =-\theta_{0} \frac{\partial \pi^{(0)}}{\partial z}+\frac{\theta^{(0)}}{\theta_{0}} g . \tag{3.2.19}
\end{align*}
$$

It can be found from (3.2.17) and (3.2.18) that horizontal wind components are non-divergent

$$
\begin{equation*}
\frac{\partial u^{(0)}}{\partial x}+\frac{\partial v^{(0)}}{\partial y}=0 \tag{3.2.20}
\end{equation*}
$$

From this with the continuity equation (3.1.7), we obtain

$$
\begin{equation*}
\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} w^{(0)}\right)=0 . \tag{3.2.21}
\end{equation*}
$$

Then, if we impose an appropriate boundary condition, we obtain

$$
\begin{equation*}
w^{(0)}=0 . \tag{3.2.22}
\end{equation*}
$$

Eq. (3.2.21) implies $W \ll \delta U$. In order to satisfy (3.2.13), therefore, $S \gg \varepsilon$ is required; that is

$$
\begin{equation*}
S \geq O(1) \tag{3.2.23}
\end{equation*}
$$

The equations of first-order $\mathrm{O}\left(\varepsilon^{1}\right)$ terms in the Rossby number expansion are written as follows

$$
\begin{align*}
& \frac{\partial u^{(0)}}{\partial t}+u^{(0)} \frac{\partial u^{(0)}}{\partial x}+v^{(0)} \frac{\partial u^{(0)}}{\partial y}-f^{(0)} v^{(1)}-\beta y v^{(0)}=-\theta_{0} \frac{\partial \pi^{(1)}}{\partial x}  \tag{3.2.24}\\
& \frac{\partial v^{(0)}}{\partial t}+u^{(0)} \frac{\partial v^{(0)}}{\partial x}+v^{(0)} \frac{\partial v^{(0)}}{\partial y}+f^{(0)} u^{(1)}+\beta y u^{(0)}=-\theta_{0} \frac{\partial \pi^{(1)}}{\partial y}  \tag{3.2.25}\\
& 0=-\theta_{0} \frac{\partial \pi^{(1)}}{\partial z}+\frac{\theta^{(1)}}{\theta_{0}} g  \tag{3.2.26}\\
& \frac{\partial u^{(1)}}{\partial x}+\frac{\partial v^{(1)}}{\partial y}+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} w^{(1)}\right)=0  \tag{3.2.27}\\
& \frac{\partial \theta^{(0)}}{\partial t}+u^{(0)} \frac{\partial \theta^{(0)}}{\partial x}+v^{(0)} \frac{\partial \theta^{(0)}}{\partial y}+w^{(1)} \frac{\partial \theta_{s}}{\partial z}=0 \tag{3.2.28}
\end{align*}
$$

The vorticity equation is derived from (3.2.24) and (3.2.25) as

$$
\begin{align*}
& \frac{\partial \zeta^{(0)}}{\partial t}+u^{(0)} \frac{\partial \zeta^{(0)}}{\partial x}+v^{(0)} \frac{\partial \zeta^{(0)}}{\partial y}+\beta v^{(0)} \\
& \quad=-f^{(0)}\left(\frac{\partial u^{(1)}}{\partial x}+\frac{\partial v^{(1)}}{\partial y}\right) \tag{3.2.29}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta^{(0)}=\frac{\partial v^{(0)}}{\partial x}-\frac{\partial u^{(0)}}{\partial x} \tag{3.2.30}
\end{equation*}
$$

is the vorticity. Combining the vorticity equation (3.2.29) with the continuity equation (3.2.27), we have

$$
\begin{equation*}
\frac{d^{(0)}}{d t}\left(\zeta^{(0)}+\beta y\right)=f^{(0)} \frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} w^{(1)}\right) \tag{3.2.31}
\end{equation*}
$$

where

$$
\frac{d^{(0)}}{d t}=\frac{\partial}{\partial t}+u^{(0)} \frac{\partial}{\partial x}+v^{(0)} \frac{\partial}{\partial y}
$$

From the thermodynamic equation (3.2.28) and (3.2.17)-(3.2.19), we have

$$
\begin{aligned}
& \frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} w^{(1)}\right)=-\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\frac{\rho_{s}}{\frac{\partial \theta_{s}}{\partial z}} \frac{d^{(0)}}{d t} \theta^{(0)}\right) \\
& \quad=-\frac{d^{(0)}}{d t}\left[\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\frac{\rho_{s}}{\frac{\partial \theta_{s}}{\partial z}} \theta^{(0)}\right)\right]-\frac{1}{\frac{\partial \theta_{s}}{\partial z}}\left(\frac{\partial u^{(0)}}{\partial z} \frac{\partial \theta^{(0)}}{\partial x}+\frac{\partial v^{(0)}}{\partial z} \frac{\partial \theta^{(0)}}{\partial y}\right) \\
& \quad=-\frac{d^{(0)}}{d t}\left[\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\frac{\rho_{s}}{\frac{\partial \theta_{s}}{\partial z}} \theta^{(0)}\right)\right] .
\end{aligned}
$$

Using this equation and (3.2.31), we obtain the quasi-geostrophic potential vorticity equation:

$$
\begin{equation*}
\frac{d^{(0)}}{d t} \Pi_{g}=0 \tag{3.2.32}
\end{equation*}
$$

where $\Pi_{g}$ is the quasi-geostrophic potential vorticity defined by

$$
\begin{align*}
\Pi_{g} \equiv & \zeta^{(0)}+f^{(0)} \frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\frac{\rho_{s}}{\frac{\partial \theta_{s}}{\partial z}} \theta^{(0)}\right)+f^{(0)}+\beta y  \tag{3.2.33}\\
= & \frac{\theta_{0}}{f^{(0)}}\left[\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \pi^{(0)}+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f^{(0) 2}}{N^{2}} \frac{\partial}{\partial z} \pi^{(0)}\right)\right] \\
& +f^{(0)}+\beta y, \tag{3.2.34}
\end{align*}
$$

where $N^{2}=g / \theta_{0}\left(\partial \theta_{s} / \partial z\right)$ is redefined here.
Since the geostrophic winds $u^{(0)}$ and $v^{(0)}$ are non-divergent (3.2.20), the streamfunction $\psi$ can be introduced as

$$
\begin{equation*}
u^{(0)}=-\frac{\partial \psi}{\partial y}, \quad v^{(0)}=\frac{\partial \psi}{\partial x} \tag{3.2.35}
\end{equation*}
$$

From comparison between $(3.2 .17),(3.2 .18)$ and (3.2.35), we have

$$
\begin{equation*}
\pi^{(0)}=\frac{f^{(0)}}{\theta_{0}} \psi, \quad \theta^{(0)}=-\frac{\theta_{0}}{g} f^{(0)} \frac{\partial \psi}{\partial z} . \tag{3.2.36}
\end{equation*}
$$

Eq. (3.2.32) can be written by using $\psi$ as

$$
\begin{align*}
\frac{d^{(0)}}{d t} \Pi_{g}= & \left(\frac{\partial}{\partial t}-\frac{\partial \psi}{\partial y} \frac{\partial}{\partial x}+\frac{\partial \psi}{\partial x} \frac{\partial}{\partial y}\right)\left[\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \psi\right. \\
& \left.+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f^{(0) 2}}{N^{2}} \frac{\partial}{\partial z} \psi\right)+f^{(0)}+\beta y\right]=0 \tag{3.2.37}
\end{align*}
$$

where from (3.2.34)

$$
\begin{align*}
\Pi_{g} & =\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \psi+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f^{(0) 2}}{N^{2}} \frac{\partial}{\partial z} \psi\right)+f^{(0)}+\beta y  \tag{3.2.38}\\
\frac{d^{(0)}}{d t} & =\frac{\partial}{\partial t}-\frac{\partial \psi}{\partial y} \frac{\partial}{\partial x}+\frac{\partial \psi}{\partial x} \frac{\partial}{\partial y} . \tag{3.2.39}
\end{align*}
$$

The thermodynamic equation (3.2.28) is also expressed by $\psi$ using (3.2.36) as

$$
\begin{equation*}
\frac{d^{(0)}}{d t} \frac{\partial \psi}{\partial z}+\frac{N^{2}}{f^{0}} w^{(1)}=0 \tag{3.2.40}
\end{equation*}
$$

### 3.2.3 Planetary-scale quasi-geostrophic equations

We have different types of quasi-geostrophic equations, if the horizontal scale is comparable with the radius of the Earth:

$$
\begin{equation*}
\frac{L}{R}=O\left(\varepsilon^{0}\right) \tag{3.2.41}
\end{equation*}
$$

These types of equations are used for the description of large-scale motions, such as oceanic circulations. (In the oceanic case, however, the thermodynamic equation takes a different form from that shown below.) In this case, quasi-geostrophic equations are given by

$$
\begin{align*}
& -2 \Omega \sin \varphi v^{(0)}=-\frac{\theta_{0}}{R \cos \varphi} \frac{\partial \pi^{(0)}}{\partial \lambda},  \tag{3.2.42}\\
& 2 \Omega \sin \varphi u^{(0)}=-\frac{\theta_{0}}{R} \frac{\partial \pi^{(0)}}{\partial \varphi},  \tag{3.2.43}\\
& 0=-\theta_{0} \frac{\partial \pi^{(0)}}{\partial z}+\frac{\theta^{(0)}}{\theta_{0}} g,  \tag{3.2.44}\\
& \frac{1}{R \cos \varphi} \frac{\partial u^{(0)}}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi v^{(0)}\right)+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} w^{(0)}\right)=0,  \tag{3.2.45}\\
& \frac{\partial \theta^{(0)}}{\partial t}+\frac{u^{(0)}}{R \cos \varphi} \frac{\partial \theta^{(0)}}{\partial \lambda}+\frac{v^{(0)}}{R} \frac{\partial \theta^{(0)}}{\partial \varphi}+w^{(0)} \frac{\partial \theta_{s}}{\partial z}=0 . \tag{3.2.46}
\end{align*}
$$

Substituting the geostrophic flows $u^{(0)}$ and $v^{(0)}$ from (3.2.42) and (3.2.43) into the continuity equation (3.2.45), we have

$$
\begin{align*}
0 & =\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} w^{(0)}\right)-\frac{\theta_{0}}{2 \Omega R^{2} \sin ^{2} \varphi} \frac{\partial \pi^{(0)}}{\partial \lambda} \\
& =\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} w^{(0)}\right)-\frac{\cos \varphi}{R \sin \varphi} v^{(0)} \tag{3.2.47}
\end{align*}
$$

It can be seen that this equation corresponds to the vorticity equation of this approximation. From this, we get the scaling of vertical motion: $W=\delta U$. Hence, from (3.2.13), we obtain

$$
\begin{equation*}
S \geq O(\varepsilon) \tag{3.2.48}
\end{equation*}
$$

The corresponding potential vorticity equation becomes

$$
\begin{equation*}
\frac{d^{(0)}}{d t} \Pi_{g}=0 \tag{3.2.49}
\end{equation*}
$$

where

$$
\begin{align*}
\Pi_{g} & =2 \Omega \sin \varphi \exp \left[\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\frac{\rho_{s}}{\frac{\partial \theta_{s}}{\partial z}} \theta^{(0)}\right)\right]  \tag{3.2.50}\\
\frac{d^{(0)}}{d t} & =\frac{\partial}{\partial t}+\frac{u^{(0)}}{R \cos \varphi} \frac{\partial}{\partial \lambda}+\frac{v^{(0)}}{R} \frac{\partial}{\partial \varphi} \tag{3.2.51}
\end{align*}
$$

that is, potential vorticity is expressed only by thermal stratification. The contribution of relative vorticity is smaller than that of thermal stratification.

### 3.3 Primitive equations

### 3.3.1 The equations in spherical coordinates

Primitive equations are the basic equations for the atmosphere or the ocean and are employed in numerical models without any approximations. In practice, however, the set of equations based on the shallow-atmosphere approximation and hydrostatic balance are called primitive equations. To derive the normally used form of primitive equations, we start with the equations in latitude-longitude spherical coordinates in a rotating frame. The equations in spherical coordinates are described in Appendix A1.5. Here, we introduce the effect of rotation into these equations. Letting $(u, v, w)$ be the zonal, north-south, and vertical winds, respectively, we write the equations of motion, mass, and entropy in spherical coordinates in a rotating frame as

$$
\begin{align*}
\frac{d u}{d t}= & \frac{u v}{r} \tan \varphi-\frac{u w}{r}-2 \Omega \cos \varphi \cdot w+2 \Omega \sin \varphi \cdot v \\
& -\frac{1}{\rho r \cos \varphi} \frac{\partial p}{\partial \lambda}-\frac{1}{r \cos \varphi} \frac{\partial \Phi}{\partial \lambda}+f_{\lambda}  \tag{3.3.1}\\
\frac{d v}{d t}= & -\frac{u^{2}}{r} \tan \varphi-\frac{v w}{r}-2 \Omega \sin \varphi \cdot u-\frac{1}{\rho r} \frac{\partial p}{\partial \varphi}-\frac{1}{r} \frac{\partial \Phi}{\partial \varphi}+f_{\varphi}  \tag{3.3.2}\\
\frac{d w}{d t}= & -\frac{u^{2}+v^{2}}{r}+2 \Omega \cos \varphi \cdot u-\frac{1}{\rho} \frac{\partial p}{\partial r}-\frac{\partial \Phi}{\partial r}-g+f_{r}  \tag{3.3.3}\\
\frac{d \rho}{d t}= & -\rho\left[\frac{1}{r \cos \varphi} \frac{\partial u}{\partial \lambda}+\frac{1}{r \cos \varphi} \frac{\partial}{\partial \varphi}(v \cos \varphi)+\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(w r^{2}\right)\right]  \tag{3.3.4}\\
\frac{d s}{d t}= & \frac{C_{p} Q}{T} \tag{3.3.5}
\end{align*}
$$

where the material derivative is given by

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial}{\partial t}+\frac{u}{r \cos \varphi} \frac{\partial}{\partial \lambda}+\frac{v}{r} \frac{\partial}{\partial \varphi}+w \frac{\partial}{\partial r} \tag{3.3.6}
\end{equation*}
$$

and $\left(f_{\lambda}, f_{\varphi}, f_{z}\right)$ is the frictional force. In the thermodynamic equation (3.3.5), $s$ is entropy and $Q$ is the diabatic term. Using potential temperature, it is expressed as

$$
\begin{equation*}
\frac{d \theta}{d t}=\frac{\theta}{T} Q \tag{3.3.7}
\end{equation*}
$$

This expression remains unchanged in the following argument.
We approximate the above equations because the atmosphere is very thin in depth in comparison with its horizontal dimensions. As described in Section 2.1, under the condition $r=R+z$ and $z / R \ll 1$, the geopotential can be given by $\Phi=g z$ as in (2.1.12). Accordingly, the radius $r$ in equations (3.3.1) to (3.3.5) is replaced by the constant $R$. In this system, we need to change the definition of angular momentum as

$$
\begin{equation*}
l=u R \cos \varphi+\Omega R^{2} \cos ^{2} \varphi \tag{3.3.8}
\end{equation*}
$$

The first line of the equation of $u$, (3.3.1), corresponds to the time derivative of angular momentum. To be consistent with (3.3.8), therefore, the two terms proportional to $w$ in (3.3.1) should be omitted. In a similar way, the term proportional to $w$ in the equation of $v$, (3.3.2), is also omitted. By conserving kinetic energy $\frac{1}{2}\left(u^{2}+v^{2}+w^{2}\right)$, we need to drop the corresponding terms in the equations of $w$ : the first and second terms on the right-hand side of (3.3.3). Furthermore, in the continuity equation, $w / R$ is negligible in comparison to $\frac{\partial w}{\partial z}$. Thus, Eqs. (3.3.1)-(3.3.4) are approximated as

$$
\begin{align*}
\frac{d u}{d t} & =\frac{u v}{R} \tan \varphi+2 \Omega \sin \varphi \cdot v-\frac{1}{\rho R \cos \varphi} \frac{\partial p}{\partial \lambda}+f_{\lambda}  \tag{3.3.9}\\
\frac{d v}{d t} & =-\frac{u^{2}}{R} \tan \varphi-2 \Omega \sin \varphi \cdot u-\frac{1}{\rho R} \frac{\partial p}{\partial \varphi}+f_{\varphi}  \tag{3.3.10}\\
\frac{d w}{d t} & =-\frac{1}{\rho} \frac{\partial p}{\partial z}-g+f_{r}  \tag{3.3.11}\\
\frac{d \rho}{d t} & =-\rho\left[\frac{1}{R \cos \varphi} \frac{\partial u}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(v \cos \varphi)+\frac{\partial w}{\partial z}\right] \tag{3.3.12}
\end{align*}
$$

where

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial}{\partial t}+\frac{u}{R \cos \varphi} \frac{\partial}{\partial \lambda}+\frac{v}{R} \frac{\partial}{\partial \varphi}+w \frac{\partial}{\partial z} . \tag{3.3.13}
\end{equation*}
$$

At this point, the approximation used to derive this equation set is called the traditional approximation. ${ }^{\dagger}$

We further assume hydrostatic balance (2.1.4) in the equation of vertical motion (3.3.11). Generally, hydrostatic balance is thought to be applicable when the horizontal scale of motion $L$ is larger than the vertical scale $H$; that is

$$
\begin{equation*}
\delta \equiv \frac{H}{L} \ll 1 \tag{3.3.14}
\end{equation*}
$$

where $\delta$ is called the aspect ratio. $\ddagger$ Assuming hydrostatic balance with the tradi-

[^5]tional approximation, we obtain
\[

$$
\begin{align*}
\frac{d u}{d t} & =\frac{u v}{R} \tan \varphi+2 \Omega \sin \varphi \cdot v-\frac{1}{\rho R \cos \varphi} \frac{\partial p}{\partial \lambda}+f_{\lambda}  \tag{3.3.15}\\
\frac{d v}{d t} & =-\frac{u^{2}}{R} \tan \varphi-2 \Omega \sin \varphi \cdot u-\frac{1}{\rho R} \frac{\partial p}{\partial \varphi}+f_{\varphi}  \tag{3.3.16}\\
0 & =-\frac{1}{\rho} \frac{\partial p}{\partial z}-g  \tag{3.3.17}\\
\frac{d \rho}{d t} & =-\rho\left[\frac{1}{R \cos \varphi} \frac{\partial u}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(v \cos \varphi)+\frac{\partial w}{\partial z}\right] . \tag{3.3.18}
\end{align*}
$$
\]

These equations together with (3.3.5) or (3.3.7) are called primitive equations, or hydrostatic primitive equations. Since vertical velocity $w$ is not a predictable variable in primitive equations, it should be calculated using a diagnostic formula.

### 3.3.2 Transformation of the vertical coordinate

When the atmosphere is in hydrostatic balance, the governing equations can be written in a simplified form by transforming the vertical coordinate from the height $z$ to an appropriate function of $z$. In the following subsections, we first derive the governing equations of the atmosphere in a generalized vertical coordinate $\zeta$ and, then, as examples of the vertical coordinate, we list equations in pressure $p$-coordinates, $\sigma$-coordinates (where $\sigma=p / p_{s}$ is pressure divided by the surface pressure $p_{s}$ ), and potential temperature $\theta$-coordinates.

We consider the primitive equations in the Cartesian coordinates, which are given from (3.3.15)-(3.3.18) and (3.3.5), by dropping the metric terms and setting $d x=R \cos \varphi d \lambda, d y=R d \varphi$, and $f=2 \Omega \sin \varphi$ as

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\nabla_{z} \cdot\left(\rho \boldsymbol{v}_{H}\right)+\frac{\partial}{\partial z}(\rho w) & =0  \tag{3.3.19}\\
\frac{d \boldsymbol{v}_{H}}{d t}+f \boldsymbol{k} \times \boldsymbol{v}_{H} & =-\frac{1}{\rho} \nabla_{z} p-\nabla_{z} \Phi+\boldsymbol{f}_{H}  \tag{3.3.20}\\
0 & =-\frac{1}{\rho} \frac{\partial p}{\partial z}-\frac{\partial \Phi}{\partial z}  \tag{3.3.21}\\
\frac{d s}{d t} & =\frac{C_{p} Q}{T} \tag{3.3.22}
\end{align*}
$$

where $\nabla_{z}$ is the gradient on a constant $z$-surface, $\boldsymbol{k}$ is a unit vector in the vertical direction, and $f$ is the Coriolis parameter. In (3.3.20), since $\Phi$ depends only on $z$, we generally have $\nabla_{z} \Phi=0$. We keep this term, however, since expressions of the pressure gradient force in different coordinates can be understood through this term.

As a vertical coordinate, we use a variable $\zeta$ that monotonically changes in the vertical direction. $\zeta$ can be related to $z$ by the function

$$
\begin{equation*}
\zeta=\zeta(x, y, z, t) \tag{3.3.23}
\end{equation*}
$$

where $\zeta$ is a monotonic function with respect to $z$. It is convenient to define density in $\zeta$-coordinates. Let $d m$ be mass in a column that has a height interval $d z$ with
unit area. We may write

$$
\begin{equation*}
d m=\rho d z=\rho_{\zeta} d \zeta \tag{3.3.24}
\end{equation*}
$$

where $\rho_{\zeta}$ is regarded as density in $\zeta$-coordinates. Using the hydrostatic balance (3.3.21), density is expressed as

$$
\begin{equation*}
\rho_{\zeta}=\rho \frac{\partial z}{\partial \zeta}=-\frac{1}{g} \frac{\partial p}{\partial \zeta} \tag{3.3.25}
\end{equation*}
$$

where $g=\frac{\partial \Phi}{\partial z}$.
Relations between derivatives on the $z$-surface and those on the $\zeta$-surface are expressed as follows. Any variable $A$ can be expressed in two coordinates: $A(x, y, z, t)$ or $A(x, y, \zeta, t)$, These two functions are related as

$$
\begin{equation*}
A(x, y, z, t)=A(x, y, \zeta(x, y, z, t), t) \tag{3.3.26}
\end{equation*}
$$

The partial derivatives of $A$ with respect to $x$ are related as

$$
\begin{align*}
& \left(\frac{\partial A}{\partial x}\right)_{z}=\left(\frac{\partial A}{\partial x}\right)_{\zeta}+\frac{\partial A}{\partial \zeta}\left(\frac{\partial \zeta}{\partial x}\right)_{z}  \tag{3.3.27}\\
& \left(\frac{\partial A}{\partial x}\right)_{\zeta}=\left(\frac{\partial A}{\partial x}\right)_{z}+\frac{\partial A}{\partial z}\left(\frac{\partial z}{\partial x}\right)_{\zeta} \tag{3.3.28}
\end{align*}
$$

Similar relations hold for the derivatives with respect to $y$ and $t$. Using

$$
\begin{equation*}
\left(\frac{\partial z}{\partial x}\right)_{\zeta}=-\frac{\partial z}{\partial \zeta}\left(\frac{\partial \zeta}{\partial x}\right)_{z} \tag{3.3.29}
\end{equation*}
$$

and (3.3.27), we have

$$
\begin{align*}
\frac{\partial z}{\partial \zeta}\left(\frac{\partial A}{\partial x}\right)_{z} & =\frac{\partial z}{\partial \zeta}\left(\frac{\partial A}{\partial x}\right)_{\zeta}-\left(\frac{\partial z}{\partial x}\right)_{\zeta} \frac{\partial A}{\partial \zeta} \\
& =\left.\frac{\partial}{\partial x}\left(\frac{\partial z}{\partial \zeta} A\right)\right|_{\zeta}-\frac{\partial}{\partial \zeta}\left[\left(\frac{\partial z}{\partial x}\right)_{\zeta} A\right] \tag{3.3.30}
\end{align*}
$$

which are rewritten using (3.3.25) and (3.3.29) as

$$
\begin{equation*}
\frac{\rho_{\zeta}}{\rho}\left(\frac{\partial A}{\partial x}\right)_{z}=\left.\frac{\partial}{\partial x}\left(\frac{\rho_{\zeta}}{\rho} A\right)\right|_{\zeta}+\frac{\partial}{\partial \zeta}\left[\left(\frac{\partial \zeta}{\partial x}\right)_{z} \frac{\rho_{\zeta}}{\rho} A\right] \tag{3.3.31}
\end{equation*}
$$

If we write $A=\rho a$ where $a$ is a specific value of $A$ per unit volume, we have the transformation of the flux-form equation of $a$ :

$$
\begin{align*}
& \frac{\rho_{\zeta}}{\rho}\left[\frac{\partial}{\partial t}(\rho a)+\nabla_{z} \cdot\left(\rho \boldsymbol{v}_{H} a\right)+\frac{\partial}{\partial z}(\rho w a)\right] \\
& \quad=\frac{\partial}{\partial t}\left(\rho_{\zeta} a\right)+\nabla_{\zeta} \cdot\left(\rho_{\zeta} \boldsymbol{v}_{H} a\right)+\frac{\partial}{\partial \zeta}\left(\rho_{\zeta} \dot{\zeta} a\right) \tag{3.3.32}
\end{align*}
$$

where $\nabla_{\zeta}$ is the gradient on a constant $\zeta$-surface and the time derivative of the vertical coordinate $\dot{\zeta}$ is related to $w$ as

$$
\begin{align*}
& w=\frac{d z}{d t}=\left(\frac{\partial z}{\partial t}\right)_{\zeta}+\boldsymbol{v}_{H} \cdot \nabla_{\zeta} z+\dot{\zeta} \frac{\partial z}{\partial \zeta}  \tag{3.3.33}\\
& \dot{\zeta}=\frac{d \zeta}{d t}=\left(\frac{\partial \zeta}{\partial t}\right)_{z}+\boldsymbol{v}_{H} \cdot \nabla_{z} \zeta+w \frac{\partial \zeta}{\partial z} \tag{3.3.34}
\end{align*}
$$

$\dot{\zeta}$ is regarded as the vertical velocity in $\zeta$-coordinates. Using this relation, the Lagrangian derivative of $a$ is written as

$$
\begin{align*}
\frac{d a}{d t} & =\left(\frac{\partial a}{\partial t}\right)_{z}+\boldsymbol{v}_{H} \cdot \nabla_{z} a+w \frac{\partial a}{\partial z} \\
& =\left(\frac{\partial a}{\partial t}\right)_{\zeta}+\boldsymbol{v}_{H} \cdot \nabla_{\zeta} a+\dot{\zeta} \frac{\partial a}{\partial \zeta} \tag{3.3.35}
\end{align*}
$$

Now we can write the governing equations in $\zeta$-coordinates. We transform equations (3.3.19)-(3.3.22) using the above relations. First, the equation of entropy (3.3.22) is unchanged except for the Lagrangian derivative given by (3.3.35) with $a=s$. Using (3.3.32), the continuity equation (3.3.19) is written in $\zeta$-coordinates as

$$
\begin{equation*}
\frac{\partial \rho_{\zeta}}{\partial t}+\nabla_{\zeta} \cdot\left(\rho_{\zeta} \boldsymbol{v}_{H}\right)+\frac{\partial}{\partial \zeta}\left(\rho_{\zeta} \dot{\zeta}\right)=0 \tag{3.3.36}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d \rho_{\zeta}}{d t}+\rho_{\zeta}\left(\nabla_{\zeta} \cdot \boldsymbol{v}_{H}+\frac{\partial \dot{\zeta}}{\partial \zeta}\right)=0 \tag{3.3.37}
\end{equation*}
$$

Next, the equation of motion (3.3.20) becomes in $\zeta$-coordinates

$$
\begin{equation*}
\frac{d \boldsymbol{v}_{H}}{d t}+f \boldsymbol{k} \times \boldsymbol{v}_{H}=-\frac{1}{\rho} \nabla_{\zeta} p-\nabla_{\zeta} \Phi+\boldsymbol{f}_{H} \tag{3.3.38}
\end{equation*}
$$

where the pressure gradient force is transformed using (3.3.27) with $A=p$ and the hydrostatic balance (3.3.21). Multiplying this equation by $\rho_{\zeta}$, we obtain the conservation of momentum in flux form:

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\rho_{\zeta} \boldsymbol{v}_{H}\right)+\nabla_{\zeta} \cdot\left(\rho_{\zeta} \boldsymbol{v}_{H} \boldsymbol{v}_{H}\right)+\frac{\partial}{\partial \zeta}\left(\rho_{\zeta} \dot{\zeta} \boldsymbol{v}_{H}\right)+\rho_{\zeta} f \boldsymbol{k} \times \boldsymbol{v}_{H} \\
& \quad=-\nabla_{\zeta}\left(\frac{\rho_{\zeta}}{\rho} p\right)+\frac{\partial}{\partial \zeta}\left(p \nabla_{\zeta} z\right)+\rho_{\zeta} \boldsymbol{f}_{H} \tag{3.3.39}
\end{align*}
$$

where the pressure gradient force on the right-hand side is transformed using (3.3.30) or (3.3.31). This form is useful if one takes an average along the $x$-direction on a particular $\zeta$-surface, for instance. If the $\zeta$-surface does not intersect with the ground, the average along the $x$-direction of the first term on the right-hand side vanishes so that only the second term remains as the pressure gradient force. This
contribution exists unless the $\zeta$-surface is horizontally flat $\nabla_{\zeta} z \neq 0$; this term is called the form drag.

For later use, we give various expressions of the pressure gradient force. Using (2.1.22), we can rewrite

$$
\begin{equation*}
-\frac{1}{\rho} \nabla_{z} p-\nabla_{z} \Phi=-\frac{1}{\rho} \nabla_{\zeta} p-\nabla_{\zeta} \Phi=\pi \nabla_{\zeta} \theta-\nabla_{\zeta} \Psi \tag{3.3.40}
\end{equation*}
$$

where $\Psi$ is the Montgomery function or the static energy, $\pi$ is the Exner function. ${ }^{\dagger}$ In particular, substituting $\zeta=z, \zeta=p, \zeta=\sigma$, and $\zeta=\theta$, we obtain expressions of the pressure gradient force in the respective coordinates:

$$
\begin{equation*}
-\frac{1}{\rho} \nabla_{z} p=-\nabla_{p} \Phi=-R_{d} T \nabla_{\sigma} \ln p_{s}-\nabla_{\sigma} \Phi=-\nabla_{\theta} \Psi \tag{3.3.41}
\end{equation*}
$$

### 3.3.3 Pressure coordinates

Using pressure as a vertical coordinate, $\zeta=p$, we write the equations in pressure coordinates or isobaric coordinates. From (3.3.25), the density in this coordinate is $\rho_{p}=-1 / g=$ const. Thus, using (3.3.38), (3.3.21), and (3.3.36), we obtain

$$
\begin{align*}
\frac{d \boldsymbol{v}_{H}}{d t}+f \boldsymbol{k} \times \boldsymbol{v}_{H} & =-\nabla_{p} \Phi+\boldsymbol{f}_{H}  \tag{3.3.42}\\
0 & =-\frac{\partial \Phi}{\partial p}-\alpha  \tag{3.3.43}\\
\nabla_{p} \cdot \boldsymbol{v}_{H}+\frac{\partial \omega}{\partial p} & =0 \tag{3.3.44}
\end{align*}
$$

where $\alpha=1 / \rho$ is the specific volume. ${ }^{\ddagger}$ We define pressure velocity as

$$
\begin{equation*}
\omega \equiv \frac{d p}{d t} \tag{3.3.45}
\end{equation*}
$$

From (3.3.33), the relation between $\omega$ and $w$ is given by

$$
\begin{equation*}
w=\frac{d z}{d t}=\left(\frac{\partial z}{\partial t}\right)_{p}+\boldsymbol{v}_{H} \cdot \nabla_{p} z+\omega \frac{\partial z}{\partial p} \tag{3.3.46}
\end{equation*}
$$

Using the thermodynamic relation (1.1.6), we have

$$
\begin{equation*}
T \frac{d s}{d t}=\frac{d h}{d t}-\omega \alpha \tag{3.3.47}
\end{equation*}
$$

then we have from (3.3.22),

$$
\begin{equation*}
\frac{d h}{d t}=\omega \alpha+C_{p} Q \tag{3.3.48}
\end{equation*}
$$

[^6]For the ideal gas with a constant specific heat, since $h=C_{p} T$, we have an expression for the equation of temperature:

$$
\begin{equation*}
\frac{d T}{d t}=\frac{\kappa T \omega}{p}+Q \tag{3.3.49}
\end{equation*}
$$

From the above equations, the transformations of energy are expressed as follows. By summing up the inner product of $\boldsymbol{v}_{H}$ with (3.3.42) and (3.3.43) multiplied by $\omega$, we have the equation of kinetic energy

$$
\begin{align*}
\frac{d}{d t} \frac{\boldsymbol{v}_{H}^{2}}{2} & =-\boldsymbol{v}_{H} \cdot \nabla_{p} \Phi-\omega \frac{\partial \Phi}{\partial p}-\omega \alpha+\boldsymbol{v}_{H} \cdot \boldsymbol{f}_{H} \\
& =-\nabla_{p} \cdot\left(\boldsymbol{v}_{H} \Phi\right)-\frac{\partial}{\partial p}(\omega \Phi)-\omega \alpha+\boldsymbol{v}_{H} \cdot \boldsymbol{f}_{H} \tag{3.3.50}
\end{align*}
$$

Adding this equation to (3.3.48), we obtain the conservation of total energy in pressure coordinates as

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\boldsymbol{v}_{H}^{2}}{2}+h\right)=-\nabla_{p} \cdot\left(\boldsymbol{v}_{H} \Phi\right)-\frac{\partial}{\partial p}(\omega \Phi)+\boldsymbol{v}_{H} \cdot \boldsymbol{f}_{H}+C_{p} Q \tag{3.3.51}
\end{equation*}
$$

This form of the conservation of energy is different from the conservation of total energy given by (1.2.47). The total energy per unit mass is defined as $v^{2} / 2+\Phi+u$ in general, whereas the total energy in pressure coordinates shown above is defined as $\boldsymbol{v}_{H}^{2} / 2+h$. First, there is no contribution from vertical velocity to total energy in pressure coordinates, since hydrostatic balance is assumed in primitive equations. Although the two energies are still different other than their vertical velocity, it will be shown in Section 12.1.3 that a vertical integral of the total energy in pressure coordinates is equivalent to that of the total energy in $z$-coordinates.

Pressure coordinates have the following characteristics. Among their advantages: the continuity equation is a simple form as given by (3.3.44); it is a pseudo non-divergent-form equation; it is easy to relate quantities in pressure coordinates with those obtained from observations, since the altitudes of observation points of radiosondes are reported by their pressure values; in general, the inclinations of constant pressure surfaces are small, so that the physical position of constant pressure surfaces are close to constant $z$-surfaces; and the mass between two constant pressure surfaces remains the same (pressure coordinates can be viewed as mass coordinates). Among their disadvantages, constant pressure surfaces (isobaric surfaces) may intersect with the ground at the lower boundary of the atmosphere.

### 3.3.4 Sigma coordinates

To overcome the disadvantage of pressure coordinates (i.e., isobaric surfaces may intersect with the ground), one can choose terrain-following coordinates in which the ground surface agrees with a constant coordinate surface. Using the surface pressure $p_{s}$, one can achieve this by choosing the vertical coordinate as

$$
\begin{equation*}
\sigma=\frac{p}{p_{s}} \tag{3.3.52}
\end{equation*}
$$

In this case, $\sigma=1$ at the ground level and $\sigma=0$ at the top of the atmosphere. These are called $\sigma$-coordinates (or sigma coordinates). The definition of $\sigma$ can be more generalized; any function $\sigma=\sigma(p)$ with $\sigma=1$ at the lower boundary can be used as a vertical coordinate. Here, we concentrate on the simplest case (3.3.52). From (3.3.25), the density in $\sigma$-coordinates is defined by

$$
\begin{equation*}
\rho_{\sigma}=\rho \frac{\partial z}{\partial \sigma}=-\frac{p_{s}}{g} . \tag{3.3.53}
\end{equation*}
$$

Using (3.3.37), (3.3.38), (3.3.41), and (3.3.53), the primitive equations in $\sigma$-coordinates are written as

$$
\begin{align*}
\frac{d \boldsymbol{v}_{H}}{d t}+f \boldsymbol{k} \times \boldsymbol{v}_{H} & =-\nabla_{\sigma} \Phi-R_{d} T \nabla_{\sigma} \ln p_{s}+\boldsymbol{f}_{H}  \tag{3.3.54}\\
0 & =\frac{\partial \Phi}{\partial \sigma}+\frac{R_{d} T}{\sigma}  \tag{3.3.55}\\
\frac{d \ln p_{s}}{d t} & =-\nabla_{\sigma} \cdot \boldsymbol{v}_{H}-\frac{\partial \dot{\sigma}}{\partial \sigma} \tag{3.3.56}
\end{align*}
$$

A diagnostic equation for vertical velocity $\dot{\sigma}$ (or sigma velocity) is given from (3.3.56); integration from $\sigma=1$ to $\sigma$ of (3.3.56) gives

$$
\begin{equation*}
(\sigma-1) \frac{\partial \ln p_{s}}{\partial t}=-\int_{1}^{\sigma} \boldsymbol{v}_{H} \cdot \nabla_{\sigma} \ln p_{s} d \sigma-\int_{1}^{\sigma} \nabla_{\sigma} \cdot \boldsymbol{v}_{H} d \sigma-\dot{\sigma}, \tag{3.3.57}
\end{equation*}
$$

while integration from $\sigma=1$ to $\sigma=0$ gives

$$
\begin{equation*}
\frac{\partial \ln p_{s}}{\partial t}=\int_{1}^{0} \boldsymbol{v}_{H} \cdot \nabla_{\sigma} \ln p_{s} d \sigma+\int_{1}^{0} \nabla_{\sigma} \cdot \boldsymbol{v}_{H} d \sigma \tag{3.3.58}
\end{equation*}
$$

By eliminating the time derivative of $\ln p_{s}$ from these two equations, we obtain the expression of the vertical velocity as

$$
\begin{align*}
\dot{\sigma}= & {\left[(1-\sigma) \int_{1}^{0} \nabla_{\sigma} \cdot \boldsymbol{v}_{H} d \sigma-\int_{1}^{\sigma} \nabla_{\sigma} \cdot \boldsymbol{v}_{H} d \sigma\right] } \\
& +\left[(1-\sigma) \int_{1}^{0} \boldsymbol{v}_{H} d \sigma-\int_{1}^{\sigma} \boldsymbol{v}_{H} d \sigma\right] \cdot \nabla_{\sigma} \ln p_{s} \tag{3.3.59}
\end{align*}
$$

We also have

$$
\begin{equation*}
\dot{\sigma}=\frac{d}{d t}\left(\frac{p}{p_{s}}\right)=\frac{\omega}{p_{s}}-\sigma \frac{d \ln p_{s}}{d t} . \tag{3.3.60}
\end{equation*}
$$

Using this and (3.3.56), therefore, the equation of temperature (3.3.49) is written as

$$
\begin{equation*}
\frac{d T}{d t}=\kappa T\left(\frac{\dot{\sigma}}{\sigma}-\frac{\partial \dot{\sigma}}{\partial \sigma}-\nabla_{\sigma} \cdot \boldsymbol{v}_{H}\right)+Q \tag{3.3.61}
\end{equation*}
$$

While an advantage of $\sigma$-coordinates is that the ground surface always corresponds to the coordinate surface $\sigma=1$ so that constant $\sigma$-surfaces never intersect with the ground, $\sigma$-surfaces may be distorted in the area of steep topography irrespective of atmospheric structure.

### 3.3.5 Isentropic coordinates

If the atmosphere is statically stable, the potential temperature monotonically increases with height as shown in (2.3.7). In this case, the potential temperature $\theta$ can be used as a vertical coordinate. For large-scale motions where the hydrostatic approximation is valid such that primitive equations are applicable, vertical structure is thought to be statically stable in general. Thus, potential temperature coordinates ( $\theta$-coordinates), or isentropic coordinates, can be used to describe the motions. The density in $\theta$-coordinates is defined by ${ }^{\dagger}$

$$
\begin{equation*}
\rho_{\theta} \equiv-\frac{1}{g} \frac{\partial p}{\partial \theta} . \tag{3.3.62}
\end{equation*}
$$

From (3.3.37), (3.3.38), (3.3.41), (3.3.40), and (3.3.22), the equations in $\theta$-coordinates are written as

$$
\begin{align*}
\frac{d \boldsymbol{v}_{H}}{d t}+f \boldsymbol{k} \times \boldsymbol{v}_{H} & =-\nabla_{\theta} \Psi+\boldsymbol{f}_{H}  \tag{3.3.63}\\
\frac{\partial \Psi}{\partial \theta} & =\pi  \tag{3.3.64}\\
\frac{\partial \rho_{\theta}}{\partial t}+\nabla_{\theta} \cdot\left(\rho_{\theta} \boldsymbol{v}_{H}\right)+\frac{\partial}{\partial \theta}\left(\rho_{\theta} \dot{\theta}\right) & =0  \tag{3.3.65}\\
\dot{\theta} & =\mathcal{Q} \tag{3.3.66}
\end{align*}
$$

where $\pi$ is the Exner function (2.1.20), and the diabatic term in (3.3.66) is expressed as

$$
\begin{equation*}
\mathcal{Q} \equiv \frac{\theta}{T} Q=\frac{\pi}{C_{p}} Q \tag{3.3.67}
\end{equation*}
$$

The flux-form equation of motion is given by multiplying $\rho_{\theta}$ by (3.3.63) and using (3.3.39)

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\rho_{\theta} \boldsymbol{v}_{H}\right)+\nabla_{\theta} \cdot\left(\rho_{\theta} \boldsymbol{v}_{H} \boldsymbol{v}_{H}\right)+\frac{\partial}{\partial \theta}\left(\rho_{\theta} \dot{\theta} \boldsymbol{v}_{H}\right)+\rho_{\theta} f \boldsymbol{k} \times \boldsymbol{v}_{H} \\
& \quad=-\nabla_{\theta}\left(\frac{\rho_{\theta}}{\rho} p\right)+\frac{\partial}{\partial \theta}\left(p \nabla_{\theta} z\right)+\rho_{\theta} \boldsymbol{f}_{H} \tag{3.3.68}
\end{align*}
$$

If use is made of an alternative flux form of the pressure gradient force (3.5.2) in the appendix of this chapter (Section 3.5) with (3.3.64), the momentum equation is rewritten as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\rho_{\theta} \boldsymbol{v}_{H}\right)+\nabla_{\theta} \cdot\left(\rho_{\theta} \boldsymbol{v}_{H} \boldsymbol{v}_{H}\right)+\frac{\partial}{\partial \theta}\left(\rho_{\theta} \dot{\theta} \boldsymbol{v}_{H}\right)+\rho_{\theta} f \boldsymbol{k} \times \boldsymbol{v}_{H} \\
& \quad=-\frac{1}{g} \nabla_{\theta}\left(\frac{\kappa}{\kappa+1} p \pi\right)+\frac{1}{g} \frac{\partial}{\partial \theta}\left(p \nabla_{\theta} \Psi\right)+\rho_{\theta} \boldsymbol{f}_{H} \tag{3.3.69}
\end{align*}
$$

[^7]The potential vorticity equation in isentropic coordinates has various useful forms. Using (3.3.62) under hydrostatic balance, potential vorticity (1.3.33) is rewritten as

$$
\begin{align*}
P & =\frac{1}{\rho} \boldsymbol{\omega}_{a} \cdot \nabla \theta=\frac{1}{\rho}\left(\boldsymbol{\omega}_{a H} \cdot \nabla_{H} \theta+\omega_{a z} \frac{\partial \theta}{\partial z}\right) \\
& =\frac{1}{\rho}\left(-\boldsymbol{\omega}_{a H} \cdot \nabla_{\theta} z+\omega_{a z}\right) \frac{\partial \theta}{\partial z}=-g \omega_{a \theta} \frac{\partial \theta}{\partial p}=\frac{\omega_{a \theta}}{\rho_{\theta}} \tag{3.3.70}
\end{align*}
$$

where $\boldsymbol{\omega}_{a}$ is the absolute vorticity vector in the hydrostatic balance, and $\omega_{a \theta}$ is absolute vorticity evaluated on isentropic surfaces. $\omega_{a z}$ and $\boldsymbol{\omega}_{a H}$ are the vertical component and the horizontal two-dimensional vector of absolute vorticity, respectively; that is

$$
\begin{equation*}
\boldsymbol{\omega}_{a}=\left(-\frac{\partial v}{\partial z}, \frac{\partial u}{\partial z}, \frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}+f\right)=\left(\boldsymbol{\omega}_{a H}, \omega_{a z}\right) \tag{3.3.71}
\end{equation*}
$$

Denoting the relative vorticity evaluated on isentropic surfaces by $\omega_{\theta}$ and using (3.3.28), we have

$$
\begin{align*}
\omega_{a \theta} & =\omega_{\theta}+f=\left(\frac{\partial v}{\partial x}\right)_{\theta}-\left(\frac{\partial u}{\partial y}\right)_{\theta}+f \\
& =\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}+f+\frac{\partial v}{\partial z}\left(\frac{\partial z}{\partial x}\right)_{\theta}-\frac{\partial u}{\partial z}\left(\frac{\partial z}{\partial y}\right)_{\theta} \\
& =\omega_{a z}-\boldsymbol{\omega}_{a H} \cdot \nabla_{\theta} z \tag{3.3.72}
\end{align*}
$$

The equation of potential vorticity in isentropic coordinates can be derived in the following manner. Starting with the vector-invariant form of the advection term

$$
\begin{equation*}
\boldsymbol{v}_{H} \cdot \nabla_{\theta} \boldsymbol{v}_{H}=\omega_{\theta} \boldsymbol{k} \times \boldsymbol{v}_{H}+\nabla_{\theta} \frac{v_{H}^{2}}{2} \tag{3.3.73}
\end{equation*}
$$

which is similar to that given by (1.3.21), we can rewrite the equation of motion (3.3.63) as

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}_{H}}{\partial t}+\nabla_{\theta}\left(\frac{\boldsymbol{v}_{H}^{2}}{2}+\Psi\right)+\omega_{a \theta} \boldsymbol{k} \times \boldsymbol{v}_{H}+\dot{\theta} \frac{\partial \boldsymbol{v}_{H}}{\partial \theta}=\boldsymbol{f}_{H} \tag{3.3.74}
\end{equation*}
$$

By applying rotation operator $\left(\boldsymbol{k} \cdot \nabla_{\theta} \times\right)$ to this equation, we obtain the flux-form vorticity equation

$$
\begin{equation*}
\frac{\partial \omega_{a \theta}}{\partial t}+\nabla_{\theta} \cdot\left(\omega_{a \theta} \boldsymbol{v}_{H}+\boldsymbol{J}_{\dot{\theta}}+\boldsymbol{J}_{f}\right)=0 \tag{3.3.75}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{J}_{\dot{\theta}} & =\left(\dot{\theta} \frac{\partial v}{\partial \theta},-\dot{\theta} \frac{\partial u}{\partial \theta}, 0\right)  \tag{3.3.76}\\
\boldsymbol{J}_{f} & =\left(-f_{y}, f_{x}, 0\right) \tag{3.3.77}
\end{align*}
$$

Using the expression of $P$ (3.3.70), Eq. (3.3.75) immediately yields the flux-form potential vorticity equation as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\rho_{\theta} P\right)+\nabla_{\theta} \cdot\left(\rho_{\theta} P \boldsymbol{v}_{H}+\boldsymbol{J}_{\dot{\theta}}+\boldsymbol{J}_{f}\right)=0 \tag{3.3.78}
\end{equation*}
$$

It can be seen from (3.3.76) and (3.3.77) that a vertical component of the flux in (3.3.78) does not exist. That is, the component of the potential vorticity flux in the cross isentropic direction is identically zero, if the atmosphere is in hydrostatic balance. This is a general characteristic of potential vorticity in isentropic coordinates, and it always holds even if frictional or diabatic terms exist.

Eq. (3.3.75) gives the advective-form vorticity equation, as

$$
\begin{equation*}
\frac{d_{\theta}}{d t} \omega_{a \theta}+\omega_{a \theta} \nabla_{\theta} \cdot \boldsymbol{v}_{H}=-\nabla_{\theta} \cdot\left(\boldsymbol{J}_{\dot{\theta}}+\boldsymbol{J}_{f}\right) \tag{3.3.79}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d_{\theta}}{d t} \equiv \frac{\partial}{\partial t}+\boldsymbol{v}_{H} \cdot \nabla_{\theta} \tag{3.3.80}
\end{equation*}
$$

The continuity equation (3.3.65) is also rewritten as

$$
\begin{equation*}
\frac{d_{\theta}}{d t} \rho_{\theta}+\rho_{\theta} \nabla_{\theta} \cdot \boldsymbol{v}_{H}=-\frac{\partial}{\partial \theta}\left(\rho_{\theta} \dot{\theta}\right) \tag{3.3.81}
\end{equation*}
$$

Eliminating $\nabla_{\theta} \cdot \boldsymbol{v}_{H}$ from (3.3.79) and (3.3.81), and using the expression of $P$ (3.3.70), we have a change in potential vorticity on the isentropic surface:

$$
\begin{equation*}
\frac{d_{\theta}}{d t} P=-\frac{1}{\rho_{\theta}} \nabla_{\theta} \cdot\left(\boldsymbol{J}_{\dot{\theta}}+\boldsymbol{J}_{f}\right)+\frac{P}{\rho_{\theta}} \frac{\partial}{\partial \theta}\left(\rho_{\theta} \dot{\theta}\right) . \tag{3.3.82}
\end{equation*}
$$

Eq. (3.3.82) is further rewritten in three-dimensional advective form, as

$$
\begin{equation*}
\frac{d P}{d t}=P \frac{\partial \dot{\theta}}{\partial \theta}+\frac{1}{\rho_{\theta}}\left(\frac{\partial \dot{\theta}}{\partial y} \frac{\partial u}{\partial \theta}-\frac{\partial \dot{\theta}}{\partial x} \frac{\partial v}{\partial \theta}+\boldsymbol{k} \cdot \nabla \times \boldsymbol{f}_{H}\right) \tag{3.3.83}
\end{equation*}
$$

Isentropic coordinates have a distinct advantage. That is, isentropic surfaces represent nearly material surfaces; an air parcel stays on an isentropic surface under the adiabatic condition $\mathcal{Q}=0$. In this case, since vertical velocity is $\dot{\theta}=0$ from (3.3.66), the air parcel does not exit from the original isentropic surface. This means that the motions of the air parcel are two dimensional on the isentropic surface. One of the disadvantages of isentropic coordinates is that isentropic surfaces generally intersect with the ground. In mid-latitudes, in particular, $\theta$-surfaces have a large inclination to $z$-surfaces. As a result, the divergence $\nabla_{\theta} \cdot \boldsymbol{v}_{H}$ or the rotation $\boldsymbol{k} \cdot \nabla_{\theta} \times$ $\boldsymbol{v}_{H}$ on the $\theta$-surface may be very different from those on the $z$-surface. Another disadvantage is that ambiguity in the definition of isentropic surfaces arises when stratification gets close to neutral. In addition, calculations on isentropic surfaces are more or less complicated compared with other coordinates.

### 3.4 Shallow-water equations

In this final section of this chapter, we describe shallow-water equations. Shallowwater equations can be viewed as mathematical models of horizontal motions of the atmosphere in which the air has almost vertically uniform motions. Originally, shallow-water equations were used to describe motions in a shallow fluid layer, in particular for the elevation of the fluid surface. We introduce shallow-water equations in this original context.

Let us consider a fluid on a horizontally uniform bottom. We define the height of the fluid surface as $\eta$ and introduce $\Phi=g \eta$. Shallow-water equations are given by

$$
\begin{align*}
\frac{D}{D t} \boldsymbol{v}_{H}+f \boldsymbol{k} \times \boldsymbol{v}_{H} & =-g \nabla_{H} \eta+\boldsymbol{f}_{H}  \tag{3.4.1}\\
\frac{\partial \eta}{\partial t}+\nabla_{H} \cdot\left(\eta \boldsymbol{v}_{H}\right) & =0 \tag{3.4.2}
\end{align*}
$$

where $\boldsymbol{v}_{H}=(u, v)$ is the two-dimensional velocity vector, $\nabla_{H}$ is the horizontal gradient operator, $\boldsymbol{f}_{H}$ is two-dimensional forcing, and

$$
\begin{equation*}
\frac{D}{D t}=\frac{\partial}{\partial t}+\boldsymbol{v}_{H} \cdot \nabla_{H} \tag{3.4.3}
\end{equation*}
$$

Multiplying (3.4.1) by $\boldsymbol{v}_{H}$ and (3.4.2) by $g$, and summing up the two, we obtain the energy equation of shallow-water equations:

$$
\begin{equation*}
\frac{D}{D t}\left(\Phi+\frac{v_{H}^{2}}{2}\right)+\nabla_{H} \cdot\left(\Phi \boldsymbol{v}_{H}\right)=\boldsymbol{v}_{H} \cdot \boldsymbol{f}_{H} \tag{3.4.4}
\end{equation*}
$$

Vorticity and divergence equations are frequently used for shallow-water equations. The relative vorticity and divergence of shallow water are defined, respectively, as

$$
\begin{align*}
\omega & =\boldsymbol{k} \cdot \nabla_{H} \times \boldsymbol{v}_{H}=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}  \tag{3.4.5}\\
\delta & =\nabla_{H} \cdot \boldsymbol{v}_{H}=\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y} \tag{3.4.6}
\end{align*}
$$

Using the identity

$$
\begin{equation*}
\boldsymbol{v}_{H} \cdot \nabla_{H} \boldsymbol{v}_{H}=\omega \boldsymbol{k} \times \boldsymbol{v}_{H}+\nabla_{H} \frac{v_{H}^{2}}{2} \tag{3.4.7}
\end{equation*}
$$

we can rewrite (3.4.1) as

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}_{H}}{\partial t}=-(\omega+f) \boldsymbol{k} \times \boldsymbol{v}_{H}-\nabla_{H}\left(\Phi+\frac{v_{H}^{2}}{2}\right)+\boldsymbol{f}_{H} \tag{3.4.8}
\end{equation*}
$$

Applying rotation and divergence operators to this equation gives the vorticity and divergence equations, respectively:

$$
\begin{align*}
\frac{\partial \omega}{\partial t} & =-\nabla_{H} \cdot(\omega+f) \boldsymbol{v}_{H}+\boldsymbol{k} \cdot \nabla_{H} \times \boldsymbol{f}_{H}  \tag{3.4.9}\\
\frac{\partial \delta}{\partial t} & =\boldsymbol{k} \cdot \nabla_{H} \times(\omega+f) \boldsymbol{v}_{H}-\nabla_{H}^{2}\left(\Phi+\frac{v_{H}^{2}}{2}\right)+\nabla_{H} \cdot \boldsymbol{f}_{H} \tag{3.4.10}
\end{align*}
$$

Using the absolute vorticity $\omega_{a}=\omega+f,(3.4 .9)$ and (3.4.2) are rewritten as

$$
\begin{align*}
\frac{D \omega_{a}}{D t} & =-\omega_{a} \delta+\boldsymbol{k} \cdot \nabla_{H} \times \boldsymbol{f}_{H}  \tag{3.4.11}\\
\frac{D \eta}{D t} & =-\eta \delta \tag{3.4.12}
\end{align*}
$$

The above two equations are combined to make the potential vorticity equation:

$$
\begin{equation*}
\frac{D \Pi}{D t}=\frac{\boldsymbol{k} \cdot \nabla_{H} \times \boldsymbol{f}_{H}}{\eta} \tag{3.4.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi=\frac{\omega_{a}}{\eta}=\frac{\omega+f}{\eta} \tag{3.4.14}
\end{equation*}
$$

is potential vorticity. This has a different dimension from that of (1.3.43).
In special cases, atmospheric motions can be described by shallow-water equations. First, shallow-water equations are analogous to primitive equations in isentropic coordinates, Second, a two-layer model of atmospheric motions is described by shallow-water equations. Third, when atmospheric motions in hydrostatic balance are linearized, the equations for horizontal motion are equivalent to linearized shallow-water equations. The third property will be examined in Section 4.7.1.

In this section, we only show how the equations in isentropic coordinates are related to shallow-water equations. Under adiabatic conditions, the equations in isentropic coordinates (3.3.63)-(3.3.65) are written as

$$
\begin{align*}
\frac{d_{\theta}}{d t} \boldsymbol{v}_{H}+f \boldsymbol{k} \times \boldsymbol{v}_{H} & =-\nabla_{\theta} \Psi+\boldsymbol{f}_{H}  \tag{3.4.15}\\
\frac{\partial \rho_{\theta}}{\partial t}+\nabla_{\theta} \cdot\left(\rho_{\theta} \boldsymbol{v}_{H}\right) & =0 \tag{3.4.16}
\end{align*}
$$

where we have used the fact that $d / d t$ is equal to $d_{\theta} / d t$ under the adiabatic condition $\dot{\theta}=0$ since

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial}{\partial t}+\boldsymbol{v}_{H} \cdot \nabla_{\theta}+\dot{\theta} \frac{\partial}{\partial \theta}=\frac{d_{\theta}}{d t}+\dot{\theta} \frac{\partial}{\partial \theta} \tag{3.4.17}
\end{equation*}
$$

The two equations (3.4.15) and (3.4.16) are equivalent to the shallow-water equations, (3.4.1) and (3.4.2), if we can assume that $\Psi$ is proportional to $\rho_{\theta}$ such that $\Psi$ is identical to $\Phi$. In general, however, such a simple proportional relation between $\Psi$ and $\rho_{\theta}$ does not exist. We nevertheless can relate them in the following manner (Held and Phillip, 1990). Let us consider a layer between two isentropic surfaces, and assume that velocities are vertically uniform in this layer. Let the differences of potential temperature, pressure, and $\pi$ at the two isentropic surfaces be denoted by $\Delta \theta, \Delta p$, and $\Delta \pi$, respectively. From (3.3.62) and (3.3.64), we have

$$
\begin{align*}
\nabla_{\theta} \Psi & \approx \Delta \theta \nabla_{\theta} \pi  \tag{3.4.18}\\
\rho_{\theta} & \approx-\frac{1}{g} \Delta p \approx-\frac{1}{g} \frac{d p}{d \pi} \Delta \pi \tag{3.4.19}
\end{align*}
$$

where $\nabla_{\theta} \pi$ and $\frac{d p}{d \pi}$ take representative values in this layer. If the change in $\pi$ on upper isentropic surfaces, say, is negligible compared with that on lower isentropic surfaces, and the change in $\frac{d p}{d \pi}$ is small within the layer, (3.4.15) and (3.4.16) become (3.4.1) and (3.4.2) with the relation

$$
\begin{equation*}
\Phi=\Delta \theta \Delta \pi \tag{3.4.20}
\end{equation*}
$$

If there is a vertical velocity $\dot{\theta}$, the contribution of this term is added to (3.4.16). Correspondingly, a source or $\operatorname{sink} \operatorname{term} Q$ is added to the right-hand side of (3.4.2).

### 3.5 Appendix: Derivation of a generalized pressure gradient

We derive a generalized form of the pressure gradient in (3.3.69) in this appendix. In the case that $g$ is constant, the flux form of the pressure gradient force in (3.3.39) is written using (3.3.25) as

$$
\begin{equation*}
-\nabla_{\zeta}\left(\frac{\rho_{\zeta}}{\rho} p\right)+\frac{\partial}{\partial \zeta}\left(p \nabla_{\zeta} z\right)=-\frac{1}{g} \nabla_{\zeta}\left(\frac{\partial \Phi}{\partial \zeta} p\right)+\frac{1}{g} \frac{\partial}{\partial \zeta}\left(p \nabla_{\zeta} \Phi\right) . \tag{3.5.1}
\end{equation*}
$$

In order to generalize this expression, we define a function $H=Z(\zeta) P(p)$, which satisfies in general

$$
\begin{aligned}
\frac{\partial}{\partial \zeta}\left(p \nabla_{\zeta} H\right)=\frac{\partial}{\partial \zeta}\left(p Z \nabla_{\zeta} P\right) & =\frac{\partial}{\partial \zeta}\left(p Z P^{\prime} \nabla_{\zeta} p\right) \\
=\frac{\partial}{\partial \zeta}\left(Z \nabla_{\zeta} \int^{p} p_{1} P^{\prime}\left(p_{1}\right) d p_{1}\right) & =\nabla_{\zeta} \frac{\partial}{\partial \zeta}\left(Z \int^{p} p_{1} P^{\prime}\left(p_{1}\right) d p_{1}\right)
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
& \nabla_{\zeta}\left(\frac{\partial H}{\partial \zeta} p\right)=\nabla_{\zeta}\left(Z^{\prime} P p+Z P^{\prime} \frac{\partial p}{\partial \zeta} p\right) \\
& \quad=\nabla_{\zeta}\left(Z^{\prime} P p+Z \frac{\partial}{\partial \zeta} \int^{p} p_{1} P^{\prime}\left(p_{1}\right) d p_{1}\right) \\
& \quad=\nabla_{\zeta}\left[Z^{\prime}\left(p P-\int^{p} p_{1} P^{\prime}\left(p_{1}\right) d p_{1}\right)+\frac{\partial}{\partial \zeta}\left(Z \int^{p} p_{1} P^{\prime}\left(p_{1}\right) d p_{1}\right)\right]
\end{aligned}
$$

Thus, (3.5.1) can be written as

$$
\begin{aligned}
&-\frac{1}{g} \nabla_{\zeta}\left(\frac{\partial \Phi}{\partial \zeta} p\right)+\frac{1}{g} \frac{\partial}{\partial \zeta}\left(p \nabla_{\zeta} \Phi\right) \\
&=-\frac{1}{g} \nabla_{\zeta}\left[\frac{\partial}{\partial \zeta}(\Phi+H) p-Z^{\prime}\left(p P-\int^{p} p_{1} P^{\prime}\left(p_{1}\right) d p_{1}\right)\right] \\
&+\frac{1}{g} \frac{\partial}{\partial \zeta}\left[p \nabla_{\zeta}(\Phi+H)\right] .
\end{aligned}
$$

Noting that enthalpy is written as $h=\theta \pi$, we can set $Z=\theta, P=\pi(p)$, and $H=h$ with $\Phi+H=\Psi$. In this case, we have

$$
\begin{aligned}
Z^{\prime}\left(p P-\int^{p} p_{1} P^{\prime}\left(p_{1}\right) d p_{1}\right) & =p \pi-\int^{p} p_{1} \pi^{\prime}\left(p_{1}\right) d p_{1} \\
& =p \pi-\frac{\kappa}{\kappa+1} p \pi=\frac{1}{\kappa+1} p \pi
\end{aligned}
$$

where $\kappa=R_{d} / C_{p}$. We therefore have an alternative flux form of the pressure gradient force:

$$
\begin{align*}
& -\frac{1}{g} \nabla_{\zeta}\left(\frac{\partial \Phi}{\partial \zeta} p\right)+\frac{1}{g} \frac{\partial}{\partial \zeta}\left(p \nabla_{\zeta} \Phi\right) \\
& \quad=-\frac{1}{g} \nabla_{\zeta}\left[\left(\frac{\partial \Psi}{\partial \zeta}-\frac{\pi}{\kappa+1}\right) p\right]+\frac{1}{g} \frac{\partial}{\partial \zeta}\left(p \nabla_{\zeta} \Psi\right) . \tag{3.5.2}
\end{align*}
$$
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## 4

## Waves

Constituting the basis of atmospheric dynamics, the fundamental properties of waves are described in this chapter. Waves are themselves important atmospheric motions and play roles in transporting energy, momentum, and tracers. Waves also have remote effects through their propagations. In this chapter, to begin with, we briefly review wave theory. Then, the governing equations of the atmosphere are linearized under various conditions including sound waves, gravity waves, inertial waves, Rossby waves, spherical waves, and equatorial waves. The structures and propagations of these waves are explained using the linear system. We mainly consider cases when the basic properties are spatially uniform. Wave propagations in an inhomogeneous flow will not be described in this chapter, although they are important and have interesting behaviors.

The concept of wave propagation is also very important for the construction of numerical models. Mathematically, waves can be defined as neutral eigenmodes of linearized governing equations. In contrast, instability (discussed in Chapter 5) can be viewed as unstable eigenmodes. The role of wave transport is considered in Chapter 7. If diabatic or mechanical forcing is applied to the atmosphere, waves are excited at the forced region. This kind of circulation is called a forced motion, and is discussed in Chapter 6. Forced motions statistically establish the equilibrium states of the atmosphere through the propagation of excited waves by being balanced by the dissipation process in the atmosphere. If the forcing is steady, a statistically steady circulation is realized as a result. Some aspects of atmospheric general circulation can be viewed as this type of forced motion.

### 4.1 Wave theory

In general, partial differential equations can be solved by using a systematic method called wave theory. With this method, an approximate solution of partial differential equations is given in the form of a sinusoidal wavetrain. We consider a general method of solving linear partial differential equations in this section.

We consider a single linear partial differential equation or a set of linear partial differential equations. Letting $L$ be a linear operator, we write a linear partial differential equation as

$$
\begin{equation*}
L[\phi(\boldsymbol{x}, t)]=0 \tag{4.1.1}
\end{equation*}
$$

where $\phi(\boldsymbol{x}, t)$ is a solution to the equation. We assume a wavy form of the solution

$$
\begin{equation*}
\phi(\boldsymbol{x}, t)=A(\boldsymbol{x}, t) e^{i \theta(\boldsymbol{x}, t)} \tag{4.1.2}
\end{equation*}
$$

where $\theta$ is called the phase and $A$ is the amplitude. In order that $\phi$ is wavy, the amplitude $A$ must be a slowly changing function of $\boldsymbol{x}$ and $t$ compared with $\theta$. Under this condition, $\phi$ almost keeps the same value when the phase $\theta$ is increased by $2 \pi$; this implies that $\phi$ is approximately periodic.

Wave number and frequency are defined by the derivatives of the phase with respect to space and time, respectively

$$
\begin{equation*}
k \equiv \nabla \theta, \quad \omega \equiv-\frac{\partial \theta}{\partial t} \tag{4.1.3}
\end{equation*}
$$

$\boldsymbol{k}$ and $\omega$ are normally slowly changing functions with respect to $\boldsymbol{x}$ and $t$. When they are not, the wave number and the frequency defined above change rapidly such that they lose their wave characteristics. From (4.1.3), we have

$$
\begin{equation*}
\frac{\partial \boldsymbol{k}}{\partial t}+\nabla \omega=0 \tag{4.1.4}
\end{equation*}
$$

which represents the conservation of wave numbers. The wave number per unit length is given by $k_{i} / 2 \pi$ for each of the directions $x_{i}(i=1,2$, and 3$)$ and that per unit time is given by $\omega / 2 \pi$, respectively. Their inverses are the wavelength and the period:

$$
\begin{equation*}
\lambda_{i} \equiv \frac{2 \pi}{k_{i}}, \quad \text { for } \quad i=1,2,3 ; \quad \tau \equiv \frac{2 \pi}{\omega} \tag{4.1.5}
\end{equation*}
$$

The surface with constant phase $\theta=$ const. is called the phase surface. The phase surface is normal to the direction of $\boldsymbol{k}$, and its propagation speed in the direction of $\boldsymbol{k}$ is

$$
\begin{equation*}
c_{p}=\frac{\omega}{|\boldsymbol{k}|} \tag{4.1.6}
\end{equation*}
$$

which is called the phase speed. Phase speed with its normal direction to the phase surface, $c_{p} \boldsymbol{k} /|\boldsymbol{k}|$, is called the phase velocity. The propagation speed of the phase surface in any direction can also be defined; phase speeds in the $x_{i}$-direction are given by

$$
\begin{equation*}
c_{p i}=\frac{\omega}{k_{i}}, \quad \text { for } \quad i=1,2,3 \tag{4.1.7}
\end{equation*}
$$

It should be noted that $c_{p 1}^{2}+c_{p 2}^{2}+c_{p 3}^{2} \neq c_{p}^{2}$, but $c_{p 1}^{-2}+c_{p 2}^{-2}+c_{p 3}^{-2}=c_{p}^{-2}$, in general. The left panel of Fig. 4.1 shows the relation between phase speed and the phase lines in two-dimensional space.


Figure 4.1: (Left) Schematic relation between the phase speed $c_{p}$ and phase lines $\theta=$ const. The inclined solid lines are constant phase lines and $\boldsymbol{k}$ is the wave number vector and is normal to a phase line. $c_{p 1}$ and $c_{p 2}$ are phase speeds in the directions of $x_{1}$ and $x_{2}$, respectively, and satisfy $1 / c_{p 1}^{2}+1 / c_{p 2}^{2}=1 / c_{p}^{2}$. (Right) Schematic relation between the group velocity $\boldsymbol{c}_{g}$ and the phase relation $\Omega$ in the wave number space. The solid curves are constant lines of frequency $\Omega=$ const. and are normal to the group velocity $\boldsymbol{c}_{g} . \boldsymbol{k}$ is the wave number vector. $c_{g 1}$ and $c_{g 2}$ are components of the group velocity in the directions of $x_{1}$ and $x_{2}$, respectively, and satisfy $c_{g 1}^{2}+c_{g 2}^{2}=\boldsymbol{c}_{g}{ }^{2}$.

Substituting (4.1.2) into (4.1.1), and neglecting small terms such as the derivatives of $A, \boldsymbol{k}$, and $\omega$, we obtain a relation between $\boldsymbol{k}$ and $\omega$ in the form

$$
\begin{equation*}
\omega=\Omega(\boldsymbol{k} ; \boldsymbol{x}, t) \tag{4.1.8}
\end{equation*}
$$

which is called the dispersion relation. We can see by substituting (4.1.3) into (4.1.8) that the dispersion relation is a partial differential equation of phase $\theta$. Once the dispersion relation is given, the equations for changes in wave number and frequency can be constructed. Substituting (4.1.8) into (4.1.4), we obtain

$$
\begin{equation*}
\frac{\partial \boldsymbol{k}}{\partial t}+\boldsymbol{c}_{g} \cdot \nabla \boldsymbol{k}=-\nabla \Omega(\boldsymbol{k} ; \boldsymbol{x}, t) \tag{4.1.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{c}_{g} \equiv \frac{\partial}{\partial \boldsymbol{k}} \Omega(\boldsymbol{k} ; \boldsymbol{x}, t) \tag{4.1.10}
\end{equation*}
$$

which is called group velocity. In the same way, since

$$
\begin{equation*}
\frac{\partial \omega}{\partial t}=\frac{\partial \boldsymbol{k}}{\partial t} \cdot \frac{\partial \Omega}{\partial \boldsymbol{k}}+\frac{\partial \Omega}{\partial t}=-\boldsymbol{c}_{g} \cdot \nabla \omega+\frac{\partial \Omega}{\partial t} \tag{4.1.11}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{\partial \omega}{\partial t}+\boldsymbol{c}_{g} \cdot \nabla \omega=\frac{\partial}{\partial t} \Omega(\boldsymbol{k} ; \boldsymbol{x}, t) \tag{4.1.12}
\end{equation*}
$$

If the signs of the wave number and the frequency are reversed, $\omega \rightarrow-\omega$ and $\boldsymbol{k} \rightarrow-\boldsymbol{k}$, the dispersion relation remains the same. Then, we can restrict the range
of frequency as $\omega \geq 0$ without loss of generality. The right panel of Fig. 4.1 shows the schematic relation between group velocity and the dispersion relation in the wave number space. Group velocity is normal to the constant line of frequency $\Omega=$ const. in this space.

The dispersion relation is more systematically derived using the WKBJ (Wentzel-Kramer-Brillouin-Jeffreys) method, by which we also obtain the equation for amplitude $A$. The WKBJ method can be used under the condition that the change in $A$ is slower than that in phase $\theta$. Introducing a small parameter $\varepsilon \ll 1$, we write

$$
\begin{equation*}
\boldsymbol{X}=\varepsilon \boldsymbol{x}, \quad T=\varepsilon t \tag{4.1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta(\boldsymbol{x}, t)=\frac{\Theta(\boldsymbol{X}, T)}{\varepsilon} \tag{4.1.14}
\end{equation*}
$$

The wave number and frequency, (4.1.3), are written as

$$
\begin{equation*}
k=\frac{\partial \Theta}{\partial \boldsymbol{X}}, \quad \omega=-\frac{\partial \Theta}{\partial T} \tag{4.1.15}
\end{equation*}
$$

The phase $\theta$ is a rapidly changing function of $\boldsymbol{x}$ and $t$, while the amplitude, the wave number, and the frequency are slowly changing functions of $\boldsymbol{X}$ and $T$. Thus, $\Theta$ defined above becomes a slowly changing function of $\boldsymbol{X}$ and $T$.

We express the linear partial differential equation (4.1.1) in the form,

$$
\begin{equation*}
L\left(\frac{\partial}{\partial t}, \frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}, \frac{\partial}{\partial x_{3}} ; \boldsymbol{x}, t\right) \phi(\boldsymbol{x}, t)=0 \tag{4.1.16}
\end{equation*}
$$

where $L$ is a polynomial of $\frac{\partial}{\partial t}, \frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}$, and $\frac{\partial}{\partial x_{3}}$, the coefficients of which may depend on $\boldsymbol{x}$ and $t$. We expand $\phi$ and $L$ by a series of $\varepsilon$ as

$$
\begin{align*}
\phi(\boldsymbol{x}, t) & =\sum_{n=0}^{\infty} \varepsilon^{n} A_{n}(\boldsymbol{X}, T) e^{i \frac{\Theta(\boldsymbol{X}, T)}{\varepsilon}},  \tag{4.1.17}\\
L & =\sum_{n=0}^{\infty} \varepsilon^{n} L_{n} . \tag{4.1.18}
\end{align*}
$$

The operator $L_{n}$ is a polynomial whose coefficients are the $O\left(\varepsilon^{n}\right)$ terms of $L$. Substituting (4.1.17) and (4.1.18) into (4.1.16), and using (4.1.13), the phase $\Theta$ and the amplitude $A_{0}$ can be expressed as functions of $\boldsymbol{X}$ and $T$.

The phase $\Theta$ is determined by the dispersion relation. Substituting (4.1.15) into the $O\left(\varepsilon^{0}\right)$ terms of (4.1.16) and dividing by $A_{0}$, we obtain the dispersion relation:

$$
\begin{equation*}
L_{0}\left(-i \omega, i k_{1}, i k_{2}, i k_{3}\right)=0 \tag{4.1.19}
\end{equation*}
$$

If (4.1.15) is substituted into this equation, this can be viewed as a partial differential equation for $\Theta$.

The equation for the amplitude $A_{0}$ can be given by the next order equation of the series, if the operator $L$ is well behaved (i.e., self-adjoint). Writing out the $O\left(\varepsilon^{1}\right)$ terms of (4.1.16) and using (4.1.19), we obtain after a lengthy calculation:

$$
\begin{equation*}
\frac{\partial}{\partial T} \mathcal{A}+\nabla_{X} \cdot\left(\boldsymbol{c}_{\boldsymbol{g}} \mathcal{A}\right)=0 \tag{4.1.20}
\end{equation*}
$$

where $\nabla_{X}=\left(\frac{\partial}{\partial X_{1}}, \frac{\partial}{\partial X_{2}}, \frac{\partial}{\partial X_{3}}\right)$ and

$$
\begin{equation*}
\mathcal{A}=\frac{\partial L_{0}\left(-i \omega, i k_{1}, i k_{2}, i k_{3}\right)}{\partial \omega} A_{0} A_{0}^{*} \tag{4.1.21}
\end{equation*}
$$

is called the wave action. This equation means that the wave action is transported with the group velocity $\boldsymbol{c}_{\boldsymbol{g}}$. The change in the amplitude $A$ is described by the equation of the wave action.

### 4.2 Sound waves

In the following sections, we examine wave properties based mainly on the dispersion equations. We consider a frictionless and adiabatic system and use the governing equations for stratified dry air in the rotating frame:

$$
\begin{align*}
\frac{d \rho}{d t}+\rho \nabla \cdot \boldsymbol{v} & =0  \tag{4.2.1}\\
\frac{d \boldsymbol{v}}{d t}+2 \boldsymbol{\Omega} \times \boldsymbol{v} & =-\frac{1}{\rho} \nabla p-\nabla \Phi  \tag{4.2.2}\\
\frac{d s}{d t} & =0 \tag{4.2.3}
\end{align*}
$$

These are the equation of density $\rho$, velocity $\boldsymbol{v}$, and entropy $s$, respectively. We will successively investigate various types of waves by introducing approximations to these equations.

First, in this section, we consider sound waves in the system without gravity or rotation. By setting $\boldsymbol{\Omega}=0$ and $\Phi=0$ in (4.2.1)-(4.2.3), we have

$$
\begin{align*}
\frac{d \rho}{d t}+\rho \nabla \cdot \boldsymbol{v} & =0  \tag{4.2.4}\\
\frac{d \boldsymbol{v}}{d t} & =-\frac{1}{\rho} \nabla p  \tag{4.2.5}\\
\frac{d s}{d t} & =0 \tag{4.2.6}
\end{align*}
$$

We consider perturbations from a basic state that is at rest with uniform pressure $p$ and entropy $s$. Density $\rho$ and temperature $T$ are also uniform in the basic state. Let overbar ( ${ }^{-}$) denote a quantity of the basic state and prime ( ${ }^{\prime}$ ) denote that of perturbation, such that

$$
p=\bar{p}+p^{\prime}, \quad \rho=\bar{\rho}+\rho^{\prime}, \quad \boldsymbol{v}=\boldsymbol{v}^{\prime}
$$

Substituting these decompositions into (4.2.4)-(4.2.6), and omitting the nonlinear terms, we have the linearized equations for the perturbation field:

$$
\begin{align*}
\frac{\partial \rho^{\prime}}{\partial t}+\bar{\rho} \nabla \cdot \boldsymbol{v}^{\prime} & =0  \tag{4.2.7}\\
\frac{\partial \boldsymbol{v}^{\prime}}{\partial t} & =-\frac{1}{\bar{\rho}} \nabla p^{\prime}  \tag{4.2.8}\\
\frac{\partial s^{\prime}}{\partial t} & =0 \tag{4.2.9}
\end{align*}
$$

Using (1.1.58), (4.2.9) becomes

$$
\begin{equation*}
\frac{\partial p^{\prime}}{\partial t}=c_{s}^{2} \frac{\partial \rho^{\prime}}{\partial t} \tag{4.2.10}
\end{equation*}
$$

where $c_{s}$ is the speed of sound defined by (1.1.56); for dry air it is expressed as

$$
\begin{equation*}
c_{s}^{2} \equiv\left(\frac{\partial p}{\partial \rho}\right)_{s}=\gamma \frac{\bar{p}}{\bar{\rho}}=\gamma R_{d} \bar{T} \tag{4.2.11}
\end{equation*}
$$

Eqs. (4.2.7), (4.2.8), and (4.2.10) provide five prognostic equations for five variables $\left(\rho^{\prime}, p^{\prime}, u, v, w\right)$. If five independent initial values are given, therefore, a solution can be completely determined. This implies that the dispersion relation has five solutions for frequency. To obtain the dispersion relation, let us decompose the variables into Fourier components. Substituting

$$
\begin{equation*}
\left(\rho^{\prime}, p^{\prime}, \boldsymbol{v}^{\prime}\right)=(\hat{\rho}, \hat{p}, \hat{\boldsymbol{v}}) e^{i(\boldsymbol{k} \cdot \boldsymbol{x}-\omega t)} \tag{4.2.12}
\end{equation*}
$$

into the above equations where $\boldsymbol{k}=(k, l, m)$, we obtain the coefficient matrix for ( $\hat{\rho}, \hat{p}, \bar{\rho} \hat{\boldsymbol{v}}$ ) as

$$
\left(\begin{array}{ccccc}
-i \omega & 0 & i k & i l & i m  \tag{4.2.13}\\
i c_{s}^{2} \omega & -i \omega & 0 & 0 & 0 \\
0 & i k & -i \omega & 0 & 0 \\
0 & i l & 0 & -i \omega & 0 \\
0 & i m & 0 & 0 & -i \omega
\end{array}\right)\left(\begin{array}{c}
\hat{\rho} \\
\hat{p} \\
\bar{\rho} \hat{u} \\
\bar{\rho} \hat{v} \\
\bar{\rho} \hat{w}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right) .
$$

We obtain the dispersion relation by setting the determinant of this matrix to zero:

$$
\begin{equation*}
\omega^{3}\left(\omega^{2}-c_{s}^{2} \boldsymbol{k}^{2}\right)=0 \tag{4.2.14}
\end{equation*}
$$

This equation has two kinds of solutions:

$$
\begin{align*}
\omega^{2}-c_{s}^{2} \boldsymbol{k}^{2} & =0  \tag{4.2.15}\\
\omega^{3} & =0 \tag{4.2.16}
\end{align*}
$$

The former corresponds to the sound wave mode, or sound waves, whereas the latter corresponds to the vortical mode. Eqs. (4.2.7), (4.2.10), and (4.2.8) can be combined to a single equation for pressure:

$$
\begin{equation*}
\frac{\partial^{2} p^{\prime}}{\partial t^{2}}-c_{s}^{2} \nabla^{2} p^{\prime}=0 \tag{4.2.17}
\end{equation*}
$$

The dispersion relation of sound wave mode (4.2.15) is readily seen from this equation. Eq. (4.2.17) means that a disturbance propagates at the speed of sound $c_{s}$. On the other hand, rotation of (4.2.8) yields

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\nabla \times \boldsymbol{v}^{\prime}\right)=0 \tag{4.2.18}
\end{equation*}
$$

This gives either $\nabla \times \boldsymbol{v}^{\prime}=0$ or $\omega=0$. If $\nabla \times \boldsymbol{v}^{\prime}=0$, we obtain $\omega \neq 0$, which corresponds to sound wave mode. In the case $\omega=0$, on the other hand, vorticity is constant: $\nabla \times \boldsymbol{v}^{\prime}=$ const. This is why the solution for $\omega=0$ is called the vortical mode.

For the frequency $\omega \geq 0$, the dispersion relation (4.2.15) reduces to

$$
\begin{equation*}
\omega=c_{s}|\boldsymbol{k}| . \tag{4.2.19}
\end{equation*}
$$

The phase speed in the direction of $\boldsymbol{k}$ becomes

$$
\begin{equation*}
c=\frac{\omega}{|\boldsymbol{k}|}=c_{s}, \tag{4.2.20}
\end{equation*}
$$

and the group velocity is

$$
\begin{equation*}
\boldsymbol{c}_{g}=\frac{\partial \omega}{\partial \boldsymbol{k}}=c_{s} \frac{\boldsymbol{k}}{|\boldsymbol{k}|} . \tag{4.2.21}
\end{equation*}
$$

The magnitude of group velocity is the same as the phase speed $c_{s}$ and is independent of wave number. This means that the sound waves are not dispersive.

The structure of sound waves is described by phase relations. Phase relations are determined by substituting (4.2.12) into (4.2.10) and (4.2.8),

$$
\begin{align*}
\hat{p} & =c_{s}^{2} \hat{\rho}  \tag{4.2.22}\\
\hat{\boldsymbol{v}} & =\frac{\boldsymbol{k}}{\omega \bar{\rho}} \hat{p}=\frac{\boldsymbol{k} c_{s}^{2}}{\omega \bar{\rho}} \hat{\rho} \tag{4.2.23}
\end{align*}
$$

The direction of fluid velocity is parallel to that of group velocity. Thus, we can see that sound waves have no vorticity. Figure 4.2 shows the structure of a sound wave propagating toward the right-hand side.

propagation of a sound wave
Figure 4.2: Structure of a sound wave in a one-dimensional tube. Relations between pressure $p$, density $\rho$, and velocity (arrows) for the sound wave propagating toward the right-hand side. Nodal points are indicated by dashed lines.

### 4.3 Gravity waves

### 4.3.1 Dispersion relation

We next examine waves in a fluid with gravity and no rotation. In this case, the governing equations (4.2.1)-(4.2.3) become

$$
\begin{align*}
\frac{d \rho}{d t}+\rho \nabla \cdot \boldsymbol{v} & =0  \tag{4.3.1}\\
\frac{d \boldsymbol{v}}{d t} & =-\frac{1}{\rho} \nabla p-g \hat{\boldsymbol{z}}  \tag{4.3.2}\\
\frac{d s}{d t} & =0 \tag{4.3.3}
\end{align*}
$$

where $\hat{\boldsymbol{z}}$ is the unit vector in the vertical direction and $g$ is the acceleration due to gravity. We consider a basic state that has no motion and satisfies the hydrostatic balance:

$$
\begin{equation*}
0=-\frac{1}{\bar{\rho}} \frac{\partial \bar{p}}{\partial z}-g \tag{4.3.4}
\end{equation*}
$$

The linearized equations for the perturbations from the basic state are given by

$$
\begin{align*}
\frac{\partial \rho^{\prime}}{\partial t}+w^{\prime} \frac{\partial \bar{\rho}}{\partial z}+\bar{\rho} \nabla \cdot \boldsymbol{v}^{\prime} & =0  \tag{4.3.5}\\
\frac{\partial \boldsymbol{v}^{\prime}}{\partial t} & =-\frac{1}{\bar{\rho}} \nabla p^{\prime}-\frac{\rho^{\prime}}{\bar{\rho}} g \hat{\boldsymbol{z}}  \tag{4.3.6}\\
\frac{\partial s^{\prime}}{\partial t}+w^{\prime} \frac{\partial \bar{s}}{\partial z} & =0 \tag{4.3.7}
\end{align*}
$$

The equation of entropy (4.3.7) is rewritten by using (1.1.58) as

$$
\begin{equation*}
\frac{1}{c_{s}^{2}} \frac{\partial p^{\prime}}{\partial t}-\frac{\partial \rho^{\prime}}{\partial t}+\frac{N^{2}}{g} \bar{\rho} w^{\prime}=0 \tag{4.3.8}
\end{equation*}
$$

where $N$ is the Brunt-Väisälä frequency defined by (2.3.11):

$$
\begin{equation*}
N^{2}=-\frac{g}{\bar{\rho}}\left(\frac{\partial \rho}{\partial s}\right)_{p} \frac{\partial \bar{s}}{\partial z}=-\frac{g}{\bar{\rho}}\left(\frac{\partial \bar{\rho}}{\partial z}-\frac{1}{c_{s}^{2}} \frac{\partial \bar{p}}{\partial z}\right) \tag{4.3.9}
\end{equation*}
$$

Here, to simplify the coefficients of the perturbation equations, we transform the variables of the perturbation field as

$$
\begin{equation*}
\tilde{\rho}=\frac{1}{\sqrt{\bar{\rho}}} \rho^{\prime}, \quad \tilde{p}=\frac{1}{\sqrt{\bar{\rho}}} p^{\prime}, \quad \tilde{\boldsymbol{v}}=\sqrt{\bar{\rho}} \boldsymbol{v}^{\prime} \tag{4.3.10}
\end{equation*}
$$

Substituting these relations into (4.3.5), (4.3.6), and (4.3.8), we have

$$
\begin{align*}
\frac{\partial \tilde{\rho}}{\partial t}+\nabla \cdot \tilde{\boldsymbol{v}}-\frac{1}{2 H_{\rho}} \tilde{w} & =0  \tag{4.3.11}\\
\frac{\partial \tilde{\boldsymbol{v}}}{\partial t} & =-\nabla \tilde{p}+\frac{1}{2 H_{\rho}} \tilde{p} \hat{\boldsymbol{z}}-\tilde{\rho} g \hat{\boldsymbol{z}}  \tag{4.3.12}\\
\frac{\partial \tilde{p}}{\partial t}-c_{s}^{2} \frac{\partial \tilde{\rho}}{\partial t}+\frac{c_{s}^{2} N^{2}}{g} \tilde{w} & =0 \tag{4.3.13}
\end{align*}
$$

where $H_{\rho}$ is the scale height of density, defined by (2.3.15). From (4.3.4) and (4.3.9), $H_{\rho}$ is related to the Brunt-Väisälä frequency as shown by (2.3.14).

If we assume that all the coefficients of (4.3.11)-(4.3.13) are constant, we obtain the dispersion relation. In the case of an ideal gas, this assumption is equivalent to the isothermal basic state. Letting the temperature of the basic state be $T=T_{0}$, we have

$$
\begin{align*}
c_{s}^{2} & =\gamma R_{d} T_{0}=\gamma g H  \tag{4.3.14}\\
H_{\rho} & =\frac{R_{d} T_{0}}{g}=H  \tag{4.3.15}\\
N^{2} & =\frac{g}{H_{\rho}}-\frac{g^{2}}{c_{s}^{2}}=\frac{\kappa g}{H} \tag{4.3.16}
\end{align*}
$$

where $\gamma=c_{p} / c_{v}, \kappa=R_{d} / c_{p}$, and

$$
\begin{equation*}
H \equiv\left(-\frac{1}{\bar{p}} \frac{\partial \bar{p}}{\partial z}\right)^{-1}=\frac{\bar{p}}{\bar{\rho} g}=\frac{R_{d} T_{0}}{g} \tag{4.3.17}
\end{equation*}
$$

is the scale height of pressure.
Substituting the Fourier components

$$
\begin{equation*}
(\tilde{\rho}, \tilde{p}, \tilde{\boldsymbol{v}})=(\hat{\rho}, \hat{p}, \hat{\boldsymbol{v}}) e^{i(\boldsymbol{k} \cdot \boldsymbol{x}-\omega t)} \tag{4.3.18}
\end{equation*}
$$

into (4.3.11)-(4.3.13), we obtain the coefficient matrix for $(\hat{\rho}, \hat{p}, \hat{\boldsymbol{v}})$ :

$$
\left(\begin{array}{ccccc}
-i \omega & 0 & i k & i l & i m-\frac{1}{2 H_{\rho}}  \tag{4.3.19}\\
i c_{s}^{2} \omega & -i \omega & 0 & 0 & \frac{c_{s}^{2} N^{2}}{g} \\
0 & i k & -i \omega & 0 & 0 \\
0 & i l & 0 & -i \omega & 0 \\
g & i m-\frac{1}{2 H_{\rho}} & 0 & 0 & -i \omega
\end{array}\right)\left(\begin{array}{c}
\hat{\rho} \\
\hat{p} \\
\hat{u} \\
\hat{v} \\
\hat{w}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

By setting the determinant of this matrix to zero and using (4.3.16), we obtain

$$
\begin{equation*}
\omega\left[\omega^{4}-c_{s}^{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}\right) \omega^{2}+c_{s}^{2} N^{2} k_{H}^{2}\right]=0 \tag{4.3.20}
\end{equation*}
$$

where $k_{H}=\left(k^{2}+l^{2}\right)^{1 / 2}$. This relation has five solutions for $\omega: \omega=0$ and four square roots of

$$
\begin{align*}
\omega^{2} & =\frac{c_{s}^{2}}{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}\right) \pm \sqrt{\frac{c_{s}^{4}}{4}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}\right)^{2}-c_{s}^{2} N^{2} k_{H}^{2}}  \tag{4.3.21}\\
& =\frac{c_{s}^{2}}{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}\right)\left(1 \pm A^{\frac{1}{2}}\right), \tag{4.3.22}
\end{align*}
$$

where

$$
\begin{equation*}
A \equiv 1-\frac{4 N^{2} k_{H}^{2}}{c_{s}^{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}\right)^{2}} \tag{4.3.23}
\end{equation*}
$$

This equation expresses the dispersion relations of two types of waves. In the case of no gravity, $g \rightarrow 0$ (i.e., $N^{2} \rightarrow 0$ and $H_{\rho} \rightarrow \infty$ ), one of the dispersion relations approaches $\omega^{2}=c_{s}^{2} \boldsymbol{k}^{2}$, which agrees with the dispersion relation of sound waves, or sound wave mode, (4.2.15). The other approaches $\omega^{2}=0$ as $g \rightarrow 0$. It is called gravity wave mode and expresses the dispersion relation of gravity waves. The remaining solution $\omega=0$ is vortical mode. In general, the horizontal vorticity of vortical mode stays constant irrespective of time.

The vertical wave number $m$ can either be a real or imaginary number. The vertical structure of waves depends on the sign of $m^{2}$. The solutions with $m^{2}>0$ are called internal waves, whereas those with $m^{2}<0$ are called external waves. The vertical structure of internal waves is sinusoidal, whereas that of external waves is exponential, and the amplitude increases or decreases with height. This means that appropriate upper or lower boundary conditions are required for the external waves to be the solutions. Specifically, the gravity waves for $m^{2}>0$ and $m^{2}<0$ are called internal gravity waves and external gravity waves, respectively. Internal sound waves and external sound waves are also defined for sound wave mode with $m^{2}>0$ and $m^{2}<0$, respectively.

If $\boldsymbol{k}^{2} \gg 4 N^{2} / c_{s}^{2}, A$ given by (4.3.23) approaches one. In this limit, the square of the frequency of internal sound waves $\omega_{s}$ approaches

$$
\begin{equation*}
\omega_{s}^{2}=c_{s}^{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}\right) \tag{4.3.24}
\end{equation*}
$$

while the square of the frequency of internal gravity waves $\omega_{g}$ approaches

$$
\begin{equation*}
\omega_{g}^{2}=\frac{N^{2} k_{H}^{2}}{\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}} . \tag{4.3.25}
\end{equation*}
$$

It can be shown from (4.3.22) that the frequency of internal sound waves is always higher than that of internal gravity waves:

$$
\begin{equation*}
\omega_{s}^{2} \geq \frac{c_{s}^{2}}{4 H_{\rho}^{2}}>N^{2} \geq \omega_{g}^{2} \tag{4.3.26}
\end{equation*}
$$

since we have $c_{s}^{2} / 4 H_{\rho}^{2} N^{2}=\gamma / 4 \kappa>1$ using (4.3.14)-(4.3.16).
The inside of the square in (4.3.21) is rewritten as

$$
\begin{equation*}
D=\frac{c_{s}^{4}}{4}\left[\left(k_{H}^{2}+m^{2}+\nu^{2}-\frac{N^{2}}{c_{s}^{2}}\right)^{2}+4 \frac{N^{2}}{c_{s}^{2}}\left(m^{2}+\nu^{2}\right)\right] \tag{4.3.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu \equiv-\frac{1}{2 H_{\rho}}+\frac{g}{c_{s}^{2}}=\frac{1}{2}\left(\frac{g}{c_{s}^{2}}-\frac{N^{2}}{g}\right)=\frac{2-\gamma}{2 \gamma} \frac{g}{R_{d} T_{0}} \tag{4.3.28}
\end{equation*}
$$

which is positive in general. In the special case with

$$
\begin{equation*}
m^{2}=-\nu^{2}=-\frac{1}{4 H_{\rho}^{2}}+\frac{N^{2}}{c_{s}^{2}} \tag{4.3.29}
\end{equation*}
$$

the frequencies are given by

$$
\begin{align*}
\omega^{2} & =c_{s}^{2} k_{H}^{2}  \tag{4.3.30}\\
\omega^{2} & =N^{2} \tag{4.3.31}
\end{align*}
$$

The former is equivalent to the dispersion relation of sound wave mode with no gravity. The waves corresponding to this mode are called Lamb waves. Since $m^{2}=-\nu^{2}<0$, Lamb waves are the external waves. The second solution (4.3.31) expresses oscillation by buoyancy. The frequency of Lamb waves (4.3.30) is equal to buoyancy frequency (4.3.31) at $k_{H}^{2}=N^{2} / c_{s}^{2}$. In this case, since $D=0$, sound wave mode agrees with gravity wave mode. Lamb waves have the characteristics of gravity waves if $k_{H}^{2}<N^{2} / c_{s}^{2}$, while they have the characteristics of sound waves if $k_{H}^{2}>N^{2} / c_{s}^{2}$.

Let us nondimensionalize the dispersion relation (4.3.20) by setting $k_{H}^{*}=c_{s} k_{H} / N, m^{*}=c_{s} m / N, \omega^{*}=\omega / N$, and $\delta=c_{s} / 2 H_{\rho} N$. The nondimensional dispersion relation is written as

$$
\begin{equation*}
\omega^{* 4}-\left(k_{H}^{* 2}+m^{* 2}+\delta^{2}\right) \omega^{* 2}+k_{H}^{* 2}=0 \tag{4.3.32}
\end{equation*}
$$

Figure 4.3 shows the dispersion relation for $\delta=\sqrt{\gamma / 4 \kappa}=1.107$. (a) is the relation between $k_{H}^{*}$ and $\omega^{*}$ for various values of $m^{*}$ and (b) is the relation between $m^{*}$ and $\omega^{*}$ for various values of $k_{H}^{*}$. In (a), the sloping dashed-dotted line represents Lamb waves with $m^{* 2}=1-\delta^{2}$. The frequency of gravity wave mode is always $\omega^{*}<1$ and $\omega^{*} \rightarrow 1$ as $k_{H}^{*} \rightarrow \infty$. (c) and (d) show the relations between $k_{H}^{*}$ and $m^{*}$ for sound wave mode and gravity wave mode, respectively.

### 4.3.2 Gravity waves in the hydrostatic Boussinesq approximation

To investigate the characteristics of gravity waves, we consider systems that do not contain sound waves. The following two kinds of approximations are introduced. First is the system in hydrostatic balance in the vertical direction. In this case, the vertical component of (4.3.6) is replaced by

$$
\begin{equation*}
0=-\frac{\partial p^{\prime}}{\partial z}-\rho^{\prime} g \tag{4.3.33}
\end{equation*}
$$

The dispersion relation is given from the horizontal components of (4.3.6), (4.3.5), and (4.3.8) in the same way as in the previous subsection. Since the time derivative does not exist in (4.3.33), the dispersion relation becomes a cubic polynomial of $\omega$. It does not contain sound wave mode except for Lamb waves in compressible mode. Solutions for the frequency of the dispersion relation have gravity wave mode and vortical mode with $\omega=0$. The dispersion relation of gravity waves is given by

$$
\begin{equation*}
\omega^{2}=\frac{N^{2} k_{H}^{2}}{m^{2}+\frac{1}{4 H_{\rho}^{2}}} \tag{4.3.34}
\end{equation*}
$$



Figure 4.3: The dispersion relations of sound waves and gravity waves for the isothermal atmosphere for $\delta=\sqrt{\gamma / 4 \kappa}=1.107$. (a) shows contours of $m^{* 2}=n / 2$ ( $n$ is an integer) as a function of $k_{H}^{*}$ and $\omega^{*}$. The dashed-dotted line represents Lamb waves. (b) shows the contours of $k_{H}^{* 2}=n / 2$ as a function of $m^{*}$ and $\omega^{*}$. (c) represents the contours of $\omega^{*}=n / 10$ as a function of $k_{H}^{*}$ and $m^{*}$ for sound waves. (d) is the same as (c) but for gravity waves. In (a) and (b), positive values are shown by solid curves, negative values by dotted curves, and zero by dashed curves. In (c) and (d), only positive values of $\omega^{*}$ are shown.

Second, we consider the Boussinesq system which is anelastic and does not contain sound waves. With the Boussinesq approximation, change in density is neglected except for the buoyancy term. The equations for perturbation fields are written as

$$
\begin{equation*}
\nabla \cdot \boldsymbol{v}^{\prime}=0 \tag{4.3.35}
\end{equation*}
$$

$$
\begin{align*}
\frac{\partial \boldsymbol{v}^{\prime}}{\partial t} & =-\frac{1}{\bar{\rho}} \nabla p^{\prime}-\frac{\rho^{\prime}}{\bar{\rho}} g \hat{\boldsymbol{z}},  \tag{4.3.36}\\
\frac{\partial \rho^{\prime}}{\partial t}-\frac{N^{2}}{g} \bar{\rho} w^{\prime} & =0 \tag{4.3.37}
\end{align*}
$$

where $\bar{\rho}$ is constant. Eq. (4.3.37) is derived from the equation of temperature (3.1.17) and the relation between density and temperature (3.1.14) and $N^{2}=$ $g \alpha \frac{\partial T^{\prime}}{\partial z}$. The dispersion relation is again a cubic polynomial of $\omega$. In particular, the dispersion relation of gravity waves is given by

$$
\begin{equation*}
\omega^{2}=\frac{N^{2} k_{H}^{2}}{\boldsymbol{k}^{2}} . \tag{4.3.38}
\end{equation*}
$$

This is formally derived from (4.3.20) with the limit $c_{s}^{2} \rightarrow \infty$ and $H_{\rho} \rightarrow \infty$.

### 4.3.3 Group velocity and phase speed

The group velocity of gravity waves is given by differentiating the dispersion relation (4.3.20) with respect to $k, l$, and $m$. Using (4.3.22), we obtain the group velocity as

$$
\begin{align*}
& c_{g x}=\frac{\partial \omega}{\partial k}=\mp \frac{k}{\omega} \frac{N^{2}-\omega^{2}}{\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}} A^{-\frac{1}{2}}=\mp c_{p x} \frac{\left(N^{2}-\omega^{2}\right) k^{2}}{\omega^{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}\right)} A^{-\frac{1}{2}},  \tag{4.3.39}\\
& c_{g z}=\frac{\partial \omega}{\partial m}= \pm \frac{\omega m}{\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}} A^{-\frac{1}{2}}= \pm c_{p z} \frac{m^{2}}{\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}} A^{-\frac{1}{2}} . \tag{4.3.40}
\end{align*}
$$

$c_{g y}$ is also given by replacing $k$ with $l$ in $c_{g x}$. Phase speeds in the $x$ - and $z$-directions are respectively given by

$$
\begin{align*}
& c_{p x}=\frac{\omega}{k}=\frac{c_{s}}{k} \sqrt{\left(k^{2}+\frac{1}{4 H_{\rho}^{2}}\right) \frac{1 \pm A^{\frac{1}{2}}}{2}}  \tag{4.3.41}\\
& c_{p z}=\frac{\omega}{m}=\frac{c_{s}}{m} \sqrt{\left(k^{2}+\frac{1}{4 H_{\rho}^{2}}\right) \frac{1 \pm A^{\frac{1}{2}}}{2}} \tag{4.3.42}
\end{align*}
$$

For sound wave mode, we generally have $c_{g x} c_{p x}>0$ and $c_{g z} c_{p z}>0$, since $\omega^{2}>$ $c_{s}^{2} / 4 H_{\rho}^{2}>N^{2}$. For gravity wave mode, on the other hand, we have $c_{g x} c_{p x}>0$ and $c_{g z} c_{p z}<0$, since $\omega^{2}<N^{2}$. This means that the vertical direction of group velocity is opposite to that of phase velocity.

Using the Boussinesq approximation, the dispersion relation of gravity waves becomes $\omega=N k_{H} /|\boldsymbol{k}|$ from (4.3.38). Group velocity is given by

$$
\begin{align*}
c_{g x} & =\frac{k}{\omega} \frac{N^{2}-\omega^{2}}{\boldsymbol{k}^{2}}=\frac{N k m^{2}}{k_{H}|\boldsymbol{k}|^{3}}, \quad c_{g y}=\frac{l}{\omega} \frac{N^{2}-\omega^{2}}{\boldsymbol{k}^{2}}=\frac{N l m^{2}}{k_{H}|\boldsymbol{k}|^{3}}, \\
c_{g z} & =-\frac{m \omega}{\boldsymbol{k}^{2}}=-\frac{N k_{H} m}{|\boldsymbol{k}|^{3}} . \tag{4.3.43}
\end{align*}
$$

These correspond to the limit $c_{s}^{2} \rightarrow \infty$ and $H_{\rho} \rightarrow \infty$ in (4.3.39) and (4.3.40). In this case, we have

$$
\begin{equation*}
\boldsymbol{c}_{g} \cdot \boldsymbol{k}=c_{g x} k+c_{g y} l+c_{g z} m=0 \tag{4.3.44}
\end{equation*}
$$

(i.e., the direction of the group velocity of gravity waves is perpendicular to the direction of phase velocity). Phase speeds are given by

$$
\begin{equation*}
c_{p x}=\frac{\omega}{k}=\frac{N k_{H}}{k|\boldsymbol{k}|}, \quad c_{p y}=\frac{\omega}{l}=\frac{N k_{H}}{l|\boldsymbol{k}|}, \quad c_{p z}=\frac{\omega}{m}=\frac{N k_{H}}{m|\boldsymbol{k}|} . \tag{4.3.45}
\end{equation*}
$$

In the case when phase velocity is parallel to the $x z$ plane and the vertical wave number is large (i.e., $m^{2} \gg k_{H}^{2}$ and $l=0$ ), group velocity and phase speeds are simply given by

$$
\begin{equation*}
c_{g x}=c_{p x}=\frac{N}{m}, \quad c_{g z}=-c_{p z}=-\frac{N k}{m^{2}} \tag{4.3.46}
\end{equation*}
$$

These expressions are useful for schematic illustration of the propagation of gravity waves (see Fig. 4.4).

### 4.3.4 The structure of gravity waves

To obtain the structure of gravity waves, we consider the phase relations of variables by expressing $\hat{u}, \hat{v}, \hat{w}$, and $\hat{\rho}$ in terms of $\hat{p}$. From the horizontal components of the equation of motion (4.3.12), we have

$$
\begin{equation*}
\frac{\partial \tilde{u}}{\partial t}=-\frac{\partial \tilde{p}}{\partial x}, \quad \frac{\partial \tilde{v}}{\partial t}=-\frac{\partial \tilde{p}}{\partial y} \tag{4.3.47}
\end{equation*}
$$

Differentiating (4.3.11) and (4.3.13) with respect to time, and using (4.3.11)-(4.3.13), we have the following two relations between $\tilde{w}$ and $\tilde{p}$ :

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\frac{\partial}{\partial z}-\nu\right) \tilde{w} & =\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}-\frac{1}{c_{s}^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \tilde{p}  \tag{4.3.48}\\
\left(\frac{\partial^{2}}{\partial t^{2}}+N^{2}\right) \tilde{w} & =-\frac{\partial}{\partial t}\left(\frac{\partial}{\partial z}+\nu\right) \tilde{p} \tag{4.3.49}
\end{align*}
$$

Eliminating $\tilde{w}$ from (4.3.48) and (4.3.49), we obtain the equation for $\tilde{p}$ as

$$
\begin{equation*}
\left[\left(\frac{\partial^{2}}{\partial t^{2}}+N^{2}\right)\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}-\frac{1}{c_{s}^{2}} \frac{\partial^{2}}{\partial t^{2}}\right)+\frac{\partial^{2}}{\partial t^{2}}\left(\frac{\partial^{2}}{\partial z^{2}}-\nu^{2}\right)\right] \tilde{p}=0 \tag{4.3.50}
\end{equation*}
$$

We can see that the dispersion relation (4.3.20) is given by substituting the sinusoidal form (4.3.18) into this equation. Next, we have a relation between $\tilde{\rho}$ and $\tilde{p}$ using (4.3.12) and (4.3.11) and eliminating $\tilde{u}$, $\tilde{v}$, and $\tilde{w}$ :

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial t^{2}}+\left(\frac{\partial}{\partial z}-\frac{1}{2 H_{\rho}}\right) g\right] \tilde{\rho}=\left[\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\left(\frac{\partial}{\partial z}-\frac{1}{2 H_{\rho}}\right)^{2}\right] \tilde{p} \tag{4.3.51}
\end{equation*}
$$

We also have another relation between $\tilde{\rho}$ and $\tilde{p}$ using (4.3.13) and (4.3.12) and eliminating $\tilde{w}$ :

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}+N^{2}\right) \tilde{\rho}=\left[\frac{1}{c_{s}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{N^{2}}{g}\left(\frac{\partial}{\partial z}-\frac{1}{2 H_{\rho}}\right)\right] \tilde{p} . \tag{4.3.52}
\end{equation*}
$$

Substituting (4.3.18) into (4.3.47), (4.3.48), (4.3.49), (4.3.51), and (4.3.52), we have phase relations:

$$
\begin{align*}
\omega \hat{u}=k \hat{p}, & \omega \hat{v}=l \hat{p},  \tag{4.3.53}\\
\omega(m+i \nu) \hat{w} & =\frac{1}{c_{s}^{2}}\left(\omega^{2}-c_{s}^{2} k_{H}^{2}\right) \hat{p},  \tag{4.3.54}\\
\left(\omega^{2}-N^{2}\right) \hat{w} & =\omega(m-i \nu) \hat{p},  \tag{4.3.55}\\
{\left[\omega^{2}-i\left(m+\frac{i}{2 H_{\rho}}\right) g\right] \hat{\rho} } & =\left[k_{H}^{2}+\left(m+\frac{i}{2 H_{\rho}}\right)^{2}\right] \hat{p},  \tag{4.3.56}\\
\left(\omega^{2}-N^{2}\right) \hat{\rho} & =\frac{1}{c_{s}^{2}}\left[\omega^{2}+i\left(m+\frac{i}{2 H_{\rho}}\right) \frac{c_{s}^{2} N^{2}}{g}\right] \hat{p} . \tag{4.3.57}
\end{align*}
$$

If $\omega \neq 0$ and $\omega^{2} \neq N^{2}, \hat{u}, \hat{v}, \hat{w}$, and $\hat{\rho}$ are expressed in terms of $\hat{p}$ as

$$
\begin{align*}
\hat{u} & =\frac{k}{\omega} \hat{p}, \quad \hat{v}=\frac{l}{\omega} \hat{p}  \tag{4.3.58}\\
\hat{w} & =\frac{1}{c_{s}^{2}} \frac{\omega^{2}-c_{s}^{2} k_{H}^{2}}{\omega(m+i \nu)} \hat{p}=\frac{\omega(m-i \nu)}{\omega^{2}-N^{2}} \hat{p},  \tag{4.3.59}\\
\hat{\rho} & =\frac{k_{H}^{2}+\left(m+\frac{i}{2 H_{\rho}}\right)^{2}}{\omega^{2}-i\left(m+\frac{i}{2 H_{\rho}}\right) g} \hat{p}=\frac{1}{c_{s}^{2}} \frac{\omega^{2}+i\left(m+\frac{i}{2 H_{\rho}}\right) \frac{c_{s}^{2} N^{2}}{g}}{\omega^{2}-N^{2}} \hat{p} . \tag{4.3.60}
\end{align*}
$$

The spatial structure of the perturbations ( $\rho^{\prime}, p^{\prime}, u^{\prime}, v^{\prime}, w^{\prime}$ ) can be constructed from (4.3.10) with (4.3.18). For $\omega=0$, we have $\hat{p}=\hat{w}=0$. This is a vortical mode with horizontal motions. For $\omega^{2}=N^{2}$, we have $\hat{p}=\hat{u}=\hat{v}=0$ and $m=-i \nu$ : the wave is external. For Lamb waves, in particular, we can see that vertical motion is always zero $\hat{w}=0$ by substituting $\omega^{2}=c_{s} k_{H}^{2}$ (4.3.30) into (4.3.59).

The phase relations for waves in the Boussinesq system are given by $c_{s}^{2} \rightarrow \infty$ and $H_{\rho} \rightarrow \infty$ in (4.3.53)-(4.3.57) and neglecting $\omega^{2}$ on the left-hand side of (4.3.56):

$$
\begin{align*}
\hat{u} & =\frac{k}{\omega} \hat{p}, \quad \hat{v}=\frac{l}{\omega} \hat{p}  \tag{4.3.61}\\
\hat{w} & =-\frac{k_{H}^{2}}{\omega m} \hat{p}=\frac{\omega m}{\omega^{2}-N^{2}} \hat{p}  \tag{4.3.62}\\
\hat{\rho} & =i \frac{\boldsymbol{k}^{2}}{m} \frac{\hat{p}}{g}=i \frac{m N^{2}}{\omega^{2}-N^{2}} \frac{\hat{p}}{g} \tag{4.3.63}
\end{align*}
$$

Figure 4.4 shows the phase relations of a gravity wave in the $x z$ section for $l=0$, $k>0$, and $m<0$. Note $\omega<N$ in this case. Figure 4.5 also shows the relation
between the direction of group velocity and the phase line for four gravity waves generated from a point source. The phase lines are parallel to the directions of group velocities and their vertical propagations are opposite to those of group velocities.


Figure 4.4: Structure of a gravity wave for $l=0, k>0$, and $m<0$ in the $x z$ section. The directions of group velocity $\boldsymbol{c}_{g}$ and phase propagation are indicated by arrows in the upperright of the figure. Bold arrows indicate the directions of fluid motions.


Figure 4.5: The relation between the wave number vectors of gravity waves and group velocities in the height-horizontal two-dimensional section. The symbols A, B, C, and D denote four propagating waves generated from the wave source designated by the cross. Arrows with $\boldsymbol{k}$ indicate wave number vectors and open arrows with $\boldsymbol{c}_{g}$ are group velocities.

### 4.4 Inertial waves

Waves also occur in fluids in the rotating frame without gravity, in which the Coriolis force works as a restoring force. The governing equations are given from (4.2.1)-(4.2.3) by setting $\Phi=0$ as

$$
\begin{align*}
\frac{d \rho}{d t}+\rho \nabla \cdot \boldsymbol{v} & =0  \tag{4.4.1}\\
\frac{d \boldsymbol{v}}{d t}+2 \boldsymbol{\Omega} \times \boldsymbol{v} & =-\frac{1}{\rho} \nabla p  \tag{4.4.2}\\
\frac{d s}{d t} & =0 \tag{4.4.3}
\end{align*}
$$

We can set the angular velocity $\boldsymbol{\Omega}=(0,0, f / 2)$ without loss of generality. We assume that the basic state is at rest relative to the rotating frame and has uniform density and pressure: $\bar{\rho}=$ const. and $\bar{p}=$ const. Linearized equations for the perturbation field are written as

$$
\begin{align*}
\frac{\partial \rho^{\prime}}{\partial t}+\bar{\rho} \nabla \cdot \boldsymbol{v}^{\prime} & =0  \tag{4.4.4}\\
\frac{\partial u^{\prime}}{\partial t}-f v^{\prime} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial x}  \tag{4.4.5}\\
\frac{\partial v^{\prime}}{\partial t}+f u^{\prime} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial y}  \tag{4.4.6}\\
\frac{\partial w^{\prime}}{\partial t} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial z}  \tag{4.4.7}\\
\frac{1}{c_{s}^{2}} \frac{\partial p^{\prime}}{\partial t}-\frac{\partial \rho^{\prime}}{\partial t} & =0 \tag{4.4.8}
\end{align*}
$$

Assuming that the variables $\left(\rho^{\prime}, p^{\prime}, u^{\prime}, v^{\prime}, w^{\prime}\right)$ have the sinusoidal form proportional to $e^{i(k x+l y+m z-\omega t)}$ as (4.2.12), we have the coefficient matrix as

$$
\left(\begin{array}{ccccc}
-i \omega & 0 & i k & i l & i m  \tag{4.4.9}\\
i c_{s}^{2} \omega & -i \omega & 0 & 0 & 0 \\
0 & i k & -i \omega & -f & 0 \\
0 & i l & f & -i \omega & 0 \\
0 & i m & 0 & 0 & -i \omega
\end{array}\right)\left(\begin{array}{c}
\hat{\rho} \\
\hat{p} \\
\bar{\rho} \hat{u} \\
\bar{\rho} \hat{v} \\
\bar{\rho} \hat{w}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

The dispersion relation is given by setting the determinant of this matrix to zero:

$$
\begin{equation*}
\omega\left[\omega^{4}-\left(c_{s}^{2} \boldsymbol{k}^{2}+f^{2}\right) \omega^{2}+c_{s}^{2} f^{2} m^{2}\right]=0 \tag{4.4.10}
\end{equation*}
$$

This is analogous to the dispersion relation in a stratified fluid without rotation (4.3.20). Eq. (4.4.10) has two categories of solutions for $\omega^{2}$ other than vortical mode $\omega=0$. The solution for the larger $\omega^{2}$ corresponds to sound waves affected by rotation. The solution for the smaller $\omega^{2}$ is a new category of waves where the Coriolis force works as a restoring force. They are called inertial waves.

The similar dispersion relation can be derived in the case of incompressible fluids. Linearized equations of the incompressible fluids in the rotating frame are written as

$$
\begin{align*}
\nabla \cdot \boldsymbol{v}^{\prime} & =0  \tag{4.4.11}\\
\frac{\partial u^{\prime}}{\partial t}-f v^{\prime} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial x}  \tag{4.4.12}\\
\frac{\partial v^{\prime}}{\partial t}+f u^{\prime} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial y}  \tag{4.4.13}\\
\frac{\partial w^{\prime}}{\partial t} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial z}  \tag{4.4.14}\\
\frac{\partial \rho^{\prime}}{\partial t} & =0 \tag{4.4.15}
\end{align*}
$$

Substituting the sinusoidal form into these equations, we obtain the dispersion relation by $\omega=0$ and

$$
\begin{equation*}
\omega^{2}=\frac{f^{2} m^{2}}{k^{2}} \tag{4.4.16}
\end{equation*}
$$

This corresponds to the limit $c_{s}^{2} \rightarrow \infty$ in (4.4.10).
We can rewrite the dispersion relation of inertial waves (4.4.10) in non-dimensional form by setting $k_{H}^{*}=c_{s} k_{H} / f, m^{*}=c_{s} m / f$, and $\omega^{*}=\omega / f$ as

$$
\begin{equation*}
\omega^{* 4}-\left(k_{H}^{* 2}+m^{* 2}+1\right) \omega^{* 2}+m^{* 2}=0 \tag{4.4.17}
\end{equation*}
$$

Figs. 4.6 (a) and (b) display contours of $m^{*}$ as a function of $k_{H}^{*}$ and $\omega^{*}$ and those of $k_{H}^{*}$ as a function of $m^{*}$ and $\omega^{*}$. (c) and (d) show the relations between $k_{H}^{*}$ and $m^{*}$ for sound wave mode and inertial wave mode, respectively. These figures are very similar to Fig. 4.3 for gravity waves if the $x$ - and $z$-axes are exchanged.

### 4.5 Inertio-gravity waves

### 4.5.1 Dispersion relation

In a rotating system with stratification, both gravity waves and inertial waves exist in the perturbation fields. In general, the direction of the rotating axis is different from that of acceleration due to gravity. In such a case, we can consider shear flows in geostrophic balance as a steady state. As was described in Section 2.4, such a steady state may be unstable to perturbations and various types of unstable waves will develop. Here, we do not consider the general perturbation fields in shear flows. We simply examine the effect of rotation on gravity waves in a stratified fluid. We assume that the direction of the rotation axis is parallel to that of gravity and the basic state has no motion. First, we will derive the dispersion relation in a compressible stratified fluid in the rotating frame. Next, we will see how the dispersion relation is modified in the Boussinesq approximation.


Figure 4.6: The dispersion relation of sound waves and inertial waves for a fluid with no gravity. (a) Contours of $m^{* 2}=n / 2$ ( $n$ is integer) as a function of $k_{H}^{*}$ and $\omega^{*}$. (b) Contours of $k_{H}^{* 2}=n / 2$ as a function of $m^{*}$ and $\omega^{*}$. (c) Contours of $\omega^{*}=n / 10$ as a function of $k_{H}^{*}$ and $m^{*}$ for sound wave mode. (d) The same as (c) but for inertial wave mode. In (a) and (b), positive values are shown by solid curves, negative values by dotted curves, and zero by dashed curves. In (c) and (d), only positive values of $\omega^{*}$ are shown.

The governing equations in the rotating frame with gravity are given by (4.2.1)(4.2.3). As in the previous section, we set the rotation angular vector as $\boldsymbol{\Omega}=$ $(0,0, f / 2)$ and the acceleration vector of gravity as $\nabla \Phi=(0,0, g)$ : both vectors are parallel. In the same way as in Section 4.3.1, the basic state is at rest with respect to the rotating frame and is in hydrostatic balance (4.3.4). The linearized
equations for the perturbation field are written as

$$
\begin{align*}
\frac{\partial \rho^{\prime}}{\partial t}+w^{\prime} \frac{\partial \bar{\rho}}{\partial z}+\bar{\rho} \nabla \cdot \boldsymbol{v}^{\prime} & =0  \tag{4.5.1}\\
\frac{\partial u^{\prime}}{\partial t}-f v^{\prime} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial x},  \tag{4.5.2}\\
\frac{\partial v^{\prime}}{\partial t}+f u^{\prime} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial y},  \tag{4.5.3}\\
\frac{\partial w^{\prime}}{\partial t} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial z}-\frac{\rho^{\prime}}{\bar{\rho}} g,  \tag{4.5.4}\\
\frac{1}{c_{s}^{2}} \frac{\partial p^{\prime}}{\partial t}-\frac{\partial \rho^{\prime}}{\partial t}+\frac{N^{2}}{g} \bar{\rho} w^{\prime} & =0 . \tag{4.5.5}
\end{align*}
$$

Substituting (4.3.10) into this equation set, we obtain

$$
\begin{align*}
\frac{\partial \tilde{\rho}}{\partial t}+\nabla \cdot \tilde{\boldsymbol{v}}-\frac{1}{2 H_{\rho}} \tilde{w} & =0  \tag{4.5.6}\\
\frac{\partial \tilde{u}}{\partial t}-f \tilde{v} & =-\frac{\partial \tilde{p}}{\partial x}  \tag{4.5.7}\\
\frac{\partial \tilde{v}}{\partial t}+f \tilde{u} & =-\frac{\partial \tilde{p}}{\partial y}  \tag{4.5.8}\\
\frac{\partial \tilde{w}}{\partial t} & =-\frac{\partial \tilde{p}}{\partial z}+\frac{1}{2 H_{\rho}} \tilde{p}-\tilde{\rho} g  \tag{4.5.9}\\
\frac{\partial \tilde{p}}{\partial t}-c_{s}^{2} \frac{\partial \tilde{\rho}}{\partial t}+\frac{c_{s}^{2} N^{2}}{g} \tilde{w} & =0 . \tag{4.5.10}
\end{align*}
$$

We assume that the basic state is isothermal such that all the coefficients are constant. Let us seek solutions proportional to $e^{i(\boldsymbol{k} \cdot \boldsymbol{x}-\omega t)}$ as (4.3.18). In this case, the coefficient matrix is given by

$$
\left(\begin{array}{ccccc}
-i \omega & 0 & i k & i l & i m-\frac{1}{2 H_{\rho}}  \tag{4.5.11}\\
i c_{s}^{2} \omega & -i \omega & 0 & 0 & \frac{c_{s}^{2} N^{2}}{g} \\
0 & i k & -i \omega & -f & 0 \\
0 & i l & f & -i \omega & 0 \\
g & i m-\frac{1}{2 H_{\rho}} & 0 & 0 & -i \omega
\end{array}\right)\left(\begin{array}{c}
\hat{\rho} \\
\hat{p} \\
\hat{u} \\
\hat{v} \\
\hat{w}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

Setting the determinant of this matrix to zero, we obtain the dispersion relation:

$$
\begin{align*}
& \omega\left\{\omega^{4}-c_{s}^{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}\right) \omega^{2}\right. \\
& \left.\quad+c_{s}^{2}\left[N^{2} k_{H}^{2}+f^{2}\left(m^{2}+\frac{1}{4 H_{\rho}^{2}}\right)\right]\right\}=0 \tag{4.5.12}
\end{align*}
$$

In the special case with no rotation $f=0$, this relation reduces to (4.3.20). The
solutions to (4.5.12) are vortical mode $\omega=0$ and

$$
\begin{align*}
\omega^{2}= & \frac{c_{s}^{2}}{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}\right) \\
& \pm \sqrt{\frac{c_{s}^{4}}{4}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}\right)^{2}-c_{s}^{2}\left[N^{2} k_{H}^{2}+f^{2}\left(m^{2}+\frac{1}{4 H_{\rho}^{2}}\right)\right]}  \tag{4.5.13}\\
= & \frac{c_{s}^{2}}{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}\right)\left(1 \pm A^{\frac{1}{2}}\right) \tag{4.5.14}
\end{align*}
$$

where

$$
\begin{equation*}
A \equiv 1-\frac{4\left[N^{2} k_{H}^{2}+f^{2}\left(m^{2}+\frac{1}{4 H_{\rho}^{2}}\right)\right]}{c_{s}^{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}\right)^{2}} \tag{4.5.15}
\end{equation*}
$$

The solution for the larger $\omega^{2}$ corresponds to sound wave mode and the solution for the smaller $\omega^{2}$ corresponds to gravity wave mode. In the latter case, gravity waves are affected by rotation; they are called inertio-gravity waves.

The relation between the frequencies of the two modes in the case of $N^{2}<f^{2}$ is given as follows. Let $\omega_{s}$ denote the frequency of sound wave mode and $\omega_{g}$ denote that of inertio-gravity wave mode. In the limit of $\boldsymbol{k}^{2} \rightarrow 0$ in (4.5.14), we have

$$
\begin{align*}
\omega_{s}^{2} & \rightarrow \frac{c_{s}^{2}}{4 H_{\rho}^{2}},  \tag{4.5.16}\\
\omega_{g}^{2} & \rightarrow f^{2}, \tag{4.5.17}
\end{align*}
$$

whereas, in the limit of $k_{H}^{2} \rightarrow \infty$, we have

$$
\begin{align*}
& \omega_{s}^{2} \rightarrow c_{s}^{2}\left(\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}\right) \approx c_{s}^{2} \boldsymbol{k}^{2}  \tag{4.5.18}\\
& \omega_{g}^{2} \rightarrow \frac{N^{2} k_{H}^{2}+f^{2}\left(m^{2}+\frac{1}{4 H_{\rho}^{2}}\right)}{\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}} \approx N^{2} . \tag{4.5.19}
\end{align*}
$$

For internal waves with $m^{2}>0$, it can be found from (4.5.14) that

$$
\begin{equation*}
\omega_{s}^{2} \geq \frac{c_{s}^{2}}{4 H_{\rho}^{2}}>N^{2} \geq \omega_{g}^{2} \geq f^{2} \tag{4.5.20}
\end{equation*}
$$

(i.e., the frequency of sound wave mode is always larger than that of gravity wave mode for internal waves).

The inside of the square of (4.5.13) is rewritten as

$$
\begin{equation*}
D=\frac{c_{s}^{4}}{4}\left[\left(k_{H}^{2}+m^{2}+\nu^{2}-\frac{N^{2}-f^{2}}{c_{s}^{2}}\right)^{2}+4\left(N^{2}-f^{2}\right)\left(m^{2}+\nu^{2}\right)\right] \tag{4.5.21}
\end{equation*}
$$

where $\nu$ is given by (4.3.28). In the special case of $m^{2}=-\nu^{2}$, the solutions are

$$
\begin{align*}
\omega^{2} & =c_{s} k_{H}^{2}+f^{2}  \tag{4.5.22}\\
\omega^{2} & =N^{2} . \tag{4.5.23}
\end{align*}
$$

The former corresponds to Lamb waves affected by rotation. These waves are external waves and their vertical structure is the same as that of Lamb waves without rotation. In particular, in the case of $k_{H}^{2}=\left(N^{2}-f^{2}\right) / c_{s}^{2}$, we have $D=0$; sound wave mode degenerates to gravity wave mode.

The dispersion relation (4.5.12) can be rewritten by nondimensionalizing with $k_{H}^{*}=c_{s} k_{H} / N, m^{*}=c_{s} m / N, \omega^{*}=\omega / N, \delta=c_{s} / 2 H_{\rho} N$, and $\varepsilon=f / N$ as

$$
\begin{equation*}
\omega^{* 4}-\left(k_{H}^{* 2}+m^{* 2}+\delta^{2}+\varepsilon^{2}\right) \omega^{* 2}+k_{H}^{* 2}+\varepsilon^{2} m^{* 2}+\delta^{2} \varepsilon^{2}=0 \tag{4.5.24}
\end{equation*}
$$

Figure 4.7 shows this nondimensionalized dispersion relation in the case $\varepsilon=0.3$ and $\delta=1.107$. In (a), Lamb waves are shown by the dashed-dotted contour, which is designated by $m^{* 2}=1-\delta^{2}$ starting from $\omega^{*}=\varepsilon$ at $k_{H}^{* 2}=0$. The contours in (c) and (d) are the dispersion relations of sound waves and inertio-gravity waves; these are very similar to those of the no-rotation field shown in Fig. 4.3 (c) and (d), respectively. This is because the effect of rotation is not important in this case for $\varepsilon=0.3$.

### 4.5.2 Inertio-gravity waves in the hydrostatic Boussinesq approximation

As in Section 4.3.2, we examine how the disturbance of inertio-gravity waves is modified in hydrostatic balance and in the Boussinesq approximation. First, we assume the perturbation field is in hydrostatic balance; using (4.3.33) in place of (4.5.4) in the equation set (4.5.1)-(4.5.5), we derive the dispersion relation as

$$
\begin{equation*}
\omega\left\{\left(m^{2}+\frac{1}{4 H_{\rho}^{2}}\right) \omega^{2}-\left[N^{2} k_{H}^{2}+f^{2}\left(m^{2}+\frac{1}{4 H_{\rho}^{2}}\right)\right]\right\}=0 \tag{4.5.25}
\end{equation*}
$$

Thus, the dispersion relation of inertio-gravity waves is given by

$$
\begin{equation*}
\omega^{2}=\frac{N^{2} k_{H}^{2}}{m^{2}+\frac{1}{4 H_{\rho}^{2}}}+f^{2} \tag{4.5.26}
\end{equation*}
$$

Second, if the Boussinesq approximation is introduced, we only have a solution for inertio-gravity waves; sound waves are not included in the system. By introducing Coriolis forces into (4.3.35)-(4.3.37), we have the linearized Boussinesq equations in the rotating frame as

$$
\begin{align*}
\nabla \cdot \boldsymbol{v}^{\prime} & =0  \tag{4.5.27}\\
\frac{\partial u^{\prime}}{\partial t}-f v^{\prime} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial x}  \tag{4.5.28}\\
\frac{\partial v^{\prime}}{\partial t}+f u^{\prime} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial y} \tag{4.5.29}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial w^{\prime}}{\partial t} & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial z}-\frac{\rho^{\prime}}{\bar{\rho}} g  \tag{4.5.30}\\
\frac{\partial \rho^{\prime}}{\partial t}-\frac{N^{2}}{g} \bar{\rho} w^{\prime} & =0 \tag{4.5.31}
\end{align*}
$$

(a)

(c)

(b)

(d)


Figure 4.7: The dispersion relation of inertio-gravity waves and sound waves for the isothermal atmosphere in the rotating frame for $\varepsilon=0.3$ and $\delta=1.107$. (a) Contours of $m^{* 2}=n / 2$ ( $n$ is an integer) as a function of $k_{H}^{*}$ and $\omega^{*}$. (b) Contours of $k_{H}^{* 2}=n / 2$ as a function of $m^{*}$ and $\omega^{*}$. (c) Contours of $\omega^{*}=n / 10$ as a function of $k_{H}^{*}$ and $m^{*}$ for sound wave mode. (d) The same as (c) but for inertio-gravity wave mode. In (a) and (b), positive values are shown by solid curves, negative values by dotted curves, and zero by dashed curves. In (c) and (d), only positive values of $\omega^{*}$ are shown.

Substituting the sinusoidal form into these equations, we obtain the dispersion relation as

$$
\begin{equation*}
\omega\left[\boldsymbol{k}^{2} \omega^{2}-\left(N^{2} k_{H}^{2}+f^{2} m^{2}\right)\right]=0 \tag{4.5.32}
\end{equation*}
$$

Sound waves are not included due to the Boussinesq approximation. Only vortical mode $\omega=0$ and inertio-gravity wave mode exist. Formally, we may derive (4.5.32) from (4.5.12) by taking the limits $c_{s}^{2} \rightarrow \infty$ and $H_{\rho} \rightarrow \infty$. The dispersion relation of inertio-gravity waves is

$$
\begin{equation*}
\omega^{2}=\frac{N^{2} k_{H}^{2}+f^{2} m^{2}}{\boldsymbol{k}^{2}} \tag{4.5.33}
\end{equation*}
$$

From this, we generally have $N^{2} \geq \omega^{2} \geq f^{2}$.

### 4.5.3 Group velocity and phase speed

Differentiating the dispersion relation (4.5.12) with respect to $k$ and $m$, we have group velocity in the horizontal and vertical directions:

$$
\begin{align*}
c_{g x} & =\frac{\partial \omega}{\partial k}=\mp \frac{k}{\omega} \frac{N^{2}-\omega^{2}}{\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}} A^{-\frac{1}{2}} \\
& =\mp c_{p x} \frac{k^{2}}{\omega^{2}} \frac{N^{2}-\omega^{2}}{\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}} A^{-\frac{1}{2}},  \tag{4.5.34}\\
c_{g z} & =\frac{\partial \omega}{\partial m}= \pm \frac{m}{\omega} \frac{\omega^{2}-f^{2}}{\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}} A^{-\frac{1}{2}} \\
& = \pm c_{p z} \frac{m^{2}}{\omega^{2}} \frac{\omega^{2}-f^{2}}{\boldsymbol{k}^{2}+\frac{1}{4 H_{\rho}^{2}}+\frac{f^{2}}{c_{s}^{2}}} A^{-\frac{1}{2}}, \tag{4.5.35}
\end{align*}
$$

where $A$ is given by (4.5.15). Note that $c_{p x}=\omega / k$ and $c_{p z}=\omega / m$ are the phase speeds. The lower signs of these equations represent the group velocity of inertiogravity waves. In the case $f^{2}<\omega^{2}<N^{2}$, in particular, we have $c_{g x} c_{p x}>0$ and $c_{g z} c_{p z}<0$. The latter means that the direction of the vertical component of group velocity is opposite to that of phase velocity.

Group velocity in the Boussinesq approximation is given in the limits $c_{s} \rightarrow \infty$ and $H_{\rho} \rightarrow \infty$ of the above equations. Using $A=1$ and (4.5.33) in this case, group velocity is written as

$$
\begin{align*}
& c_{g x}=\frac{k}{\omega} \frac{N^{2}-\omega^{2}}{\boldsymbol{k}^{2}}=\frac{\left(N^{2}-f^{2}\right) k m^{2}}{\left(N^{2} k_{H}^{2}+f^{2} m^{2}\right)^{1 / 2}|\boldsymbol{k}|^{3}}  \tag{4.5.36}\\
& c_{g z}=-\frac{m}{\omega} \frac{\omega^{2}-f^{2}}{\boldsymbol{k}^{2}}=-\frac{\left(N^{2}-f^{2}\right) m k_{H}^{2}}{\left(N^{2} k_{H}^{2}+f^{2} m^{2}\right)^{1 / 2}|\boldsymbol{k}|^{3}} \tag{4.5.37}
\end{align*}
$$

To this approximation, we have $\boldsymbol{c}_{\boldsymbol{g}} \cdot \boldsymbol{k}=0$; the direction of group velocity is perpendicular to that of phase velocity, similar to (4.3.44). Phase speeds are written
as

$$
\begin{align*}
& c_{p x}=\frac{\omega}{k}=\frac{\left(N^{2} k_{H}^{2}+f^{2} m^{2}\right)^{1 / 2}}{k|\boldsymbol{k}|}  \tag{4.5.38}\\
& c_{p z}=\frac{\omega}{m}=\frac{\left(N^{2} k_{H}^{2}+f^{2} m^{2}\right)^{1 / 2}}{m|\boldsymbol{k}|} \tag{4.5.39}
\end{align*}
$$

In the case when $f \ll N$ and the vertical wave number is much larger than the horizontal wave number $m^{2} \gg k_{H}^{2}$, we have approximation expressions

$$
\begin{align*}
c_{g x} & =\frac{N^{2} k}{m\left(N^{2} k^{2}+f^{2} m^{2}\right)^{1 / 2}}=c_{p x} \frac{N^{2} k^{2}}{N^{2} k^{2}+f^{2} m^{2}}  \tag{4.5.40}\\
c_{g z} & =-\frac{N^{2} k^{2}}{m^{2}\left(N^{2} k^{2}+f^{2} m^{2}\right)^{1 / 2}}=-c_{p z} \frac{N^{2} k^{2}}{N^{2} k^{2}+f^{2} m^{2}} \tag{4.5.41}
\end{align*}
$$

where we have assumed that the direction of phase velocity is parallel to the $x z$ plane, $l=0$, for simplicity. These expressions are frequently used for illustration of inertio-gravity waves.

### 4.5.4 Structure of inertio-gravity waves

The structure of inertio-gravity waves is given in a similar way to that in Section 4.3.4. First, we express $\tilde{u}, \tilde{v}, \tilde{w}$, and $\tilde{\rho}$ in terms of $\tilde{p}$. From the horizontal components of the equations of momentum, (4.5.7) and (4.5.8), we have

$$
\begin{align*}
\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right) \tilde{u} & =-\left(\frac{\partial}{\partial x} \frac{\partial}{\partial t}+f \frac{\partial}{\partial y}\right) \tilde{p}  \tag{4.5.42}\\
\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right) \tilde{v} & =-\left(\frac{\partial}{\partial y} \frac{\partial}{\partial t}-f \frac{\partial}{\partial x}\right) \tilde{p} \tag{4.5.43}
\end{align*}
$$

Eliminating $\tilde{\rho}$ from (4.5.6) and (4.5.10), and eliminating $\tilde{u}$ and $\tilde{v}$ using (4.5.42) and (4.5.43), we have the relation between $\tilde{w}$ and $\tilde{p}$ as

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right)\left(\frac{\partial}{\partial z}-\nu\right) \tilde{w}=\frac{\partial}{\partial t}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}-\frac{1}{c_{s}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{f^{2}}{c_{s}^{2}}\right) \tilde{p} \tag{4.5.44}
\end{equation*}
$$

Eliminating $\tilde{\rho}$ from (4.5.9) and (4.5.10) gives another relation between $\tilde{w}$ and $\tilde{p}$ as

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}+N^{2}\right) \tilde{w}=-\frac{\partial}{\partial t}\left(\frac{\partial}{\partial z}+\nu\right) \tilde{p} \tag{4.5.45}
\end{equation*}
$$

which is the same as (4.3.49). We obtain a single equation for $\tilde{p}$ by eliminating $\tilde{w}$ from (4.5.44) and (4.5.45):

$$
\begin{gather*}
\frac{\partial}{\partial t}\left[\left(\frac{\partial^{2}}{\partial t^{2}}+N^{2}\right)\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}-\frac{1}{c_{s}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{f^{2}}{c_{s}^{2}}\right)\right. \\
\left.+\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right)\left(\frac{\partial^{2}}{\partial z^{2}}-\nu^{2}\right)\right] \tilde{p}=0 \tag{4.5.46}
\end{gather*}
$$

We can derive the dispersion relation (4.5.12) by substituting the sinusoidal form into this equation.

The relation between $\tilde{\rho}$ and $\tilde{p}$ can be derived from (4.5.6), (4.5.42), (4.5.43), and (4.5.9) by eliminating $\tilde{u}, \tilde{v}$, and $\tilde{w}$ :

$$
\begin{align*}
& \left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right)\left[\frac{\partial^{2}}{\partial t^{2}}+\left(\frac{\partial}{\partial z}-\frac{1}{2 H_{\rho}}\right) g\right] \tilde{\rho} \\
& \quad=\left[\frac{\partial^{2}}{\partial t^{2}}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)+\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right)\left(\frac{\partial}{\partial z}-\frac{1}{2 H_{\rho}}\right)^{2}\right] \tilde{p} \tag{4.5.47}
\end{align*}
$$

We also have another relation between $\tilde{\rho}$ and $\tilde{p}$ by eliminating $\tilde{w}$ from (4.5.9) and (4.5.10):

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}+N^{2}\right) \tilde{\rho}=\left[\frac{1}{c_{s}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{N^{2}}{g}\left(\frac{\partial}{\partial z}-\frac{1}{2 H_{\rho}}\right)\right] \tilde{p} \tag{4.5.48}
\end{equation*}
$$

which is the same as (4.3.52).
Substituting the sinusoidal form (4.3.18) into (4.5.42), (4.5.43), (4.5.44), (4.5.45), (4.5.47), and (4.5.48), we have phase relations between the variables:

$$
\begin{align*}
&\left(\omega^{2}-f^{2}\right) \hat{u}=(k \omega+i f l) \hat{p}, \quad\left(\omega^{2}-f^{2}\right) \hat{v}=(l \omega-i f k) \hat{p}  \tag{4.5.49}\\
&\left(\omega^{2}-f^{2}\right)(m+i \nu) \hat{w}=\frac{1}{c_{s}^{2}} \omega\left(\omega^{2}-c_{s}^{2} k_{H}^{2}-f^{2}\right) \hat{p}  \tag{4.5.50}\\
&\left(\omega^{2}-N^{2}\right) \hat{w}=\omega(m-i \nu) \hat{p}  \tag{4.5.51}\\
&\left(\omega^{2}-f^{2}\right)\left[\omega^{2}-i\left(m+\frac{i}{2 H_{\rho}}\right) g\right] \hat{\rho} \\
&=\left[\omega^{2} k_{H}^{2}+\left(\omega^{2}-f^{2}\right)\left(m+\frac{i}{2 H_{\rho}}\right)^{2}\right] \hat{p}  \tag{4.5.52}\\
&\left(\omega^{2}-N^{2}\right) \hat{\rho}=\frac{1}{c_{s}^{2}}\left[\omega^{2}+i\left(m+\frac{i}{2 H_{\rho}}\right) \frac{c_{s}^{2} N^{2}}{g}\right] \hat{p} \tag{4.5.53}
\end{align*}
$$

In the case $\omega \neq f$ and $\omega \neq N$, we can solve them in terms of $\hat{p}$ :

$$
\begin{align*}
\hat{u} & =\frac{k \omega+i f l}{\omega^{2}-f^{2}} \hat{p}, \quad \hat{v}=\frac{l \omega-i f k}{\omega^{2}-f^{2}} \hat{p}  \tag{4.5.54}\\
\hat{w} & =\frac{1}{c_{s}^{2}} \omega \frac{\omega^{2}-c_{s}^{2} k_{H}^{2}-f^{2}}{\left(\omega^{2}-f^{2}\right)(m+i \nu)} \hat{p}=\frac{\omega(m-i \nu)}{\omega^{2}-N^{2}} \hat{p}  \tag{4.5.55}\\
\hat{\rho} & =\frac{\omega^{2} k_{H}^{2}+\left(\omega^{2}-f^{2}\right)\left(m+\frac{i}{2 H_{\rho}}\right)^{2}}{\left(\omega^{2}-f^{2}\right)\left[\omega^{2}-i\left(m+\frac{i}{2 H_{\rho}}\right) g\right]} \hat{p} \\
& =\frac{1}{c_{s}^{2}} \frac{\omega^{2}+i\left(m+\frac{i}{2 H_{\rho}}\right) \frac{c_{s}^{2} N^{2}}{g}}{\omega^{2}-N^{2}} \hat{p} \tag{4.5.56}
\end{align*}
$$

The structure of the perturbation field ( $\rho^{\prime}, p^{\prime}, u^{\prime}, v^{\prime}, w^{\prime}$ ) can be constructed using these expressions with (4.3.16) and (4.3.10).

We obtain phase relations in the Boussinesq approximation by taking the limits $c_{s}^{2} \rightarrow \infty$ and $H_{\rho} \rightarrow \infty$ in (4.5.49)-(4.5.53), and neglecting $\omega^{2}$ in the brackets [ ] of the left-hand side of (4.5.52):

$$
\begin{align*}
\hat{u} & =\frac{k \omega+i f l}{\omega^{2}-f^{2}} \hat{p}, \quad \hat{v}=\frac{l \omega-i f k}{\omega^{2}-f^{2}} \hat{p},  \tag{4.5.57}\\
\hat{w} & =-\frac{\omega k_{H}^{2}}{\left(\omega^{2}-f^{2}\right) m} \hat{p}=\frac{\omega m}{\omega^{2}-N^{2}} \hat{p}  \tag{4.5.58}\\
\hat{\rho} & =i \frac{\omega^{2} k_{H}^{2}+\left(\omega^{2}-f^{2}\right) m^{2}}{\left(\omega^{2}-f^{2}\right) m} \frac{\hat{p}}{g}=i \frac{m N^{2}}{\omega^{2}-N^{2}} \frac{\hat{p}}{g} . \tag{4.5.59}
\end{align*}
$$

Figure 4.8(a) illustrates the structure of an inertio-gravity wave in the special case for $l=0$; in this case, the velocity components reduce to

$$
\begin{equation*}
\hat{u}=\frac{k \omega}{\omega^{2}-f^{2}} \hat{p}, \quad \hat{v}=-i \frac{f k}{\omega^{2}-f^{2}} \hat{p}, \quad \hat{w}=-\frac{\omega k^{2}}{\left(\omega^{2}-f^{2}\right) m} \hat{p} \tag{4.5.60}
\end{equation*}
$$

Figure 4.8(b) shows a time change in the horizontal velocity vector at point P shown in (a). It is called a hodograph. This shows an anticyclonic change of the velocity vector for the northern hemisphere $f>0$. We have $\omega=f \cos \phi$, where $\phi$ is the inclination of the phase line.
(a)

(b)


Figure 4.8: (a) Structure of an inertio-gravity wave for $l=0, k>0$, and $m<0$ in the $x z$ section for $f<\omega<N$, where $\omega=f \cos \phi$. The directions of group velocity and phase velocity are shown by arrows in the upper right of the figure. Solid arrows indicate the directions of fluid motions. Fluid motions in the $y$-direction are shown at the center of the dotted lines. (b) A hodograph showing the anticyclonic cycle of the velocity vector on a horizontal plane through which an inertial gravity wave passes at P as shown in (a). Note this figure is the case for $f>0$.

### 4.6 Rossby waves

In general, the linearized equations of fluids about a certain basic state have five independent solutions. This means that the dispersion relation can be solved for five frequencies. In particular, in the case of a basic state of no motion we have a solution with $\omega=0$, in which vorticity remains constant irrespective of time. It is appropriately called vortical mode. If the basic state has a nonuniform vorticity field, on the other hand, vortical mode becomes propagating wave mode. Such waves are called Rossby waves.

First, we characterize Rossby waves in a general form. Rossby waves can be viewed as the propagation of disturbances of potential vorticity. Potential vorticity is conserved under adiabatic and frictionless conditions:

$$
\begin{equation*}
\frac{d P}{d t}=0 \tag{4.6.1}
\end{equation*}
$$

The general form of the equation of potential vorticity is considered in Section 1.3.4 (see (1.3.42)). Let us consider a steady basic state in which potential vorticity $\bar{P}$ and velocity $\overline{\boldsymbol{v}}$ satisfy

$$
\begin{equation*}
\overline{\boldsymbol{v}} \cdot \nabla \bar{P}=0 \tag{4.6.2}
\end{equation*}
$$

From (4.6.1) and (4.6.2), thus, we have the linearized equation of the perturbation of potential vorticity as

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\overline{\boldsymbol{v}} \cdot \nabla\right) P^{\prime}+\boldsymbol{v}^{\prime} \cdot \nabla \bar{P}=0 \tag{4.6.3}
\end{equation*}
$$

where $P^{\prime}=P-\bar{P}$ and $\boldsymbol{v}^{\prime}=\boldsymbol{v}-\overline{\boldsymbol{v}}$. In general, the perturbation of potential vorticity $P^{\prime}$ is expressed by the perturbation of velocity $\boldsymbol{v}^{\prime}$ and that of other conservative quantities, such as potential temperature. In the following arguments, we assume that $P^{\prime}$ can be expressed only by $\boldsymbol{v}^{\prime}$ :

$$
\begin{equation*}
P^{\prime}=\mathcal{L}\left\{\boldsymbol{v}^{\prime}\right\} \tag{4.6.4}
\end{equation*}
$$

In this case, the two equations (4.6.3) and (4.6.4) can be solved for the two unknown variables $P^{\prime}$ and $\boldsymbol{v}^{\prime}$. Substituting the sinusoidal form into these equations, we will obtain a single solution of the frequency $\omega$.

If the gradient of $\bar{P}$ is zero, (4.6.3) becomes

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\overline{\boldsymbol{v}} \cdot \nabla\right) P^{\prime}=0 \tag{4.6.5}
\end{equation*}
$$

The solution is given by $P^{\prime}=$ const. along the basic flow $\overline{\boldsymbol{v}}$. This corresponds to vortical mode. If $\bar{P}$ has a nonzero gradient, vortical mode becomes a solution of propagating waves. For instance, let us consider the case in which $\bar{P}$ has a gradient in the $y$-direction (latitude) with $\beta \equiv d \bar{P} / d y$. The velocity field is given by $\overline{\boldsymbol{v}}=(\bar{u}, 0,0)$ such that (4.6.2) is satisfied. Letting $\boldsymbol{v}^{\prime}=\left(u^{\prime}, v^{\prime}, 0\right)$, we write (4.6.3) as

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) P^{\prime}+\beta v^{\prime}=0 \tag{4.6.6}
\end{equation*}
$$

In the following subsections, we use this form of the linearized equation of potential vorticity.

As two special cases for (4.6.4), we consider two-dimensional nondivergent equations and the three-dimensional quasi-geostrophic equations. Two-dimensional nondivergent equations provide a simple example of Rossby waves. Using threedimensional quasi-geostrophic equations, the propagation of Rossby waves in a stratified fluid can be examined. In both cases, we introduce the $\beta$-plane approximation on which the Coriolis parameter varies in the $y$-direction. In particular, when the basic state is at rest, the gradient of $\bar{P}$ is equal to the change in Coriolis parameter, $\beta$.

### 4.6.1 Two-dimensional Rossby waves

Two-dimensional nondivergent equations (or barotropic equations) are written as follows:

$$
\begin{align*}
\frac{d u}{d t}-f v & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial x}  \tag{4.6.7}\\
\frac{d v}{d t}+f u & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial y}  \tag{4.6.8}\\
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y} & =0 \tag{4.6.9}
\end{align*}
$$

where $\rho_{0}$ is constant and $f$ is the Coriolis parameter in the $\beta$-plane approximation, given by

$$
\begin{equation*}
f=f_{0}+\beta y \tag{4.6.10}
\end{equation*}
$$

and the Lagrangian derivative is given by

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial}{\partial t}+u \frac{\partial}{\partial x}+v \frac{\partial}{\partial y} \tag{4.6.11}
\end{equation*}
$$

From (4.6.7) and (4.6.8), the vorticity equation, or the conservation of absolute vorticity, is given by

$$
\begin{equation*}
\frac{d(\zeta+f)}{d t}=0 \tag{4.6.12}
\end{equation*}
$$

where vorticity is defined as

$$
\begin{equation*}
\zeta=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y} \tag{4.6.13}
\end{equation*}
$$

If we consider the dispersion of Rossby waves, the conservation of absolute vorticity (4.6.12) in two-dimensional nondivergent equations plays the same role as the conservation of potential vorticity (4.6.1). ${ }^{\dagger}$

[^8]When there is no basic zonal wind, ${ }^{\dagger}$ linearized equations are written as

$$
\begin{align*}
& \frac{\partial u}{\partial t}-f v=-\frac{1}{\rho_{0}} \frac{\partial p}{\partial x}  \tag{4.6.14}\\
& \frac{\partial v}{\partial t}+f u=-\frac{1}{\rho_{0}} \frac{\partial p}{\partial y} \tag{4.6.15}
\end{align*}
$$

The corresponding linearized vorticity equation is

$$
\begin{equation*}
\frac{\partial \zeta}{\partial t}+\beta v=0 \tag{4.6.16}
\end{equation*}
$$

From this, we see that vorticity may not be steady due to the $\beta$-effect. Owing to the nondivergent condition (4.6.9), we can introduce the streamfunction $\psi$ :

$$
\begin{equation*}
u=-\frac{\partial \psi}{\partial y}, \quad v=\frac{\partial \psi}{\partial x} \tag{4.6.17}
\end{equation*}
$$

Thus, vorticity is expressed as

$$
\begin{equation*}
\zeta=\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \psi \tag{4.6.18}
\end{equation*}
$$

and the vorticity equation (4.6.16) is written as

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)+\beta \frac{\partial}{\partial x}\right] \psi=0 \tag{4.6.19}
\end{equation*}
$$

Substituting a sinusoidal solution

$$
\begin{equation*}
\psi=\hat{\psi} e^{i(k x+l y-\omega t)} \tag{4.6.20}
\end{equation*}
$$

we obtain the dispersion relation:

$$
\begin{equation*}
\omega=-\frac{k \beta}{k^{2}+l^{2}} \tag{4.6.21}
\end{equation*}
$$

The types of waves described by this dispersion relation are called Rossby waves, or nondivergent Rossby waves. Phase speeds in the $x$ - and $y$-directions are expressed as

$$
\begin{equation*}
c_{p x}=\frac{\omega}{k}=-\frac{\beta}{k^{2}+l^{2}}, \quad c_{p y}=\frac{\omega}{l}=-\frac{\beta k}{l\left(k^{2}+l^{2}\right)} . \tag{4.6.22}
\end{equation*}
$$

Since $c_{p x}<0$, nondivergent Rossby waves always propagate westward. Group velocity is given by

$$
\begin{equation*}
c_{g x}=\frac{\partial \omega}{\partial k}=\frac{\beta\left(k^{2}-l^{2}\right)}{\left(k^{2}+l^{2}\right)^{2}}, \quad c_{g y}=\frac{\partial \omega}{\partial l}=\frac{2 \beta k l}{\left(k^{2}+l^{2}\right)^{2}} . \tag{4.6.23}
\end{equation*}
$$

[^9]Introducing the length scale of a Rossby wave $L$, we obtain the nondimensional dispersion relation from (4.6.21) with $k^{*}=k L, l^{*}=l L$, and $\omega^{*}=\omega / \beta L$ :

$$
\begin{equation*}
\omega^{*}=-\frac{k^{*}}{k^{* 2}+l^{* 2}} \tag{4.6.24}
\end{equation*}
$$

which is rewritten as

$$
\begin{equation*}
\left(k^{*}+\frac{1}{2 \omega^{*}}\right)^{2}+l^{* 2}=\frac{1}{4 \omega^{* 2}} . \tag{4.6.25}
\end{equation*}
$$

Figure 4.9 shows this relationship. The contours of constant $\omega^{* 2}$ are circles with radius $1 / 2 \omega^{*}$ at the center $\left(-1 / 2 \omega^{*}, 0\right)$. Every circle passes through the origin $(0,0)$. Figure 4.10 shows the relation between group velocity and phase lines. Although the direction of group velocity is outward from the wave source, all phase speeds have a westward component.

We now consider the structure of Rossby waves. Using (4.6.17) and (4.6.18), we express the variables in terms of the streamfunction $\psi$. Substituting $(u, v, \zeta)=$ $e^{i(k x+l y-\omega t)}(\hat{u}, \hat{v}, \hat{\zeta})$ into these equations, we have the phase relationships as

$$
\begin{align*}
\hat{u} & =-i l \hat{\psi}, \quad \hat{v}=i k \hat{\psi}  \tag{4.6.26}\\
\hat{\zeta} & =-\left(k^{2}+l^{2}\right) \hat{\psi} \tag{4.6.27}
\end{align*}
$$

Let us define the geostrophic pressure $p_{g}$ that is in geostrophic balance with the velocity components:

$$
\begin{equation*}
-f_{0} v=-\frac{1}{\rho_{0}} \frac{\partial p_{g}}{\partial x}, \quad f_{0} u=-\frac{1}{\rho_{0}} \frac{\partial p_{g}}{\partial y} \tag{4.6.28}
\end{equation*}
$$

As shown below, we may have a different choice of geostrophic balance. However, we will obtain an approximate pressure field here. Substituting $p_{g}=e^{i(k x+l y-\omega t)}$ $\times \hat{p}_{g}$ gives

$$
\begin{equation*}
\hat{p}_{g}=f_{0} \rho_{0} \hat{\psi} \tag{4.6.29}
\end{equation*}
$$

The relation between group velocity and the directions of propagation of a Rossby wave is shown in Fig. 4.11. Geostrophic pressure is also shown here.

In this case, total pressure $p$ is different from geostrophic pressure $p_{g}$. Actually, $p$ must satisfy the divergence equation, which is given from (4.6.14) and (4.6.15) as

$$
\begin{equation*}
-f \zeta+\beta u=-\frac{1}{\rho_{0}}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) p \tag{4.6.30}
\end{equation*}
$$

Precisely, $p$ is not a simple sinusoidal form since $f$ depends on $y$. If we assume that $f$ is constant $f_{0}$ in this equation, we obtain an approximate solution of pressure in the form $p=e^{i(k x+l y-\omega t)} \hat{p}$, where

$$
\begin{equation*}
\hat{p}=\left(f_{0}+i \frac{\beta l}{k^{2}+l^{2}}\right) \rho_{0} \hat{\psi}=\hat{p}_{g}+i \frac{\beta l}{k^{2}+l^{2}} \rho_{0} \hat{\psi} \tag{4.6.31}
\end{equation*}
$$



Figure 4.9: The dispersion relation of Rossby waves in two-dimensional non-convergence equations. (a) shows the contours of $l^{* 2}$ as a function of $k^{*}$ and $\omega^{*}$. (b) shows the contours of $\omega^{*}$ as a function of $k^{*}$ and $l^{*}$. The contour interval is 0.5 . Positive values are shown by solid curves, negative values by dotted curves, and contours of zero value by dashed curves. The dashed-dotted curves in (a) are positions where $\frac{\partial \omega^{*}}{\partial k^{*}}=0$ is satisfied.


Figure 4.10: The relation between the wave number vectors of Rossby waves and the group velocities in two-dimensional nondivergent equations. The symbols $\mathrm{A}, \mathrm{B}$, and C denote three propagating waves in three directions relative to the wave source denoted by the cross. The diagram shown at the left bottom represents the contour of constant $\omega$ as a function of $k$ and $l$.

Bold arrows are wave number vectors and open arrows are group velocities.


Figure 4.11: Structure of a two-dimensional nondivergent Rossby wave for $k<0$ and $l<0$. The direction of group velocity is shown by the arrow with $\boldsymbol{c}_{g}$. The direction of phase velocity is the same as the wave number vector $\boldsymbol{k}$.

The second term on the right-hand side is regarded as an ageostrophic component of pressure, which will be denoted by $p_{a}$.

Generally, geostrophic balance is not uniquely determined. The geostrophically balanced state between $u_{g}, v_{g}$, and $p_{g}$ is arbitrarily chosen; the only requirement is that ageostrophic components $u_{a}=u-u_{g}, v_{a}=v-v_{g}$, and $p_{a}=p-p_{g}$ must be smaller than geostrophic components. In the above derivation, the geostrophic pressure $p_{g}$ is directly defined from the velocity field $u$ and $v$; in this case, ageostrophic winds are identically zero: $u_{a}=v_{a}=0$. In contrast, we may define geostrophic winds, $u_{g}$ and $v_{g}$, from the pressure $p$ such that $p_{a}=0$.

The general form of geostrophic balance is written as

$$
\begin{align*}
-f_{0} v_{g} & =-\frac{1}{\rho_{0}} \frac{\partial p_{g}}{\partial x}  \tag{4.6.32}\\
f_{0} u_{g} & =-\frac{1}{\rho_{0}} \frac{\partial p_{g}}{\partial y}  \tag{4.6.33}\\
p_{g} & =f_{0} \rho_{0} \psi_{g}  \tag{4.6.34}\\
\zeta_{g} & =\frac{\partial v_{g}}{\partial x}-\frac{\partial u_{g}}{\partial y}=\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \psi_{g} \tag{4.6.35}
\end{align*}
$$

where $\psi_{g}$ and $\zeta_{g}$ denote the streamfunction and vorticity of the geostrophic field, respectively. If ageostrophic components are smaller than the geostrophic components and $\beta y$ is smaller than $f_{0},(4.6 .14)$ and (4.6.15) become

$$
\begin{align*}
\frac{\partial u_{g}}{\partial t}-f_{0} v_{a}-\beta y v_{g} & =-\frac{1}{\rho_{0}} \frac{\partial p_{a}}{\partial x}  \tag{4.6.36}\\
\frac{\partial v_{g}}{\partial t}+f_{0} u_{a}+\beta y u_{g} & =-\frac{1}{\rho_{0}} \frac{\partial p_{a}}{\partial y} . \tag{4.6.37}
\end{align*}
$$

These should be compared with (3.2.24) and (3.2.25) of quasi-geostrophic equations (Section 3.2.2). For this approximation, the vorticity equation is written in the same
form as (4.6.16):

$$
\begin{equation*}
\frac{\partial \zeta_{g}}{\partial t}+\beta v_{g}=0 \tag{4.6.38}
\end{equation*}
$$

From this, the dispersion relation of Rossby waves can be given in the same way as (4.6.21).

When the geostrophic pressure $p_{g}$ is defined from the velocity field by choosing $u_{g}=u$ and $v_{g}=v, p_{g}$ becomes different from the pressure $p$ as shown by (4.6.31). Instead, in the case that $p_{g}=p$ and $p_{a}=0$, the velocity field becomes different from geostrophic winds. Substituting $p_{a}=0$ in (4.6.36) and (4.6.37), ageostrophic components are expressed as

$$
\begin{align*}
& u_{a}=-\frac{1}{f_{0}} \frac{\partial v_{g}}{\partial t}-\frac{\beta y}{f_{0}} u_{g}=-\frac{1}{f_{0}} \frac{\partial^{2} \psi_{g}}{\partial t \partial x}+\frac{\beta y}{f_{0}} \frac{\partial \psi_{g}}{\partial y}  \tag{4.6.39}\\
& v_{a}=\frac{1}{f_{0}} \frac{\partial u_{g}}{\partial t}-\frac{\beta y}{f_{0}} v_{g}=-\frac{1}{f_{0}} \frac{\partial^{2} \psi_{g}}{\partial t \partial y}-\frac{\beta y}{f_{0}} \frac{\partial \psi_{g}}{\partial x} . \tag{4.6.40}
\end{align*}
$$

It can be shown from these equations that ageostrophic winds are also nondivergent; this is a peculiar characteristic of two-dimensional nondivergent equations.

### 4.6.2 Rossby waves in a stratified fluid

We next consider Rossby waves in a three-dimensional fluid. Unlike two-dimensional nondivergent equations, velocity components in a three-dimensional fluid are not expressed by a streamfunction, since there exists divergence or convergence in general. In the quasi-geostrophic equation system, however, the zero-th order velocity in Rossby number expansion is a geostrophic wind, so that the streamfunction can be introduced. Rossby waves are clearly defined using the streamfunction.

Let us consider linear equations for a perturbation field from the basic state at rest. Quasi-geostrophic equations are given by (3.2.24)-(3.2.28), and the corresponding potential vorticity equation is given by (3.2.32). Here, the Coriolis parameter is denoted by $f=f_{0}+\beta y$. From (3.2.38), the quasi-geostrophic potential vorticity of the basic state and that of perturbation are written respectively as

$$
\begin{align*}
\bar{\Pi} & =f_{0}+\beta y  \tag{4.6.41}\\
\Pi^{\prime} & =\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \psi+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f^{(0) 2}}{N^{2}} \frac{\partial}{\partial z} \psi\right) \tag{4.6.42}
\end{align*}
$$

From (3.2.32), the linearized potential vorticity equation becomes

$$
\begin{equation*}
\frac{\partial}{\partial t} \Pi^{\prime}+v^{(0)} \frac{\partial}{\partial y} \bar{\Pi}=0 \tag{4.6.43}
\end{equation*}
$$

The geostrophic velocity components $u^{(0)}$ and $v^{(0)}$ can be expressed by the streamfunction $\psi$ :

$$
\begin{equation*}
u^{(0)}=-\frac{\partial \psi}{\partial y}, \quad v^{(0)}=\frac{\partial \psi}{\partial x} \tag{4.6.44}
\end{equation*}
$$

Using the above relations, (4.6.43) can be written as a single equation for $\psi$ :

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \psi+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{\partial}{\partial z} \psi\right)\right]+\beta \frac{\partial}{\partial x} \psi=0 \tag{4.6.45}
\end{equation*}
$$

For simplicity, we consider the case when $\rho_{s}$ and $N^{2}$ are constant. Substituting

$$
\begin{equation*}
\psi=\hat{\psi} e^{i(k x+l y+m z-\omega t)} \tag{4.6.46}
\end{equation*}
$$

in (4.6.45), we obtain the dispersion relation of divergent Rossby waves:

$$
\begin{equation*}
\omega\left(k^{2}+l^{2}+\varepsilon^{2} m^{2}\right)+\beta k=0 \tag{4.6.47}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon \equiv \frac{f_{0}}{N} \tag{4.6.48}
\end{equation*}
$$

Thus, the frequency of a Rossby wave is given by

$$
\begin{equation*}
\omega=-\frac{\beta k}{k^{2}+l^{2}+\varepsilon^{2} m^{2}} \tag{4.6.49}
\end{equation*}
$$

the phase speeds are

$$
\begin{align*}
& c_{p x}=\frac{\omega}{k}=-\frac{\beta}{k^{2}+l^{2}+\varepsilon^{2} m^{2}}  \tag{4.6.50}\\
& c_{p y}=\frac{\omega}{l}=-\frac{\beta k}{l\left(k^{2}+l^{2}+\varepsilon^{2} m^{2}\right)}  \tag{4.6.51}\\
& c_{p z}=\frac{\omega}{m}=-\frac{\beta k}{m\left(k^{2}+l^{2}+\varepsilon^{2} m^{2}\right)}, \tag{4.6.52}
\end{align*}
$$

and the group velocity is

$$
\begin{align*}
& c_{g x}=\frac{\partial \omega}{\partial k}=-\frac{2 k \omega+\beta}{k^{2}+l^{2}+\varepsilon^{2} m^{2}}=\frac{\beta\left(k^{2}-l^{2}-\varepsilon^{2} m^{2}\right)}{\left(k^{2}+l^{2}+\varepsilon^{2} m^{2}\right)^{2}}  \tag{4.6.53}\\
& c_{g y}=\frac{\partial \omega}{\partial l}=-\frac{2 l \omega}{k^{2}+l^{2}+\varepsilon^{2} m^{2}}=\frac{2 \beta k l}{\left(k^{2}+l^{2}+\varepsilon^{2} m^{2}\right)^{2}}  \tag{4.6.54}\\
& c_{g z}=\frac{\partial \omega}{\partial m}=-\frac{2 \varepsilon^{2} m \omega}{k^{2}+l^{2}+\varepsilon^{2} m^{2}}=\frac{2 \beta \varepsilon^{2} k m}{\left(k^{2}+l^{2}+\varepsilon^{2} m^{2}\right)^{2}} . \tag{4.6.55}
\end{align*}
$$

Let $L$ be the horizontal length scale of a Rossby wave. Setting $k^{*}=k L, l^{*}=l L$, and $m^{*}=m L$, we rewrite the dispersion relation in nondimensional form

$$
\begin{equation*}
\omega^{*}=-\frac{k^{*}}{k^{* 2}+l^{* 2}+\varepsilon^{2} m^{* 2}} \tag{4.6.56}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\left(k^{*}+\frac{1}{2 \omega^{*}}\right)^{2}+l^{* 2}=\frac{1}{4 \omega^{* 2}}-\varepsilon^{2} m^{* 2} \tag{4.6.57}
\end{equation*}
$$

This indicates that contours of $\omega^{* 2}$ are circles with their center at $\left(-1 / 2 \omega^{*}, 0\right)$ and radius $\sqrt{1 / 4 \omega^{* 2}-\varepsilon^{2} m^{* 2}}$. Figure 4.12 shows the dispersion relation in the case $\varepsilon m^{*}=0.3$.

The structure of a divergent Rossby wave can be expressed by using the streamfunction $\psi$. From (3.2.30), (3.2.36), and (3.2.40), we obtain

$$
\begin{aligned}
\zeta^{(0)} & =\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \psi \\
\pi^{(0)} & =\frac{f_{0}}{\theta_{0}} \psi, \quad \theta^{(0)}=-\frac{\theta_{0}}{g} f_{0} \frac{\partial}{\partial z} \psi \\
w^{(1)} & =-\frac{g}{N^{2} \theta_{0}} \frac{\partial}{\partial t} \theta^{(0)}=-\frac{f_{0}}{N^{2}} \frac{\partial^{2}}{\partial t \partial z} \psi .
\end{aligned}
$$

Substituting the sinusoidal form

$$
\left(u^{(0)}, v^{(0)}, w^{(0)}, \theta^{(0)}, \pi^{(0)}, \psi^{(0)}, \zeta^{(0)}\right)=(\hat{u}, \hat{v}, \hat{w}, \hat{\theta}, \hat{\pi}, \hat{\psi}, \hat{\zeta}) e^{i(k x+l y+m z-\omega t)}
$$

into the above relations, we obtain

$$
\begin{aligned}
& \hat{u}=-i l \hat{\psi}, \quad \hat{v}=i k \hat{\psi}, \quad \hat{\pi}=\frac{f_{0}}{\theta_{0}} \hat{\psi} \\
& \hat{\zeta}=-\left(k^{2}+l^{2}\right) \hat{\psi}, \quad \hat{\theta}=-i m \frac{\theta_{0}}{g} f_{0} \hat{\psi}, \quad \hat{w}=-\omega m \frac{f_{0}}{N^{2}} \hat{\psi}
\end{aligned}
$$

The structure of a Rossby wave given by the above phase relations for the case $k<0, l<0$, and $m<0$ is shown in Fig. 4.13 ((a) shows the phase relation in the horizontal plane, while (b) shows that in the vertical section).


Figure 4.12: The dispersion relation of a Rossby wave in a three-dimensional stratified fluid. (a) Contours of $l^{* 2}$ as a function of $k^{*}$ and $\omega^{*}$. (b) Contours of $\omega^{*}$ as a function of $k^{*}$ and $l^{*}$. The contour interval is 0.5 . Positive values are drawn by solid curves, negative values by dotted curves, and the contours of zero value by dashed curves. The dashed-dotted curves are positions where $\frac{\partial \omega^{*}}{\partial k^{*}}=0$ is satisfied.


Figure 4.13: Structure of a Rossby wave in quasi-geostrophic equations for $k<0, l<0$, and $m<0$. (a) The structure in the $x y$ section, and (b) the structure in the $x z$ section.

### 4.6.3 Propagation of Rossby waves

The mechanism of propagation of Rossby waves can be interpreted using the schematic figure depicted in Fig. 4.14. The right-hand side of the figure is the profile of the potential vorticity (PV) of the basic field; the value of PV increases from the bottom toward the top of the figure. Imagine a streamline depicted by a wavy curve; the positive vortices with clockwise flow are located at the ridges of the wave, while the negative vortices with counterclockwise flow are located at the troughs of the wave. In this case, a secondary flow is induced in the direction depicted by the filled and open arrows between the ridges and the troughs. If the induced flow is in the same direction as the gradient of PV (upward), the smaller PV is advected from the lower side. On the other hand, if the induced flow is in the opposite direction to the gradient of PV (downward), the larger PV is advected from the upper side. As a result, the phase of vorticity propagates to the left side (westward), and the wavy streamline also propagates westward.


Figure 4.14: Schematic figure of propagation of a Rossby wave. The right-hand side is a distribution of the basic PV, the wavy curve is a streamline, + and - are the signs of vortices, and the filled and open arrows indicate induced secondary flows by the vortices. The wave propagates westward (left) by the secondary flows. (Courtesy of Dr. Takayabu.)

Let the gradient of the basic state PV be denoted by $\bar{P}_{y}$, where the $y$-axis is taken in the direction of the gradient of PV. (The $y$-axis is regarded as the northward direction.) A perturbation of PV induced by a displacement $\eta$ in the $y$-direction is given by

$$
\begin{equation*}
P^{\prime} \approx \bar{P}_{y} \eta \tag{4.6.58}
\end{equation*}
$$

If the effect of stratification is negligible, the change in PV is expressed by the change in relative vorticity $\zeta$. In this case, northward velocity induced by the perturbation of vorticity is given by

$$
\begin{equation*}
v^{\prime} \approx \zeta \lambda \approx \bar{P}_{y} \eta \lambda, \tag{4.6.59}
\end{equation*}
$$

where $\lambda$ is the wavelength. During the time interval $v^{\prime} / \eta$, the wave propagates westward at a distance of one wavelength $\lambda$; then the phase speed is given by

$$
\begin{equation*}
c \approx-\lambda \frac{v^{\prime}}{\eta} \approx-\bar{P}_{y} \lambda^{2} . \tag{4.6.60}
\end{equation*}
$$

This corresponds to the phase speed of a two-dimensional nondivergent Rossby wave $c_{p x}$ in (4.6.22), if $\bar{P}_{y}$ is replaced by $\beta$.

The mechanism of meridional and vertical propagations of Rossby waves can also be inferred from Fig. 4.14. This is schematically shown in Fig. 4.15. As in Fig. 4.14, we assume that $\bar{P}$ increases with $y$. At first, a packet of Rossby waves is confined to region A and no disturbances exist in region B that is adjacent to A . Secondary flows induced by Rossby waves propagating westward in region A have a meridional extension $\lambda$ in the $y$-direction and have a vertical depth $H=(f / N) \lambda$ in the $z$-direction. As a result, wavy disturbances are generated in region B. In turn,


Figure 4.15: Schematic figure of latitudinal and vertical propagations of Rossby waves. Region $B$ is located in either a northern or upper adjacent region to $A$. When a Rossby wave propagates from region A to region B, the secondary flows in A induce displacements in B and the phase lines are tilted to the west.
the waves in B also induce secondary flows in A, which reduces the amplitude of the displacements in A. Thus, the wave packet propagates from the original region to adjacent regions in both $y$ - and $z$-directions. In Fig. 4.15, since the wave propagates westward, the phase lines are tilted westward in the upward and northward directions.

### 4.7 Waves on a sphere

Linearized primitive equations can be divided into equations of horizontal and vertical structures. Disturbances in horizontal directions are described by shallow-water equations. The vertical structure equation determines the vertical profiles of the disturbance if upper and lower boundary conditions are prescribed. In this section, we first derive a general form of the governing equations of waves by linearizing primitive equations on a sphere. Then, we discuss approximate forms in the midand low latitudes.

### 4.7.1 Shallow-water equations and the equation of vertical structure

We consider primitive equations on a sphere (3.3.15)-(3.3.18) and (3.3.5). Linearized equations about a state at rest are written as

$$
\begin{align*}
\frac{\partial \rho^{\prime}}{\partial t}+w^{\prime} \frac{\partial \bar{\rho}}{\partial z} & +\bar{\rho}\left[\frac{1}{R \cos \varphi} \frac{\partial u^{\prime}}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(v^{\prime} \cos \varphi\right)+\frac{\partial w^{\prime}}{\partial z}\right]=0 \\
\frac{\partial u^{\prime}}{\partial t}-f v^{\prime} & =-\frac{1}{\bar{\rho}} \frac{1}{R \cos \varphi} \frac{\partial p^{\prime}}{\partial \lambda}  \tag{4.7.1}\\
\frac{\partial v^{\prime}}{\partial t}+f u^{\prime} & =-\frac{1}{\bar{\rho}} \frac{1}{R} \frac{\partial p^{\prime}}{\partial \varphi}  \tag{4.7.3}\\
0 & =-\frac{1}{\bar{\rho}} \frac{\partial p^{\prime}}{\partial z}-\frac{\rho^{\prime}}{\bar{\rho}} g  \tag{4.7.4}\\
\frac{1}{c_{s}^{2}} \frac{\partial p^{\prime}}{\partial t} & -\frac{\partial \rho^{\prime}}{\partial t}+\frac{N^{2}}{g} \bar{\rho} w^{\prime}=0 \tag{4.7.5}
\end{align*}
$$

where the Coriolis parameter is defined as $f=2 \Omega \sin \varphi$ and the linearized equation of entropy (4.3.8) is used. Substituting from (4.3.10) into the above equations yields

$$
\begin{align*}
& \frac{\partial \tilde{\rho}}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial \tilde{u}}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\tilde{v} \cos \varphi)+\left(\frac{\partial}{\partial z}-\frac{1}{2 H_{\rho}}\right) \tilde{w}=0  \tag{4.7.6}\\
& \frac{\partial \tilde{u}}{\partial t}-f \tilde{v}=-\frac{1}{R \cos \varphi} \frac{\partial \tilde{p}}{\partial \lambda}  \tag{4.7.7}\\
& \frac{\partial \tilde{v}}{\partial t}+f \tilde{u}=-\frac{1}{R} \frac{\partial \tilde{p}}{\partial \varphi} \tag{4.7.8}
\end{align*}
$$

$$
\begin{align*}
0 & =-\left(\frac{\partial}{\partial z}-\frac{1}{2 H_{\rho}}\right) \tilde{p}-\tilde{\rho} g  \tag{4.7.9}\\
\frac{1}{c_{s}^{2}} \frac{\partial \tilde{p}}{\partial t}-\frac{\partial \tilde{\rho}}{\partial t}+\frac{N^{2}}{g} \tilde{w} & =0 \tag{4.7.10}
\end{align*}
$$

Eliminating $\tilde{\rho}$ from $(4.7 .6),(4.7 .9)$, and (4.7.10), we have the following two equations:

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\frac{\partial}{\partial z}+\nu\right) \tilde{p}+N^{2} \tilde{w}=0  \tag{4.7.11}\\
& \frac{1}{c_{s}^{2}} \frac{\partial \tilde{p}}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial \tilde{u}}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\tilde{v} \cos \varphi)+\left(\frac{\partial}{\partial z}-\nu\right) \tilde{w}=0 \tag{4.7.12}
\end{align*}
$$

where (4.3.16) and (4.3.28) are used. If $c_{s}$ is independent of height (i.e., in the case of the isothermal atmosphere), (4.7.7), (4.7.8), and (4.7.12) have solutions in which $\tilde{u}, \tilde{v}$, and $\tilde{p}$ are all proportional to a single function of $z$. In addition, from (4.7.9), $\tilde{p}$ and $\tilde{\rho}$ are proportional to the same function of $x, y$, and $t$. Thus, these variables can be expressed in the following forms:

$$
\begin{array}{rlrl}
\tilde{p}(x, y, z, t) & =\check{p}(x, y, t) P(z), & \tilde{\rho}(x, y, z, t) & =\check{p}(x, y, t) Z(z), \\
\tilde{u}(x, y, z, t) & =\check{u}(x, y, t) P(z), & \tilde{v}(x, y, z, t)=\check{v}(x, y, t) P(z), \\
\tilde{w}(x, y, z, t) & =\check{w}(x, y, t) W(z) . \tag{4.7.13}
\end{array}
$$

This kind of expression is not available when $c_{s}$ depends on height (i.e., the basic state temperature is not uniform). If $c_{s}$ is formally regarded as constant, or at the limit of nondivergence $c_{s} \rightarrow \infty$, we can similarly separate the variables.

Substituting (4.7.13) into (4.7.11) and (4.7.12) and separating the variables, we obtain

$$
\begin{align*}
& \frac{1}{\check{w}} \frac{\partial \check{p}}{\partial t}=-N^{2} W\left[\left(\frac{d}{d z}+\nu\right) P\right]^{-1}=C_{1},  \tag{4.7.14}\\
& -\frac{1}{\tilde{w}}\left[\frac{1}{c_{s}^{2}} \frac{\partial \check{p}}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial \check{u}}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\check{v} \cos \varphi)\right] \\
& \quad=\frac{1}{P}\left(\frac{d}{d z}-\nu\right) W=C_{2}, \tag{4.7.15}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are constants. Without loss of generality, we can choose

$$
\begin{equation*}
C_{1}=g h, \quad C_{2}=1 . \tag{4.7.16}
\end{equation*}
$$

Here, $h$ is a constant whose dimension is length or height. Note that $h$ can be either positive or negative. Thus, we obtain the equations for vertical structure:

$$
\begin{align*}
\left(\frac{d}{d z}+\nu\right) P & =-\frac{N^{2}}{g h} W  \tag{4.7.17}\\
\left(\frac{d}{d z}-\nu\right) W & =P . \tag{4.7.18}
\end{align*}
$$

These equations are rewritten as the equations for $P$ and $W$ :

$$
\begin{align*}
& \left(\frac{d^{2}}{d z^{2}}+\frac{N^{2}}{g h}-\nu^{2}\right) P=0  \tag{4.7.19}\\
& \left(\frac{d^{2}}{d z^{2}}+\frac{N^{2}}{g h}-\nu^{2}\right) W=0 \tag{4.7.20}
\end{align*}
$$

We obtain an infinite set of eigenvalues $\frac{N^{2}}{g h}$ and the eigenfunctions $W$ if appropriate boundary conditions are given to $W$. In the case of the atmosphere, the boundary conditions can be given as ${ }^{\dagger}$

$$
\begin{align*}
W=0, & \text { at } z=0  \tag{4.7.21}\\
|W| \text { is finite, } & \text { as } z \rightarrow \infty . \tag{4.7.22}
\end{align*}
$$

If $\nu$ is constant, a solution that satisfies the boundary conditions is given by

$$
\begin{equation*}
W(z)=W_{0} \sin m z \tag{4.7.23}
\end{equation*}
$$

where $W_{0}$ is constant and $m$ is a real number. In this case, we have from (4.7.20)

$$
\begin{equation*}
g h=\frac{N^{2}}{m^{2}+\nu^{2}} . \tag{4.7.24}
\end{equation*}
$$

Substituting (4.7.23) into (4.7.18), we obtain the structure of pressure as

$$
\begin{equation*}
P(z)=W_{0}(m \cos m z-\nu \sin m z) . \tag{4.7.25}
\end{equation*}
$$

In a similar way, we obtain the vertical structure of density from (4.7.9)

$$
\begin{align*}
Z(z) & =-\frac{1}{g}\left(\frac{d}{d z}-\frac{1}{2 H_{\rho}}\right) P \\
& =\frac{W_{0}}{g}\left[\left(m^{2}-\frac{\nu}{2 H_{\rho}}\right) \sin m z-m\left(\nu+\frac{1}{2 H_{\rho}}\right) \cos m z\right] . \tag{4.7.26}
\end{align*}
$$

The equations for horizontal structure, on the other hand, are given from (4.7.7), (4.7.8), (4.7.14), and (4.7.15):

$$
\begin{align*}
\frac{\partial \check{u}}{\partial t}-f \check{v} & =-\frac{1}{R \cos \varphi} \frac{\partial \check{p}}{\partial \lambda}  \tag{4.7.27}\\
\frac{\partial \check{v}}{\partial t}+f \check{u} & =-\frac{1}{R} \frac{\partial \check{p}}{\partial \varphi}  \tag{4.7.28}\\
\left(\frac{1}{c_{s}^{2}}+\frac{1}{g h}\right) & \frac{\partial \check{p}}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial \check{u}}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\check{v} \cos \varphi)=0  \tag{4.7.29}\\
\frac{\partial \check{p}}{\partial t} & =g h \check{w} \tag{4.7.30}
\end{align*}
$$

[^10]where (4.7.16) is used. Substituting (4.7.24) and (4.3.29) into the coefficients of $\check{p}$ in (4.7.29), we obtain
\[

$$
\begin{equation*}
\frac{1}{g H} \equiv \frac{1}{c_{s}^{2}}+\frac{1}{g h}=\frac{1}{N^{2}}\left(m^{2}+\frac{1}{4 H_{\rho}^{2}}\right) \tag{4.7.31}
\end{equation*}
$$

\]

We have defined a new constant $H$ on the left-hand side. Linearized shallow-water equations on the sphere can be derived from (4.7.27), (4.7.28), and (4.7.29) with the further definition of $\eta$ by

$$
\begin{equation*}
\check{p}=g \eta . \tag{4.7.32}
\end{equation*}
$$

If we omit the symbol ${ }^{\sim}$, we finally have the following set of equations:

$$
\begin{align*}
\frac{\partial u}{\partial t}-f v & =-\frac{g}{R \cos \varphi} \frac{\partial \eta}{\partial \lambda}  \tag{4.7.33}\\
\frac{\partial v}{\partial t}+f u & =-\frac{g}{R} \frac{\partial \eta}{\partial \varphi}  \tag{4.7.34}\\
\frac{\partial \eta}{\partial t} & =-H\left[\frac{1}{R \cos \varphi} \frac{\partial u}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(v \cos \varphi)\right]  \tag{4.7.35}\\
\frac{\partial \eta}{\partial t} & =h w \tag{4.7.36}
\end{align*}
$$

These are equivalent to linearized shallow-water equations. Solutions to these equations are considered in the next subsection.

### 4.7.2 Spherical waves

Linearized shallow-water equations (4.7.33)-(4.7.35) have solutions for spherical waves. Using $\mu=\sin \varphi$, we can rewrite the equations as

$$
\begin{align*}
\frac{\partial u}{\partial t}-f v & =-\frac{g}{R \sqrt{1-\mu^{2}}} \frac{\partial \eta}{\partial \lambda}  \tag{4.7.37}\\
\frac{\partial v}{\partial t}+f u & =-\frac{g \sqrt{1-\mu^{2}}}{R} \frac{\partial \eta}{\partial \mu}  \tag{4.7.38}\\
\frac{\partial \eta}{\partial t} & =-H\left[\frac{1}{R \sqrt{1-\mu^{2}}} \frac{\partial u}{\partial \lambda}+\frac{1}{R} \frac{\partial}{\partial \mu}\left(v \sqrt{1-\mu^{2}}\right)\right] \tag{4.7.39}
\end{align*}
$$

From (4.7.37) and (4.7.38), we obtain

$$
\begin{align*}
\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right) u & =-\frac{g}{R \sqrt{1-\mu^{2}}}\left[\frac{\partial^{2}}{\partial \lambda \partial t}+2 \Omega \mu\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}\right] \eta  \tag{4.7.40}\\
\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right) v & =-\frac{g}{R \sqrt{1-\mu^{2}}}\left[\left(1-\mu^{2}\right) \frac{\partial^{2}}{\partial \mu \partial t}-2 \Omega \mu \frac{\partial}{\partial \lambda}\right] \eta \tag{4.7.41}
\end{align*}
$$

Since the coefficients of these equations depend on the latitudinal coordinate $\mu$, we cannot assume a simple sinusoidal solution in the latitudinal direction. To obtain functions on $\mu$, we seek a solution in the form

$$
\begin{equation*}
(u, v, \eta)=(\tilde{u}(\mu), \tilde{v}(\mu), \tilde{\eta}(\mu)) e^{i(s \lambda-2 \Omega \sigma t)} . \tag{4.7.42}
\end{equation*}
$$

Frequency is written as $\omega=2 \Omega \sigma$ and the Coriolis parameter is written as $f=2 \Omega \mu$. Thus, (4.7.40) and (4.7.41) can be solved for $\tilde{u}$ and $\tilde{v}$ as

$$
\begin{align*}
\tilde{u} & =\frac{1}{2 \Omega} \frac{1}{\sigma^{2}-\mu^{2}} \frac{g}{R \sqrt{1-\mu^{2}}}\left[s \sigma+\mu\left(1-\mu^{2}\right) \frac{d}{d \mu}\right] \tilde{\eta},  \tag{4.7.43}\\
\tilde{v} & =-\frac{i}{2 \Omega} \frac{1}{\sigma^{2}-\mu^{2}} \frac{g}{R \sqrt{1-\mu^{2}}}\left[\sigma\left(1-\mu^{2}\right) \frac{d}{d \mu}+\mu s\right] \tilde{\eta} . \tag{4.7.44}
\end{align*}
$$

Substituting (4.7.42) into (4.7.39) and substituting (4.7.43) and (4.7.44) into the result, we obtain the Laplace tidal equation:

$$
\begin{equation*}
\left\{\frac{d}{d \mu}\left(\frac{1-\mu^{2}}{\sigma^{2}-\mu^{2}} \frac{d}{d \mu}\right)-\frac{1}{\sigma^{2}-\mu^{2}}\left[-\frac{s\left(\sigma^{2}+\mu^{2}\right)}{\sigma\left(\sigma^{2}+\mu^{2}\right)}+\frac{\sigma}{1-\mu^{2}}\right]+\varepsilon\right\} \tilde{\eta}=0 \tag{4.7.45}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon \equiv \frac{4 \Omega^{2} R^{2}}{g H} \tag{4.7.46}
\end{equation*}
$$

is called the Lamb parameter.
The Laplace tidal equation (4.7.45) is not easy to solve in this form. We derive the equations of vorticity and divergence to obtain the solutions for spherical waves. Let us define the streamfunction $\Psi$ and the velocity potential $\Phi$ so as to satisfy

$$
\begin{align*}
u & =\frac{1}{R \cos \varphi} \frac{\partial \Phi}{\partial \lambda}-\frac{1}{R} \frac{\partial \Psi}{\partial \varphi}  \tag{4.7.47}\\
v & =\frac{1}{R} \frac{\partial \Phi}{\partial \varphi}+\frac{1}{R \cos \varphi} \frac{\partial \Psi}{\partial \lambda} \tag{4.7.48}
\end{align*}
$$

Vorticity and divergence are written as

$$
\begin{align*}
\zeta & =\frac{1}{R \cos \varphi}\left[\frac{\partial v}{\partial \lambda}-\frac{\partial}{\partial \varphi}(u \cos \varphi)\right]=\nabla_{H}^{2} \Psi  \tag{4.7.49}\\
\delta & =\frac{1}{R \cos \varphi}\left[\frac{\partial u}{\partial \lambda}+\frac{\partial}{\partial \varphi}(v \cos \varphi)\right]=\nabla_{H}^{2} \Phi \tag{4.7.50}
\end{align*}
$$

where

$$
\begin{equation*}
\nabla_{H}^{2}=\frac{1}{R^{2} \cos \varphi}\left[\frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{\partial}{\partial \varphi}\right)+\frac{1}{\cos \varphi} \frac{\partial^{2}}{\partial \lambda^{2}}\right] \tag{4.7.51}
\end{equation*}
$$

The shallow-water equations (4.7.33), (4.7.34), and (4.7.39) are rewritten as the following set of equations of vorticity, divergence, and vertical displacement:

$$
\begin{align*}
\frac{\partial \zeta}{\partial t}+2 \Omega \sin \varphi \delta+\frac{2 \Omega}{R} \cos \varphi v & =0  \tag{4.7.52}\\
\frac{\partial \delta}{\partial t}-2 \Omega \sin \varphi \zeta+\frac{2 \Omega}{R} \cos \varphi u & =-g \nabla_{H}^{2} \eta  \tag{4.7.53}\\
\frac{\partial \eta}{\partial t}+H \delta & =0 \tag{4.7.54}
\end{align*}
$$

These are expressed by using $\Phi$ and $\Psi$ as

$$
\begin{align*}
& \left(\frac{\partial}{\partial t} \nabla_{H}^{2}+\frac{2 \Omega}{R^{2}} \frac{\partial}{\partial \lambda}\right) \Psi+2 \Omega\left(\sin \varphi \nabla_{H}^{2}+\frac{\cos \varphi}{R^{2}} \frac{\partial}{\partial \varphi}\right) \Phi=0  \tag{4.7.55}\\
& \left(\frac{\partial}{\partial t} \nabla_{H}^{2}+\frac{2 \Omega}{R^{2}} \frac{\partial}{\partial \lambda}\right) \Phi-2 \Omega\left(\sin \varphi \nabla_{H}^{2}+\frac{\cos \varphi}{R^{2}} \frac{\partial}{\partial \varphi}\right) \Psi=-g \nabla_{H}^{2} \eta  \tag{4.7.56}\\
& \frac{\partial \eta}{\partial t}+H \nabla_{H}^{2} \Phi=0 \tag{4.7.57}
\end{align*}
$$

We then seek a solution in the form

$$
\begin{equation*}
(\Psi, \Phi, \eta)=(\tilde{\Psi}(\mu), \tilde{\Phi}(\mu), \tilde{\eta}(\mu)) e^{i(s \lambda-2 \Omega \sigma t)} \tag{4.7.58}
\end{equation*}
$$

Substituting this into (4.7.55)-(4.7.57) and eliminating $\eta$, we obtain

$$
\begin{align*}
\left(\sigma \nabla_{H}^{2 *}-s\right) i \tilde{\Psi}-\left(\mu \nabla_{H}^{2 *}+D\right) \tilde{\Phi} & =0  \tag{4.7.59}\\
\left(\sigma \nabla_{H}^{2 *}-s+\frac{\nabla_{H}^{4 *}}{\varepsilon \sigma}\right) \tilde{\Phi}-\left(\mu \nabla_{H}^{2 *}+D\right) i \tilde{\Psi} & =0 \tag{4.7.60}
\end{align*}
$$

where

$$
\begin{align*}
\nabla_{H}^{2 *} & =\frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d}{d \mu}\right]-\frac{s^{2}}{1-\mu^{2}}  \tag{4.7.61}\\
D & =\left(1-\mu^{2}\right) \frac{d}{d \mu} \tag{4.7.62}
\end{align*}
$$

Here, we expand $\tilde{\Phi}$ and $\tilde{\Psi}$ in a series as

$$
\begin{equation*}
\tilde{\Phi}=\sum_{n=s}^{\infty} A_{n}^{s} P_{n}^{s}(\mu), \quad \tilde{\Psi}=\sum_{n=s}^{\infty} i B_{n}^{s} P_{n}^{s}(\mu) \tag{4.7.63}
\end{equation*}
$$

where $P_{n}^{s}$ is the normalized associated Legendre function, defined by (21.2.16). ${ }^{\dagger}$ We use the following recurrence relation

$$
\begin{equation*}
\mu P_{n}^{s}=\varepsilon_{n+1}^{s} P_{n+1}^{s}+\varepsilon_{n}^{s} P_{n-1}^{s} \tag{4.7.64}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon_{n}^{s}=\sqrt{\frac{n^{2}-s^{2}}{4 n^{2}-1}} \tag{4.7.65}
\end{equation*}
$$

Substituting (4.7.63) into (4.7.59) and (4.7.60) and using (4.7.64), we obtain the relations between the coefficients $A_{n}^{s}$ and $B_{n}^{s}$ as

$$
\begin{align*}
L_{n} B_{n}^{s}+q_{n-1} A_{n-1}^{s}+p_{n+1} A_{n+1}^{s} & =0  \tag{4.7.66}\\
K_{n} A_{n}^{s}+q_{n-1} B_{n-1}^{s}+p_{n+1} B_{n+1}^{s} & =0 \tag{4.7.67}
\end{align*}
$$

[^11]where for $n \geq s$
\[

$$
\begin{aligned}
K_{n} & =\sigma+\frac{s}{n(n+1)}-\frac{n(n+1)}{\varepsilon \sigma}, & L_{n} & =\sigma+\frac{s}{n(n+1)} \\
p_{n} & =\frac{n+1}{n} \varepsilon_{n}^{s}, & q_{n} & =\frac{n}{n+1} \varepsilon_{n+1}^{s}
\end{aligned}
$$
\]

and $q_{n}=0$ for $n=s-1$.
Eqs. (4.7.66) and (4.7.67) can be divided into two groups:

$$
\begin{align*}
\left(\sigma I+C-\frac{1}{\varepsilon \sigma} J_{s y m}\right) \boldsymbol{X}_{s y m} & =0  \tag{4.7.68}\\
\left(\sigma I+C-\frac{1}{\varepsilon \sigma} J_{\text {asym }}\right) \boldsymbol{X}_{\text {asym }} & =0 \tag{4.7.69}
\end{align*}
$$

where $I$ is the identity matrix, and

$$
\begin{aligned}
\boldsymbol{X}_{\text {sym }} & =\left(A_{s}^{s}, B_{s+1}^{s}, A_{s+2}^{s}, B_{s+3}^{s}, \cdots\right)^{t}, \\
\boldsymbol{X}_{\text {asym }} & =\left(B_{s}^{s}, A_{s+1}^{s}, B_{s+2}^{s}, A_{s+3}^{s}, \cdots\right)^{t}, \\
J_{\text {sym }, i i} & = \begin{cases}(s+i-1)(s+i), & \text { for } i=\text { odd } \\
0, & \text { for } i=\text { even }\end{cases} \\
J_{\text {asym }, i i} & = \begin{cases}(s+i-1)(s+i), & \text { for } i=\text { even, } \\
0, & \text { for } i=\text { odd }\end{cases} \\
C_{i j} & = \begin{cases}\frac{s}{(s+i-1)(s+i)}, & \text { for } i=j, \\
\frac{s+i+1}{s+i} \varepsilon_{s+1}^{s}, & \text { for } i+1=j, \\
\frac{s+i-1}{s+i} \varepsilon_{s+1}^{s}, & \text { for } i-1=j \\
0, & \text { elsewhere. }\end{cases}
\end{aligned}
$$

The subscript sym represents symmetric mode about the equator, whereas the subscript asym represents antisymmetric mode. $J_{\text {sym }}$ and $J_{\text {asym }}$ are diagonal matrices, and $C$ is a tri-diagonal matrix. Eqs. (4.7.68) and (4.7.69) are regarded as characteristic equations for the eigenvalue $\sigma$ for a given constant $\eta \equiv 1 / \varepsilon \sigma$ and can be solved numerically.

Figure 4.16 shows the dependency of frequency $\sigma$ on $\varepsilon$ for $s=1$. Eastward waves $\sigma>0$ and westward waves $\sigma<0$ are shown for both cases of $\varepsilon>0$ and $\varepsilon<0$. For $\varepsilon>0$, the eastward waves are gravity waves, and the westward waves are either gravity waves or Rossby waves. We can see intermediate waves between Rossby and gravity waves; these are called Kelvin waves and mixed Rossby-gravity waves. Figure 4.17 particularly shows the dependence on zonal wave number for $\varepsilon=10$.

In the special case, $\varepsilon \rightarrow 0$, we have an approximation:

$$
\begin{equation*}
0=\left|\sigma I+C-\frac{1}{\varepsilon \sigma} J\right| \approx \prod_{i=1}^{\infty}\left(\sigma+C_{i i}-\frac{1}{\varepsilon \sigma} J_{i i}\right) \tag{4.7.70}
\end{equation*}
$$



Figure 4.16: Examples of the eigenvalues of spherical waves for $s=1$. The abscissa is $1 / \sqrt{|\varepsilon|}$ and the ordinate is the frequency $\sigma$; upper left: eastward waves for $\varepsilon>0$; upper right: westward waves for $\varepsilon>0$; lower left: eastward waves for $\varepsilon<0$; and lower right: westward waves for $\varepsilon<0$.
where $J$ represents either $J_{\text {sym }}$ or $J_{\text {asym }}$. For the nonzero component of $J_{i i}$ (the odd $i$ for symmetric mode, and the even $i$ for antisymmetric mode), letting $n=s+i-1$, we obtain

$$
\begin{equation*}
\sigma+\frac{s}{n(n+1)}-\frac{n(n+1)}{\varepsilon \sigma}=0 \tag{4.7.71}
\end{equation*}
$$

From this, we obtain frequency in the case of $\varepsilon>0$ as

$$
\begin{equation*}
\sigma=-\frac{s}{2 n(n+1)} \pm \sqrt{\frac{s^{2}}{4 n^{2}(n+1)^{2}}+\frac{n(n+1)}{\varepsilon}} \approx \pm \sqrt{\frac{n(n+1)}{\varepsilon}} \tag{4.7.72}
\end{equation*}
$$



Figure 4.17: Dependence of frequency $\sigma$ on zonal wave number $s$ of equatorial waves for $\varepsilon=10$. The abscissa is the zonal wave number $s$ and the ordinate is frequency $\sigma$. Note that for $\sigma<0$ signs of $s$ and $\sigma$ are converted. The dotted line denoted by KW represents Kelvin waves and that with MRGW the mixed Rossby-gravity waves. GW represents gravity waves and RW Rossby waves.
or

$$
\begin{equation*}
\omega=2 \Omega \sigma \approx \pm \frac{\sqrt{n(n+1) g h}}{R} \tag{4.7.73}
\end{equation*}
$$

The corresponding eigenfunctions are $\Psi=0$ and

$$
\begin{equation*}
\Phi=A P_{n}^{s}(\mu) e^{i(s \lambda-2 \Omega \sigma t)} \tag{4.7.74}
\end{equation*}
$$

where $A$ is constant. This mode corresponds to gravity waves of spherical shallow water with depth $h$ in a nonrotating system. The positive and negative signs of the frequency correspond to eastward- and westward-propagating gravity waves, respectively.

On the other hand, corresponding to the zero components of $J_{i i}$ in (4.7.70), we obtain

$$
\begin{equation*}
\sigma=-\frac{s}{n(n+1)} \tag{4.7.75}
\end{equation*}
$$

or

$$
\begin{equation*}
\omega=2 \Omega \sigma=-\frac{2 \Omega s}{n(n+1)} \tag{4.7.76}
\end{equation*}
$$

The eigenfunctions are $\Phi=0$ and

$$
\begin{equation*}
\Psi=B P_{n}^{s}(\mu) e^{i(s \lambda-2 \Omega \sigma t)} \tag{4.7.77}
\end{equation*}
$$

where $B$ is constant. This mode has just a vorticity component with no divergence; it corresponds to westward propagating Rossby waves. Specifically, in the case of $n=s=1$ in (4.7.76), we have $\omega=-\Omega$. This wave rotates with angular velocity $\Omega$ in the direction opposite to the rotation of the frame (i.e., this wave is stationary with respect to the inertial frame).

### 4.7.3 Equatorial waves

In this subsection, we derive the approximate forms of spherical waves in equatorial latitudes. In particular, we will investigate how Rossby waves (Section 4.6.1) and gravity waves (Section 4.6.2) are related to these approximations. We assume that $|\varphi| \ll 1$, and write $x=R \lambda, y=R \varphi, \beta=2 \Omega / R$, and $f=2 \Omega \sin \varphi \approx 2 \Omega \varphi=\beta y$. Then, using $\cos \varphi \approx 1$, (4.7.33)-(4.7.35) are approximated to

$$
\begin{align*}
\frac{\partial u}{\partial t}-f v & =-g \frac{\partial \eta}{\partial x}  \tag{4.7.78}\\
\frac{\partial v}{\partial t}+f u & =-g \frac{\partial \eta}{\partial y}  \tag{4.7.79}\\
\frac{\partial \eta}{\partial t} & =-H\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right) \tag{4.7.80}
\end{align*}
$$

Eliminating $u$ or $v$ from (4.7.78) and (4.7.79) yields

$$
\begin{align*}
\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right) u & =-g\left(\frac{\partial^{2}}{\partial x \partial t}+f \frac{\partial}{\partial y}\right) \eta  \tag{4.7.81}\\
\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right) v & =-g\left(\frac{\partial^{2}}{\partial y \partial t}-f \frac{\partial}{\partial x}\right) \eta \tag{4.7.82}
\end{align*}
$$

Subtracting a derivative of (4.7.79) with respect to $x$ and a derivative of (4.7.78) with respect to $y$, and substituting the two into (4.7.80), we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\zeta-\frac{f}{H} \eta\right)+\beta v=0 \tag{4.7.83}
\end{equation*}
$$

where $\zeta$ is the vorticity:

$$
\begin{equation*}
\zeta=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y} \tag{4.7.84}
\end{equation*}
$$

Note that (4.7.83) is also given from the equation of potential vorticity.
Eliminating $u$ from (4.7.80) and (4.7.83) yields

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{\partial^{2}}{\partial y \partial t}-f \frac{\partial}{\partial x}\right) \eta=-H\left[\frac{\partial}{\partial t}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)+\beta \frac{\partial}{\partial x}\right] v \tag{4.7.85}
\end{equation*}
$$

Eliminating $\eta$ from (4.7.82) and (4.7.85), we obtain a partial differential equation for $v$ as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right) v-c^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) v\right]-c^{2} \beta \frac{\partial v}{\partial x}=0 \tag{4.7.86}
\end{equation*}
$$

where $c^{2}=g H$. Since the coefficients depend on $y$ through $f$, we can assume the solution for $v$ in the form

$$
\begin{equation*}
v=\tilde{v}(y) e^{i(k x-\omega t)} \tag{4.7.87}
\end{equation*}
$$

Substituting this into (4.7.86) gives

$$
\begin{equation*}
\left[\frac{d^{2}}{d y^{2}}+\left(\frac{\omega^{2}}{c^{2}}-k^{2}-\frac{\beta k}{\omega}\right)-\frac{f^{2}}{c^{2}}\right] \tilde{v}=0 \tag{4.7.88}
\end{equation*}
$$

Substituting $f=\beta y$ and introducing the nondimensional variables $y^{*}=\sqrt{\beta / c} y$, $\omega^{*}=\omega / \sqrt{c \beta}$, and $k^{*}=\sqrt{c / \beta} k,(4.7 .88)$ is rewritten as

$$
\begin{equation*}
\left[\frac{d^{2}}{d y^{* 2}}+\left(\omega^{* 2}-k^{* 2}-\frac{k^{*}}{\omega^{*}}\right)-y^{* 2}\right] \tilde{v}=0 \tag{4.7.89}
\end{equation*}
$$

This has the form of the Weber equation:

$$
\begin{equation*}
\left[\frac{d^{2}}{d z^{2}}+\left(n+\frac{1}{2}-\frac{z^{2}}{4}\right)\right] w=0 \tag{4.7.90}
\end{equation*}
$$

It is known that this equation has a solution that is finite at infinity for nonnegative integer $n$,

$$
\begin{equation*}
w=D_{n}(z)=e^{-\frac{z^{2}}{4}} H_{n}(z) \tag{4.7.91}
\end{equation*}
$$

where $D_{n}(z)$ are parabolic functions and $H_{n}(z)$ are Hermitian polynomials. The same Hermitian polynomials are expressed as $H_{0}(z)=1, H_{1}(z)=z, H_{2}(z)=z^{2}-1$, and $H_{3}(z)=z^{3}-3 z$. Therefore, the solution to (4.7.89) can be written in the form

$$
\begin{equation*}
\tilde{v}=v_{0} D_{n}\left(\sqrt{\frac{2 \beta}{c}} y\right)=v_{0} \exp \left(-\frac{\beta y^{2}}{2 c}\right) H_{n}\left(\sqrt{\frac{2 \beta}{c}} y\right) \tag{4.7.92}
\end{equation*}
$$

where

$$
\begin{equation*}
n=\frac{1}{2}\left(\omega^{* 2}-k^{* 2}-\frac{k^{*}}{\omega^{*}}-1\right) \tag{4.7.93}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\left(\frac{\omega}{c}\right)^{2}-k^{2}-\frac{\beta k}{\omega}=(2 n+1) \frac{\beta}{c}, \quad \text { for } \quad n=0,1,2, \cdots . \tag{4.7.94}
\end{equation*}
$$

Figure 4.18 shows the relation between wave number $k^{*}$ and frequency $\omega^{*}$ for each $n$.

The waves for $n \geq 1$ are categorized into either Rossby waves or gravity waves. The wave $n=0$ has characteristics of both and is called a mixed Rossby-gravity wave. ${ }^{\dagger}$ This figure also shows Kelvin waves for $n=-1$, which will be described later.

We can easily determine the structures of $\eta$ and $u$ by introducing new variables $q$ and $r$, defined by

$$
\begin{equation*}
q=u+\frac{g}{c} \eta, \quad r=-u+\frac{g}{c} \eta . \tag{4.7.95}
\end{equation*}
$$
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Figure 4.18: Dispersion relation for equatorial waves. The abscissa is $k^{*}$ and the ordinate is $\omega^{*}$. The dotted lines with KW represent Kelvin waves, those with MRGW represent mixed Rossbygravity waves, GW represents gravity waves and RW Rossby waves.

From (4.7.78) and (4.7.80), we have

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+c \frac{\partial}{\partial x}\right) q+c \frac{\partial v}{\partial y}-f v=0  \tag{4.7.96}\\
& \left(\frac{\partial}{\partial t}-c \frac{\partial}{\partial x}\right) r+c \frac{\partial v}{\partial y}+f v=0 \tag{4.7.97}
\end{align*}
$$

Let us assume that the variables have the following form:

$$
\begin{equation*}
(u, \eta, q, r)=(\tilde{u}(y), \tilde{\eta}(y), \tilde{q}(y), \tilde{r}(y)) e^{i(k x-\omega t)} \tag{4.7.98}
\end{equation*}
$$

Substituting this into (4.7.96) and (4.7.97), we have

$$
\begin{align*}
\tilde{q} & =-\frac{i c}{\omega-c k}\left(\frac{d}{d y}-\frac{\beta}{c} y\right) \tilde{v}  \tag{4.7.99}\\
\tilde{r} & =-\frac{i c}{\omega+c k}\left(\frac{d}{d y}+\frac{\beta}{c} y\right) \tilde{v} \tag{4.7.100}
\end{align*}
$$

Using (4.7.92) and the recursive relation of the parabolic functions

$$
\begin{equation*}
\left(\frac{d}{d z}+\frac{z}{2}\right) D_{n}=n D_{n-1}, \quad\left(\frac{d}{d z}-\frac{z}{2}\right) D_{n}=-D_{n+1} \tag{4.7.101}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\tilde{q} & =i v_{0} \frac{\sqrt{2 \beta c}}{\omega-c k} D_{n+1}\left(\sqrt{\frac{2 \beta}{c}} y\right)  \tag{4.7.102}\\
\tilde{r} & =-i v_{0} \frac{\sqrt{2 \beta c}}{\omega+c k} n D_{n-1}\left(\sqrt{\frac{2 \beta}{c}} y\right) . \tag{4.7.103}
\end{align*}
$$

Therefore, we have

$$
\begin{align*}
\tilde{u} & =\frac{\tilde{q}-\tilde{r}}{2} \\
& =i v_{0} \sqrt{\frac{\beta c}{2}}\left[\frac{1}{\omega-c k} D_{n+1}\left(\sqrt{\frac{2 \beta}{c}} y\right)+\frac{n}{\omega+c k} D_{n-1}\left(\sqrt{\frac{2 \beta}{c}} y\right)\right]  \tag{4.7.104}\\
\tilde{\eta} & =\frac{c}{g} \frac{\tilde{q}+\tilde{r}}{2} \\
& =i v_{0} \frac{c}{g} \sqrt{\frac{\beta c}{2}}\left[\frac{1}{\omega-c k} D_{n+1}\left(\sqrt{\frac{2 \beta}{c}} y\right)-\frac{n}{\omega+c k} D_{n-1}\left(\sqrt{\frac{2 \beta}{c}} y\right)\right] . \tag{4.7.105}
\end{align*}
$$

The case $n=0$ is the exception, since $\tilde{r}=0$ from (4.7.100) and (4.7.101). From (4.7.94), the dispersion relation for $n=0$ is given by

$$
\begin{equation*}
\frac{\omega}{c}-k-\frac{\beta}{\omega}=0 \tag{4.7.106}
\end{equation*}
$$

where we have used the relation $\omega+c k \neq 0$ (see Eq. (4.7.115)). The structure of this type of wave is given by

$$
\begin{align*}
& \tilde{v}=v_{0} D_{0}\left(\sqrt{\frac{2 \beta}{c}} y\right)=v_{0} \exp \left(-\frac{\beta y^{2}}{2 c}\right)  \tag{4.7.107}\\
& \tilde{u}=\frac{g}{c} \tilde{\eta}=\frac{\tilde{q}}{2}=i v_{0} \frac{\beta y^{2}}{\omega-c k} \exp \left(-\frac{\beta y^{2}}{2 c}\right)=i v_{0} \frac{\omega y^{2}}{c} \exp \left(-\frac{\beta y^{2}}{2 c}\right) . \tag{4.7.108}
\end{align*}
$$

This corresponds to mixed Rossby-gravity waves. Figure 4.19 shows the structures of an eastward-propagating wave $(k>0)$ and an westward-propagating wave ( $k<$ $0)$. The westward-propagating wave has a geostrophic character at higher latitudes, while the eastward-propagating wave is more like a gravity wave.

Eq. (4.7.86) also has a solution $\tilde{v} \equiv 0$, but the dispersion relation in this case cannot be given from (4.7.86). To obtain the dispersion relation, we set $v=0$ in the original equations (4.7.78)-(4.7.80),

$$
\begin{align*}
\frac{\partial u}{\partial t} & =-g \frac{\partial \eta}{\partial x}  \tag{4.7.109}\\
f u & =-g \frac{\partial \eta}{\partial y}  \tag{4.7.110}\\
\frac{\partial \eta}{\partial t} & =-H \frac{\partial u}{\partial x} \tag{4.7.111}
\end{align*}
$$

which gives an equation for $\eta$ as

$$
\begin{equation*}
\frac{\partial^{2} \eta}{\partial t^{2}}-c^{2} \frac{\partial^{2} \eta}{\partial x^{2}}=0 \tag{4.7.112}
\end{equation*}
$$

Substitution from (4.7.98) yields

$$
\begin{equation*}
\omega^{2}-c^{2} k^{2}=0 \tag{4.7.113}
\end{equation*}
$$

From (4.7.109) and (4.7.110), latitudinal structure is described by

$$
\begin{equation*}
\frac{1}{\tilde{\eta}} \frac{d \tilde{\eta}}{d y}=-\frac{k \beta}{\omega} y \tag{4.7.114}
\end{equation*}
$$

From this, $\eta$ remains finite as $|y| \rightarrow \infty$ in the case of $\omega>0$; that is,

$$
\begin{equation*}
\omega=c k \tag{4.7.115}
\end{equation*}
$$



Figure 4.19: Horizontal structure of a Kelvin wave (top), a westward-propagating mixed Rossbygravity wave (bottom left), and an eastward-propagating mixed Rossby-gravity wave (bottom right). Contours represent surface height (solid: positive; dotted: negative) and vectors show horizontal velocity with appropriate scales.

The structure of this type of wave is given by

$$
\begin{align*}
\tilde{\eta} & =\eta_{0} \exp \left(-\frac{\beta y^{2}}{2 c}\right)  \tag{4.7.116}\\
\tilde{u} & =\eta_{0} \frac{g}{c} \exp \left(-\frac{\beta y^{2}}{2 c}\right)  \tag{4.7.117}\\
\tilde{v} & =0 \tag{4.7.118}
\end{align*}
$$

and is depicted as Fig. 4.19. We note that solution (4.7.115) is included in (4.7.93) with $n=-1$. This corresponds to the Kelvin wave.
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## 5

## Instability

Various types of unstable disturbances are examined in this chapter. We discuss the motions and structures of unstable disturbances superimposed on a balanced state of the atmosphere. These are in contrast to the neutral disturbances considered in the previous chapter. We examined the condition for the instability of balanced states of atmospheric motions in Chapter 2, in which the main interest revolved around the characteristics of balanced states. In this chapter, however, we mainly consider the properties of unstable disturbances. The structures of unstable disturbances will be investigated using linear stability analysis in this chapter.

First, we briefly introduce the concept of linear stability analysis. Then, we subsequently use it to consider various instabilities related to atmospheric motions. The main subjects are convective instability, inertial instability, barotropic instability, and baroclinic instability. Specifically, Rayleigh-Bénard convection is a basic tool for understanding convective motions in the atmosphere. Inertial instability can be described by a formulation similar to that of convective instability. Both barotropic and baroclinic instabilities are commonly described as shear instability problems. In particular, baroclinic instability is set up as the Eady problem and the Charney problem, both of which are fundamental frameworks for midlatitude circulations, which will be considered in Chapter 18.

### 5.1 Linear stability analysis

We generally obtain linear equations by linearizing the governing equations of fluids around a specified basic state. We symbolically write linear equations as (4.1.1), where $\phi$ is a set of variables describing the perturbations. We then assume a sinusoidal form of the solution to linear equations:

$$
\begin{equation*}
\phi(\boldsymbol{x}, t)=\phi_{0} e^{i(\boldsymbol{k} \cdot \boldsymbol{x}-\omega t)} \tag{5.1.1}
\end{equation*}
$$

where $\omega$ is a frequency and $\boldsymbol{k}$ is a wave number vector. $\omega$ can be a complex number in this case. Substituting this form into linear equations, we obtain the dispersion
relation between $\omega$ and $\boldsymbol{k}$ as

$$
\begin{equation*}
\Omega(\omega, \boldsymbol{k})=0 \tag{5.1.2}
\end{equation*}
$$

In Chapter 4, we examined the cases in which $\omega$ is real such that waves do not grow or decay. In general, however, $\omega$ is not necessarily a real number as a solution of the dispersion relation. When $\omega$ is complex, $\omega$ is written with real and imaginary parts as

$$
\begin{equation*}
\omega=\omega_{r}+i \omega_{i} \tag{5.1.3}
\end{equation*}
$$

Thus, (5.1.1) is rewritten as

$$
\begin{equation*}
\phi(\boldsymbol{x}, t)=\phi_{0} e^{i\left(\boldsymbol{k} \cdot \boldsymbol{x}-\omega_{r} t\right)} e^{\omega_{i} t} \tag{5.1.4}
\end{equation*}
$$

In the case that

$$
\begin{equation*}
\omega_{i}>0 \tag{5.1.5}
\end{equation*}
$$

the amplitude of the disturbance increases exponentially. $\omega_{i}$ is called the growth rate.

The basic state is regarded as unstable if there is a solution with $\omega_{i}>0$ for any wave number $\boldsymbol{k}$ in the dispersion relation (5.1.2). In contrast, the basic state is stable if $\omega_{i}<0$ for all wave numbers. Solutions to linear equations with $\omega_{i}>0$, $\omega_{i}<0$, and $\omega_{i}=0$ are called unstable, stable, and neutral solutions.

Let us consider the case when the dispersion relation (5.1.2) depends on an external parameter $R$. It may be probable that stable solutions exist for a certain range of $R$ and that unstable solutions appear if $R$ exceeds a critical value $R_{c}$. In such a case, if a value of $R$ varies from the stable range to the unstable range, a marginally unstable wave that is close to the neutral solution emerges first just above the critical value $R_{c}$. Generally, the wave numbers of the neutral solutions are related to $R$ as

$$
\begin{equation*}
\omega_{i}(R, \boldsymbol{k})=0 \tag{5.1.6}
\end{equation*}
$$

We assume that this can be solved as

$$
\begin{equation*}
R=R(\boldsymbol{k}) \tag{5.1.7}
\end{equation*}
$$

Neutral solutions exist only in the unstable range of $R$. If the basic state is unstable in the range $R>R_{c}$, (5.1.7) has a real solution of $\boldsymbol{k}$ in the range $R \geq R_{c}$. The critical wave number $\boldsymbol{k}_{c}$ is given as a solution to

$$
\begin{equation*}
\frac{\partial R}{\partial \boldsymbol{k}}\left(\boldsymbol{k}_{c}\right)=0 \tag{5.1.8}
\end{equation*}
$$

and the critical value of $R$ is given as $R_{c}=R\left(\boldsymbol{k}_{c}\right)$.
Even in the case of the unstable range $R>R_{c}$, we cannot ascertain which kind of wave number emerges as an unstable wave just from linear stability analysis. Since we generally consider nonlinear fluid systems, the neglected terms in linear
equations become important if the amplitude of disturbances grows. However, one may extend application of linear stability analysis to the nonlinear regime. According to linear analysis, the unstable mode that has the fastest growth rate grows most rapidly. Such an unstable mode is called the most unstable mode. If initial small disturbances have various wave numbers, the most unstable mode overcomes the other modes. The wave number of the most unstable mode is a function of $R$ and is given as a solution to

$$
\begin{equation*}
\frac{\partial \omega_{i}}{\partial \boldsymbol{k}}(R, \boldsymbol{k})=0 \tag{5.1.9}
\end{equation*}
$$

Stability analysis may be extended to include the effects of nonlinear terms. However, we do not describe nonlinear stability analysis in this chapter. When we try to explain phenomena in the real atmosphere in terms of instability, it is important that we define appropriately the basic state and a set of external parameters $R$.

### 5.2 Convective instability

If a fluid parcel is heated within the gravitational field, the density becomes lighter and the heated parcel rises through buoyancy. Similarly, if the fluid is stratified such that density decreases with height, a fluid parcel will get more buoyancy when it is displaced upward, and the upward motion will be accelerated. This argument can be more accurately described by the parcel method in Section 2.3. The stability condition is given by (2.3.6):

$$
\begin{equation*}
\frac{\partial s}{\partial z}>0 \tag{5.2.1}
\end{equation*}
$$

(i.e., the fluid is stable if entropy increases with height). This condition is derived on the assumptions of the parcel method that the pressure of the fluid parcel is kept the same as that of the environment, and the effects of friction and diffusion are negligible. In more general cases where the effects of friction and diffusion exist, however, the fluid parcel loses its heat by thermal diffusion, and its upward motion will be suppressed by friction. In such cases, the simple parcel method is not applicable for explanation of the stability condition of the fluid. Instead, we use linear stability analysis to discuss the stability condition by calculating the eigenvalues of the linearized governing equations of perturbation fields.

In this section, we concentrate on the Boussinesq fluid to consider convective instability. We begin with convection in a nonrotating frame. Next, we examine convection in a rotating frame (i.e., on the $f$-plane). The equations of the Boussinesq fluid on the $f$-plane are given by adding the Coriolis forces to (3.1.21)-(3.1.25) as

$$
\begin{align*}
\frac{d u}{d t}-f v & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial x}+\nu \nabla^{2} u  \tag{5.2.2}\\
\frac{d v}{d t}+f u & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial y}+\nu \nabla^{2} v \tag{5.2.3}
\end{align*}
$$

$$
\begin{align*}
\frac{d w}{d t} & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial z}+\alpha g T+\nu \nabla^{2} w  \tag{5.2.4}\\
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z} & =0  \tag{5.2.5}\\
\frac{d T}{d t} & =\kappa \nabla^{2} T \tag{5.2.6}
\end{align*}
$$

Here, the acceleration due to gravity $g$, the coefficient of viscosity $\nu$, and the expansion coefficient $\alpha$ are all constant. The temperature $T$ is a deviation from the constant $T_{0}$. Since the density of the Boussinesq fluid depends only on temperature, the stability condition (5.2.1) is written as

$$
\begin{equation*}
\frac{\partial T}{\partial z}>0 \tag{5.2.7}
\end{equation*}
$$

If the effects of viscosity and thermal diffusion exist, however, it will be shown that the fluid is stable unless the lapse rate of temperature exceeds a critical value. We will see that the critical value becomes larger when the effect of rotation is introduced, thus the convection is further suppressed in a rotating frame.

### 5.2.1 Rayleigh-Bénard convection

First, we consider convective instability in a nonrotating frame with $f=0$. The convection in the Boussinesq fluid without rotation is called Rayleigh-Bénard convection, or Bénard convection. Let us consider convective instability in the following situation: a fluid is placed between rigid horizontal plates at $z=0$ and $H$. The fluid spans infinite horizontal dimensions. The temperatures at the top and bottom boundaries are kept fixed with $T=T_{a}$ at $z=0$ and $T=T_{b}$ at $z=H$. The temperature at the top boundary is lower than that at the bottom boundary: $\Delta T \equiv T_{a}-T_{b}>0$. As for the boundary conditions of the velocity, we assume free slip conditions at $z=0, H$ :

$$
\begin{align*}
\frac{\partial u}{\partial z} & =\frac{\partial v}{\partial z}=0  \tag{5.2.8}\\
w & =0 \tag{5.2.9}
\end{align*}
$$

This assumption is introduced only to simplify stability analysis. From the viewpoint of practical application, the rigid lid condition,

$$
\begin{equation*}
u=v=w=0 \tag{5.2.10}
\end{equation*}
$$

is more appropriate, though the calculation becomes a little complicated.
We consider a steady basic state at rest. Let overline ( ${ }^{-}$) denote a variable of the basic state. From (5.2.6), the temperature profile of the basic state is vertically linear. Thus, the basic state is given by

$$
\begin{align*}
\bar{u} & =\bar{v}=\bar{w}=0  \tag{5.2.11}\\
\bar{T} & =T_{a}+\left(T_{b}-T_{a}\right) \frac{z}{H}=T_{a}-\Gamma z \tag{5.2.12}
\end{align*}
$$

where

$$
\begin{equation*}
\Gamma \equiv-\frac{d \bar{T}}{d z}=\frac{T_{a}-T_{b}}{H}=\frac{\Delta T}{H} \tag{5.2.13}
\end{equation*}
$$

The pressure of the basic state must satisfy

$$
\begin{equation*}
0=-\frac{1}{\rho_{0}} \frac{\partial \bar{p}}{\partial z}+\alpha g \bar{T} \tag{5.2.14}
\end{equation*}
$$

The perturbation of temperature $T^{\prime}$ and that of pressure $p^{\prime}$ is defined as $T=$ $\bar{T}+T^{\prime}$ and $p=\bar{p}+p^{\prime}$. For the velocity components, we have $u^{\prime}=u, v^{\prime}=v, w^{\prime}=w$. The linearized equations of the perturbation field are given from (3.1.21)-(3.1.25) with $f=0$ as

$$
\begin{align*}
\frac{\partial u^{\prime}}{\partial t} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial x}+\nu \nabla^{2} u^{\prime}  \tag{5.2.15}\\
\frac{\partial v^{\prime}}{\partial t} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial y}+\nu \nabla^{2} v^{\prime}  \tag{5.2.16}\\
\frac{\partial w^{\prime}}{\partial t} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial z}+\alpha g T^{\prime}+\nu \nabla^{2} w^{\prime}  \tag{5.2.17}\\
\frac{\partial u^{\prime}}{\partial x}+\frac{\partial v^{\prime}}{\partial y}+\frac{\partial w^{\prime}}{\partial z} & =0  \tag{5.2.18}\\
\frac{\partial T^{\prime}}{\partial t}-\Gamma w^{\prime} & =\kappa \nabla^{2} T^{\prime} \tag{5.2.19}
\end{align*}
$$

We can rewrite (5.2.15), (5.2.16), and (5.2.17) using (5.2.19) to eliminate $T^{\prime}$ as

$$
\begin{align*}
\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right) u^{\prime} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial x}  \tag{5.2.20}\\
\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right) v^{\prime} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial y}  \tag{5.2.21}\\
{\left[\left(\frac{\partial}{\partial t}-\kappa \nabla^{2}\right)\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right)-\alpha g \Gamma\right] w^{\prime} } & =-\left(\frac{\partial}{\partial t}-\kappa \nabla^{2}\right) \frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial z} . \tag{5.2.22}
\end{align*}
$$

Applying the divergence operator to these equations and using (5.2.18), we obtain a single equation for $p^{\prime}$ :

$$
\begin{equation*}
\left[\left(\frac{\partial}{\partial t}-\kappa \nabla^{2}\right)\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right) \nabla^{2}-\alpha g \Gamma\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)\right] p^{\prime}=0 \tag{5.2.23}
\end{equation*}
$$

Now, let us put vertical boundary conditions aside for a while and assume that the domain is not bounded in the vertical direction. In such a case, $p^{\prime}$ may be written in the form

$$
\begin{equation*}
p^{\prime}=p_{0} e^{i(k x+l y+m z-\omega t)} \tag{5.2.24}
\end{equation*}
$$

Substituting this into (5.2.23), we obtain the dispersion relation as

$$
\begin{equation*}
\left(-i \omega+\kappa \boldsymbol{k}^{2}\right)\left(-i \omega+\nu \boldsymbol{k}^{2}\right) \boldsymbol{k}^{2}-\alpha g \Gamma k_{H}^{2}=0, \tag{5.2.25}
\end{equation*}
$$

where $k_{H}^{2}=k^{2}+l^{2}$ and $\boldsymbol{k}^{2}=k^{2}+l^{2}+m^{2}$. In particular, in the case that $\kappa=0$, $\nu=0$, and $-\Gamma>0$, we have the frequency of neutral waves: $\omega^{2}=\alpha g|\Gamma| k_{H}^{2} / \boldsymbol{k}^{2}$. This dispersion relation corresponds to that of gravity waves (4.3.38), since the Brunt-Väisälä frequency is given by $N=\sqrt{\alpha g|\Gamma|}$.

Eq. (5.2.25) is solved for $\omega$ as

$$
\begin{equation*}
\omega=-i\left\{\frac{1}{2}(\kappa+\nu) \boldsymbol{k}^{2} \pm\left[\frac{1}{4}(\kappa+\nu)^{2} \boldsymbol{k}^{4}-\kappa \nu \boldsymbol{k}^{4}+\alpha g \Gamma \frac{k_{H}^{2}}{\boldsymbol{k}^{2}}\right]^{\frac{1}{2}}\right\} \tag{5.2.26}
\end{equation*}
$$

This equation has an unstable solution with $\omega_{i}>0$ if the inequality,

$$
\begin{equation*}
-\kappa \nu \boldsymbol{k}^{4}+\alpha g \Gamma \frac{k_{H}^{2}}{\boldsymbol{k}^{2}}>0, \tag{5.2.27}
\end{equation*}
$$

is satisfied. Here, we define the Rayleigh number by

$$
\begin{equation*}
R a \equiv \frac{\alpha g \Gamma H^{4}}{\kappa \nu}=\frac{\alpha g \Delta T H^{3}}{\kappa \nu} \tag{5.2.28}
\end{equation*}
$$

Then, the inequality (5.2.27) is rewritten as

$$
\begin{equation*}
R a>\frac{\boldsymbol{k}^{6}}{k_{H}^{2}} H^{4} . \tag{5.2.29}
\end{equation*}
$$

Here, since we are assuming that the vertical domain is unbounded, $H$ is an appropriately defined height scale. If we specify a vertical wave number $m$, we find that the right-hand side of (5.2.29) takes the smallest value at

$$
\begin{equation*}
k_{H}^{2}=\frac{m^{2}}{2} \tag{5.2.30}
\end{equation*}
$$

In this case, the Rayleigh number is

$$
\begin{equation*}
R a_{\min }(m)=\frac{27}{4} m^{4} H^{4} \tag{5.2.31}
\end{equation*}
$$

which can be called the critical Rayleigh number. If the domain is not bounded vertically, $m$ can take any small number. As $m$ becomes smaller, $R a_{m i n}$ becomes smaller. This means that the fluid tends to be more unstable as the vertical scale of a perturbation is deeper. From this argument, however, we do not have any information on the relation between the horizontal wave numbers $k$ and $l$ in the $x$ and $y$-directions, respectively; we only know the magnitude of $k_{H}$.

Let us go back to the original boundary conditions, in which the fluid is confined between two walls at $z=0$ and $H$. The vertical structure of perturbations depends on the boundary conditions, so that we seek a solution of $p^{\prime}$ in the form

$$
\begin{equation*}
p^{\prime}=\tilde{p}(z) e^{i(k x+l y-\omega t)} \tag{5.2.32}
\end{equation*}
$$

Substituting this into (5.2.23) we get

$$
\begin{align*}
& \left\{\left[\kappa\left(\frac{d^{2}}{d z^{2}}-k_{H}^{2}\right)+i \omega\right]\left[\nu\left(\frac{d^{2}}{d z^{2}}-k_{H}^{2}\right)+i \omega\right]\left(\frac{d^{2}}{d z^{2}}-k_{H}^{2}\right)\right. \\
& \left.\quad+\alpha g \Gamma k_{H}^{2}\right\} \tilde{p}=0 . \tag{5.2.33}
\end{align*}
$$

In particular, in the case of the neutral wave $\omega=0$, the above equation becomes

$$
\begin{equation*}
\left[\left(\frac{d^{2}}{d z^{2}}-k_{H}^{2}\right)^{3}+R a \frac{k_{H}^{2}}{H^{4}}\right] \tilde{p}=0 . \tag{5.2.34}
\end{equation*}
$$

Substituting (5.2.8), (5.2.9), and $T^{\prime}=0$ into (5.2.15)-(5.2.19), we obtain the boundary condition for $\tilde{p}$ as

$$
\begin{equation*}
\frac{d \tilde{p}}{d z}=\frac{d^{3} \tilde{p}}{d z^{3}}=\frac{d^{5} \tilde{p}}{d z^{5}}=\cdots=0, \quad \text { at } z=0, H \tag{5.2.35}
\end{equation*}
$$

This equation has a solution in the form

$$
\begin{align*}
\tilde{p}(z) & =\tilde{p}_{0} \cos m z  \tag{5.2.36}\\
m & =\frac{(2 n+1) \pi}{H}, \quad n=0,1,2, \ldots \tag{5.2.37}
\end{align*}
$$

which is written as a linear combination of (5.2.24). Thus, from (5.2.29), the relation between the Rayleigh number and the wave number of neutral solutions is given by

$$
\begin{equation*}
R a=\frac{\left(k_{H}^{2}+m^{2}\right)^{3}}{k_{H}^{2}} H^{4} . \tag{5.2.38}
\end{equation*}
$$

For a fixed vertical wave number $m, R a$ takes its minimum value (5.2.31) at (5.2.30). From (5.2.37), $m$ takes the smallest value $m=\pi / H$ at $n=0$. In this case, the Rayleigh number and the wave number are given as

$$
\begin{align*}
R a_{c} & =\frac{27}{4} \pi^{4}=657.51  \tag{5.2.39}\\
k_{H c} & =\frac{\pi}{\sqrt{2} H}=\frac{2.22}{H} \tag{5.2.40}
\end{align*}
$$

$R a_{c}$ is called the critical Rayleigh number, and $k_{H c}$ is called the critical wave number. The neutral curve is shown in Fig. 5.1.

Next, let us consider the structure of unstable waves. The growth rate is defined by

$$
\begin{equation*}
\sigma \equiv-i \omega=\omega_{i}-i \omega_{r} \tag{5.2.41}
\end{equation*}
$$

A wave is unstable if the real part of $\sigma$ is positive (i.e., $\omega_{i}>0$ ). From (5.2.26) and (5.2.27), $\omega_{r}$ becomes zero if $\omega_{i}$ is positive. That is, an unstable wave satisfies

$$
\begin{equation*}
\sigma=\omega_{i} . \tag{5.2.42}
\end{equation*}
$$



Figure 5.1: The neutral curve of convective instability. The abscissa is $k_{H}^{*}=k_{H} H$ and the ordinate is $R a$. The Rayleigh number takes the minimum value $R a_{c}$ at $k_{H}^{*}=k_{H c} H$.

From (5.2.32) and (5.2.36), $p^{\prime}$ is expressed as

$$
\begin{equation*}
p^{\prime}=\tilde{p}_{0} \cos m z e^{i(k x+l y)} e^{\sigma t} \tag{5.2.43}
\end{equation*}
$$

From (5.2.20)-(5.2.22), and (5.2.19), the other variables are expressed as follows:

$$
\begin{align*}
u^{\prime} & =-i \frac{k}{\nu \boldsymbol{k}^{2}+\sigma} \frac{\tilde{p}_{0}}{\rho_{0}} \cos m z e^{i(k x+l y)} e^{\sigma t},  \tag{5.2.44}\\
v^{\prime} & =-i \frac{l}{\nu \boldsymbol{k}^{2}+\sigma} \frac{\tilde{p}_{0}}{\rho_{0}} \cos m z e^{i(k x+l y)} e^{\sigma t},  \tag{5.2.45}\\
w^{\prime} & =-\frac{k_{H}^{2}}{m\left(\nu \boldsymbol{k}^{2}+\sigma\right)} \frac{\tilde{p}_{0}}{\rho_{0}} \sin m z e^{i(k x+l y)} e^{\sigma t},  \tag{5.2.46}\\
T^{\prime} & =-\frac{k_{H}^{2}}{m\left(\nu \boldsymbol{k}^{2}+\sigma\right)\left(\kappa \boldsymbol{k}^{2}+\sigma\right)} \frac{\tilde{p}_{0} \Gamma}{\rho_{0}} \sin m z e^{i(k x+l y)} e^{\sigma t} \\
& =-i \tilde{T}_{0} \sin m z e^{i(k x+l y)} e^{\sigma t}, \tag{5.2.47}
\end{align*}
$$

where $\boldsymbol{k}^{2}=k_{H}^{2}+m^{2}, m$ is given by (5.2.37), and $\tilde{T}_{0}$ is the amplitude of perturbation of temperature. Figure 5.2 shows the phase relationship of an unstable wave.

Vertical transports are second-order quantities. For instance, the horizontal average of vertical heat flux is given by

$$
\begin{equation*}
\overline{\operatorname{Re}\left(w^{\prime}\right) \operatorname{Re}\left(T^{\prime}\right)}=\frac{\left(\kappa \boldsymbol{k}^{2}+\sigma\right) \tilde{T}_{0}^{2}}{2 \Gamma} \sin ^{2} m z e^{2 \sigma t} \tag{5.2.48}
\end{equation*}
$$

where $\operatorname{Re}(A)$ represents the real part of $A$. For the critical mode in which $\sigma=0$ and $\boldsymbol{k}^{2}=3 m^{2} / 2=3 \pi^{2} / 2 H^{2}$, heat transport is

$$
\begin{equation*}
\overline{\operatorname{Re}\left(w^{\prime}\right) \operatorname{Re}\left(T^{\prime}\right)}=\frac{3 \pi^{2} \kappa \tilde{T}_{0}^{2}}{4 \Gamma H^{2}} \sin ^{2} m z=7.4 \frac{\kappa \tilde{T}_{0}^{2}}{\Gamma H^{2}} \sin ^{2} m z \tag{5.2.49}
\end{equation*}
$$



Figure 5.2: Phase relationship of an unstable wave of convective instability in the $x z$ section with $l=0$ and $n=0$ (i.e., $m=\pi / H$ ) in the vertical. Solid curves are contours of temperature or vertical velocity, and dotted curves are those of lateral velocity.

The ratio of total heat flux to heat flux due to thermal conductivity is called the Nusselt number. Since the horizontal average of conductive heat flux is $\kappa \Gamma$, the Nusselt number for the critical mode is

$$
\begin{equation*}
N u=\frac{\overline{\operatorname{Re}\left(w^{\prime}\right) R e\left(T^{\prime}\right)}+\kappa \Gamma}{\kappa \Gamma}=7.4 \frac{\tilde{T}_{0}^{2}}{\Gamma^{2} H^{2}} \sin ^{2} m z+1 . \tag{5.2.50}
\end{equation*}
$$

The amplitude $\tilde{T}_{0}$ is an infinitesimal quantity on the basis of linear theory. Even in the case of a nonlinear regime, the amplitude of temperature is bounded by half of the temperature difference between the top and bottom boundaries. Therefore, the amplitude of temperature is in the range $\tilde{T}_{0} \leq \Gamma H / 2$. If we give the maximum bound of the temperature $\tilde{T}_{0}=\Gamma H / 2$, the Nusselt number estimated by (5.2.50) takes the maximum value 2.85 .

If the Rayleigh number is in the unstable range above the critical value, unstable waves will develop and fluid motion will have a finite amplitude. After a long time, the fluid may be either steady or unsteady; the final state may depend on the Rayleigh number and the initial state of the disturbance. For instance, at slightly larger Rayleigh numbers than the critical value, it is expected that convective cells will be finite and steady. Nonlinear analysis is required to obtain its amplitude and the preferable horizontal scale. We do not intend here to describe the characteristics of the nonlinear range of convective instability. We only mention the dependence of the Nusselt number on the Rayleigh number based on dimensional analysis.

When convection is fully developed in the nonlinear regime, we assume that the local Rayleigh number defined in the thermal boundary layer is equal to the critical Rayleigh number. In this case, the temperature difference in the thermal boundary layer is $\Delta T / 2$, since the temperature in the inner region is homogeneously mixed. Letting the thickness of the thermal boundary layer be $\delta_{T}$, we express the critical Rayleigh number as

$$
\begin{equation*}
R a_{c}=\frac{\alpha g \Delta T \delta_{T}^{3}}{2 \kappa \nu} \tag{5.2.51}
\end{equation*}
$$

From the definition of the Rayleigh number $R a,(5.2 .28)$, the thickness of the ther-
mal boundary layer is given by

$$
\begin{equation*}
\frac{\delta_{T}}{H}=\left(\frac{R a}{2 R a_{c}}\right)^{-\frac{1}{3}} \tag{5.2.52}
\end{equation*}
$$

In the statistically steady state, the horizontal average of the vertical heat flux is constant irrespective of height. In particular, the horizontal average of the conductive heat flux in the boundary layer is equal to that of the total heat flux. Therefore, the Nusselt number is given by

$$
\begin{equation*}
N u=\frac{\kappa \Delta T / 2 \delta_{T}}{\kappa \Delta T / H}=\frac{H}{2 \delta_{T}}=\frac{1}{2}\left(\frac{R a}{2 R a_{c}}\right)^{\frac{1}{3}} \sim R a^{\frac{1}{3}} \tag{5.2.53}
\end{equation*}
$$

(i.e., the Nusselt number is proportional to the Rayleigh number to the one-third power). This is sometimes called the one-third power law.

### 5.2.2 Convective instability in a rotating frame

We next consider the effects of rotation on convective motion. The discussion of this section follows Chandrasekhar (1961), who fully discussed convection in a rotating frame. The rotation axis is assumed to agree with the direction of gravity and the boundary conditions are the same as in the previous section. The basic state in the previous section is also a steady basic solution in the rotating frame. Linearized equations around the basic state are given by adding the Coriolis terms to (5.2.15)-(5.2.19):

$$
\begin{align*}
\frac{\partial u^{\prime}}{\partial t}-f v^{\prime} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial x}+\nu \nabla^{2} u^{\prime}  \tag{5.2.54}\\
\frac{\partial v^{\prime}}{\partial t}+f u^{\prime} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial y}+\nu \nabla^{2} v^{\prime},  \tag{5.2.55}\\
\frac{\partial w^{\prime}}{\partial t} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial z}+\alpha g T^{\prime}+\nu \nabla^{2} w^{\prime}  \tag{5.2.56}\\
\frac{\partial u^{\prime}}{\partial x}+\frac{\partial v^{\prime}}{\partial y}+\frac{\partial w^{\prime}}{\partial z} & =0  \tag{5.2.57}\\
\frac{\partial T^{\prime}}{\partial t}-\Gamma w^{\prime} & =\kappa \nabla^{2} T^{\prime} . \tag{5.2.58}
\end{align*}
$$

The vorticity equation is given by subtracting the $y$-derivative of (5.2.54) from the $x$-derivative of (5.2.55), and the divergence equation is given by adding the $x$-derivative of (5.2.54) and the $y$-derivative of (5.2.55). Eliminating $p^{\prime}$ from the divergence equation and (5.2.56), we obtain the relation between $w^{\prime}, \zeta^{\prime}$, and $T^{\prime}$, where $\zeta^{\prime}=\frac{\partial v^{\prime}}{\partial x}-\frac{\partial u^{\prime}}{\partial y}$ is the perturbation vorticity. Hence, with the vorticity equation and (5.2.58), we have three equations for $w^{\prime}, \zeta^{\prime}$, and $T^{\prime}$ :

$$
\begin{align*}
\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right) \zeta^{\prime}-f \frac{\partial}{\partial z} w^{\prime} & =0  \tag{5.2.59}\\
\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right) \nabla^{2} w^{\prime}+f \frac{\partial}{\partial z} \zeta^{\prime}-\alpha g \nabla_{H}^{2} T^{\prime} & =0 \tag{5.2.60}
\end{align*}
$$

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-\kappa \nabla^{2}\right) T^{\prime}-\Gamma w^{\prime}=0 \tag{5.2.61}
\end{equation*}
$$

where $\nabla_{H}^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}$ is the horizontal Laplacian. Eliminating $T^{\prime}$ and $\zeta$ from these three equations, we have a single equation for $w^{\prime}$ :

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right)^{2}\left(\frac{\partial}{\partial t}-\kappa \nabla^{2}\right) \nabla^{2} w^{\prime}-\alpha g \Gamma\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right) \nabla_{H}^{2} w^{\prime} \\
& \quad+f^{2}\left(\frac{\partial}{\partial t}-\kappa \nabla^{2}\right) \frac{\partial^{2}}{\partial z^{2}} w^{\prime}=0 \tag{5.2.62}
\end{align*}
$$

We assume a solution that satisfies the boundary conditions in the form,

$$
\begin{align*}
w^{\prime} & =\tilde{w}_{0} \sin m z e^{i(k x+l y-\omega t)}  \tag{5.2.63}\\
m & =\frac{(2 n+1) \pi}{H}, \quad n=0,1,2, \cdots \tag{5.2.64}
\end{align*}
$$

Substituting this into (5.2.62) yields

$$
\begin{align*}
& \left(-i \omega+\nu \boldsymbol{k}^{2}\right)^{2}\left(-i \omega+\kappa \boldsymbol{k}^{2}\right) \boldsymbol{k}^{2}-\alpha g \Gamma\left(-i \omega+\nu \boldsymbol{k}^{2}\right) k_{H}^{2} \\
& \quad+f^{2}\left(-i \omega+\kappa \boldsymbol{k}^{2}\right) m^{2}=0 . \tag{5.2.65}
\end{align*}
$$

Eq. (5.2.65) is a cubic polynomial for $\omega$ that has three solutions for $\omega$. In the special case that $\kappa=0, \nu=0$, and $-\Gamma>0$, a neutral wave exists; Eq. (5.2.65) reduces to the dispersion relation of the inertio-gravity wave (4.5.32) with $N=\sqrt{\alpha T|\Gamma|}$. In the case that $f=0$, on the other hand, (5.2.65) reduces to the equation for the irrotational system (5.2.25).

If $f=0$, the unstable regime starts from the neutral state where both $\omega_{i}=0$ and $\omega_{r}=0$ are satisfied. In the case that $f \neq 0$, however, the starting point of instability $\omega_{i}=0$ does not necessarily mean $\omega_{r}=0$. If $\omega_{r}=0$ at the neutral state $\omega_{i}=0$, it is called the exchange of stability. On the other hand, if $\omega_{r} \neq 0$ at $\omega_{i}=0$, the propagating wave is unstable. In this case, the system is said to be overstable. It is also called the oscillating instability. Here, we will obtain solutions only for $\omega_{r}=\omega_{i}=0$. The oscillating instability can be similarly examined by setting $\omega_{i}=0$ under the condition $\omega_{r} \neq 0$. Details of the oscillating instability are described in Chandrasekhar (1961).

In order to obtain the neutral solution with $\omega_{r}=\omega_{i}=0$, we substitute $\omega=0$ into (5.2.65):

$$
\begin{equation*}
\boldsymbol{k}^{6}-\frac{\alpha g \Gamma}{\nu \kappa} k_{H}^{2}+\frac{f^{2}}{\nu^{2}} m^{2}=0 \tag{5.2.66}
\end{equation*}
$$

Setting $k_{H}^{*}=k_{H} H$ and $m^{*}=m H$, we have the non-dimensional equation as

$$
\begin{equation*}
\left(k_{H}^{* 2}+m^{* 2}\right)^{3}-R a k_{H}^{* 2}+T a m^{* 2}=0 \tag{5.2.67}
\end{equation*}
$$

where

$$
\begin{equation*}
T a \equiv \frac{f^{2} H^{4}}{\nu^{2}} \tag{5.2.68}
\end{equation*}
$$

is called the Taylor number. The Rayleigh number $R a$ is already given by (5.2.28). Let us obtain the critical Rayleigh number, which is the minimum of $R a$ that satisfies (5.2.67) under the condition that the Taylor number $T a$ is kept constant. First, seek the minimum value of $R a$ by varying $k_{H}^{* 2}$ and keeping $m^{*}$ constant. Differentiating (5.2.67) with respect to $k_{H}^{* 2}$ and setting $\frac{\partial R a}{\partial k_{H}^{* 2}}=0$, we have

$$
\begin{equation*}
3\left(k_{H}^{* 2}+m^{* 2}\right)^{2}-R a=0 . \tag{5.2.69}
\end{equation*}
$$

Eliminating $R a$ from this and (5.2.67), we obtain

$$
\begin{equation*}
k_{H}^{* 6}+\frac{3}{2} m^{* 2} k_{H}^{* 4}-\frac{1}{2}\left(T a+m^{* 4}\right) m^{* 2}=0 . \tag{5.2.70}
\end{equation*}
$$

If we introduce

$$
\begin{equation*}
X \equiv \frac{k_{H}^{* 2}}{m^{* 2}}, \quad \cosh \phi \equiv 1+2 \frac{T a}{m^{* 4}}, \tag{5.2.71}
\end{equation*}
$$

Eq. (5.2.70) is written as

$$
\begin{equation*}
X^{3}+\frac{3}{2} X^{2}-\frac{1}{4}(\cosh \phi+1)=0 . \tag{5.2.72}
\end{equation*}
$$

It is known that this equation has a solution in the form

$$
\begin{equation*}
X=\cosh \frac{\phi}{3}-\frac{1}{2} \tag{5.2.73}
\end{equation*}
$$

From this, it can be shown that the Rayleigh number takes the minimum value if

$$
\begin{equation*}
k_{H}^{* 2}=\left(\cosh \frac{\phi}{3}-\frac{1}{2}\right) m^{* 2} \tag{5.2.74}
\end{equation*}
$$

is satisfied; from (5.2.69), the minimum value is given as

$$
\begin{equation*}
R a=3\left(k_{H}^{* 2}+m^{* 2}\right)^{2}=3\left(\cosh \frac{\phi}{3}+\frac{1}{2}\right)^{2} m^{* 4} \tag{5.2.75}
\end{equation*}
$$

$R a$ takes the smallest value if $m^{* 2}$ is the smallest at $n=0$ in (5.2.37) (i.e., $m^{* 2}=\pi$ ). Thus, the critical Rayleigh number is given by

$$
\begin{equation*}
R a_{c}=3 \pi^{4}\left(\cosh \frac{\phi}{3}+\frac{1}{2}\right)^{2} \tag{5.2.76}
\end{equation*}
$$

where

$$
\begin{equation*}
\cosh \phi=1+2 \frac{T a}{\pi^{4}} \tag{5.2.77}
\end{equation*}
$$

and the critical wave number is

$$
\begin{equation*}
k_{H}=\left(\cosh \frac{\phi}{3}-\frac{1}{2}\right)^{\frac{1}{2}} \pi H \tag{5.2.78}
\end{equation*}
$$

If $T a \rightarrow 0$, then $\phi \rightarrow 0$ and (5.2.76) approaches (5.2.39) (i.e., the critical Rayleigh number in a nonrotating system). In contrast, if $T a \rightarrow \infty$, then $e^{\phi} \rightarrow 4 T a / \pi^{4}$ and

$$
\begin{equation*}
R a_{c}=3\left(\frac{\pi^{2} T a}{2}\right)^{\frac{2}{3}}, \quad k_{H}=\left(\frac{\pi^{2} T a}{2}\right)^{\frac{1}{6}} \tag{5.2.79}
\end{equation*}
$$

The fact that the critical Rayleigh number increases with rotation rate indicates that the convection is stabilized by the effect of rotation. At the same time, the horizontal wave number of the neutral wave increases and the horizontal scale of convection becomes smaller as the rotation rate increases.

### 5.3 Inertial instability

In this section, the stability of a zonal flow $U$ in the $f$-plane is considered. The basic flow $U$ is a function of $y$ and satisfies geostrophic balance with the basic pressure field $P$ as

$$
\begin{equation*}
f U=-\frac{1}{\rho_{0}} \frac{\partial P}{\partial y} \tag{5.3.1}
\end{equation*}
$$

For simplicity, we assume $U_{y}=$ const., which is consistent with the condition that the frictional force of the $x$-component is zero. Angular momentum in the $f$-plane is given by (2.5.8):

$$
\begin{equation*}
L=U-f y . \tag{5.3.2}
\end{equation*}
$$

We assume that the temperature is uniform and no heating or cooling is given; this means that we do not need to consider the effect of buoyancy. We write perturbations of zonal wind and pressure as $u^{\prime}$ and $p^{\prime}$, respectively. The linearized equations of (5.2.2)-(5.2.5) become

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+U \frac{\partial}{\partial x}\right) u^{\prime}+L_{y} v^{\prime} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial x}+\nu \nabla^{2} u^{\prime}  \tag{5.3.3}\\
\left(\frac{\partial}{\partial t}+U \frac{\partial}{\partial x}\right) v^{\prime}+f u^{\prime} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial y}+\nu \nabla^{2} v^{\prime}  \tag{5.3.4}\\
\left(\frac{\partial}{\partial t}+U \frac{\partial}{\partial x}\right) w^{\prime} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial z}+\nu \nabla^{2} w^{\prime}  \tag{5.3.5}\\
\frac{\partial u^{\prime}}{\partial x}+\frac{\partial v^{\prime}}{\partial y}+\frac{\partial w^{\prime}}{\partial z} & =0 \tag{5.3.6}
\end{align*}
$$

where $L_{y}=U_{y}-f$.
Eqs. (5.3.3)-(5.3.6) have solutions that depend on the $x$-direction. However, here we only consider symmetric disturbances (i.e., perturbations that are uniform in the $x$-direction and have a sinusoidal structure in the $y$ - and $z$-directions). The governing equations for perturbations are

$$
\begin{equation*}
\frac{\partial u^{\prime}}{\partial t}+L_{y} v^{\prime}=\nu \nabla^{2} u^{\prime} \tag{5.3.7}
\end{equation*}
$$

$$
\begin{align*}
\frac{\partial v^{\prime}}{\partial t}+f u^{\prime} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial y}+\nu \nabla^{2} v^{\prime}  \tag{5.3.8}\\
\frac{\partial w^{\prime}}{\partial t} & =-\frac{1}{\rho_{0}} \frac{\partial p^{\prime}}{\partial z}+\nu \nabla^{2} w^{\prime}  \tag{5.3.9}\\
\frac{\partial v^{\prime}}{\partial y}+\frac{\partial w^{\prime}}{\partial z} & =0 \tag{5.3.10}
\end{align*}
$$

where $\nabla^{2}=\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}$. From these equations, a single equation for $p^{\prime}$ is derived as

$$
\begin{equation*}
\left[\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right)^{2} \nabla^{2}-f L_{y} \frac{\partial^{2}}{\partial z^{2}}\right] p^{\prime}=0 \tag{5.3.11}
\end{equation*}
$$

Assuming that $p^{\prime}$ has a sinusoidal form as (5.2.24), we obtain the dispersion relation. In particular, the neutral mode with $\omega=0$ satisfies

$$
\begin{equation*}
\frac{f L_{y}}{\nu^{2}}=\frac{\left(l^{2}+m^{2}\right)^{3}}{m^{2}} \tag{5.3.12}
\end{equation*}
$$

This describes the relation between $l, m$, and the parameter $f L_{y} / \nu^{2}$. Eq. (5.3.12) is analogous to (5.2.38) for convective instability. Letting the fluid width be $D$ in the $y$-direction and applying the slip condition at lateral boundaries, we obtain critical values as

$$
\begin{align*}
T a_{c} & =\frac{f L_{y} D^{4}}{\nu^{2}}=\frac{27}{4} \pi^{4}  \tag{5.3.13}\\
m_{c} & =\frac{\pi}{\sqrt{2} D} \tag{5.3.14}
\end{align*}
$$

The nondimensional parameter $f L_{y} D^{4} / \nu^{2}$ corresponds to the Taylor number. If the Taylor number is slightly larger than the critical value $T a_{c}$, only a disturbance with wave number $m_{c}$ in the $z$-direction grows.

The above-mentioned instability is categorized into the inertial instability derived by the parcel method in Sections 2.4 and 2.5. At that time, we obtain the necessary condition for instability in the case of nonfriction as

$$
\begin{equation*}
f L_{y}=f\left(U_{y}-f\right)>0 \tag{5.3.15}
\end{equation*}
$$

as seen from (2.5.13). If there is an effect of friction, on the other hand, the inequality (5.3.15) is not a sufficient condition for instability. Instability occurs only if the Taylor number exceeds the critical value (5.3.13).

In reality, inertial instability occurs near the upper troposphere close to the equator. Near the equator, since $f$ becomes smaller, the condition (5.3.15) may be satisfied if horizontal shear exists (Held and Hou, 1980; Hayashi et al., 2002).

### 5.4 Barotropic instability

We may further consider the gravitational effect on the stability of a shear flow. In this case, the temperature of the basic state is assumed to be in thermal balance with
the shear. In such a system, there are unstable perturbations that are uniform in the $x$-direction; this is called symmetric instability (see Section 2.4). On the other hand, there is also an unstable perturbation that is inhomogeneous in the $x$-direction; this is called shear instability. Barotropic instability is a special case of shear instability where the basic flow $U$ depends only on $y$. If $U$ depends on $z$, there is another type of shear instability called baroclinic instability. We will examine these two kinds of shear instability in this and the next sections, respectively.

### 5.4.1 Formulation

First, we consider the stability of a two-dimensional parallel flow. We assume that the flow is confined in a channel with $0 \leq y \leq L$ and that the basic flow is expressed as $\bar{u}=U(y) .^{\dagger}$ The flow is barotropic in the sense that it is uniform in the $z$-direction. Note that, in general, the basic flow with arbitrary shear $U(y)$ is not a steady solution to the governing equations if friction exists. We also assume that perturbation is uniform in the $z$-direction (i.e., barotropic). Setting $w^{\prime}=0$ in (5.3.3)-(5.3.6), we obtain linearized equations for the perturbation as

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+U \frac{\partial}{\partial x}\right) u^{\prime}+\left(U_{y}-f\right) v^{\prime} & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial x}+\nu \nabla^{2} u^{\prime}  \tag{5.4.1}\\
\left(\frac{\partial}{\partial t}+U \frac{\partial}{\partial x}\right) v^{\prime}+f u^{\prime} & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial y}+\nu \nabla^{2} v^{\prime}  \tag{5.4.2}\\
\frac{\partial u^{\prime}}{\partial x}+\frac{\partial v^{\prime}}{\partial y} & =0 \tag{5.4.3}
\end{align*}
$$

Here, we generalize the Coriolis parameter as $f=f_{0}+\beta y$ by introducing the $\beta$-effect. From (5.4.1)-(5.4.3), we obtain the vorticity equation as

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+U \frac{\partial}{\partial x}\right) \nabla^{2} \psi^{\prime}+\left(\beta-U_{y y}\right) \frac{\partial \psi^{\prime}}{\partial x}=\nu \nabla^{2} \nabla^{2} \psi^{\prime} \tag{5.4.4}
\end{equation*}
$$

where $\psi^{\prime}$ is the streamfunction, which is related to the velocity components and vorticity $\zeta^{\prime}$ as

$$
\begin{align*}
u^{\prime} & =-\frac{\partial \psi^{\prime}}{\partial y}, \quad v^{\prime}=\frac{\partial \psi^{\prime}}{\partial x}  \tag{5.4.5}\\
\zeta^{\prime} & =\frac{\partial v^{\prime}}{\partial x}-\frac{\partial u^{\prime}}{\partial y}=\nabla^{2} \psi^{\prime} \tag{5.4.6}
\end{align*}
$$

We assume that the perturbation is periodic in the $x$-direction and specify the lateral boundary conditions as $\psi^{\prime}=0$ at $y=0$ and $L$; this is equivalent to the conditions that $v^{\prime}=0$ at the boundaries and the domain integral of $u^{\prime}$ is zero. Since the coefficients of (5.4.4) do not depend on $x$, we can assume that the solution has a sinusoidal form in the $x$-direction. Assuming exponential dependence in time, we write the streamfunction as

$$
\begin{equation*}
\psi^{\prime}=\phi(y) e^{i(k x-\omega t)}=\phi(y) e^{i k(x-c t)} \tag{5.4.7}
\end{equation*}
$$

[^13]where $c$ is a complex phase speed defined as $c=c_{r}+i c_{i}$. The boundary condition is $\phi=0$ at $y=0$ and $L$. For unstable waves with $c_{i}>0$, we can rewrite (5.4.4) as
\[

$$
\begin{equation*}
(U-c)\left(\frac{d^{2} \phi}{d y^{2}}-k^{2} \phi\right)+\left(\beta-U_{y y}\right) \phi=\frac{\nu}{i k}\left(\frac{d^{2}}{d y^{2}}-k^{2}\right)^{2} \phi \tag{5.4.8}
\end{equation*}
$$

\]

which is called the Orr-Sommerfeld equation. In particular, in the limit of no friction, $\nu \rightarrow 0$, this equation is reduced to the Rayleigh equation:

$$
\begin{equation*}
(U-c)\left(\frac{d^{2} \phi}{d y^{2}}-k^{2} \phi\right)+\left(\beta-U_{y y}\right) \phi=0 \tag{5.4.9}
\end{equation*}
$$

We consider the basic characteristics of unstable waves in shear flows using the Rayleigh equation.

### 5.4.2 Integral theorems

The necessary condition for the instability of a shear flow can be given from an integral form of the Rayleigh equation. Multiplying $\phi^{*}$ by (5.4.9), integrating in the region $0 \leq y \leq L$ by part, and using the boundary condition we obtain

$$
\begin{equation*}
\int_{0}^{L}\left(\left|\frac{d \phi}{d y}\right|^{2}+k^{2}|\phi|^{2}-\frac{\beta-U_{y y}}{U-c}|\phi|^{2}\right) d y=0 \tag{5.4.10}
\end{equation*}
$$

The imaginary part of the integral is written as

$$
\begin{equation*}
c_{i} \int_{0}^{L} \frac{\beta-U_{y y}}{|U-c|^{2}}|\phi|^{2} d y=0 \tag{5.4.11}
\end{equation*}
$$

Thus, in order for the basic flow to be unstable with $c_{i}>0$, the following integral must vanish:

$$
\begin{equation*}
\int_{0}^{L} \frac{\beta-U_{y y}}{|U-c|^{2}}|\phi|^{2} d y=0 \tag{5.4.12}
\end{equation*}
$$

To satisfy this constraint, the sign of $\beta-U_{y y}$ must change at least once in the domain. It can be written as a gradient of the zonal-mean absolute vorticity $\zeta_{a}$ :

$$
\begin{equation*}
\frac{d \overline{\zeta_{a}}}{d y}=\frac{d}{d y}(f+\bar{\zeta})=\frac{d}{d y}\left(f-U_{y}\right)=\beta-U_{y y} \tag{5.4.13}
\end{equation*}
$$

Thus, the necessary condition for the instability of a basic flow is that the absolute vorticity of the zonal flow has an extremum within the domain. This constraint is called Kuo's theorem. In particular for the case $\beta=0$, the necessary condition for instability reads that there is at least one point at which $U_{y y}=0$ is satisfied (i.e., the basic flow is unstable if $U$ has an inflection point). This is called Rayleigh's theorem.

The real part of (5.4.10) is written as

$$
\begin{equation*}
\int_{0}^{L}\left(\left|\frac{d \phi}{d y}\right|^{2}+k^{2}|\phi|^{2}-\left(U-c_{r}\right) \frac{\beta-U_{y y}}{|U-c|^{2}}|\phi|^{2}\right) d y=0 \tag{5.4.14}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\int_{0}^{L}\left(U-c_{r}\right) \frac{\beta-U_{y y}}{|U-c|^{2}}|\phi|^{2} d y=\int_{0}^{L}\left(\left|\frac{d \phi}{d y}\right|^{2}+k^{2}|\phi|^{2}\right) d y>0 \tag{5.4.15}
\end{equation*}
$$

Let us assume that $U$ is monotonic within the domain $0 \leq y \leq L$ and that absolute vorticity takes its extreme at $y=y_{s}\left(0<y_{s}<L\right)$ :

$$
\begin{equation*}
\frac{d \overline{\zeta_{a}}}{d y}\left(y_{s}\right)=\beta-U_{y y}\left(y_{s}\right)=0 \tag{5.4.16}
\end{equation*}
$$

Multiplying $c_{r}-U\left(y_{s}\right)$ to (5.4.12) and adding the result with (5.4.15), we have

$$
\begin{equation*}
\int_{0}^{L}\left(U-U\left(y_{s}\right)\right) \frac{d \overline{\zeta_{a}}}{d y} \frac{|\phi|^{2}}{|U-c|^{2}} d y>0 \tag{5.4.17}
\end{equation*}
$$

From the condition (5.4.16) and the monotonicity of $U$, the sign of $\left(U-U\left(y_{s}\right)\right) \frac{d \overline{\zeta_{a}}}{d y}$ does not change within the range $0 \leq y \leq L$. Therefore, from (5.4.17), we obtain the necessary condition for instability as

$$
\begin{equation*}
\left(U-U\left(y_{s}\right)\right) \frac{d \overline{\zeta_{a}}}{d y} \geq 0 \tag{5.4.18}
\end{equation*}
$$

In the case of $\beta=0$, this condition reads that the absolute vorticity $\overline{\zeta_{a}}$ takes its minimum at $y_{s}$ if $U$ is an increasing function, or $\overline{\zeta_{a}}$ takes its maximum at $y_{s}$ if $U$ is a decreasing function. This is called Fjørtoft's theorem.

Next, we consider the bounds of the phase speed of unstable waves. Letting

$$
\begin{equation*}
\phi=(U-c) \Phi \tag{5.4.19}
\end{equation*}
$$

we rewrite (5.4.9) as

$$
\begin{equation*}
(U-c) \frac{d^{2} \Phi}{d y^{2}}+2 U_{y} \frac{d \Phi}{d y}-k^{2}(U-c) \Phi+\beta \Phi=0 \tag{5.4.20}
\end{equation*}
$$

Multiplying $(U-c) \Phi^{*}$ and integrating within the domain $0 \leq y \leq L$, we have

$$
\begin{equation*}
\int_{0}^{L}(U-c)^{2}\left(\left|\frac{d \Phi}{d y}\right|^{2}+k^{2}|\Phi|^{2}\right) d y=\beta \int_{0}^{L}(U-c)|\Phi|^{2} d y \tag{5.4.21}
\end{equation*}
$$

For the unstable waves $c_{i}>0$, the imaginary part of this equation becomes

$$
\begin{equation*}
\int_{0}^{L}\left(U-c_{r}\right)\left(\left|\frac{d \Phi}{d y}\right|^{2}+k^{2}|\Phi|^{2}\right) d y=\frac{\beta}{2} \int_{0}^{L}|\Phi|^{2} d y \tag{5.4.22}
\end{equation*}
$$

If $\beta=0$, the left-hand side of (5.4.22) must vanish for instability (i.e., $U-c_{r}$ must change its sign at least once within the domain). Thus, letting the minimum and the maximum of $U$ be $U_{\min }$ and $U_{\max }$, respectively, we have the bounds for $c_{r}$ as

$$
\begin{equation*}
U_{\min }<c_{r}<U_{\max } \tag{5.4.23}
\end{equation*}
$$

This means that the phase speed of unstable waves is within the range of basic zonal velocity.

If $\beta \neq 0$, by expanding

$$
\begin{equation*}
\Phi=\sum_{j=1}^{\infty} A_{j} \sin \frac{\pi j y}{L}, \tag{5.4.24}
\end{equation*}
$$

we have

$$
\begin{align*}
\frac{d \Phi}{d y} & =\frac{\pi}{L} \sum_{j=1}^{\infty} A_{j} j \cos \frac{\pi j y}{L}  \tag{5.4.25}\\
\int_{0}^{L}\left|\frac{d \Phi}{d y}\right|^{2} d y & =\frac{\pi^{2}}{2 L} \sum_{j=1}^{\infty}\left|A_{j}\right|^{2} j^{2} \geq \frac{\pi^{2}}{2 L} \sum_{j=1}^{\infty}\left|A_{j}\right|^{2}=\frac{\pi^{2}}{L^{2}} \int_{0}^{L}|\Phi|^{2} d y \tag{5.4.26}
\end{align*}
$$

From (5.4.22), we write the phase speed as

$$
\begin{equation*}
c_{r}=\frac{\int_{L}^{0} U\left(\left|\frac{d \Phi}{d y}\right|^{2}+k^{2}|\Phi|^{2}\right) d y}{\int_{L}^{0}\left(\left|\frac{d \Phi}{d y}\right|^{2}+k^{2}|\Phi|^{2}\right) d y}-\frac{\beta}{2} \frac{\int_{-1}^{1}|\Phi|^{2} d y}{\int_{L}^{0}\left(\left|\frac{d \Phi}{d y}\right|^{2}+k^{2}|\Phi|^{2}\right) d y} \tag{5.4.27}
\end{equation*}
$$

Using (5.4.26), we have

$$
\begin{equation*}
U_{\min }-\frac{\beta}{2\left(\frac{\pi^{2}}{L^{2}}+k^{2}\right)}<c_{r}<U_{\max } \tag{5.4.28}
\end{equation*}
$$

Although the bounds for $c_{r}$ depend on $k$, the basic flow can be unstable if $c_{r}$ is smaller than $U_{\text {min }}$ in the case of $\beta \neq 0$.

### 5.4.3 Instability of the flow $\boldsymbol{U}=\tanh \boldsymbol{y}$

As an example of barotropic instability, we consider the stability of such a flow on the $f$-plane $(\beta=0)$ that

$$
\begin{equation*}
U(y)=\tanh y \tag{5.4.29}
\end{equation*}
$$

with $-\infty<y<\infty$. In this case,

$$
\begin{align*}
U_{y} & =-\bar{\zeta}=\operatorname{sech}^{2} y  \tag{5.4.30}\\
U_{y y} & =-\frac{d \bar{\zeta}}{d y}=-2 \operatorname{sech}^{2} y \tanh y \tag{5.4.31}
\end{align*}
$$

where $\bar{\zeta}$ is the vorticity of the basic state. This flow has an inflection point at $y=0$ and satisfies the necessary condition for instability stated by Fjørtoft's theorem. The equation for perturbation is given by the Rayleigh equation (5.4.9) with $\beta=0$ :

$$
\begin{equation*}
(U-c)\left(\frac{d^{2} \phi}{d y^{2}}-k^{2} \phi\right)-U_{y y} \phi=0 \tag{5.4.32}
\end{equation*}
$$



Figure 5.3: The phase speed and growth rate of barotropic instability for the basic flow $U=$ $\tanh y$. (Left) Relation between the wave number $k$ and the imaginary part of the phase speed $c_{i}$. (Right) Relation between the wave number $k$ and the growth rate $k c_{i}$.

First, we seek a solution to a neutral wave whose phase speed is zero. Setting $c=0$ in (5.4.32) and substituting (5.4.29) and (5.4.31), we have

$$
\begin{equation*}
\frac{d^{2} \phi}{d y^{2}}-\left(k^{2}-2 \operatorname{sech}^{2} y\right) \phi=0 \tag{5.4.33}
\end{equation*}
$$

This equation has two independent solutions as

$$
\begin{align*}
\phi_{1} & =k \cosh k y-\sinh k y \tanh y  \tag{5.4.34}\\
\phi_{2} & =k \sinh k y-\cosh k y \tanh y \tag{5.4.35}
\end{align*}
$$

where $\phi_{1}$ is symmetric about $y=0$, and $\phi_{2}$ is antisymmetric about $y=0$. If we assume that the solution is finite as $y \rightarrow \pm \infty$, we must choose $k=1$; that is,

$$
\begin{equation*}
\phi_{1}=\operatorname{sech} y \tag{5.4.36}
\end{equation*}
$$

and $\phi_{2}=0$.
In general cases with $c \neq 0,(5.4 .32)$ can be solved with numerical methods (e.g., Michalke, 1968; Tanaka, 1975). Figure 5.3 shows the dependence of $c_{i}$ and the growth rate $k c_{i}$ on wave number. The growth rate takes the maximum value 0.190 at $k=0.446$. Figure 5.4 shows structures of the streamfunction and vorticity for the neutral wave (5.4.36) and Fig. 5.5 those for the most unstable wave.

### 5.4.4 Interpretation of barotropic instability

Barotropic instability can be viewed as the interaction between Rossby waves. If absolute vorticity has a gradient, there exist Rossby waves whose propagation depends on the direction of the gradient. Let us assume that basic flow $U$ is a monotonically increasing function of $y$ and Fjørtoft's theorem is applicable. In this


Figure 5.4: Structures of a neutral wave for the flow $U=\tanh y$. (Left) streamfunction and (right) vorticity. The maximum value is 1 and the contour interval is 0.1 . Positive values are represented by solid lines and negative values by dotted lines.


Figure 5.5: Same as Fig. 5.4 but for the most unstable wave $k=0.446$.
case, the zonal-mean absolute vorticity $\overline{\zeta_{a}}$ takes its minimum at some point $y=y_{s}$ with $U>U\left(y_{s}\right), \frac{d \overline{\zeta_{a}}}{d y}>0$ in $y>y_{s}$, and $U<U\left(y_{s}\right), \frac{d \overline{\zeta_{a}}}{d y}<0$ in $y<y_{s}$. In this case, the phase speed of Rossby waves is westward (the negative $x$-direction) in $y>y_{s}$ and is eastward (the positive $x$-direction) in $y<y_{s}$. Thus, the directions of Rossby wave propagation in the two sides of $y_{s}$ are opposite and the two Rossby waves can be in such a phase relationship that they are reinforced by each other. Therefore, it can be said that the basic flow is unstable.

Figure 5.6 schematically shows the phase relation of two Rossby waves in the


Figure 5.6: Schematic figure of the interaction between Rossby waves for barotropic instability. The profiles of absolute vorticity (or potential vorticity; PV) and zonal velocity $U$ are shown at the right; PV is minimum at the center $y_{s}$. In $y>y_{s}$, Rossby waves propagate toward the left (westward), whereas, in $y<y_{s}$, Rossby waves propagate toward the right (eastward). The basic flow is unstable if the two waves are in phase relation such that the vorticity of each Rossby wave is intensified by the $y$-component of velocity associated with the other Rossby wave.
case of unstable waves. In order for the necessary condition for instability to be satisfied, the gradient of basic state absolute vorticity should be opposite in two adjacent regions. In the two regions, Rossby waves propagate toward opposite directions. If the phase relation is preferable, the two Rossby waves are amplified.

In the case of an unstable wave in the flow $U=\tanh y$ in the previous subsection, the phase lines of the streamfunction are inclined westward so that $\overline{u^{\prime} v^{\prime}}<0$ as shown in Fig. 5.5. Since $U_{y}>0$, energy is converted from the basic flow to the perturbation (i.e., the perturbation is amplified). ${ }^{\dagger}$ In contrast, the perturbation will decay if the phase lines are inclined to the opposite direction and $\overline{u^{\prime} v^{\prime}}>0$. In this case, energy is converted from the perturbation to the basic flow. The center of positive vorticity in $y>0$ is located at almost the same $x$-coordinate as the maximum of the southward component of velocity $-v$ associated with the vorticity in $y<0$. In $y>0$, since the gradient of basic vorticity is positive, a relatively larger vorticity is advected by the southward flow $v<0$. Thus, the perturbation of positive vorticity in $y>0$ grows. This applies to both the positive and negative vorticities in $y>0$ and $y<0$. Therefore, the wave fields in $y>0$ and $y<0$ are mutually intensified.

### 5.5 Baroclinic instability

While barotropic instability occurs in the case when the basic flow has lateral shear, the baroclinic instability considered in this section occurs in the case when the basic flow has vertical shear. We consider two typical problems of baroclinic instability: the Eady problem and the Charney problem. The Eady problem is the baroclinic instability in the system on a uniform rotating frame (the $f$-plane) with

[^14]rigid top and bottom boundaries. The Charney problem, in contrast, is that on a $\beta$-plane with a rigid bottom boundary and a continuously infinite upper boundary. After examination of unstable solutions, the thermal and momentum transports associated with baroclinic instability and secondary circulation are considered in the framework of the Eady problem. At the end of the section, baroclinic instability is interpreted based on the integral theorem and interaction between Rossby waves.

### 5.5.1 Eady problem

### 5.5.1.1 Formulation

We consider the stability of a zonal flow in a channel with $0 \leq y \leq L$ and $0 \leq$ $z \leq H$ on the $f$-plane. Periodicity is assumed in the $x$-direction, and the channel is surrounded by rigid walls at $y=0, L$ and $z=0, H$. The basic flow has linear zonal shear in the $z$-direction with no meridional flow.

The Eady problem is formulated with the quasi-geostrophic equations of the Boussinesq fluid. First, we write down the quasi-geostrophic equations with no friction and no diabatic heating on the $f$-plane. Following Section 3.2, we use potential temperature $\theta$ instead of temperature $T$ for the Boussinesq fluid. The quasi-geostrophic vorticity equation is given by

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{u}_{\boldsymbol{g}} \cdot \nabla_{H}\right) \Pi=0 \tag{5.5.1}
\end{equation*}
$$

where $\Pi$ is the quasi-geostrophic potential vorticity:

$$
\begin{equation*}
\Pi=\frac{1}{f}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{f^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \psi \tag{5.5.2}
\end{equation*}
$$

The streamfunction $\psi$ is related to the geostrophic winds $\boldsymbol{u}_{\boldsymbol{g}}=\left(u_{g}, v_{g}\right)$, vorticity $\zeta$, potential temperature $\theta$, and pressure $p$ as

$$
\begin{align*}
u_{g} & =-\frac{1}{f} \frac{\partial \psi}{\partial y}, \quad v_{g}=\frac{1}{f} \frac{\partial \psi}{\partial x}  \tag{5.5.3}\\
\zeta & =\frac{\partial v_{g}}{\partial x}-\frac{\partial u_{g}}{\partial y}=\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \psi  \tag{5.5.4}\\
\theta & =\frac{\theta_{0}}{g} \frac{\partial \psi}{\partial z}, \quad p=\rho_{0} \psi \tag{5.5.5}
\end{align*}
$$

In these equations, $\theta$ and $p$ are deviations from the basic fields $\theta_{s}$ and $p_{s}$. The basic profile of potential temperature is written as

$$
\begin{equation*}
\theta_{s}(z)=\theta_{s}(0)+\frac{N^{2} \theta_{0}}{g} z . \tag{5.5.6}
\end{equation*}
$$

The equations of geostrophic winds, hydrostatic balance, potential temperature,
and the continuity equation are given by

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\boldsymbol{u}_{\boldsymbol{g}} \cdot \nabla_{H}\right) u_{g} & =f v_{a}  \tag{5.5.7}\\
\left(\frac{\partial}{\partial t}+\boldsymbol{u}_{\boldsymbol{g}} \cdot \nabla_{H}\right) v_{g} & =-f u_{a},  \tag{5.5.8}\\
0 & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial z}+\frac{\theta}{\theta_{0}} g  \tag{5.5.9}\\
\left(\frac{\partial}{\partial t}+\boldsymbol{u}_{\boldsymbol{g}} \cdot \nabla_{H}\right) \theta+\frac{N^{2} \theta_{0}}{g} w & =0,  \tag{5.5.10}\\
\frac{\partial u_{a}}{\partial x}+\frac{\partial v_{a}}{\partial y}+\frac{\partial w}{\partial z} & =0, \tag{5.5.11}
\end{align*}
$$

where $u_{a}, v_{a}$ are the ageostrophic components of the winds. The vorticity equation is

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{u}_{\boldsymbol{g}} \cdot \nabla_{H}\right) \zeta-f \frac{\partial w}{\partial z}=0 \tag{5.5.12}
\end{equation*}
$$

The boundary conditions are $v_{g}=0$ at $y=0, L$, and $w=0$ at $z=0, H$. From (5.5.10) and (5.5.5), the condition $w=0$ is expressed using the streamfunction as

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{u}_{\boldsymbol{g}} \cdot \nabla_{H}\right) \frac{\partial}{\partial z} \psi=0 \tag{5.5.13}
\end{equation*}
$$

Let us consider uniform shear flow as the basic state:

$$
\begin{equation*}
\bar{u}_{g}=U(z)=\Lambda z, \quad \bar{v}_{g}=0 \tag{5.5.14}
\end{equation*}
$$

In this case, the other variables are written as

$$
\begin{align*}
\bar{\psi} & =-f \int_{0}^{y} \bar{u}_{g} d y=-f \Lambda y z  \tag{5.5.15}\\
\bar{\Pi} & =f,  \tag{5.5.16}\\
\bar{\theta} & =\frac{\theta_{0}}{g} \frac{\partial \bar{\psi}}{\partial z}=-\frac{f \theta_{0}}{g} \Lambda y . \tag{5.5.17}
\end{align*}
$$

Let the perturbation of the streamfunction be $\psi^{\prime}$. The linearized equation of the quasi-geostrophic potential vorticity for perturbation is written as

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\Lambda z \frac{\partial}{\partial x}\right)\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{f^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \psi^{\prime}=0 \tag{5.5.18}
\end{equation*}
$$

The boundary conditions are given as

$$
\begin{array}{rlrl}
\frac{\partial}{\partial t} \frac{\partial \psi^{\prime}}{\partial z}-\Lambda \frac{\partial \psi^{\prime}}{\partial x} & =0, & \text { at } z=0 \\
\left(\frac{\partial}{\partial t}+\Lambda H \frac{\partial}{\partial x}\right) \frac{\partial \psi^{\prime}}{\partial z}-\Lambda \frac{\partial \psi^{\prime}}{\partial x} & =0, \quad \text { at } z=H \\
\frac{\partial \psi^{\prime}}{\partial x} & =0, \quad \text { at } y=0, L \tag{5.5.21}
\end{array}
$$

From (5.5.21), we particularly specify

$$
\begin{equation*}
\psi^{\prime}=0, \quad \text { at } y=0, L . \tag{5.5.22}
\end{equation*}
$$

We assume the following sinusoidal form of the solution that satisfies the boundary condition:

$$
\begin{equation*}
\psi^{\prime}=\tilde{\psi}(z) \sin l y e^{i(k x-\omega t)}=\tilde{\psi}(z) \sin l y e^{i k(x-c t)} \tag{5.5.23}
\end{equation*}
$$

where

$$
\begin{equation*}
l=\frac{n \pi}{L}, \quad \text { for } \quad n=1,2, \cdots \tag{5.5.24}
\end{equation*}
$$

and $c=\omega / k$ is a complex phase speed. Substituting (5.5.23) into the linearized equations (5.5.18), (5.5.19), and (5.5.20), we obtain

$$
\begin{align*}
(\Lambda z-c)\left(\frac{d^{2}}{d z^{2}}-\mu^{2}\right) \tilde{\psi} & =0  \tag{5.5.25}\\
c \frac{d \tilde{\psi}}{d z}+\Lambda \tilde{\psi} & =0, \quad \text { at } z=0  \tag{5.5.26}\\
(c-\Lambda H) \frac{d \tilde{\psi}}{d z}+\Lambda \tilde{\psi} & =0, \quad \text { at } z=H \tag{5.5.27}
\end{align*}
$$

where

$$
\begin{equation*}
\mu^{2} \equiv \frac{N^{2}}{f^{2}}\left(k^{2}+l^{2}\right) \tag{5.5.28}
\end{equation*}
$$

The following two types of solutions satisfy (5.5.25). The first type of solution has no singularity, satisfying

$$
\begin{equation*}
\left(\frac{d^{2}}{d z^{2}}-\mu^{2}\right) \tilde{\psi}=0 \tag{5.5.29}
\end{equation*}
$$

The second type of solution has singularity at $z_{c}$ and satisfies

$$
\begin{equation*}
\left(\frac{d^{2}}{d z^{2}}-\mu^{2}\right) \tilde{\psi}=A \delta\left(z-z_{c}\right) \tag{5.5.30}
\end{equation*}
$$

where $\delta(z)$ is Dirac's delta function, ${ }^{\dagger}$

$$
\begin{equation*}
z_{c} \equiv \frac{c}{\Lambda}, \quad 0<z_{c}<H \tag{5.5.31}
\end{equation*}
$$

and $A$ is constant. In this case, the phase speed $c$ is a real value in the range

$$
\begin{equation*}
0<c<\Lambda H \tag{5.5.32}
\end{equation*}
$$

In the following two subsections we will obtain each type of solution.

[^15]
### 5.5.1.2 Nonsingular solutions

First, as a nonsingular solution to (5.5.29), we can set the following form

$$
\begin{equation*}
\tilde{\psi}(z)=a^{\prime} e^{\mu z}+b^{\prime} e^{-\mu z}=a \cosh \mu z+b \sinh \mu z \tag{5.5.33}
\end{equation*}
$$

where $a$ and $b$, or $a^{\prime}$ and $b^{\prime}$, are constants determined from the boundary conditions. Substituting (5.5.33) into (5.5.26) and (5.5.27), we have the relations

$$
\begin{align*}
& c \mu b+\Lambda a=0  \tag{5.5.34}\\
& \begin{array}{l}
(c-\Lambda H) \mu(a \sinh \mu H+b \cosh \mu H) \\
\quad+\Lambda(a \cosh \mu H+b \sinh \mu H)=0
\end{array}
\end{align*}
$$

A solution with $(a, b) \neq(0,0)$ exists if the determinant of the coefficient matrix of $a$ and $b$ is equal to zero. Thus, the phase speed $c$ is given by solution of

$$
\begin{equation*}
c^{2}-c \Lambda H+\frac{\Lambda^{2} H}{\mu} \operatorname{coth} \mu H-\frac{\Lambda^{2}}{\mu^{2}}=0 \tag{5.5.36}
\end{equation*}
$$

From this, we obtain

$$
\begin{equation*}
c=\frac{\Lambda H}{2} \pm \frac{\Lambda H}{2}\left[\left(1-\frac{2}{\mu H} \operatorname{coth} \frac{\mu H}{2}\right)\left(1-\frac{2}{\mu H} \tanh \frac{\mu H}{2}\right)\right]^{\frac{1}{2}} \tag{5.5.37}
\end{equation*}
$$

To examine the properties of solutions, we introduce a constant $x_{c}$ that satisfies

$$
\begin{equation*}
\frac{\operatorname{coth} x_{c}}{x_{c}}=1 \tag{5.5.38}
\end{equation*}
$$

(i.e., $x_{c}=1.1997$ ), and a parameter

$$
\begin{equation*}
\mu_{c}=\frac{2 x_{c}}{H}=\frac{2.3994}{H} \tag{5.5.39}
\end{equation*}
$$

From (5.5.37), we can see that $c$ is real if $\mu>\mu_{c}$, whereas $c$ has an imaginary part if $0<\mu<\mu_{c}$. Thus, using (5.5.28), the basic state is unstable if

$$
\begin{equation*}
\mu=\frac{N}{f}\left(k^{2}+l^{2}\right)^{\frac{1}{2}}<\mu_{c} \tag{5.5.40}
\end{equation*}
$$

or

$$
\begin{equation*}
L>\pi \frac{N}{f \mu_{c}}=\frac{\pi}{2.3994} \frac{N H}{f} \tag{5.5.41}
\end{equation*}
$$

where (5.5.24) is used. This means that the basic state is unstable only in the case that the channel width is sufficiently large. The largest wave number of the unstable wave is

$$
\begin{equation*}
k_{c}=\left(\frac{f^{2}}{N^{2}} \mu_{c}^{2}-\frac{\pi^{2}}{L^{2}}\right)^{\frac{1}{2}} \tag{5.5.42}
\end{equation*}
$$

If the wavelength is shorter than $2 \pi / k_{c}$, perturbations do not grow. This limitation to the wavelength is called Eady's shortwave cutoff. In the case $\mu<\mu_{c}$, the growth rate of the instability is given from (5.5.37) as

$$
\begin{align*}
\omega_{i} & =k c_{i} \\
& =\frac{\Lambda H}{2} k\left[\left(\frac{2}{\mu H} \operatorname{coth} \frac{\mu H}{2}-1\right)\left(1-\frac{2}{\mu H} \tanh \frac{\mu H}{2}\right)\right]^{\frac{1}{2}} . \tag{5.5.43}
\end{align*}
$$

Figure 5.7 displays the dependence of phase speed on wave number. The dispersion relation (5.5.37) is nondimensionalized with $\mu^{*}=\mu H$ and $c^{*}=c / \Lambda H$ as

$$
\begin{equation*}
c^{*}=\frac{1}{2} \pm \frac{1}{2}\left[\left(1-\frac{2}{\mu^{*}} \operatorname{coth} \frac{\mu^{*}}{2}\right)\left(1-\frac{2}{\mu^{*}} \tanh \frac{\mu^{*}}{2}\right)\right]^{\frac{1}{2}} \tag{5.5.44}
\end{equation*}
$$

The figure shows the imaginary part and the real part of phase speed where $c^{*}=$ $c_{r}^{*}+i c_{i}^{*}$. We have $c^{*}=\frac{1}{2} \pm i \frac{1}{2 \sqrt{3}}$ in the limit $\mu^{*} \rightarrow 0$, whereas we have $c^{*}=0,1$ in the limit $\mu^{*} \rightarrow \infty$. Figure 5.8 shows the dependence of growth rate on wave number. Using $k^{*}=(N H / f) k, l^{*}=(N H / f) l, \mu^{*}=\mu H, c^{*}=c / \Lambda H$, and $\omega^{*}=(N / f \Lambda) \omega$, the expression of the growth rate (5.5.43) is rewritten as

$$
\begin{equation*}
\omega_{i}^{*}=k^{*} c_{i}^{*}=\frac{1}{2} k^{*}\left[\left(\frac{2}{\mu^{*}} \operatorname{coth} \frac{\mu^{*}}{2}-1\right)\left(1-\frac{2}{\mu^{*}} \tanh \frac{\mu^{*}}{2}\right)\right]^{\frac{1}{2}} \tag{5.5.45}
\end{equation*}
$$

where $\mu^{* 2}=k^{* 2}+l^{* 2}$. The maximum value of the growth rate is given as $\omega_{i *}=$ 0.3098 at $k^{*}=1.606$ and $l^{*}=0$.

Now, we examine the structure of unstable waves. From (5.5.34), we can set $(a, b)=\psi_{0}(1,-\Lambda / \mu c)$. Then, (5.5.33) becomes

$$
\begin{equation*}
\tilde{\psi}(z)=\psi_{0}\left(\cosh \mu z-\frac{\Lambda}{\mu c} \sinh \mu z\right) \tag{5.5.46}
\end{equation*}
$$



Figure 5.7: The dependence of phase speed on wave number $\mu^{*}$ for Eady solutions. Left: the real part $c_{r}^{*}$; right: the imaginary part $c_{i}^{*}$.


Figure 5.8: The dependence of growth rate $\omega_{i}^{*}$ on wave numbers $k^{*}$ and $l^{*}$ for Eady solutions. The contour interval of $\omega_{i}^{*}$ is 0.05 .

For an unstable wave with $\mu<\mu_{c}$, substituting this equation into (5.5.23), we obtain for the real part

$$
\begin{align*}
\psi^{\prime}= & \psi_{0} R e\left[\left(\cosh \mu z-\frac{c_{r} \Lambda}{\mu|c|^{2}} \sinh \mu z+i \frac{c_{i} \Lambda}{\mu|c|^{2}} \sinh \mu z\right) e^{i k\left(x-c_{r} t\right)}\right] \\
& \times \sin l y e^{k c_{i} t} \\
= & \Psi(z) \sin l y \cos \left[k\left(x-c_{r} t\right)+\alpha(z)\right] e^{k c_{i} t} \tag{5.5.47}
\end{align*}
$$

Here, $\Psi(z)$ is the amplitude and $\alpha(z)$ is the phase, given as

$$
\begin{align*}
\Psi(z) & \equiv \psi_{0}\left[\left(\cosh \mu z-\frac{c_{r} \Lambda}{\mu|c|^{2}} \sinh \mu z\right)^{2}+\frac{c_{i}^{2} \Lambda^{2}}{\mu^{2}|c|^{4}} \sinh ^{2} \mu z\right]^{\frac{1}{2}}  \tag{5.5.48}\\
\alpha(z) & =\tan ^{-1} \frac{\Lambda c_{i} \sinh \mu z}{\mu|c|^{2} \cosh \mu z-\Lambda c_{r} \sinh \mu z} \tag{5.5.49}
\end{align*}
$$

The direction of the phase line can be found from the sign of $d \alpha / d z$; if we write (5.5.49) as $\tan \alpha=Y / X$, we have

$$
\begin{equation*}
\frac{d \alpha}{d z}=\frac{X Y^{\prime}-X^{\prime} Y}{X^{2}+Y^{2}}=\frac{\psi_{0}^{2}}{\Psi(z)^{2}} \frac{\Lambda c_{i}}{|c|^{2}} \tag{5.5.50}
\end{equation*}
$$

Thus, we have $\frac{d \alpha}{d z}>0$ for unstable waves $c_{i}>0$. In this case, phase lines incline toward the negative $x$-direction (westward) with height. On the other hand, for neutral waves with $c_{i}=0$, the phase is independent of height.

The other variables can be expressed with respect to $\tilde{\psi}$ from (5.5.3)-(5.5.5) and
(5.5.10) as

$$
\begin{align*}
u_{g}^{\prime} & =-\frac{l}{f} \tilde{\psi}(z) \cos l y e^{i k(x-c t)} \\
v_{g}^{\prime} & =i \frac{k}{f} \tilde{\psi}(z) \sin l y e^{i k(x-c t)} \\
\theta^{\prime} & =\frac{\theta_{0}}{g} \frac{d \tilde{\psi}(z)}{d z} \sin l y e^{i k(x-c t)} \\
p^{\prime} & =\rho_{0} \tilde{\psi}(z) \sin l y e^{i k(x-c t)} \\
w^{\prime} & =i \frac{k}{N^{2}}\left[(c-\Lambda z) \frac{d \tilde{\psi}(z)}{d z}+\Lambda \tilde{\psi}(z)\right] \sin l y e^{i k(x-c t)} \tag{5.5.51}
\end{align*}
$$

For unstable waves $\left(\mu<\mu_{c}\right)$ the real part of these equations is given as

$$
\begin{aligned}
u_{g}^{\prime} & =-\frac{l}{f} \Psi(z) \cos l y \cos \left[k\left(x-c_{r} t\right)+\alpha(z)\right] e^{k c_{i} t} \\
v_{g}^{\prime} & =-\frac{k}{f} \Psi(z) \sin l y \sin \left[k\left(x-c_{r} t\right)+\alpha(z)\right] e^{k c_{i} t} \\
\theta^{\prime} & =\frac{\theta_{0}}{g} \Psi_{\theta}(z) \sin l y \cos \left[k\left(x-c_{r} t\right)+\alpha_{\theta}(z)\right] e^{k c_{i} t} \\
p^{\prime} & =\rho_{0} \Psi(z) \sin l y \cos \left[k\left(x-c_{r} t\right)+\alpha(z)\right] e^{k c_{i} t} \\
w^{\prime} & =-\frac{k}{N^{2}} \Psi_{w}(z) \sin l y \sin \left[k\left(x-c_{r} t\right)+\alpha_{w}(z)\right] e^{k c_{i} t}
\end{aligned}
$$

where $\left(\Psi_{\theta}, \alpha_{\theta}\right)$ and $\left(\Psi_{w}, \alpha_{w}\right)$ are the amplitude and phase of the following functions, respectively,

$$
\begin{aligned}
\tilde{\psi}_{\theta}(z) \equiv & \psi_{0}\left(\mu \sinh \mu z-\frac{c_{r} \Lambda}{|c|^{2}} \cosh \mu z+i \frac{c_{i} \Lambda}{|c|^{2}} \cosh \mu z\right) \\
\tilde{\psi}_{w}(z) \equiv & \psi_{0}\left\{c_{r}\left[\left(\mu-\frac{\Lambda z}{c_{r}} \mu-\frac{\Lambda^{2}}{\mu|c|^{2}}\right) \sinh \mu z+\frac{\Lambda^{2} z}{|c|^{2}} \cosh \mu z\right]\right. \\
& \left.+i c_{i}\left[\left(\mu+\frac{\Lambda^{2}}{\mu|c|}\right) \sinh \mu z-\frac{\Lambda^{2} z}{|c|^{2}} \cosh \mu z\right]\right\}
\end{aligned}
$$

Figure 5.9 shows the vertical profiles of the amplitude of the most unstable wave. The amplitudes of $\psi^{\prime}$ and $\theta^{\prime}$ take a maximum value at the top and bottom boundaries, while the maximum of the amplitude of $w^{\prime}$ occurs at the middle layer. Figure 5.10 shows the zonal-height section of the structure of an unstable wave at the middle of the channel $y=L / 2$. The phase lines of $\psi$ and $w$ are inclined westward with height, while those of $\theta$ are inclined eastward with height. At the middle layer, the phases of $w^{\prime}, \theta^{\prime}$, and $v_{g}^{\prime}$ agree with each other. These figures are for the parameter $N H / f L=0.3$. In this case, the growth rate is maximum at the wave numbers $k^{*}=k L=4.98$ and $l^{*}=l L=\pi$. The phase speed is $c_{r}^{*}=c_{r} / \Lambda H=0.5$ and $c_{i}^{*}=c_{i} / \Lambda H=0.172$, and the growth rate is $\omega_{i}^{*}=k^{*} c_{i}^{*}=0.858$.


Figure 5.9: Vertical profiles of the amplitudes of the most unstable wave for $N H / f L=0.3$. The solid curve is the amplitude of $\Psi$, the dashed curve is that of potential temperature $\Psi_{\theta}$, and the dotted curve is that of vertical velocity $\Psi_{w}$. The scales of these amplitudes are appropriately normalized.


Figure 5.10: Zonal-height cross section of the most unstable wave at the middle of the channel $y=L / 2$. The solid curves depict the streamfunction $\psi$. The thick solid curves are phase lines of the maximum and minimum values of $\psi$. The dashed, dotted, and dashed-dotted curves are those of $\theta, w$, and $v_{g}$, respectively. The parameters are the same as in Fig. 5.9. The wavelength in the $x$-direction is $2 \pi / k^{*}=1.26$.

At the end of this section, we consider transport due to unstable waves. The product of two complex values $A$ and $B$ is denoted by $\overline{\operatorname{Re}(A) \operatorname{Re}(B)}$, where ( $\left.{ }^{-}\right)$ denotes the average over phase $X$. If $A=|A| e^{i X}$ and $B=|B| e^{i(X+\alpha)}$ are given, we have the formula

$$
\begin{equation*}
\overline{\operatorname{Re}(A) \operatorname{Re}(B)}=\frac{1}{2} \operatorname{Re}\left(A B^{*}\right)=\frac{1}{2}|A||B| \cos \alpha \tag{5.5.52}
\end{equation*}
$$

Substituting (5.5.51) into this, we obtain the transports of various quantities. First,
the meridional transports of momentum and heat are given by

$$
\begin{align*}
\frac{1}{2} R e\left(u^{\prime} v^{\prime *}\right) & =\frac{k l}{2 f^{2}} R e\left(i|\tilde{\psi}|^{2}\right) \cos l y \sin l y e^{2 k c_{i} t}=0  \tag{5.5.53}\\
\frac{1}{2} R e\left(v^{\prime} \theta^{\prime *}\right) & =\frac{k \theta_{0}}{2 g f} R e\left(i \tilde{\psi} \frac{d \tilde{\psi}^{*}}{d z}\right) \sin ^{2} l y e^{2 k c_{i} t} \\
& =\psi_{0}^{2} \frac{k c_{i} \Lambda \theta_{0}}{4 g f|c|^{2}}(1-\cos 2 l y) e^{2 k c_{i} t} \tag{5.5.54}
\end{align*}
$$

It is clear that there exists no meridional momentum transport due to the Eady baroclinic wave. Note that we have used the following relation with (5.5.50) to derive the heat transport (5.5.54):

$$
\operatorname{Re}\left(i \tilde{\psi} \frac{d \tilde{\psi}^{*}}{d z}\right)=\operatorname{Re}\left[i \Psi e^{i \alpha} \cdot \frac{d}{d z}\left(\Psi e^{-i \alpha}\right)\right]=\frac{d \alpha}{d z} \Psi^{2}=\frac{\Lambda c_{i}}{|c|^{2}} \psi_{0}^{2}
$$

Since $\frac{d \alpha}{d z}>0$ for $c_{i}>0$, heat transport is positive: $\overline{v^{\prime} \theta^{\prime}}>0$. It can be seen that heat transport is vertically constant.

Second, the vertical transport of momentum and heat are given by

$$
\begin{aligned}
\frac{1}{2} \operatorname{Re}\left(u^{\prime} w^{\prime *}\right)= & -\frac{k l}{2 f N^{2}} \operatorname{Re}\left\{-i\left[\left(c^{*}-\Lambda z\right) \frac{d \tilde{\psi}^{*}}{d z}+\Lambda \tilde{\psi}^{*}\right] \tilde{\psi}\right\} \\
& \times \sin l y \cos l y e^{2 k c_{i} t} \\
= & \psi_{0}^{2} \frac{k l c_{i}}{2 f N^{2}}\left[\frac{1}{2 \mu}\left(\mu^{2}+\frac{\Lambda^{2}}{|c|^{2}}\right) \sinh 2 \mu z-\frac{c_{r} \Lambda}{|c|^{2}} \cosh 2 \mu z\right. \\
& \left.+\left(c_{r}-\Lambda z\right) \frac{\Lambda}{|c|^{2}}\right] \sin 2 l y e^{2 k c_{i} t}, \\
\frac{1}{2} \operatorname{Re}\left(\theta^{\prime} w^{\prime *}\right)= & \frac{k \theta_{0}}{2 g N^{2}} R e\left\{-i\left[\left(c^{*}-\Lambda z\right) \frac{d \tilde{\psi}^{*}}{d z}+\Lambda \tilde{\psi}^{*}\right] \frac{d \tilde{\psi}}{d z}\right\} \sin ^{2} l y e^{2 k c_{i} t} \\
= & \psi_{0}^{2} \frac{k \theta_{0} c_{i}}{4 g N^{2}}\left[-\left(\mu^{2}+\frac{\Lambda^{2}}{|c|^{2}}\right) \sinh ^{2} \mu z+\frac{c_{r} \Lambda \mu}{|c|^{2}} \sinh 2 \mu z\right] \\
& \times(1-\cos 2 l y) e^{2 k c_{i} t}
\end{aligned}
$$

If these are averaged over the channel width in $y$, the domain-averaged vertical momentum transport becomes zero, momentum transport becomes zero, while domainaveraged vertical heat transport is upward for unstable waves $\left(c_{i}>0\right)$.

### 5.5.1.3 Singular solutions

Returning to (5.5.30), we consider singular solutions whose phase speed is a real value in the range (5.5.32):

$$
\begin{equation*}
c=\Lambda z_{c}, \quad\left(0<z_{c}<H\right) \tag{5.5.55}
\end{equation*}
$$

The solution to (5.5.30) can be written in the form

$$
\begin{align*}
& \tilde{\psi}(z)=a_{1} \cosh \mu z+b_{1} \sinh \mu z, \quad\left(0<z<z_{c}\right)  \tag{5.5.56}\\
& \tilde{\psi}(z)=a_{2} \cosh \mu z+b_{2} \sinh \mu z, \quad\left(z_{c}<z<H\right) \tag{5.5.57}
\end{align*}
$$

From the boundary conditions at $z=0$ and $H,(5.5 .26)$ and (5.5.27), we have the relations between the coefficients:

$$
\begin{align*}
& \Lambda a_{1}+c \mu b_{1}=0  \tag{5.5.58}\\
& {[(c-\Lambda H) \mu \sinh \mu H+\Lambda \cosh \mu H] a_{2}} \\
& \quad+[(c-\Lambda H) \mu \cosh \mu H+\Lambda \sinh \mu H] b_{2}=0 \tag{5.5.59}
\end{align*}
$$

Thus, the solution can be written as

$$
\begin{align*}
\tilde{\psi}(z) & =C_{1}\left(\mu z_{c} \cosh \mu z-\sinh \mu z\right) \\
& \equiv C_{1} U(z), \quad\left(0<z<z_{c}\right)  \tag{5.5.60}\\
\tilde{\psi}(z) & =C_{2}\left[\frac{\left(z_{c}-H\right) \mu \cosh \mu H+\sinh \mu H}{\left(z_{c}-H\right) \mu \sinh \mu H+\cosh \mu H} \cosh \mu z-\sinh \mu z\right] \\
& \equiv C_{2} V(z), \quad\left(z_{c}<z<H\right) \tag{5.5.61}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are new coefficients. If we assume that both the streamfunction and its first derivative with respect to height (i.e., the potential temperature) are continuous at $z=z_{c}$, we also have

$$
\begin{align*}
\tilde{\psi}\left(z_{c}+0\right) & =\tilde{\psi}\left(z_{c}-0\right)  \tag{5.5.62}\\
\frac{d \tilde{\psi}}{d z}\left(z_{c}+0\right)-\frac{d \tilde{\psi}}{d z}\left(z_{c}-0\right) & =A \tag{5.5.63}
\end{align*}
$$

where $A$ is the coefficient defined in (5.5.30). From these relations, we obtain

$$
\begin{align*}
C_{1} & =A \frac{V\left(z_{c}\right)}{U^{\prime}\left(z_{c}\right) V\left(z_{c}\right)-U\left(z_{c}\right) V^{\prime}\left(z_{c}\right)}  \tag{5.5.64}\\
C_{2} & =A \frac{U\left(z_{c}\right)}{U^{\prime}\left(z_{c}\right) V\left(z_{c}\right)-U\left(z_{c}\right) V^{\prime}\left(z_{c}\right)} \tag{5.5.65}
\end{align*}
$$

We can express the denominator as

$$
\begin{align*}
& U^{\prime}\left(z_{c}\right) V\left(z_{c}\right)-U\left(z_{c}\right) V^{\prime}\left(z_{c}\right) \\
& \quad=\frac{\mu^{3} \sinh \mu H}{\left(z_{c}-H\right) \mu \sinh \mu H+\cosh \mu H}\left(z_{c}-\frac{c_{+}}{\Lambda}\right)\left(z_{c}-\frac{c_{-}}{\Lambda}\right) \tag{5.5.66}
\end{align*}
$$

where $c_{+}$and $c_{-}$are two phase speeds of the nonsingular solution given by (5.5.37).

### 5.5.1.4 Edge waves

There exist neutral waves in a basic shear flow. Neutral waves are most clearly formulated under the top boundary condition given by

$$
\begin{equation*}
\tilde{\psi} \rightarrow 0, \quad \text { as } \quad z \rightarrow \infty \tag{5.5.67}
\end{equation*}
$$

instead of the rigid boundary (5.5.27). The solutions to (5.5.25) under the lower boundary condition (5.5.26) and the upper boundary condition (5.5.67) are given by

$$
\begin{equation*}
\tilde{\psi}(z)=\Psi_{0} e^{-\mu z} \tag{5.5.68}
\end{equation*}
$$

with the phase speed

$$
\begin{equation*}
c=\frac{\Lambda}{\mu} \tag{5.5.69}
\end{equation*}
$$

Since $c$ is real, this wave is neutral. This kind of neutral wave is called the edge wave. Frequency is given by

$$
\begin{equation*}
\omega=k c=\frac{k \Lambda}{\mu}=\frac{\Lambda f}{N} \frac{k}{\sqrt{k^{2}+l^{2}}} \tag{5.5.70}
\end{equation*}
$$

where (5.5.28) is used. The edge wave has a vertical scale of $\mu^{-1}$. It is trapped near the lower boundary and propagates eastward. If the top boundary condition is rigid, similar neutral waves are trapped near the upper boundary. These edge waves play a central role if baroclinic instability is viewed as the interaction between two waves (see Section 5.5.5).

### 5.5.1.5 Secondary circulation

A zonal-mean meridional circulation is associated with Eady unstable waves. We define the zonal mean by $\left(^{-}\right)$to derive meridional circulation. First, from (5.5.3), the zonal-mean geostrophic component is

$$
\begin{equation*}
\overline{v_{g}}=\frac{1}{f} \frac{\overline{\partial \psi}}{\partial x}=0 \tag{5.5.71}
\end{equation*}
$$

(i.e., the meridional circulation of the geostrophic component is identically zero). As for the ageostrophic component, to the first-order approximation of linear theory the zonal average of (5.5.52) gives

$$
\begin{equation*}
\bar{w}=0 \tag{5.5.72}
\end{equation*}
$$

(i.e., the meridional circulation of the linear part of the ageostrophic component is also identically zero). Thus, we need to consider the nonlinear ageostrophic component to obtain the meridional circulation. Here, we take the second-order nonlinearity of the perturbation that is given by linear theory. In this sense, meridional circulation given by the following procedure is called secondary circulation.

The equations of zonal velocity and temperature can be divided into linear and nonlinear parts. Substituting the basic field (5.5.14) and (5.5.17) into (5.5.7), (5.5.10), we have the equations for the perturbation

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\Lambda z \frac{\partial}{\partial x}\right) u_{g}-f v_{a} & =-\boldsymbol{u}_{\boldsymbol{g}} \cdot \nabla_{H} u_{g}  \tag{5.5.73}\\
\left(\frac{\partial}{\partial t}+\Lambda z \frac{\partial}{\partial x}\right) \frac{\partial \psi^{\prime}}{\partial z}+\Lambda \frac{\partial \psi^{\prime}}{\partial x}+N^{2} w & =-\boldsymbol{u}_{\boldsymbol{g}} \cdot \nabla_{H} \frac{\partial \psi^{\prime}}{\partial z} \tag{5.5.74}
\end{align*}
$$

We expand perturbation in a series as

$$
\begin{equation*}
\psi^{\prime}=\varepsilon \psi^{(1)}+\varepsilon^{2} \psi^{(2)}+\cdots \tag{5.5.75}
\end{equation*}
$$

where $\varepsilon$ is the magnitude of the perturbation and satisfies $\varepsilon \ll 1$. To the first order $O\left(\varepsilon^{1}\right)$, we obtain a set of linear equations: $\psi^{(1)}$ is the linear solution that is already given by (5.5.47). Next, second-order $O\left(\varepsilon^{2}\right)$ zonally averaged equations are given by

$$
\begin{align*}
& \frac{\partial}{\partial t} \overline{u_{g}^{(2)}}-f \overline{v_{a}^{(2)}}=-\overline{\overline{\boldsymbol{u}_{\boldsymbol{g}}^{(1)} \cdot \nabla_{H} u_{g}^{(1)}}}  \tag{5.5.76}\\
& \frac{\partial}{\partial t} \frac{\partial \frac{\psi^{(2)}}{\partial z}+N^{2} \overline{w^{(2)}}}{}=-\overline{\boldsymbol{u}_{\boldsymbol{g}}^{(1)} \cdot \nabla_{H} \frac{\partial \psi^{(1)}}{\partial z}} . \tag{5.5.77}
\end{align*}
$$

The right-hand sides are rewritten as

$$
\begin{align*}
-\overline{\boldsymbol{u}_{\boldsymbol{g}}^{(1)} \cdot \nabla_{H} u_{g}^{(1)}} & =-\overline{\nabla_{H} \cdot\left(\boldsymbol{u}_{\boldsymbol{g}}^{(1)} u_{g}^{(1)}\right)}=-\frac{\partial}{\partial y} \overline{u_{g}^{(1)} v_{g}^{(1)}}  \tag{5.5.78}\\
-\overline{\boldsymbol{u}_{\boldsymbol{g}}^{(1)} \cdot \nabla_{H} \frac{\partial \psi^{(1)}}{\partial z}} & =-\frac{\partial}{\partial y} \overline{v_{g}^{(1)} \frac{\partial \psi^{(1)}}{\partial z}} \tag{5.5.79}
\end{align*}
$$

The zonal mean of the continuity equation (5.5.11) is

$$
\begin{equation*}
\frac{\partial \overline{v_{a}^{(2)}}}{\partial y}+\frac{\partial \overline{w^{(2)}}}{\partial z}=0 \tag{5.5.80}
\end{equation*}
$$

Thus, we can define the meridional streamfunction $\chi$ as

$$
\begin{equation*}
\overline{v_{a}^{(2)}}=-\frac{\partial \chi}{\partial z}, \quad \overline{w^{(2)}}=\frac{\partial \chi}{\partial y} \tag{5.5.81}
\end{equation*}
$$

Since the boundary conditions are given as

$$
\begin{align*}
w^{(2)} & =0,  \tag{5.5.82}\\
v_{a}^{(2)} & =0, \tag{5.5.83}
\end{align*} \quad \text { at } z=0, H,
$$

we can set $\chi=0$ at the boundaries. Now, using

$$
\begin{equation*}
u_{g}^{(2)}=-\frac{1}{f} \frac{\partial \psi^{(2)}}{\partial y} \tag{5.5.84}
\end{equation*}
$$

we can eliminate the time derivatives in (5.5.76) and (5.5.77), so that we obtain an equation for the meridional streamfunction $\chi$ as

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial y^{2}}+\frac{f^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \chi=-\frac{f}{N^{2}} \frac{\partial^{2}}{\partial y \partial z} \overline{u_{g}^{(1)} v_{g}^{(1)}}-\frac{1}{N^{2}} \frac{\partial^{2}}{\partial y^{2}} \overline{v_{g}^{(1)} \frac{\partial \psi^{(1)}}{\partial z}} \tag{5.5.85}
\end{equation*}
$$

where (5.5.81) is used. Substituting the linear solutions (5.5.53), (5.5.54)

$$
\begin{align*}
\overline{u_{g}^{(1)} v_{g}^{(1)}} & =0  \tag{5.5.86}\\
\overline{v_{g}^{(1)}} \frac{\partial \psi^{(1)}}{\partial z} & =\psi_{0}^{2} \frac{k c_{i} \Lambda}{4 f|c|^{2}}(1-\cos 2 l y) e^{2 k c_{i} t}
\end{align*}
$$

into the right-hand side of (5.5.85), we obtain

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial y^{2}}+\frac{f^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \chi=B \cos 2 l y \tag{5.5.88}
\end{equation*}
$$

where

$$
\begin{equation*}
B \equiv-\psi_{0}^{2} \frac{k l^{2} \Lambda}{f N^{2}} \frac{c_{i}}{|c|^{2}} e^{2 k c_{i} t} \tag{5.5.89}
\end{equation*}
$$

Now, let us seek a solution to (5.5.88) in the form

$$
\begin{equation*}
\chi=\chi_{1}(z) \cos 2 l y+\chi_{2}(y, z) \tag{5.5.90}
\end{equation*}
$$

where $\chi_{1}$ and $\chi_{2}$ respectively satisfy

$$
\begin{align*}
\frac{f^{2}}{N^{2}} \frac{d^{2}}{d z^{2}} \chi_{1}-4 l^{2} \chi_{1} & =B  \tag{5.5.91}\\
\left(\frac{\partial^{2}}{\partial y^{2}}+\frac{f^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \chi_{2} & =0 \tag{5.5.92}
\end{align*}
$$

The boundary conditions at $z=0, H$ are given as $\chi_{1}=\chi_{2}=0$. First, we have

$$
\begin{equation*}
\chi_{1}=-\frac{B}{4 l^{2}}\left(1-\cosh \eta z+\frac{\cosh \eta H-1}{\sinh \eta H} \sinh \eta z\right), \tag{5.5.93}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta \equiv \frac{2 l N}{f} \tag{5.5.94}
\end{equation*}
$$

Then, to satisfy the boundary condition $\chi=0$ at $y=0, L$, we have

$$
\begin{align*}
\chi_{2}= & \sum_{m=1}^{\infty} \frac{B}{2 l^{2}} \frac{\eta^{2} H^{2}}{m \pi\left(\eta^{2} H^{2}+m^{2} \pi^{2}\right)} \frac{1-\cos m \pi}{\cosh \left(\nu_{m} L / 2\right)} \\
& \times \cosh \nu_{m}\left(y-\frac{L}{2}\right) \sin \left(m \pi \frac{z}{H}\right) \tag{5.5.95}
\end{align*}
$$

where

$$
\begin{equation*}
\nu_{m} \equiv \frac{m \pi f}{N H}, \quad(m=1,2, \cdots) \tag{5.5.96}
\end{equation*}
$$

From (5.5.81), therefore, secondary circulation is given as

$$
\begin{align*}
\overline{v_{a}^{(2)}} & =-\frac{B \eta}{4 l^{2}}\left(-\sinh \eta z+\frac{\cosh \eta H-1}{\sinh \eta H} \cosh \eta z\right) \cos 2 l y \\
& +\frac{B}{2 l^{2}} \sum_{m=1}^{\infty} \frac{\eta^{2} H}{\eta^{2} H^{2}+m^{2} \pi^{2}} \frac{1-\cos m \pi}{\cosh \left(\nu_{m} L / 2\right)} \\
& \times \cosh \nu_{m}\left(y-\frac{L}{2}\right) \cos \left(m \pi \frac{z}{H}\right) \tag{5.5.97}
\end{align*}
$$



Figure 5.11: Distribution of the secondary circulation $\chi$ of the Eady solution in meridional cross section. Both the abscissa $y$ and the ordinate $z$ are normalized to 1 . The contour interval is $25 \mathrm{~m}^{2} \mathrm{~s}^{-1}$. Dotted curves are negative values (indirect circulation) and solid values are positive values (direct circulation).

$$
\begin{align*}
\overline{w^{(2)}} & =-\frac{B \eta}{2 l}\left(1-\cosh \eta z+\frac{\cosh \eta H-1}{\sinh \eta H} \sinh \eta z\right) \sin 2 l y \\
+ & \frac{B}{2 l^{2}} \sum_{m=1}^{\infty} \frac{\nu_{m} \eta^{2} H^{2}}{m \pi\left(\eta^{2} H^{2}+m^{2} \pi^{2}\right)} \frac{1-\cos m \pi}{\cosh \left(\nu_{m} L / 2\right)} \\
& \times \sinh \nu_{m}\left(y-\frac{L}{2}\right) \sin \left(m \pi \frac{z}{H}\right) \tag{5.5.98}
\end{align*}
$$

Figure 5.11 shows an example of secondary circulation. The values of the parameters are $L=4,000 \mathrm{~km}, H=10 \mathrm{~km}, U=50 \mathrm{~m} \mathrm{~s}^{-1}, \Lambda=U / H=5 \times 10^{-3} \mathrm{~s}^{-1}, N=$ $10^{-2} \mathrm{~s}^{-1}, f=2 \Omega \sin 30^{\circ}=7.27 \times 10^{-5} \mathrm{~s}^{-1}, c_{i}=c_{r}=U, k=l=f / U$, and $\psi_{0} e^{2 k c_{i} t}=U^{2}$. In this case, $B=-1.542 \times 10^{-9} \mathrm{~s}^{-1}$ and $\eta=2.16 \times 10^{-4} \mathrm{~m}^{-1}$. The maximum value of the streamfunction of meridional circulation is $249.7 \mathrm{~m}^{2} \mathrm{~s}^{-1}$. This figure shows that secondary circulation is $\chi<0$ in the middle of a channel (i.e., meridional flow is poleward in the lower layer while it is equatorward in the upper layer). This kind of circulation is called indirect circulation. The secondary circulation of baroclinic instability is characterized by indirect circulation. There are also two cells with $\chi>0$ in both sides of indirect circulation. The meridional circulation $\chi>0$ is called direct circulation. These direct circulations are associated with the normal mode of baroclinic instability.

This three-cell structure is seemingly similar to that of meridional circulations observed in the real atmosphere. The nonlinearity of angular momentum transport is important in fact, such that the dynamics of the three-cell structure in Fig. 5.11 are very different from those of the real atmosphere.

### 5.5.2 Charney problem

We next consider the second type of baroclinic instability, called the Charney problem. This type of baroclinic instability occurs on the $\beta$-plane between a rigid boundary at the bottom and an infinite upper boundary. In this section, we briefly summarize the properties of the solutions following Pedlosky (1987).

The Charney problem is formulated with quasi-geostrophic equations on the
$\beta$-plane in a stratified atmosphere. Under adiabatic and frictionless conditions the quasi-geostrophic potential vorticity equation is given by

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{u}_{\boldsymbol{g}} \cdot \nabla_{H}\right) \Pi=0 \tag{5.5.99}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi=\frac{1}{f_{0}}\left[\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f_{0}^{2}}{N_{s}^{2}} \frac{\partial \psi}{\partial z}\right)\right]+f_{0}+\beta y \tag{5.5.100}
\end{equation*}
$$

is quasi-geostrophic potential vorticity. Here, $\rho_{s}$ and $N_{s}^{2}$ are functions of altitude $z$. The thermodynamic equation is given by

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{u}_{\boldsymbol{g}} \cdot \nabla_{H}\right) \frac{\partial \psi}{\partial z}+N_{s}^{2} w=0 . \tag{5.5.101}
\end{equation*}
$$

From the geostrophic balance, we have

$$
\begin{align*}
u_{g} & =-\frac{1}{f} \frac{\partial \psi}{\partial y}, & v_{g} & =\frac{1}{f} \frac{\partial \psi}{\partial x}  \tag{5.5.102}\\
\theta & =\frac{\theta_{s 0}}{g} \frac{\partial \psi}{\partial z}, & \pi^{\prime} & =\frac{1}{c_{p} \theta_{s 0}} \psi . \tag{5.5.103}
\end{align*}
$$

$\theta$ is the deviation of potential temperature from the basic state potential temperature $\theta_{s}$, which is also a function of $z$, and $\theta_{s 0}$ is the vertical average of $\theta_{s}$. We assume that the basic state has constant temperature $T(z)=\theta_{s 0}$ and has linear shear. Thus, we have

$$
\begin{align*}
\rho_{s} & =\rho_{s 0} e^{-\frac{z}{H}}  \tag{5.5.104}\\
N_{s}^{2} & =\frac{g}{\theta_{s 0}} \frac{d \theta_{s}}{d z}=\frac{g^{2}}{c_{p} \theta_{s 0}} \equiv N^{2}  \tag{5.5.105}\\
H & =\frac{R_{d} \theta_{s 0}}{g} \tag{5.5.106}
\end{align*}
$$

where $H$ is scale height. Eqs. (5.5.14), (5.5.15), and (5.5.17) in the Eady model are also used in this case:

$$
\begin{align*}
\bar{u}_{g} & =U(z)=\Lambda z  \tag{5.5.107}\\
\bar{v}_{g} & =0  \tag{5.5.108}\\
\bar{\psi} & =-f \int_{0}^{y} \bar{u}_{g} d y=-f \Lambda y z  \tag{5.5.109}\\
\bar{\theta} & =\frac{\theta_{s 0}}{g} \frac{\partial \bar{\psi}}{\partial z}=-\frac{f_{0} \theta_{s 0}}{g} \Lambda y \tag{5.5.110}
\end{align*}
$$

Substituting (5.5.104), (5.5.105), and (5.5.109) into (5.5.100), we obtain the basic state quasi-geostrophic potential vorticity as

$$
\begin{equation*}
\bar{\Pi}=\frac{1}{f_{0}} \frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{\partial \bar{\psi}}{\partial z}\right)+f_{0}+\beta y=\frac{f_{0}^{2}}{N^{2}} \frac{\Lambda}{H} y+f_{0}+\beta y \tag{5.5.111}
\end{equation*}
$$

and the meridional gradient of potential vorticity as

$$
\begin{equation*}
\bar{\Pi}_{y}=\frac{\partial \bar{\Pi}}{\partial y}=\frac{f_{0}^{2}}{N^{2}} \frac{\Lambda}{H}+\beta=\beta\left(1+\frac{h}{H}\right) \tag{5.5.112}
\end{equation*}
$$

where $h$ is a typical vertical scale defined by

$$
\begin{equation*}
h \equiv \frac{\Lambda f_{0}^{2}}{\beta N^{2}} \tag{5.5.113}
\end{equation*}
$$

The strength of shear and static stability greatly affect the value of $h$. A typical value for $\Lambda=3 \times 10^{-3} \mathrm{~m} \mathrm{~s}^{-1}$ and $N^{2}=10^{-4} \mathrm{~s}^{-2}$ with $f_{0}=2 \Omega \sin \left(45^{\circ}\right) \mathrm{s}^{-1}$ and $\beta=2 \Omega \cos \left(45^{\circ}\right) / R \mathrm{~s}^{-1} \mathrm{~m}^{-1}$ gives $h=2.5 \mathrm{~km}$. In the case of $H=8 \mathrm{~km}$, this also gives $h / H=0.3$.

Let us define perturbation of the streamfunction by $\psi^{\prime}$. The linearized equations of potential vorticity and potential temperature are given by

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\Lambda z \frac{\partial}{\partial x}\right) \\
& \left(\frac{\partial^{2} \psi^{\prime}}{\partial x^{2}}+\frac{\partial^{2} \psi^{\prime}}{\partial y^{2}}+\frac{f_{0}^{2}}{N^{2}} \frac{\partial^{2} \psi^{\prime}}{\partial z^{2}}-\frac{f_{0}^{2}}{N^{2}} \frac{1}{H} \frac{\partial \psi^{\prime}}{\partial z}\right)  \tag{5.5.114}\\
& +\bar{\Pi}_{y} \frac{\partial \psi^{\prime}}{\partial x}=0  \tag{5.5.115}\\
& \left(\frac{\partial}{\partial t}+\Lambda z \frac{\partial}{\partial x}\right) \frac{\partial \psi^{\prime}}{\partial z}-\Lambda \frac{\partial \psi^{\prime}}{\partial x}+N^{2} w=0
\end{align*}
$$

The boundary conditions are given by

$$
\begin{align*}
\frac{\partial}{\partial t} \frac{\partial \psi^{\prime}}{\partial z}-\Lambda \frac{\partial \psi^{\prime}}{\partial x} & =0, \quad \text { at } z=0  \tag{5.5.116}\\
\rho_{s}\left|\psi^{\prime}\right|^{2} & \rightarrow 0, \quad \text { as } z \rightarrow \infty  \tag{5.5.117}\\
\frac{\partial \psi^{\prime}}{\partial x} & =0, \quad \text { at } y=0, L \tag{5.5.118}
\end{align*}
$$

The boundary condition in the limit $z \rightarrow \infty$ comes from the constraint that the energy is finite. ${ }^{\dagger}$ As a solution that satisfies the conditions at $y=0, L$, we assume the modal solution (5.5.23). Substituting (5.5.23) into (5.5.114), (5.5.116), and (5.5.117), we have

$$
\begin{equation*}
(\Lambda z-c)\left[\frac{d^{2} \tilde{\psi}}{d z^{2}}-\frac{1}{H} \frac{\partial \tilde{\psi}}{\partial z}-\frac{N^{2}}{f_{0}^{2}}\left(k^{2}+l^{2}\right) \tilde{\psi}\right]+\frac{N^{2}}{f_{0}^{2}} \bar{\Pi}_{y} \tilde{\psi}=0 \tag{5.5.120}
\end{equation*}
$$

and the boundary conditions

$$
\begin{align*}
c \frac{d \tilde{\psi}}{d z}+\Lambda \tilde{\psi} & =0, \quad \text { at } \quad z=0  \tag{5.5.121}\\
e^{-\frac{z}{H}}|\tilde{\psi}|^{2} & \rightarrow 0, \quad \text { as } \quad z \rightarrow \infty \tag{5.5.122}
\end{align*}
$$

${ }^{\dagger}$ The boundary condition (5.5.117) can be written using perturbation velocity as

$$
\begin{equation*}
\frac{1}{2} \rho_{s}\left(u_{g}^{\prime 2}+v_{g}^{\prime 2}\right) \quad \rightarrow \quad 0, \quad \text { as } z \rightarrow \infty \tag{5.5.119}
\end{equation*}
$$

The energetics of baroclinic instability are described in Section 5.5.3.

Eq. (5.5.120) can be rewritten as

$$
\begin{equation*}
\frac{d^{2} \tilde{\psi}}{d z^{2}}-\frac{1}{H} \frac{\partial \tilde{\psi}}{\partial z}+\left(\frac{\alpha}{z-z_{c}}-\mu^{2}\right) \tilde{\psi}=0 \tag{5.5.123}
\end{equation*}
$$

where

$$
\begin{align*}
\mu^{2} & =\frac{N^{2}}{f_{0}^{2}}\left(k^{2}+l^{2}\right),  \tag{5.5.124}\\
\alpha & \equiv \frac{N^{2}}{f_{0}^{2}} \frac{\bar{\Pi}_{y}}{\Lambda}=\frac{1}{H}+\frac{1}{h},  \tag{5.5.125}\\
z_{c} & =\frac{c}{\Lambda} . \tag{5.5.126}
\end{align*}
$$

At the height $z_{c}$, the phase speed $c$ becomes equal to the zonal wind of the basic state; $z_{c}$ is called the steering level. Now, setting

$$
\begin{equation*}
\tilde{\psi}(z)=e^{-\nu\left(z-z_{c}\right)}\left(z-z_{c}\right) \Phi\left(z-z_{c}\right), \tag{5.5.127}
\end{equation*}
$$

with parameters

$$
\begin{align*}
\delta & \equiv\left(1+4 \mu^{2} H^{2}\right)^{\frac{1}{2}}  \tag{5.5.128}\\
\nu & \equiv \frac{1}{2 H}\left[\left(1+4 \mu^{2} H^{2}\right)^{\frac{1}{2}}-1\right]=\frac{1}{2 H}(\delta-1) \tag{5.5.129}
\end{align*}
$$

we can rewrite $(5.5 .123),(5.5 .121),(5.5 .122)$ as

$$
\begin{align*}
x \frac{d^{2} \Phi}{d x^{2}}+(2-x) \frac{d \Phi}{d x}-(1-r) \Phi & =0  \tag{5.5.130}\\
x_{0}\left(\frac{d \Phi}{d x}-\frac{\delta-1}{2 \delta} \Phi\right) & =0, \quad \text { at } \quad x=x_{0}  \tag{5.5.131}\\
|\Phi|^{2} e^{-x} & \rightarrow 0, \quad \text { as } \quad x \rightarrow \infty \tag{5.5.132}
\end{align*}
$$

where

$$
\begin{align*}
r & =\frac{1+\frac{H}{h}}{\delta}  \tag{5.5.133}\\
x & =\frac{z-z_{c}}{H} \delta  \tag{5.5.134}\\
x_{0} & =x(z=0)=-\frac{z_{c}}{H} \delta \tag{5.5.135}
\end{align*}
$$

It is known that the function $\Phi(x)$ can be expressed by confluent hypergeometric functions:

$$
\Phi(x)= \begin{cases}c_{1} \chi_{1}(1-r, 2 ; x), & \text { for } \quad r=n  \tag{5.5.136}\\ c_{2} \chi_{2}(1-r, 2 ; x), & \text { for } \quad r \neq n\end{cases}
$$

where $n=1,2, \cdots$, and

$$
\begin{align*}
\chi_{1}(\alpha, 2 ; x)= & \sum_{n=0}^{\infty} \frac{\Gamma(\alpha+n)}{\Gamma(\alpha)(n+1)!n!} x^{n}  \tag{5.5.137}\\
\chi_{2}(\alpha, 2 ; x)= & \frac{1}{\alpha-1} \frac{1}{x}+\sum_{n=0}^{\infty} \frac{\Gamma(\alpha+n)}{\Gamma(\alpha)(n+1)!n!} \\
& \times[\ln x+\phi(\alpha+n)-\phi(1+n)-\phi(2+n)] x^{n} . \tag{5.5.138}
\end{align*}
$$

$\Gamma(x)$ is called the Gamma function, which satisfies

$$
\begin{equation*}
\Gamma(x+1)=x \Gamma(x) \tag{5.5.139}
\end{equation*}
$$

In particular, $\Gamma(n)=(n-1)$ ! for integer $n$. Using the Gamma function, we have

$$
\begin{align*}
\phi(x) & =\frac{d}{d x} \log \Gamma(x),  \tag{5.5.140}\\
\phi(n+a) & =\sum_{m=0}^{n-1} \frac{1}{a+m}+\phi(a) . \tag{5.5.141}
\end{align*}
$$

In the case $r=n$, since $\Phi(x)$ is a polynomial with degree $n-1$ as given by (5.5.137), we have $n$ solutions for $x_{0}$ from the boundary condition (5.5.131). Corresponding phase velocities $c$ can be calculated from (5.5.144). It can be shown that all phase speeds $c$ are real with $c \leq 0$. This means that there is no unstable wave for positive integer $r$. In the case $r \neq n$, substituting the solution of $\Phi$ given by (5.5.138) into the boundary condition (5.5.131), we obtain a number of phase velocities $c$. In general, there exists a complex solution among them (i.e., an unstable wave). From further investigation, the properties of the solution are summarized as follows: If $0<r<1$, only one unstable solution exists. If $r=n$ ( $n=1,2, \cdots$ ), only $n$ neutral solutions exist. If $n<r<n+1, n$ neutral solutions and one unstable solution exist.

The typical parameters of unstable waves are given as follows. For given $r$ and $h$, the horizontal scale is given from (5.5.124) and (5.5.133) by

$$
\begin{equation*}
k^{2}+l^{2}=\frac{f_{0}^{2}}{4 N^{2} H^{2}}\left[\frac{(1+H / h)^{2}}{r^{2}}-1\right] \tag{5.5.142}
\end{equation*}
$$

From (5.5.129), the vertical scale is given by

$$
\begin{equation*}
\nu=\frac{1}{2 H}\left(\frac{1+H / h}{r}-1\right) \tag{5.5.143}
\end{equation*}
$$

The value of $x_{0}$ can be determined from the boundary condition (5.5.131). From this, the dispersion relation between phase speed $c$ and wave numbers $k$ and $l$ are related to $x_{0}$. In particular, if $r$ is an integer, $c$ is real and given by

$$
\begin{equation*}
c=-\frac{\Lambda H x_{0}}{\left[1+4 \frac{N^{2}}{f_{0}^{2}}\left(k^{2}+l^{2}\right) H^{2}\right]^{\frac{1}{2}}} . \tag{5.5.144}
\end{equation*}
$$

This implies that $c \leq 0$.
Figure 5.12 shows the dependence of $x_{0}$ on $r$ given by the boundary condition (5.5.131) for specified values of $\delta: \delta \rightarrow \infty$ and $\delta=2$. Both cases indicate that $x_{0}=0$ for any positive integer $r=n$. Figs. 5.13 and 5.14 show the dependences of phase speed and growth rate on wave numbers. Here, we define the nondimensional phase speed by $c^{*}=c / \Lambda H$, nondimensional wave numbers by $k^{*}=k H N / f_{0}, l^{*} H N / f_{0}$, and $\mu^{*}=\mu H$, and the nondimensional growth rate by $\omega^{*}=k^{*} c^{*}=\omega N /\left(\Lambda f_{0}\right)$. Figure 5.13 is the relation between the total wave number $\mu^{*}$ and the phase speed $c^{*}$. Figure 5.14 is the growth rate $\omega^{*}$ as a function of the wave number $k^{*}$ for $l^{*}=0$, and Fig. 5.15 shows the dependence of the growth rate $\omega_{i}^{*}$ on $k^{*}$ and $H / h$. In the


Figure 5.12: The dependence of $x_{0}$ on $r$ for (left) $\delta \rightarrow \infty$ and (right) $\delta=2$. The solid curve is the real part $\operatorname{Re} x_{0}$, and the dashed curve is the imaginary part $\operatorname{Im} x_{0}$.


Figure 5.13: The relation between phase speed $c^{*}$ and total wave number $\mu^{*}$ for $H / h=0$ and

1. The solid curve is the real part $c_{r}^{*}$, and the dashed curve is the imaginary part $c_{i}^{*}$.
case of $H / h=0$, growth rates are always positive for all wave numbers: $\omega_{i}^{*}>0$. In the case of $H / h>0$, in turn, there exists a neutral mode $\omega_{i}^{*}=0$ at $r=1$ (i.e., from (5.5.133) and (5.5.128)),

$$
\begin{equation*}
\mu^{*}=\mu_{c}^{*} \equiv \frac{\sqrt{(1+H / h)^{2}-1}}{2} \tag{5.5.145}
\end{equation*}
$$

For $H / h=1$, we have $\mu_{c}^{*}=0.866$. The wave that grows largest exists at the wave number in the region $\mu^{*}>\mu_{c}^{*}$ (i.e., $0<r<1$ ).

Figure 5.16 shows the structure of most unstable waves in the zonal and height cross section for $H / h=0$ and 1 . The amplitude of the streamfunction becomes larger as height lowers, and becomes smaller in upper layers, which is different from the Eady problem. Near the surface, the warmest air is found at the front of a lowlevel cyclone, while the coldest air is found at the front of a low-level anticyclone. This means that heat is transported poleward. The magnitude of heat transport is


Figure 5.14: The relation between growth rate $\omega^{*}$ and zonal wave number $k^{*}$ for $H / h=0$ and

1. The solid curve is the real part $\omega_{r}^{*}$, and the dashed curve is the imaginary part $\omega_{i}^{*}$.


Figure 5.15: The dependence of growth rate $\omega_{i}^{*}$ on zonal wave number $k^{*}$ and the parameter $H / h$ for $l^{*}=0$. The counter interval is 0.02 for thin curves and 0.1 for thick curves. The dotted curves correspond to $r=1$ and 2 where the growth rate is zero.


Figure 5.16: Structure of the most unstable waves of the Charney problem for $H / h=0$ (top) and 1 (bottom). The streamfunction $\psi^{\prime}$ (solid) and the potential temperature $\theta^{\prime}$ (dotted) in the zonal and height section are shown; the contour interval is onefifth of the maximum amplitude of each quantity. The zero values are denoted by the dashed and dotted-dashed curves, respectively. $\mathrm{L} / \mathrm{H}$ denotes the centers of low/high pressures; N/S denotes the maxima of northerly/southerly winds; W/C denotes the warmest/coldest positions of the perturbations of potential temperature. The steering level $z_{c}^{*}$ is also shown by a tick on the right ordinate. The growth rate and zonal wave number are $\omega_{i}^{*}=0.302, k^{*}=0.625$ for $H / h=0$, and $\omega_{i}^{*}=0.322, k^{*}=1.416$ for $H / h=1$.
also larger near the surface.

### 5.5.3 Energetics

We have examined the disturbances of baroclinic instability based on the Eady problem and the Charney problem. The energetics of baroclinic instability can be studied in the same framework as that of barotropic instability. We now consider the energetics of shear instability in general for a basic flow on the $\beta$-plane. We assume that zonal velocity has an arbitrary distribution $\bar{u}(y, z)$. The linearized quasi-geostrophic potential vorticity equation for the perturbation field is given by (5.5.114):

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \Pi^{\prime}+\bar{\Pi}_{y} \frac{1}{f_{0}} \frac{\partial \psi^{\prime}}{\partial x}=0 \tag{5.5.146}
\end{equation*}
$$

where

$$
\begin{align*}
\Pi^{\prime} & =\frac{1}{f_{0}}\left[\frac{\partial^{2} \psi^{\prime}}{\partial x^{2}}+\frac{\partial^{2} \psi^{\prime}}{\partial y^{2}}+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{\partial \psi^{\prime}}{\partial z}\right)\right]  \tag{5.5.147}\\
\bar{\Pi}_{y} & =\beta-\frac{\partial^{2} \bar{u}}{\partial y^{2}}-\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{\partial \bar{u}}{\partial z}\right) \tag{5.5.148}
\end{align*}
$$

We assume that the flow is confined in the region with $0 \leq z \leq H$ and $0 \leq y \leq L$. From (5.5.115), the boundary condition at $z=0, H$ is given by

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \frac{\partial \psi^{\prime}}{\partial z}-\frac{\partial \bar{u}}{\partial z} \frac{\partial \psi^{\prime}}{\partial x}=0 . \tag{5.5.149}
\end{equation*}
$$

The meridional boundary condition is $v^{\prime}=0$ at $y=0, L$. From this and using (5.5.7), we obtain,

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \frac{\partial \psi^{\prime}}{\partial y}=0 \tag{5.5.150}
\end{equation*}
$$

Multiplying $\rho_{s} \psi^{\prime}$ by (5.5.146) and averaging over the $x$-direction, we have the zonalmean energy equation:

$$
\begin{align*}
& \frac{\partial}{\partial t}\left\{\frac{\rho_{s}}{2}\left[\overline{\left(\frac{\partial \psi^{\prime}}{\partial x}\right)^{2}}+\overline{\left(\frac{\partial \psi^{\prime}}{\partial y}\right)^{2}}+\frac{f_{0}^{2}}{N^{2}} \overline{\left(\frac{\partial \psi^{\prime}}{\partial z}\right)^{2}}\right]\right\} \\
&= \frac{\partial}{\partial y}\left[\rho_{s} \psi^{\prime} \cdot\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \frac{\partial \psi^{\prime}}{\partial y}\right] \\
&+\frac{\partial}{\partial z}\left[\rho_{s} \frac{f_{0}^{2}}{N^{2}} \overline{\psi^{\prime} \cdot\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \frac{\partial \psi^{\prime}}{\partial z}}\right] \\
&+\rho_{s} \frac{\partial \bar{u}}{\partial y} \frac{\partial \psi^{\prime}}{\partial x} \frac{\partial \psi^{\prime}}{\partial y}+\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{\partial \bar{u}}{\partial z} \frac{\overline{\partial \psi^{\prime}}}{\partial x} \frac{\partial \psi^{\prime}}{\partial z} \tag{5.5.151}
\end{align*}
$$

Integrating in the $y z$ cross section, and using the boundary conditions (5.5.149) and (5.5.150), we have

$$
\begin{align*}
\frac{d E}{d t} & =\frac{1}{f_{0}^{2}} \int_{0}^{L} \int_{0}^{H}\left(\rho_{s} \frac{\partial \bar{u}}{\partial y} \overline{\overline{\partial \psi^{\prime}}} \frac{\partial \psi^{\prime}}{\partial y}+\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{\partial \bar{u}}{\partial z} \overline{\frac{\partial \psi^{\prime}}{\partial x} \frac{\partial \psi^{\prime}}{\partial z}}\right) d y d z \\
& =\int_{0}^{L} \int_{0}^{H}\left(-\rho_{s} \frac{\partial \bar{u}}{\partial y} \overline{u^{\prime} v^{\prime}}+\rho_{s} \frac{g}{\theta_{0} f_{0}} \frac{f_{0}^{2}}{N^{2}} \frac{\partial \bar{u}}{\partial z} \overline{v^{\prime} \theta^{\prime}}\right) d y d z \tag{5.5.152}
\end{align*}
$$

where

$$
\begin{align*}
E & =\frac{1}{f_{0}^{2}} \int_{0}^{L} \int_{0}^{H}\left\{\frac{\rho_{s}}{2}\left[\overline{\left(\frac{\partial \psi^{\prime}}{\partial x}\right)^{2}}+\overline{\left(\frac{\partial \psi^{\prime}}{\partial y}\right)^{2}}+\frac{f_{0}^{2}}{N^{2}} \overline{\left(\frac{\partial \psi^{\prime}}{\partial z}\right)^{2}}\right]\right\} d z d y \\
& =\int_{0}^{L} \int_{0}^{H} \frac{\rho_{s}}{2}\left(\overline{u^{\prime 2}}+\overline{v^{\prime 2}}+\frac{g^{2}}{N^{2}} \frac{\overline{\theta^{\prime 2}}}{\theta_{0}^{2}}\right) d z d y \tag{5.5.153}
\end{align*}
$$

is total energy. In the case with an infinite upper boundary, the domain of the above integral is taken from the ground to $H=\infty$. Eq. (5.5.152) states that, in the case that $\frac{\partial \bar{u}}{\partial z}=0$ and $\frac{\partial \bar{u}}{\partial y}>0$, the disturbance will grow if $\overline{u^{\prime} v^{\prime}}<0$; this is the case for barotropic instability. On the other hand, in the case that $\frac{\partial \bar{u}}{\partial y}=0$ and $\frac{\partial \bar{u}}{\partial z}>0$, the disturbance will grow if $\overline{v^{\prime} \theta^{\prime}}>0$; this is the case for baroclinic instability. In general cases when both $\frac{\partial \bar{u}}{\partial y}$ and $\frac{\partial \bar{u}}{\partial z}$ are different from zero, the stability of the flow depends on the structure of the disturbance.

### 5.5.4 Necessary condition for instability

### 5.5.4.1 Energy equation

The energy equation can be used to discuss the necessary condition for shear instability. We assume that the perturbation has a sinusoidal form in the quasigeostrophic potential vorticity equation (5.5.146),

$$
\begin{equation*}
\psi^{\prime}=\phi(y, z) e^{i k(x-c t)} \tag{5.5.154}
\end{equation*}
$$

where $c$ is a complex phase speed

$$
\begin{equation*}
c=c_{r}+i c_{i} . \tag{5.5.155}
\end{equation*}
$$

Substituting (5.5.154) into (5.5.147), we rewrite (5.5.146) as

$$
\begin{equation*}
(\bar{u}-c)\left[-k^{2} \phi+\frac{\partial^{2} \phi}{\partial y^{2}}+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{\partial \phi}{\partial z}\right)\right]+\bar{\Pi}_{y} \phi=0 . \tag{5.5.156}
\end{equation*}
$$

The boundary conditions (5.5.149) and (5.5.150) become

$$
\begin{align*}
(\bar{u}-c) \frac{\partial \phi}{\partial z}-\frac{\partial \bar{u}}{\partial z} \phi & =0, & \text { at } z=0, H,  \tag{5.5.157}\\
\phi & =0, & \text { at } y=0, L . \tag{5.5.158}
\end{align*}
$$

Multiplying $\rho_{s} \phi^{*} /(\bar{u}-c)$ by (5.5.156) and integrating in the $y z$ cross section using the above boundary conditions, (5.5.157) and (5.5.158), we obtain the energy equation as

$$
\begin{align*}
& \int_{0}^{L} \int_{0}^{H} \rho_{s}\left(k^{2}|\phi|^{2}+\left|\frac{\partial \phi}{\partial y}\right|^{2}+\frac{f_{0}^{2}}{N^{2}}\left|\frac{\partial \phi}{\partial z}\right|^{2}\right) d z d y \\
& \quad=\int_{0}^{L}\left[\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{|\phi|^{2}}{\bar{u}-c} \frac{\partial \bar{u}}{\partial z}\right]_{0}^{H} d y+\int_{0}^{L} \int_{0}^{H} \rho_{s} \frac{|\phi|^{2}}{\bar{u}-c} \bar{\Pi}_{y} d z d y \tag{5.5.159}
\end{align*}
$$

which corresponds to (5.5.152).
Let us consider the real and imaginary parts of this equation to consider the condition for instability. Using

$$
\begin{equation*}
\frac{1}{\bar{u}-c}=\frac{1}{|\bar{u}-c|^{2}}\left(\bar{u}-c_{r}+i c_{i}\right) \tag{5.5.160}
\end{equation*}
$$

we obtain the imaginary part of $(5.5 .159)$ as

$$
\begin{align*}
-c_{i} & \left\{\int_{0}^{L}\left[\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{|\phi|^{2}}{|\bar{u}-c|^{2}} \frac{\partial \bar{u}}{\partial z}\right]_{0}^{H} d y+\int_{0}^{L} \int_{0}^{H} \rho_{s} \frac{|\phi|^{2}}{|\bar{u}-c|^{2}} \bar{\Pi}_{y} d z d y\right\} \\
& =0 \tag{5.5.161}
\end{align*}
$$

In order to have an unstable wave with $c_{i}>0$, we need the inside of the brace in the above equation to vanish. Thus, replacing

$$
\begin{equation*}
P=\rho_{s} \frac{|\phi|^{2}}{|\bar{u}-c|^{2}} \tag{5.5.162}
\end{equation*}
$$

we can rewrite the condition as

$$
\begin{align*}
0 & =\int_{0}^{L}\left[P \frac{f_{0}^{2}}{N^{2}} \frac{\partial \bar{u}}{\partial z}\right]_{0}^{H} d y+\int_{0}^{L} \int_{0}^{H} P \bar{\Pi}_{y} d z d y  \tag{5.5.163}\\
& =-\int_{0}^{L}\left[P \frac{f_{0} g}{N^{2} \theta_{0}} \frac{\partial \bar{\theta}}{\partial y}\right]_{0}^{H} d y+\int_{0}^{L} \int_{0}^{H} P \bar{\Pi}_{y} d z d y \tag{5.5.164}
\end{align*}
$$

where we have used the thermal wind balance relation

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial z}=-\frac{g}{\theta_{0} f_{0}} \frac{\partial \bar{\theta}}{\partial y} \tag{5.5.165}
\end{equation*}
$$

This gives the necessary condition for instability. In order to satisfy this condition, the signs of the three quantities,

$$
\begin{equation*}
\left.\frac{\partial \bar{\theta}}{\partial y}\right|_{z=0}, \quad-\left.\frac{\partial \bar{\theta}}{\partial y}\right|_{z=H}, \quad \text { and } \quad \bar{\Pi}_{y} \tag{5.5.166}
\end{equation*}
$$

or

$$
\begin{equation*}
-\left.\frac{\partial \bar{u}}{\partial z}\right|_{z=0},\left.\quad \frac{\partial \bar{u}}{\partial z}\right|_{z=H}, \quad \text { and } \quad \bar{\Pi}_{y} \tag{5.5.167}
\end{equation*}
$$

must not be identical.
In particular, let us examine the case when $\frac{\partial \bar{u}}{\partial y}=0$ : pure baroclinic instability. First, we assume that there is no meridional gradient of potential temperature at the top and bottom boundaries. In this situation, (5.5.164) becomes

$$
\begin{equation*}
\int_{0}^{L} \int_{0}^{H} P \bar{\Pi}_{y} d z d y=0 \tag{5.5.168}
\end{equation*}
$$

In order to satisfy this equation, it is required that the sign of

$$
\begin{equation*}
\bar{\Pi}_{y}=\beta-\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{\partial \bar{u}}{\partial z}\right) \tag{5.5.169}
\end{equation*}
$$

must change at some $z$; this statement corresponds to Kuo's or Rayleigh's theorem for barotropic instability.

Second, if we assume that there is no meridional gradient of potential vorticity within the inner domain, $\bar{\Pi}_{y}=0$, (5.5.164) becomes

$$
\begin{equation*}
\int_{0}^{L}\left[P \frac{f_{0} g}{N^{2} \theta_{0}} \frac{\partial \bar{\theta}}{\partial y}\right]_{0}^{H} d y=0 \tag{5.5.170}
\end{equation*}
$$

(i.e., the instability depends on the meridional gradient of potential temperature at the top and bottom boundaries). The Eady problem is categorized into this case.

Third, if we assume that the upper boundary condition plays no role in (5.5.164) (i.e., $\frac{\partial \bar{\theta}}{\partial y}=0$ at $z=H$, or the upper domain is infinite as $z \rightarrow \infty$ ), the necessary condition becomes

$$
\begin{equation*}
\int_{0}^{L}\left[P \frac{f_{0} g}{N^{2} \theta_{0}} \frac{\partial \bar{\theta}}{\partial y}\right]_{z=0} d y+\int_{0}^{L} \int_{0}^{H} P \bar{\Pi}_{y} d z d y=0 \tag{5.5.171}
\end{equation*}
$$

The Charney problem is categorized into this case. From this, it can be seen that if there is a meridional gradient of potential temperature at the lower boundary, the basic flow is not unstable as long as potential vorticity is constant in the inner domain. This is the case of the modified Eady problem without the upper boundary.

Next, returning to (5.5.159), let us consider the real part of the energy equation

$$
\begin{align*}
& \int_{0}^{L} \int_{0}^{H} \rho_{s}\left(k^{2}|\phi|^{2}+\left|\frac{\partial \phi}{\partial y}\right|^{2}+\frac{f_{0}^{2}}{N^{2}}\left|\frac{\partial \phi}{\partial z}\right|^{2}\right) d z d y \\
& \quad=-\int_{0}^{L}\left[P \frac{f_{0}^{2}}{N^{2}}\left(\bar{u}-c_{r}\right) \frac{\partial \bar{u}}{\partial z}\right]_{0}^{H} d y+\int_{0}^{L} \int_{0}^{H} P\left(\bar{u}-c_{r}\right) \bar{\Pi}_{y} d z d y . \tag{5.5.172}
\end{align*}
$$

In order to consider the conditions for instability, we use (5.5.163) which is satisfied if the perturbation is unstable. Introducing an arbitrary constant $c_{0}$, multiplying (5.5.163) by $\left(c_{0}-c_{r}\right)$, and summing up the result with (5.5.172) we have a relation

$$
\begin{align*}
& \int_{0}^{L} \int_{0}^{H} \rho_{s}\left(k^{2}|\phi|^{2}+\left|\frac{\partial \phi}{\partial y}\right|^{2}+\frac{f_{0}^{2}}{N^{2}}\left|\frac{\partial \phi}{\partial z}\right|^{2}\right) d z d y \\
& \quad=-\int_{0}^{L}\left[\frac{f_{0}^{2}}{N^{2}} P\left(\bar{u}-c_{0}\right) \frac{\partial \bar{u}}{\partial z}\right]_{0}^{H} d y+\int_{0}^{L} \int_{0}^{H} P\left(\bar{u}-c_{0}\right) \bar{\Pi}_{y} d z d y \tag{5.5.173}
\end{align*}
$$

The left-hand side is positive for unstable waves. In the special case that $\frac{\partial \bar{u}}{\partial z}=0$ and the top and bottom boundary conditions are negligible, $\bar{\Pi}_{y}=0$ holds at some altitude $z$ according to (5.5.168). We set $c_{0}$ equal to the wind speed at this height: $c_{0}=\bar{u}\left(z_{c}\right) \equiv \bar{u}_{s}$ where $\bar{\Pi}_{y}\left(z_{c}\right)=0$. The positive condition of the second term on the right-hand side of (5.5.173) is written as

$$
\begin{equation*}
\int_{0}^{H} P\left(\bar{u}-\bar{u}_{s}\right) \bar{\Pi}_{y} d z>0 . \tag{5.5.174}
\end{equation*}
$$

In particular, if $\beta=0$ and $\rho_{s}, N^{2}$ are constant, it is rewritten as

$$
\begin{equation*}
\int_{0}^{H} P\left(\bar{u}-\bar{u}_{s}\right) \frac{\partial^{2} \bar{u}}{\partial z^{2}} d z<0 \tag{5.5.175}
\end{equation*}
$$

This means that the absolute value of $\left|\frac{\partial \bar{u}}{\partial z}\right|$ is maximum at the inflection point of $\bar{u}$ : this corresponds to Fjørtoft's theorem of barotropic instability.

### 5.5.4.2 Potential vorticity flux

The above necessary condition for instability (5.5.163) is also derived from the relation of potential vorticity flux. The zonal average of quasi-geostrophic potential vorticity flux is written as

$$
\begin{align*}
\rho_{s} \overline{v^{\prime} \Pi^{\prime}} & =\frac{\rho_{s}}{f_{0}^{2}} \frac{\overline{\partial \psi^{\prime}}}{\partial x}\left[\frac{\partial^{2} \psi^{\prime}}{\partial x^{2}}+\frac{\partial^{2} \psi^{\prime}}{\partial y^{2}}+\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f_{0}^{2}}{N^{2}} \frac{\partial \psi^{\prime}}{\partial z}\right)\right] \\
& =\frac{\partial}{\partial y}\left(\frac{\rho_{s}}{f_{0}^{2}} \frac{\overline{\partial \psi^{\prime}}}{\partial x} \frac{\partial \psi^{\prime}}{\partial y}\right)+\frac{\partial}{\partial z}\left(\frac{\rho_{s}}{N^{2}} \frac{\partial \psi^{\prime}}{\partial x} \frac{\partial \psi^{\prime}}{\partial z}\right) \\
& =-\frac{\partial}{\partial y}\left(\rho_{s} \overline{u^{\prime} v^{\prime}}\right)+\frac{\partial}{\partial z}\left(\rho_{s} \frac{f_{0} g}{\theta_{0} N^{2}} \overline{v^{\prime} \theta^{\prime}}\right) . \tag{5.5.176}
\end{align*}
$$

Using $v^{\prime}=0$ at $y=0$ and $L$, the domain integral of the above equation is written as

$$
\begin{equation*}
\int_{0}^{L} \int_{0}^{H} \rho_{s} \overline{v^{\prime} \Pi^{\prime}} d z d y-\int_{0}^{L}\left[\rho_{s} \frac{f_{0} g}{\theta_{0} N^{2}} \overline{v^{\prime} \theta^{\prime}}\right]_{0}^{H} d y=0 \tag{5.5.177}
\end{equation*}
$$

Now, we can show how (5.5.161) can be derived from this. The quasi-geostrophic potential vorticity equation and the boundary conditions at $z=0$ and $H$ are given as $(5.5 .146)-(5.5 .149)$

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \Pi^{\prime}+v^{\prime} \bar{\Pi}_{y} & =0  \tag{5.5.178}\\
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \theta^{\prime}+v^{\prime} \bar{\theta}_{y} & =0, \text { at } z=0, H \tag{5.5.179}
\end{align*}
$$

Introducing meridional displacement $\eta$ by

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \eta=v^{\prime} \tag{5.5.180}
\end{equation*}
$$

we rewrite (5.5.178) as

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \Pi^{\prime}=-\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \eta \cdot \bar{\Pi}_{y} . \tag{5.5.181}
\end{equation*}
$$

Thus, the perturbation of potential vorticity is expressed as

$$
\begin{equation*}
\Pi^{\prime}=-\eta \bar{\Pi}_{y} \tag{5.5.182}
\end{equation*}
$$

Using this and (5.5.180), we obtain

$$
\begin{equation*}
\overline{v^{\prime} \Pi^{\prime}}=-\left(\frac{\partial}{\partial t} \overline{\eta^{2}}\right) \bar{\Pi}_{y} \tag{5.5.183}
\end{equation*}
$$

At the boundaries $z=0$ and $H$, (5.5.179) is also rewritten as

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \theta^{\prime}=-\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \eta \cdot \bar{\theta}_{y} \tag{5.5.184}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\theta^{\prime}=-\eta \bar{\theta}_{y} \tag{5.5.185}
\end{equation*}
$$

Using this and (5.5.180), we also have

$$
\begin{equation*}
\overline{v^{\prime} \theta^{\prime}}=-\left(\frac{\partial}{\partial t} \frac{\overline{\eta^{2}}}{2}\right) \bar{\theta}_{y}=\frac{\theta_{0} f_{0}}{g}\left(\frac{\partial}{\partial t} \frac{\overline{\eta^{2}}}{2}\right) \frac{\partial \bar{u}}{\partial z} \tag{5.5.186}
\end{equation*}
$$

Substituting (5.5.183) and (5.5.186) into (5.5.177) yields

$$
\begin{equation*}
\int_{0}^{L} \int_{0}^{H} \rho_{s}\left(\frac{\partial}{\partial t} \frac{\overline{\eta^{2}}}{2}\right) \bar{\Pi}_{y} d z d y+\int_{0}^{L}\left[\rho_{s} \frac{f_{0}^{2}}{N^{2}}\left(\frac{\partial}{\partial t} \frac{\overline{\eta^{2}}}{2}\right) \frac{\partial \bar{u}}{\partial z}\right]_{0}^{H} d y=0 \tag{5.5.187}
\end{equation*}
$$

For the sinusoidal perturbation (5.5.154), the displacement is written from (5.5.180) as

$$
\begin{equation*}
\eta=R e \frac{\phi}{\bar{u}-c} e^{i k(x-c t)} \tag{5.5.188}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{\overline{\eta^{2}}}{2}=\frac{k c_{i}|\phi|^{2}}{|\bar{u}-c|^{2}} e^{2 k c_{i} t} \tag{5.5.189}
\end{equation*}
$$

Substituting this into (5.5.187), we obtain an identical equation to (5.5.161).
The relation (5.5.176) is derived from quasi-geostrophic potential vorticity flux and always holds for both stable and unstable waves. This relation is equivalent to (5.5.187) which is expressed using the amplitude $\eta$. Furthermore, (5.5.161) can be derived if the sinusoidal form is assumed to be $\eta$. These relations imply that quasi-geostrophic potential vorticity flux grows with time for unstable waves.

### 5.5.4.3 Extension of potential vorticity

The above relation is compactly rewritten by extending quasi-geostrophic potential vorticity using potential temperature at the top and bottom boundaries:

$$
\begin{equation*}
\Pi^{*}=\Pi+\frac{f_{0} g}{\theta_{0} N^{2}} \theta[\delta(z-0)-\delta(z-H+0)] \tag{5.5.190}
\end{equation*}
$$

where $\delta(z)$ is Dirac's delta function. In this equation, it is assumed that the contributions of potential temperature are confined to just above the bottom boundary $z=+0$ and to just below the top boundary $z=H-0$ in the inner domain. In this case, (5.5.178) and (5.5.179) are combined to the equation of extended quasigeostrophic potential vorticity:

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\bar{u} \frac{\partial}{\partial x}\right) \Pi^{* \prime}+v^{\prime} \bar{\Pi}_{y}=0 \tag{5.5.191}
\end{equation*}
$$

where

$$
\begin{align*}
\Pi^{* \prime} & =\Pi^{\prime}+\frac{f_{0} g}{\theta_{0} N^{2}} \theta^{\prime}[\delta(z-0)-\delta(z-H+0)]  \tag{5.5.192}\\
{\overline{\Pi^{*}}}_{y} & =\frac{\partial \bar{\Pi}^{*}}{\partial y}=\bar{\Pi}_{y}+\frac{f_{0} g}{\theta_{0} N^{2}} \bar{\theta}_{y}[\delta(z-0)-\delta(z-H+0)] \tag{5.5.193}
\end{align*}
$$

In this case, the integral of the quasi-geostrophic potential vorticity flux, (5.5.177), is written as

$$
\begin{equation*}
\int_{0}^{L} \int_{0}^{H} \rho_{s} \overline{v^{\prime} \Pi^{* \prime}} d z d y=0 \tag{5.5.194}
\end{equation*}
$$

This indicates that we can introduce the contribution of potential temperature at the boundaries to quasi-geostrophic potential vorticity in the inner region. Although potential temperature has a gradient at the boundaries in general, this effect can
be included in quasi-geostrophic potential vorticity, and thus potential temperature can be thought to be constant at the boundaries. Figure 5.17 schematically shows this situation where potential temperature surfaces are sharply bent so as to be parallel to the boundaries.

By rewriting $\Pi^{* \prime}$ using the displacement $\eta$ analogous to (5.5.182), we obtain the necessary condition for instability $c_{i}>0$ using (5.5.183) and (5.5.189):

$$
\begin{equation*}
\int_{0}^{L} \int_{0}^{H} P{\overline{\Pi^{*}}}_{y} d z d y=0 \tag{5.5.195}
\end{equation*}
$$

where $P$ is defined by (5.5.162) and always positive. This condition does not contain the contribution of the boundaries and is formally similar to (5.5.168). This indicates that it is necessary for instability that the sign of $\overline{\Pi^{*}} y$ changes within the inner domain. In the case of the Eady problem, we have $\overline{\Pi^{*}}{ }_{y}<0$ at $z=+0$ and $\overline{\Pi^{*}}{ }_{y}>0$ at $z=H-0$. In the case of the Charney problem, we have $\overline{\Pi^{*}}{ }_{y}<0$ at $z=+0$ and $\overline{\Pi^{*}}{ }_{y}>0$ in $z>0$ (see Fig. 5.18).


Figure 5.17: The contours of potential temperature in meridional cross section near the bottom boundary (left) and those of potential temperature used for extended quasi-geostrophic potential vorticity $\Pi^{*}$ (right).


Figure 5.18: Interpretation of the Eady and Charney problems by extended quasi-geostrophic potential vorticity $\Pi^{*}$. The meridional gradients of $\Pi^{*}$ are opposite between the lower and upper layers.

### 5.5.5 Interpretation of baroclinic instability

Analogous to the interpretation of barotropic instability described in Section 5.4.4, baroclinic instability can also be interpreted from the interaction of Rossby waves. Baroclinic instability occurs if the meridional gradients of potential vorticity of the basic state are opposite in the upper and lower layers. In this case, Rossby waves propagate in opposite $x$-directions in each layer, and they can be in such a phase relation that each wave amplifies the amplitude of the other wave. As depicted in Fig. 5.19, such a phase relation is realized if the phase line inclines westward with height.

In the case of the Eady problem (the middle panel of Fig. 5.18), edge waves at the boundaries play the roles of Rossby waves. If the basic field has westerly shear in a confined region with top and bottom boundaries, the lower edge wave propagates eastward along the lower boundary and the upper edge wave propagates westward along the upper boundary. Since zonal winds are westward in the upper layers, these two waves have a phase relation with no relative motion. In such a phase-locked situation, the poleward flow associated with the lower edge wave is located at about the same longitude of the trough of the upper edge wave and the equatorward flow is located at about the same longitude of the ridge of the upper edge wave. The poleward/equatorward flow in the upper layer also corresponds to the ridge/trough in the lower layer. Thus, each wave amplifies the amplitude of the counterpart wave, and the amplitude of the two waves grows as a whole.

Eady's shortwave cutoff is estimated by this interaction of Rossby waves. If the wavelength of the edge wave is given by $L$, the vertical scale is given by $(f / N) L$. If the distance between the top and bottom boundaries $H$ is smaller than $(f / N) L$, the two waves interact with each other

$$
\begin{equation*}
H<\frac{f}{N} L \tag{5.5.196}
\end{equation*}
$$



Figure 5.19: Schematic figure of the interaction of Rossby waves for interpretation of baroclinic instability. The vertical profiles of potential vorticity (PV) and zonal velocity $U$ are shown at the right; PV is minimum at the middle $z_{s}$. The Rossby wave propagates westward in the upper layer $z>z_{s}$, while it propagates eastward in the lower layer $z<z_{s}$. The basic flow is unstable if the upper and lower waves are in such a phase relation that each vorticity is amplified by the meridional flow of the other wave.

Thus, instability occurs if the wavelength is long enough that

$$
\begin{equation*}
L>\frac{N}{f} H . \tag{5.5.197}
\end{equation*}
$$

This condition corresponds to (5.5.40).
In the case of the Charney problem (the right panel of Fig. 5.18), Rossby waves in the free atmosphere interact with the edge wave at the lower boundary. In the free atmosphere, the Rossby wave propagates westward due to the $\beta$-effect, while the edge wave is trapped near the lower boundary and propagates eastward. The structure of the unstable wave of the Charney problem is characterized by the phase relations of the two waves where each wave amplifies the amplitude of the other wave.
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## 6

## Forced motions

In this chapter, thermally and mechanically forced motions of the atmosphere or the ocean are examined. The underlying concepts are propagation of disturbances generated by forcing and their adjustment process. These are discussed using the knowledge of waves described in Chapter 4. We begin with geostrophic adjustment as an initial value problem. Although it is not categorized as a forced motion, it gives a key notion for understanding the relation between the propagation of inertial gravity waves and the adjustment process, through which geostrophic winds are established. We subsequently describe thermal responses on the $f$ - and $\beta$ planes. The response to thermal and mechanical forcing of axisymmetric flows is also described. At the end of this chapter, we consider the effects of frictional forcing on circulation and explain Ekman transport.

### 6.1 Geostrophic adjustment

If a fluid in the rotating frame is disturbed, a part of the disturbance propagates in the form of waves and the other part remains as geostrophic motions at the location where the disturbance is applied. The process involved when geostrophic balance is established is called geostrophic adjustment.

We use linearized shallow-water equations to illustrate geostrophic adjustment. Linearizing (3.4.1) and (3.4.2) around a basic state of no motion with depth $H$, we obtain

$$
\begin{align*}
\frac{\partial u}{\partial t}-f v & =-g \frac{\partial \eta}{\partial x}  \tag{6.1.1}\\
\frac{\partial v}{\partial t}+f u & =-g \frac{\partial \eta}{\partial y}  \tag{6.1.2}\\
\frac{\partial \eta}{\partial t}+H\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right) & =0 \tag{6.1.3}
\end{align*}
$$

in which friction terms are neglected. The corresponding linearized potential vorticity
equation is given by

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\frac{1}{H}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}-f \frac{\eta}{H}\right)\right]=0 \tag{6.1.4}
\end{equation*}
$$

from which it is found that perturbation potential vorticity,

$$
\begin{equation*}
q^{\prime}=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}-f \frac{\eta}{H} \tag{6.1.5}
\end{equation*}
$$

is constant irrespective of time.
If we assume that the flow field approaches a steady state as $t \rightarrow \infty$, the final state is described by (6.1.1)-(6.1.3) by omitting the tendency terms:

$$
\begin{equation*}
-f v=-g \frac{\partial \eta}{\partial x}, \quad f u=-g \frac{\partial \eta}{\partial y}, \quad \frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}=0 \tag{6.1.6}
\end{equation*}
$$

(i.e., geostrophic balance is expected as the steady final state). In this case, perturbation potential vorticity is written as

$$
\begin{equation*}
q^{\prime}=\frac{g}{f}\left(\frac{\partial^{2} \eta}{\partial x^{2}}+\frac{\partial^{2} \eta}{\partial y^{2}}\right)-f \frac{\eta}{H}=\frac{g}{f}\left(\frac{\partial^{2} \eta}{\partial x^{2}}+\frac{\partial^{2} \eta}{\partial y^{2}}-\frac{\eta}{\lambda^{2}}\right) \tag{6.1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{\sqrt{g H}}{f} \tag{6.1.8}
\end{equation*}
$$

is called the Rossby radius of deformation.
Let us consider evolutions of the shallow-water system giving a perturbation in the region $0 \leq x \leq L$ at the initial state $t=0$. We consider two types of initial states: a perturbation is given to either surface height field or velocity field. First, we assume $u=v=0$ and a perturbation of the surface height given by

$$
\eta= \begin{cases}0, & (x<0, L<x)  \tag{6.1.9}\\ \eta_{0}, & (0 \leq x \leq L)\end{cases}
$$

In this case, potential vorticity is given by

$$
q^{\prime}= \begin{cases}0, & (x<0, L<x)  \tag{6.1.10}\\ -f \frac{\eta_{0}}{H}, & (0 \leq x \leq L)\end{cases}
$$

If we assume that the flow field approaches a steady state in the limit $t \rightarrow \infty$, the surface height has a steady profile at the final state. Since potential vorticity is constant irrespective of time, we find from (6.1.4) that the surface height at the final state satisfies

$$
\frac{\partial^{2} \eta}{\partial x^{2}}-\frac{\eta}{\lambda^{2}}= \begin{cases}0, & (x<0, L<x)  \tag{6.1.11}\\ -\frac{\eta_{0}}{\lambda^{2}}, & (0 \leq x \leq L)\end{cases}
$$

Assuming that $\eta$ and $\frac{\partial \eta}{\partial x}$ are continuous at $x=0, L$, and $\eta \rightarrow 0$ as $|x| \rightarrow \infty$, we obtain the steady solution as

$$
\eta= \begin{cases}\frac{\eta_{0}}{2}\left(1-e^{-\frac{L}{\lambda}}\right) e^{\frac{x}{\lambda}}, & (x<0)  \tag{6.1.12}\\ \eta_{0}-\frac{\eta_{0}}{2}\left(e^{\frac{x-L}{\lambda}}+e^{-\frac{x}{\lambda}}\right), & (0 \leq x \leq L) \\ \frac{\eta_{0}}{2}\left(e^{\frac{L}{\lambda}}-1\right) e^{-\frac{x}{\lambda}}, & (x>L)\end{cases}
$$

The corresponding velocity field $v$ is given from (6.1.6) and $u=0$. The maximum surface height occurs at $x=\frac{L}{2}$ :

$$
\begin{equation*}
\eta=\eta_{0}\left(1-e^{-\frac{L}{2 \lambda}}\right) . \tag{6.1.13}
\end{equation*}
$$

This implies that surface height gets very small if $L \gg \lambda$. On the other hand, initial surface elevation almost disappears if $L \ll \lambda$. This is the case when rotation is small. Figure 6.1 shows the profiles of $\eta$ for $\lambda / L=0.1,1 / 3$, and 1 .

Second, we consider a perturbation of the initial velocity field. At $t=0$, we assume $u=\eta=0$ and

$$
v= \begin{cases}0, & (x<0, L<x)  \tag{6.1.14}\\ v_{0}, & (0 \leq x \leq L)\end{cases}
$$

Potential vorticity is given by

$$
q^{\prime}= \begin{cases}0, & (x<0, L<x)  \tag{6.1.15}\\ v_{0}[\delta(x)-\delta(x-L)], & (0 \leq x \leq L)\end{cases}
$$

where $\delta(x)$ is the delta function. If we assume a steady solution in the limit $t \rightarrow \infty$, the surface height at the final state satisfies

$$
\frac{\partial^{2} \eta}{\partial x^{2}}-\frac{\eta}{\lambda^{2}}= \begin{cases}0, & (x<0, L<x)  \tag{6.1.16}\\ \frac{f v_{0}}{g}[\delta(x)-\delta(x-L)], & (0 \leq x \leq L)\end{cases}
$$



Figure 6.1: The profiles of surface height $\eta$ at the final state due to geostrophic adjustment. The initial perturbation of surface height is $\eta=1$ in $0 \leq x \leq 1(L=1)$ (dotted line). Solid: $\lambda=0.1$; dashed: $\lambda=1 / 3$; and dashed-dotted: $\lambda=1$.

There are discontinuities in $\frac{\partial \eta}{\partial x}$ at $x=0, L$ by $\pm \frac{f v_{0}}{g}$. Thus, the solution is given by

$$
\eta= \begin{cases}\frac{H v_{0}}{2 f \lambda}\left(e^{-\frac{L}{\lambda}}-1\right) e^{\frac{x}{\lambda}}, & (x<0),  \tag{6.1.17}\\ \frac{H v_{0}}{2 f \lambda}\left(e^{\frac{x-L}{\lambda}}-e^{-\frac{x}{\lambda}}\right), & (0 \leq x \leq L), \\ \frac{H v_{0}}{2 f \lambda}\left(e^{\frac{L}{\lambda}}-1\right) e^{-\frac{x}{\lambda}}, & (x>L) .\end{cases}
$$

In this case, $v$ is discontinuous at $x=0, L$, but $\eta$ is continuous and $u=0$. Surface height takes the maximum and minimum values at $x=0$ and $L$, respectively. In particular, surface height at $x=L$ is

$$
\begin{equation*}
\eta=\frac{H v_{0}}{2 f \lambda}\left(1-e^{-\frac{L}{\lambda}}\right) \tag{6.1.18}
\end{equation*}
$$

Thus, $\eta>0$ is always satisfied. If $L \gg \lambda$, surface height is close to zero everywhere. Figure 6.2 shows steady solutions of $\eta$ for $\lambda / L=0.1,1 / 3$, and 1 .

The profiles of the steady solution (6.1.18) are different from those for the case when the perturbation of surface height is given initially. In the case $L \gg \lambda$, the change in surface height is very small in (6.1.13), while surface height becomes very flat in (6.1.18). This difference comes from perturbations in potential vorticity. If a perturbation of surface height is given initially, potential vorticity $q^{\prime}$ has nonzero values in the range $0 \leq x \leq L$, whereas if a perturbation of momentum is given initially, $q^{\prime}$ is different from zero only at the edges $x=0$ and $L$. The effect of the perturbation of potential vorticity on surface height $\eta$ is confined in the horizontal distance about $\lambda$.

As an extreme case, if a constant momentum $v_{0}$ is given in the whole region, $q^{\prime}$ is everywhere zero. This implies that no change in surface height occurs at the final solution. In this case, however, (6.1.1) and (6.1.2) are written as

$$
\begin{equation*}
\frac{\partial u}{\partial t}-f v=0, \quad \frac{\partial v}{\partial t}+f u=0 \tag{6.1.19}
\end{equation*}
$$



Figure 6.2: Same as Fig. 6.1 but initial perturbation is given to momentum.
from which a single equation for $v$ is given as

$$
\begin{equation*}
\frac{\partial^{2} v}{\partial t^{2}}=-f^{2} v \tag{6.1.20}
\end{equation*}
$$

(i.e., $v$ has an oscillatory motion with frequency $f$; this is an inertial oscillation and no steady solution exists). In general, waves are generated by an initial perturbation as a restoring process. If a perturbation is given in a limited region initially, waves propagate to remote regions and only geostrophic motions remain near the region where the perturbation is given initially.

The energy change due to geostrophic adjustment can be estimated as follows. The energy equation is constructed from (6.1.1)-(6.1.3) as a second-order equation

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(g \frac{\eta^{2}}{2}+H \frac{u^{2}+v^{2}}{2}\right)=g H\left[\frac{\partial}{\partial x}(u \eta)+\frac{\partial}{\partial y}(v \eta)\right] . \tag{6.1.21}
\end{equation*}
$$

Integrating this in the entire domain and assuming that no flux exists at nfinite boundaries, we obtain the conservation of energy as

$$
\begin{equation*}
\frac{\partial}{\partial t} \int\left(g \frac{\eta^{2}}{2}+H \frac{u^{2}+v^{2}}{2}\right) d x d y=0 \tag{6.1.22}
\end{equation*}
$$

Let us consider the energy change between the initial state $t=0$ and the final state $t \rightarrow \infty$ for the case when a perturbation is given only to surface height initially. The initial surface height is (6.1.9), and the final state is given by the steady geostrophic solution (6.1.12). We define total energy by

$$
\begin{equation*}
E \equiv \int_{-\infty}^{\infty}\left(g \frac{\eta^{2}}{2}+H \frac{u^{2}+v^{2}}{2}\right) d x \tag{6.1.23}
\end{equation*}
$$

where, since all the quantities are uniform in the $y$-direction, integration is taken only in the $x$-direction here. At $t=0$, the initial energy is given by

$$
\begin{equation*}
E=\int_{0}^{L} g \frac{\eta_{0}^{2}}{2} d x=g L \frac{\eta_{0}^{2}}{2} \tag{6.1.24}
\end{equation*}
$$

On the other hand, as $t \rightarrow \infty$, using (6.1.1), (6.1.11), and (6.1.12), the energy at the final state is

$$
\begin{align*}
E & =\int_{-\infty}^{\infty}\left(g \frac{\eta^{2}}{2}+H \frac{v^{2}}{2}\right) d x=\int_{-\infty}^{\infty}\left[g \frac{\eta^{2}}{2}+\frac{g \lambda^{2}}{2}\left(\frac{\partial \eta}{\partial x}\right)^{2}\right] d x \\
& =\int_{-\infty}^{\infty}\left(g \frac{\eta^{2}}{2}-\frac{g \lambda^{2}}{2} \eta \frac{\partial^{2} \eta}{\partial x^{2}}\right) d x=\frac{g \eta_{0}}{2} \int_{0}^{L} \eta d x \\
& =g L \frac{\eta_{0}^{2}}{2}\left[1-\frac{\lambda}{L}\left(1-e^{-\frac{L}{\lambda}}\right)\right] \tag{6.1.25}
\end{align*}
$$

Hence, there exists a difference in energies between the initial state and the steady state in geostrophic balance. The difference is given by

$$
\begin{equation*}
\Delta E=g \lambda \frac{\eta_{0}^{2}}{2}\left(1-e^{-\frac{L}{\lambda}}\right) \tag{6.1.26}
\end{equation*}
$$

Thus, it contradicts the conservation of energy (6.1.22). It can be proved that this contradiction comes from the assumption that a steady geostrophic state is the final solution. We need to take account of the nongeostrophic component even in the limit $t \rightarrow \infty$. This is a part of propagating inertial gravity waves.

Similarly, if a perturbation of momentum is given initially as (6.1.14), the energy at $t=0$ is expressed by

$$
\begin{equation*}
E=L H \frac{v_{0}^{2}}{2} \tag{6.1.27}
\end{equation*}
$$

whereas the energy in the limit $t \rightarrow \infty$ is

$$
\begin{equation*}
E=\lambda H \frac{v_{0}^{2}}{2}\left(1-e^{-\frac{L}{\lambda}}\right) \tag{6.1.28}
\end{equation*}
$$

Thus, in this case, again, there is a difference between initial energy and final steady energy. In particular, as $\lambda$ becomes smaller, the final energy of the part made up by steady geostrophic balance becomes smaller.

### 6.2 Forced motions on the $f$-plane

In the following sections, we consider forced motions in the atmosphere or fluids. First, let us examine thermally forced motions on the $f$-plane. We particularly consider large-scale motions in hydrostatic balance; in this case, horizontal structure and vertical structure can be separately considered as described in Section 4.7.1. The separation of variables is also applicable if there is a forcing in the system. Introducing the Boussinesq approximation to (4.7.6)-(4.7.10) and neglecting metric terms on the $f$-plane, we obtain the basic equations:

$$
\begin{align*}
\frac{\partial u}{\partial t}-f v & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial x}  \tag{6.2.1}\\
\frac{\partial v}{\partial t}+f u & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial y}  \tag{6.2.2}\\
0 & =-\frac{\partial p}{\partial z}-\rho g  \tag{6.2.3}\\
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z} & =0  \tag{6.2.4}\\
\frac{\partial \rho}{\partial t}-\frac{N^{2}}{g} w & =-\alpha \rho_{0} Q \tag{6.2.5}
\end{align*}
$$

Note that the forcing term is given as the right-hand side of (6.2.5), using (3.1.12) for the Boussinesq approximation. In the following arguments, we assume that the buoyancy frequency $N^{2}$ is constant for simplicity. Each of the variables $u, v, w, \rho$, and $p$ is expressed as a product of a function of $(x, y, t)$ and a function of $z$. The former describes the horizontal structure, while the latter is the vertical structure. The vertical profiles of $w, \rho$, and $p$ are denoted by $W, Z$, and $P$, respectively. If $W$ is set proportional to a sine function as (4.7.23), $Z$ and $P$ are expressed using
(4.7.25) and (4.7.26) as follows:

$$
\begin{align*}
W(z) & =W_{0} \sin m z  \tag{6.2.6}\\
P(z) & =W_{0} m \cos m z  \tag{6.2.7}\\
Z(z) & =-\frac{W_{0} m^{2}}{g} \sin m z \tag{6.2.8}
\end{align*}
$$

In addition, we also expand the thermal forcing $Q$ by sine waves proportional to $W$ and $Z$ in the vertical direction:

$$
\begin{equation*}
\frac{\alpha \rho_{0} g}{N^{2}} Q(x, y, z, t)=\int_{0}^{\infty} \tilde{Q}(m ; x, y, t) W_{0} \sin m z d m \tag{6.2.9}
\end{equation*}
$$

Thus, similar to (4.7.33)-(4.7.35), we obtain shallow-water equations for the horizontal structure:

$$
\begin{align*}
\frac{\partial u}{\partial t}-f v & =-g \frac{\partial \eta}{\partial x}  \tag{6.2.10}\\
\frac{\partial v}{\partial t}+f u & =-g \frac{\partial \eta}{\partial y}  \tag{6.2.11}\\
\frac{\partial \eta}{\partial t}+H\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right) & =-Q \tag{6.2.12}
\end{align*}
$$

where the symbol ~ is omitted from the variables of horizontal structure, and we define $H$ and $c$ by

$$
\begin{equation*}
c^{2} \equiv g H=\frac{N^{2}}{m^{2}} \tag{6.2.13}
\end{equation*}
$$

One may note that the thermal forcing $Q$ corresponds to the source/sink of mass in shallow-water equations. Eliminating $u$ and $v$ from (6.2.10)-(6.2.12), we obtain a single equation for $\eta$ as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\frac{\partial^{2}}{\partial t^{2}}+f^{2}-c^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)\right] \eta=-\left(\frac{\partial^{2}}{\partial t^{2}}+f^{2}\right) Q \tag{6.2.14}
\end{equation*}
$$

To consider thermal response in shallow-water equations, we further assume that motions are uniform in the $y$-direction. Letting $\tau$ denote the time scale of motion, we can characterize forced motions by the relative magnitude between $\tau$ and $f^{-1}$. In the case $\tau \ll f^{-1},(6.2 .14)$ is approximated to

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-c^{2} \frac{\partial^{2}}{\partial x^{2}}\right) \eta=-\frac{\partial}{\partial t} Q \tag{6.2.15}
\end{equation*}
$$

while in the case $\tau \gg f^{-1}$, on the other hand, (6.2.14) becomes

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(f^{2}-c^{2} \frac{\partial^{2}}{\partial x^{2}}\right) \eta=-f^{2} Q \tag{6.2.16}
\end{equation*}
$$

The corresponding equations for $\tau \ll f^{-1}$ are

$$
\begin{align*}
\frac{\partial u}{\partial t} & =-g \frac{\partial \eta}{\partial x}  \tag{6.2.17}\\
\frac{\partial \eta}{\partial t}+H \frac{\partial u}{\partial x} & =-Q \tag{6.2.18}
\end{align*}
$$

The set of these equations describes the propagation of pure gravity waves. On the other hand, the equations for $\tau \gg f^{-1}$ are

$$
\begin{align*}
-f v & =-g \frac{\partial \eta}{\partial x}  \tag{6.2.19}\\
\frac{\partial v}{\partial t}+f u & =0  \tag{6.2.20}\\
\frac{\partial \eta}{\partial t}+H \frac{\partial u}{\partial x} & =-Q \tag{6.2.21}
\end{align*}
$$

In this case, velocity $v$ always satisfies geostrophic balance.
We apply a thermal forcing at point $x=0$ and time $t=0$ to the initial state at rest. This type of forcing is expressed by a function

$$
\begin{equation*}
Q(m ; x, t)=Q_{0}(m) \delta(x) H(t) \tag{6.2.22}
\end{equation*}
$$

where $\delta(x)$ is the delta function and $H(t)$ is the step function: $H(t)=0$ for $t<0$ and $H(t)=1$ for $t \geq 0$. If $\tau \ll f^{-1}$, it can be shown that the solution to (6.2.15) is given by

$$
\begin{align*}
\eta & =-\frac{Q_{0}}{4 c}[\operatorname{sgn}(x+c t)-\operatorname{sgn}(x-c t)]  \tag{6.2.23}\\
u & =-\frac{Q_{0}}{4 c^{2}} g\left[\operatorname{sgn}(x)-\frac{1}{2} \operatorname{sgn}(x+c t)-\frac{1}{2} \operatorname{sgn}(x-c t)\right] \tag{6.2.24}
\end{align*}
$$

where $\operatorname{sgn}(x)=[H(x)-H(-x)] / 2: \operatorname{sgn}(x)=1$ for $x>0$ and $\operatorname{sgn}(x)=-1$ for $x<0$. If $\tau \gg f^{-1}$, on the other hand, the solution to (6.2.16) is given by

$$
\begin{align*}
\eta & =-\frac{f Q_{0}}{2 c} e^{-\frac{f}{c}|x|} t H(t)  \tag{6.2.25}\\
u & =-\frac{f Q_{0}}{2 c^{2}} g e^{-\frac{f}{c}|x|} \operatorname{sgn}(x) t H(t)  \tag{6.2.26}\\
v & =\frac{f Q_{0}}{2 c^{2}} g e^{-\frac{f}{c}|x|} \operatorname{sgn}(x) t H(t) \tag{6.2.27}
\end{align*}
$$

where $\lambda=c / f$ is the Rossby radius of deformation.
Examples of forced motions are shown in Figs. 6.3 and 6.4. In these cases, we apply a point mass sink at the origin $q_{0}>0$. In the case $\tau \ll f^{-1}$, the forced motions are driven in the region that expands in time at speed of $c$. Velocity $u$ is convergent toward the mass sink and its amplitude is constant irrespective of time. In the case of $\tau \gg f^{-1}$, on the other hand, the responses of $\eta$ and $v$ to the forcing are confined only in the range with the Rossby radius of deformation $\lambda$ from the
mass sink. In this region, $\eta$ and $v$ grow in proportion to time, while the distribution of $u$ is invariant.

Thermal response in the hydrostatic atmosphere is expressed as the products of solutions to shallow-water equations and vertical structure. In the case that the vertical domain is limited by rigid boundaries at $z=0,1$, the function $\sin \pi z$ satisfies this boundary condition for $w$. In this case, the corresponding vertical profile of $u$ is given by $\cos \pi z$. If we write a solution to shallow-water equations as $\tilde{u}$, solutions to (6.2.1)-(6.2.5) are expressed as $u=\tilde{u} \cos \pi z$. In addition, if motions are uniform in the $y$-direction, the streamfunction $\psi$ can be defined in the $x z$ section such that $u=\frac{\partial \psi}{\partial z}$ and $w=-\frac{\partial \psi}{\partial x}$. The two panels in Fig. 6.5 show streamfunctions


Figure 6.3: Forced motions in shallow-water equations for $\tau \ll f^{-1}$. The distributions of (left) surface height $\eta$ and (right) velocity $u$ at $t=1$ (solid curve), $t=2$ (dashed curve), and $t=3$ (dotted-dashed curve). The abscissa is $x / c$, and the ordinates are (left) $\eta /\left(Q_{0} / 2 c\right.$ ) and (right) $u /\left(Q_{0} g / 2 c^{2}\right)$.


Figure 6.4: Forced motions in shallow-water equations for $\tau \gg f^{-1}$ and $\lambda=c / f=1 / 3$. The distributions of (top left) surface height $\eta$, (top right) lateral velocity $u$, and (bottom) normal velocity $v$ at $t=1$ (solid), $t=2$ (dashed), and $t=3$ (dotted-dashed). The ordinates are $\eta /\left(f Q_{0} / 2 c\right), u /\left(Q_{0} g / 2 c^{2}\right)$, and $v /\left(f Q_{0} g / 2 c^{2}\right)$, respectively. The abscissa is $x / \lambda$ with $\lambda=c / f=$ $1 / 3$.


Figure 6.5: Distributions of the streamfunctions of forced motions for (left) $\tau \ll f^{-1}$ and (right) $\tau \gg f^{-1}$. These figures correspond to $t=3$ of Figs. 6.3 and 6.4 , respectively. Thermal forcing has a maximum at $x=0, z=0.5$.
at $t=3$ for the cases of Figs. 6.3 and 6.4, respectively. In particular, the two distributions of horizontal velocity $u$ along $z=0$ in Fig. 6.5 agree with those shown in Figs. 6.3 and 6.4, respectively.

As shown in Fig. 6.5, the streamfunction in the $x z$ section expands with time in the case $\tau \ll f^{-1}$. On the other hand, in the case $\tau \gg f^{-1}$, the extent of the streamfunction is confined within the distance of the Rossby radius of deformation $\lambda$. However, its strength increases with time. In order to keep the strength of the streamfunction constant, we need additional damping to the equations of velocity and mass. Giving the damping terms proportional to velocity or mass in (6.2.10)(6.2.12), we obtain balance in the steady state:

$$
\begin{align*}
s u-f v & =-g \frac{\partial \eta}{\partial x}  \tag{6.2.28}\\
s v+f u & =-g \frac{\partial \eta}{\partial y},  \tag{6.2.29}\\
s^{\prime} \eta+H\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right) & =-Q, \tag{6.2.30}
\end{align*}
$$

where $s$ and $s^{\prime}$ are coefficients of the damping term. Assuming uniformity in the $y$-direction, we combine these equations to

$$
\begin{equation*}
\left[s^{\prime}\left(s^{2}+f^{2}\right)-s c^{2} \frac{\partial^{2}}{\partial x^{2}}\right] \eta=-\left(s^{2}+f^{2}\right) Q . \tag{6.2.31}
\end{equation*}
$$

If forcing is given by $Q=Q_{0} \delta(x)$, the solution to this equation is expressed as

$$
\begin{equation*}
\eta=-\left(s^{2}+f^{2}\right) Q_{0} \exp \left(-\sqrt{\frac{s^{\prime}\left(s^{2}+f^{2}\right)}{s c^{2}}}|x|\right) \tag{6.2.32}
\end{equation*}
$$

Therefore, the extent of the forced motions is given by

$$
\begin{equation*}
L=\sqrt{\frac{s c^{2}}{s^{\prime}\left(s^{2}+f^{2}\right)}} \tag{6.2.33}
\end{equation*}
$$

In the limit $s^{\prime} \rightarrow 0$ or $s \rightarrow 0$ under $f=0$, we have $L \rightarrow \infty$. As shown in Fig. 6.3, the region of thermally forced motions expands infinitely if $s \rightarrow 0$ and $f=0$. In
the case $s^{\prime}=0$, the amplitude of $\eta$ grows infinitely, since the response of surface height $\eta$ cannot be balanced by $Q$.

### 6.3 Axisymmetric flows ${ }^{\dagger}$

We have seen in previous sections that the geostrophic balance (6.2.19) holds if $\tau \gg f^{-1}$ in hydrostatic equations or in shallow-water equations. In that case, $v$ or $\rho$ grows linearly with time, whereas the strength of the streamfunction in the vertical section remains the same. In this section, we generalize this situation to thermally or mechanically forced axisymmetric flows.

We use the symbols introduced in Section 2.4 for the equations of axisymmetric flows. We further introduce the Boussinesq approximation and assume that the geopotential $\Phi$ is a function of $z$. Acceleration due to gravity is $\frac{\partial \Phi}{\partial z}=g$. We express changes in angular momentum and entropy as

$$
\begin{align*}
\frac{d l}{d t} & =r F_{\varphi}  \tag{6.3.1}\\
\frac{d s}{d t} & =\frac{C_{p} Q}{T} \tag{6.3.2}
\end{align*}
$$

where $F_{\varphi}$ is a forcing term and $Q$ is a diabatic term. Using (3.1.12) for the Boussinesq approximation, (6.3.2) is reduced to

$$
\begin{equation*}
\frac{d \rho}{d t}=-\rho_{0} \alpha Q \tag{6.3.3}
\end{equation*}
$$

Neglecting density variation in the continuity equation (2.4.21), we have

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r v_{r}\right)+\frac{\partial}{\partial z} v_{z}=0 \tag{6.3.4}
\end{equation*}
$$

From this, the streamfunction $\psi$ can be introduced as

$$
\begin{equation*}
r v_{r}=\frac{\partial \psi}{\partial z}, \quad r v_{z}=-\frac{\partial \psi}{\partial r} \tag{6.3.5}
\end{equation*}
$$

Balances in the $r$ - and $z$-directions, (2.4.26) and (2.4.27), are rewritten as

$$
\begin{align*}
-\frac{l^{2}}{r^{3}} & =-\frac{1}{\rho_{0}} \frac{\partial p}{\partial r}  \tag{6.3.6}\\
0 & =-\frac{1}{\rho} \frac{\partial p}{\partial z}-g \tag{6.3.7}
\end{align*}
$$

Hence, the thermal wind balance is written as

$$
\begin{equation*}
\frac{1}{r^{3}} \frac{\partial l^{2}}{\partial z}=-\frac{g}{\rho_{0}} \frac{\partial \rho}{\partial r} \tag{6.3.8}
\end{equation*}
$$

[^16]The angular momentum equation (6.3.1) and the density equation (6.3.3) become

$$
\begin{align*}
\frac{\partial l^{2}}{\partial t}+v_{r} \frac{\partial l^{2}}{\partial r}+v_{z} \frac{\partial l^{2}}{\partial z} & =2 l r F_{\varphi}  \tag{6.3.9}\\
\frac{\partial \rho}{\partial t}+v_{r} \frac{\partial \rho}{\partial r}+v_{z} \frac{\partial \rho}{\partial z} & =-\rho_{0} \alpha Q \tag{6.3.10}
\end{align*}
$$

Eliminating time derivatives from (6.3.9) and (6.3.10) using (6.3.8), we obtain the equation for $\psi$ :

$$
\begin{equation*}
\frac{\partial}{\partial r}\left(A \frac{\partial \psi}{\partial r}+B \frac{\partial \psi}{\partial z}\right)+\frac{\partial}{\partial z}\left(B \frac{\partial \psi}{\partial r}+C \frac{\partial \psi}{\partial z}\right)=\frac{\partial E}{\partial r}+\frac{\partial F}{\partial z} \tag{6.3.11}
\end{equation*}
$$

where

$$
\begin{align*}
& A=-\frac{g}{\rho_{0} r} \frac{\partial \rho}{\partial z}, \quad B=\frac{g}{\rho_{0} r} \frac{\partial \rho}{\partial r}=-\frac{1}{r^{4}} \frac{\partial l^{2}}{\partial z} \\
& C=\frac{1}{r^{4}} \frac{\partial l^{2}}{\partial r}, \quad E=-\alpha g Q, \quad F=\frac{2 l}{r^{2}} F_{\varphi} \tag{6.3.12}
\end{align*}
$$

Eq. (6.3.11) is an elliptic equation if the inequality,

$$
\begin{equation*}
D \equiv A C-B^{2}=-\frac{g}{\rho_{0} r^{5}}\left(\frac{\partial \rho}{\partial z} \frac{\partial l^{2}}{\partial r}-\frac{\partial \rho}{\partial r} \frac{\partial l^{2}}{\partial z}\right)>0 \tag{6.3.13}
\end{equation*}
$$

is satisfied. We note here that, using $\frac{d \rho}{\rho_{0}}=-\frac{d \theta}{\theta}$ in (2.4.55), the condition for the stability (2.4.53) is rewritten as

$$
\begin{equation*}
\operatorname{det} M=-\frac{g}{\rho_{0} r^{3}}\left(\frac{\partial \rho}{\partial z} \frac{\partial l^{2}}{\partial r}-\frac{\partial \rho}{\partial r} \frac{\partial l^{2}}{\partial z}\right)>0 . \tag{6.3.14}
\end{equation*}
$$

Therefore, if axisymmetric flow is stable, the response to thermal or mechanical forcing is described by an elliptic equation. If forcing is localized, the induced flows are confined to a limited region.

If $A, B$, and $C$ are constants, it can be shown that the solution to (6.3.11) is given by

$$
\begin{equation*}
\psi(r, z)=\left.\int G\left(r, z ; r_{0}, z_{0}\right)\left(\frac{\partial E}{\partial r_{0}}+\frac{\partial F}{\partial z_{0}}\right)\right|_{\left(r_{0}, z_{0}\right)} d r_{0} d z_{0} \tag{6.3.15}
\end{equation*}
$$

where $G$ represents the Green function, given by

$$
\begin{align*}
& G\left(r, z ; r_{0}, z_{0}\right)=\frac{1}{2 \pi D} \\
& \quad \times \ln \left[C\left(r-r_{0}\right)^{2}-2 B\left(r-r_{0}\right)\left(z-z_{0}\right)+A\left(z-z_{0}\right)^{2}\right]^{\frac{1}{2}} \tag{6.3.16}
\end{align*}
$$

If just the heat source $E$ exists and $F=0$, the solution becomes

$$
\begin{align*}
\psi(r, z) & =\int G\left(r, z ; r_{0}, z_{0}\right) \frac{\partial E\left(r_{0}, z_{0}\right)}{\partial r_{0}} d r_{0} d z_{0} \\
& =-\int \frac{\partial G\left(r, z ; r_{0}, z_{0}\right)}{\partial r_{0}} E\left(r_{0}, z_{0}\right) d r_{0} d z_{0} \tag{6.3.17}
\end{align*}
$$

In addition, if $E$ is a point source localized at $\left(r_{0}, z_{0}\right)$ and normalized as $\int E d r d z=$ 1, we have

$$
\begin{align*}
\psi(r, z) & =-\frac{\partial G\left(r, z ; r_{0}, z_{0}\right)}{\partial r_{0}} \\
& =\frac{1}{2 \pi D} \frac{C\left(r-r_{0}\right)-B\left(z-z_{0}\right)}{C\left(r-r_{0}\right)^{2}-2 B\left(r-r_{0}\right)\left(z-z_{0}\right)+A\left(z-z_{0}\right)^{2}} \tag{6.3.18}
\end{align*}
$$

Thus, configuration of the streamlines is given by

$$
\begin{align*}
C\left(r-r_{0}\right)^{2}-2 B\left(r-r_{0}\right)\left(z-z_{0}\right)+A\left(z-z_{0}\right)^{2} \\
-\alpha\left[C\left(r-r_{0}\right)-B\left(z-z_{0}\right)\right]=0 \tag{6.3.19}
\end{align*}
$$

where $\alpha$ is constant. This equation indicates that streamlines consist of ellipses that cross the point $\left(r_{0}, z_{0}\right)$. The direction of flow at this point is, from (6.3.12),

$$
\begin{equation*}
\left.\frac{d z}{d r}\right|_{\left(r_{0}, z_{0}\right)}=\frac{C}{B}=-\frac{\frac{\partial l^{2}}{\partial r}}{\frac{\partial l^{2}}{\partial z}}=\left.\frac{d z}{d r}\right|_{l} \tag{6.3.20}
\end{equation*}
$$

(i.e., the direction of flow is tangential to the contour of angular momentum; a point heat source drives circulation along the contour of angular momentum near the heat source). The left panel of Fig. 6.6 schematically shows this case.

On the other hand, if only a localized torque $F$ exists at $\left(r_{0}, z_{0}\right)$ and $E=0$, the streamlines are also ellipses. The contours of $\psi$ are described by

$$
\begin{align*}
C\left(r-r_{0}\right)^{2}-2 B\left(r-r_{0}\right)\left(z-z_{0}\right)+A\left(z-z_{0}\right)^{2} \\
-\gamma\left[A\left(z-z_{0}\right)-B\left(r-r_{0}\right)\right]=0 \tag{6.3.21}
\end{align*}
$$



Figure 6.6: Response of streamlines to a point source of (left) heat and (right) angular momentum in axisymmetric flow. The point source is applied at $\left(r_{0}, z_{0}\right)$ denoted by the thick cross. Contours of angular momentum are denoted by $l=$ const. (solid), and those of density or entropy by $\rho=$ const. (dashed). The ellipses are streamlines.
where $\gamma$ is constant. The inclination of the streamfunction near the torque is

$$
\begin{equation*}
\left.\frac{d z}{d r}\right|_{\left(r_{0}, z_{0}\right)}=\frac{B}{A}=-\frac{\frac{\partial \rho}{\partial r}}{\frac{\partial \rho}{\partial z}}=\left.\frac{d z}{d r}\right|_{\rho} \tag{6.3.22}
\end{equation*}
$$

(i.e., the direction of flow is tangential to the contour of the density (entropy) at the point where the torque is applied). The right panel of Fig. 6.6 schematically shows this case.

### 6.4 Forced motions on the $\beta$-plane

We consider the thermally forced motions of the geostrophic regime on the $\beta$-plane using shallow-water equations. In the case of $f=f_{0}+\beta y$, the vorticity equation is given from (6.2.10)-(6.2.12) as

$$
\begin{equation*}
\frac{\partial \zeta}{\partial t}+\beta v+f D=0 \tag{6.4.1}
\end{equation*}
$$

where $\zeta=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}$ and $D=\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}$. Using this equation and (6.2.12), the potential vorticity equation is written as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\zeta-\frac{f}{H} \eta\right)+\beta v=\frac{f}{H} Q \tag{6.4.2}
\end{equation*}
$$

Assuming that geostrophic balance holds between $u, v$, and $\eta$ for simplicity, we rewrite the potential vorticity equation as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}-\lambda^{-2}\right) \eta+\beta \frac{\partial}{\partial x} \eta=\frac{Q}{\lambda^{2}} \tag{6.4.3}
\end{equation*}
$$

where $\lambda=g H / f$ is the Rossby radius of deformation. Assuming that $\eta$ is proportional to $\exp (i l y)$ and introducing a damping term with a coefficient $s$, we obtain the equation for a steady solution as

$$
\begin{equation*}
\left(\frac{d^{2}}{d x^{2}}+\frac{\beta}{s} \frac{d}{d x}-l^{2}-\lambda^{-2}\right) \eta=\frac{Q}{s \lambda^{2}} . \tag{6.4.4}
\end{equation*}
$$

Let us consider the response to a point source at $x=0$. If the response of $\eta$ has the form $e^{-\nu|x|}$, we have solutions of $\nu$ as

$$
\begin{align*}
& \nu_{+}=\frac{\beta}{2 s}+\sqrt{\frac{\beta^{2}}{4 s^{2}}+l^{2}+\lambda^{-2}}, \quad \text { for } \quad x>0  \tag{6.4.5}\\
& \nu_{-}=-\frac{\beta}{2 s}+\sqrt{\frac{\beta^{2}}{4 s^{2}}+l^{2}+\lambda^{-2}}, \quad \text { for } \quad x<0 \tag{6.4.6}
\end{align*}
$$

This means that the response reaches farther on the negative side $x<0$ than on the positive side $x>0$. In particular, in the inviscid limit $s \rightarrow 0$, we have $\nu_{+} \rightarrow \infty$.

In the special case of a steady solution in the potential vorticity equation (6.4.2), we have a balance

$$
\begin{equation*}
\beta v=\frac{f}{H} Q \tag{6.4.7}
\end{equation*}
$$



Figure 6.7: Schematic figure of thermally forced motions on the midlatitude $\beta$-plane. The shaded circle is the heating region. If the circulation is steady, the response in the heating region is $v>0$, whereas that of the outer region is $v=0$. The influence of heating spreads only on the western side.

This indicates that a poleward flow $v>0$ exists in the heating region $Q>0$, whereas no meridional flow $v=0$ exists if there is no heating. Thus, the response to heating spreads only in the $x$-direction and its meridional width is confined to that of heating. The thermal response spreads in the negative $x$-direction, since the group velocity of Rossby waves is westward as shown below: the dispersion relation of Rossby waves is given by (4.6.21). Since $\omega=0$ for steady motion, we have $k=0$. From (4.6.23), therefore, the group velocity is

$$
\begin{equation*}
c_{g x}=\frac{\partial \omega}{\partial k}=-\beta<0 \tag{6.4.8}
\end{equation*}
$$

Figure 6.7 shows a schematic response to heating on the $\beta$-plane.

### 6.5 Forced motions on the equatorial $\beta$-plane

As the heating region gets closer to the equator, the balance in (6.4.7) breaks down in the limit $f \rightarrow 0$. This implies that the geostrophic balance used in the previous section becomes inappropriate and that gravity waves show important roles in the equatorial region. We use the shallow-water equations on the equatorial $\beta$ plane to consider the thermal response in the equatorial region, which is given by substituting $f=\beta y$ into (6.2.28)-(6.2.30). We simply consider the case when the damping coefficients of heat and momentum are equal: $s^{\prime}=s$. Thus, the balance equations in the equatorial $\beta$-plane are written as

$$
\begin{align*}
s u-\beta y v & =-g \frac{\partial \eta}{\partial x}  \tag{6.5.1}\\
s v+\beta y u & =-g \frac{\partial \eta}{\partial y}  \tag{6.5.2}\\
s \eta+H\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right) & =-Q \tag{6.5.3}
\end{align*}
$$

Introducing the variables $q$ and $r$ as defined by (4.7.95), we rewrite the above equations as

$$
\begin{equation*}
\left(s+c \frac{\partial}{\partial x}\right) q+\left(c \frac{\partial}{\partial y}-\beta y\right) v=-\frac{g}{c} Q \tag{6.5.4}
\end{equation*}
$$

$$
\begin{align*}
\left(s+c \frac{\partial}{\partial x}\right) r+\left(c \frac{\partial}{\partial y}+\beta y\right) v & =-\frac{g}{c} Q  \tag{6.5.5}\\
\left(c \frac{\partial}{\partial y}+\beta y\right) q+\left(c \frac{\partial}{\partial y}-\beta y\right) r+s v & =0 \tag{6.5.6}
\end{align*}
$$

Let us expand these variables with the parabolic functions (4.7.91); for instance,

$$
\begin{equation*}
q(x, y)=\sum_{n=0}^{\infty} q_{n}(x) D_{n}\left(\sqrt{\frac{2 \beta}{c}} y\right) . \tag{6.5.7}
\end{equation*}
$$

We also expand $r, v$, and $Q$ in a similar way. Using the recursive relations (4.7.101), we have a set of equations:

$$
\begin{align*}
\left(s+c \frac{d}{d x}\right) q_{0} & =-\frac{g}{c} Q_{0},  \tag{6.5.8}\\
\left(s+c \frac{d}{d x}\right) q_{n+1}-\sqrt{2 \beta c} v_{n} & =-\frac{g}{c} Q_{n+1}, \quad \text { for } n \geq 0,  \tag{6.5.9}\\
\left(s-c \frac{d}{d x}\right) r_{n-1}+\sqrt{2 \beta c} n v_{n} & =-\frac{g}{c} Q_{n-1}, \quad \text { for } n \geq 1,  \tag{6.5.10}\\
(n+1) q_{1}+\frac{s}{\sqrt{2 \beta c}} v_{0} & =0,  \tag{6.5.11}\\
(n+1) q_{n+1}-r_{n-1}+\frac{s}{\sqrt{2 \beta c}} v_{n} & =0, \quad \text { for } n \geq 1 . \tag{6.5.12}
\end{align*}
$$

Specifically, we consider heating that is symmetric about the equator:

$$
\begin{equation*}
Q=Q_{0} e^{i k x} D_{0}\left(\sqrt{\frac{2 \beta}{c}} y\right)=Q_{0} e^{i k x} \exp \left(-\frac{\beta y^{2}}{2 c}\right) \tag{6.5.13}
\end{equation*}
$$

From the symmetry, we promptly obtain $q_{1}=v_{0}=0$. It can be found that there are two types of solutions, which are respectively expressed by $q_{0}$ and $\left(q_{2}, r_{0}, v_{1}\right)$. First, $q_{0}$ is determined by (6.5.8):

$$
\begin{equation*}
q_{0}=-\frac{1}{s+i k c} \frac{g}{c} Q_{0} \tag{6.5.14}
\end{equation*}
$$

This solution corresponds to the response due to the Kelvin wave. The response emerges on the eastern side of heating, and the length scale of the response is $c / s$. Next, (6.5.9), (6.5.10), and (6.5.12) give

$$
\begin{equation*}
q_{2}=-\frac{1}{(3+\epsilon) s-i k c} \frac{g}{c} Q_{0} \tag{6.5.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon=\frac{s^{2}+k^{2} c^{2}}{2 \beta c} \tag{6.5.16}
\end{equation*}
$$

The solution (6.5.15) corresponds to the response due to the Rossby wave. The response emerges on the western side of heating. If the wavelength is long enough
and the damping small enough such that $\epsilon \ll 1$, then the scale of the response is $c / 3 s$, which is onethird of the length scale of the Kelvin response. For the Kelvin response, the structure of velocity and surface height is written as

$$
\begin{equation*}
u=\frac{g}{c} \eta=\frac{q_{0}}{2} \exp \left(-\frac{\beta y^{2}}{2 c}\right), \quad v=0 \tag{6.5.17}
\end{equation*}
$$

and, for the Rossby response,

$$
\begin{align*}
u & =\frac{q_{2}}{2}\left[\frac{2 \beta}{c} y^{2}-3-\frac{s(s+i k c)}{2 \beta c}\right] \exp \left(-\frac{\beta y^{2}}{2 c}\right)  \tag{6.5.18}\\
v & =q_{2} \frac{s+i k c}{c} y \exp \left(-\frac{\beta y^{2}}{2 c}\right)  \tag{6.5.19}\\
\frac{g}{c} \eta & =\frac{q_{2}}{2}\left[\frac{2 \beta}{c} y^{2}+1+\frac{s(s+i k c)}{2 \beta c}\right] \exp \left(-\frac{\beta y^{2}}{2 c}\right) \tag{6.5.20}
\end{align*}
$$

The above shallow-water model corresponds to the lower layer of stratified fluids. If we introduce vertical structure, we obtain three-dimensional circulation. Let the depth of the atmosphere be $H$ and the vertical structure of vertical velocity be proportional to $\sin (\pi z / H)$. From the nondivergent condition, the amplitude of the vertical velocity $w$ is given by

$$
\begin{equation*}
w=-H\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)=s \eta+Q \tag{6.5.21}
\end{equation*}
$$

where (6.5.3) is used.
Figure 6.8 shows an example of thermal response to longitudinally cyclic heating in the case of the longwave limit $\epsilon \ll 1$. The center of the forcing is located at $x=0$. The Kelvin response is seen along the equator $y=0$ on the eastern side of the center of heating. On the western side, the Rossby response is seen with the maximum in surface height around $y= \pm 2$. There is a confluent wind along the equator near the heating region, which diverges in the meridional direction. The maximum of upward motion is located at the convergent area of horizontal winds at the equator (i.e., the position of maximum heating).

### 6.6 Ekman transport

As an example of the response to mechanical forcing, we consider Ekman transport. This can be illustrated using shallow-water equations. By introducing the source terms of momentum ( $F_{x}, F_{y}$ ), linearized shallow-water equations are given as

$$
\begin{align*}
\frac{\partial u}{\partial t}-f v & =-g \frac{\partial \eta}{\partial x}+F_{x},  \tag{6.6.1}\\
\frac{\partial v}{\partial t}+f u & =-g \frac{\partial \eta}{\partial y}+F_{y},  \tag{6.6.2}\\
\frac{\partial \eta}{\partial t}+H\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right) & =0 \tag{6.6.3}
\end{align*}
$$



Figure 6.8: Forced motions on the equatorial $\beta$-plane. (Top) The contour represents $\eta$; positive values are shown by solid curves and negative values by dashed curves. The arrows are velocity vectors. (Bottom) The contour represents vertical velocity $w$. Positive values correspond to upward motions and negative values correspond to downward motions. The gray scale is $\eta$. The parameters are $s / \sqrt{2 \beta c}=0.1, k \sqrt{c / 2 \beta}=0.2 \pi$, and $\epsilon \ll 1$. The maximum in the heat sink is located at $x=0$, and heating has a profile with $Q=Q_{0} \cos k x D_{0}\left(y^{*}\right)$. The ordinates are normalized as $x^{*}=x \sqrt{2 \beta / c}$ and $y^{*}=y \sqrt{2 \beta / c}$.

These are combined with the vorticity and potential vorticity equation as

$$
\begin{align*}
\frac{\partial \zeta}{\partial t}+\beta v+f D & =\frac{\partial F_{y}}{\partial x}-\frac{\partial F_{x}}{\partial y}  \tag{6.6.4}\\
\frac{\partial}{\partial t}\left(\zeta-\frac{f}{H} \eta\right)+\beta v & =\frac{\partial F_{y}}{\partial x}-\frac{\partial F_{x}}{\partial y} \tag{6.6.5}
\end{align*}
$$

We consider a frictional force as a momentum source that works in the opposite direction to the velocity of a fluid. In this case, we may set the frictional force to $F_{x}=-k u$ and $F_{y}=-k v$, where $k$ is a coefficient. The vorticity equation (6.6.4) becomes

$$
\begin{equation*}
\frac{\partial \zeta}{\partial t}+\beta v+f D=-k \zeta \tag{6.6.6}
\end{equation*}
$$

In a special case of a steady vorticity field on the $f$-plane with $\beta=0$, we have

$$
\begin{equation*}
f D=-k \zeta \tag{6.6.7}
\end{equation*}
$$

(i.e., the flow is convergent where vorticity is positive). This characteristic is called Ekman convergence. Although vorticity is steady in this case, height $\eta$ is not steady
since the flow is convergent. In the region of cyclonic vorticity $(\zeta>0)$, mass tends to be transported toward the center of the cyclone because of convergent flow, thus the pressure of the cyclone increases. For instance, if the field is uniform in the $x$-direction, (6.6.1) becomes

$$
\begin{equation*}
f v=k u . \tag{6.6.8}
\end{equation*}
$$

Meridional flow is poleward $v>0$ in the region of eastward flow $u>0$ and is equatorward $v<0$ in the region of westward flow $u<0$. Since $\frac{\partial \eta}{\partial y}<0$ corresponds to zonal flow $u>0$ in the geostrophic balance, the pressure gradient tends to be reduced by these meridional flows. This kind of flow orthogonal to geostrophic flow is called Ekman transport.

In the case $\beta \neq 0$, there is a solution where potential vorticity is time independent. By omitting the tendency term in (6.6.5), we obtain

$$
\begin{equation*}
\beta v=\frac{\partial F_{y}}{\partial x}-\frac{\partial F_{x}}{\partial y} \tag{6.6.9}
\end{equation*}
$$

which is called the Sverdrup balance. This balance is used to explain the planetaryscale circulation of the ocean. The ocean current is partly driven by wind stress exerted by atmospheric surface wind. If the surface wind is uniform in the $x$ direction $U(y)$, and wind stress is approximately given by $F_{x}=\alpha U$, the Sverdrup balance of the ocean current is given by

$$
\begin{equation*}
\beta v=-\alpha \frac{\partial U}{\partial y} \tag{6.6.10}
\end{equation*}
$$

In an approximate sense, atmospheric surface winds are easterly in low latitudes $U<0$ and westerly in the mid- and higher latitudes $U>0$, so that we generally have $\frac{\partial U}{\partial y}>0$ in the northern hemisphere. Thus, the ocean current is everywhere equatorward $v<0$ from (6.6.10). To compensate for this equatorward current, the counter poleward current is driven in the confined western boundary of the ocean. This is the western boundary current. Figure 6.9 is a schematic distribution of the planetary-scale ocean current and the profile of wind stress. If zonal wind in the atmosphere has a latitudinal profile $U=-U_{0} \cos \pi y(0 \leq y \leq 1)$, meridional flow in the ocean is $v=U_{0}(\alpha \pi / \beta) \sin \pi y$ from the Sverdrup balance (6.6.10). The streamfunction is calculated as $\psi=U_{0}(\alpha \pi / \beta) \sin \pi y \cdot(x-1)$ using the boundary condition $\psi=0$ at the eastern end $x=1$. Thus, $\psi \neq 0$ at the western end $x=0$; this implies a poleward returning flow within a very thin western boundary layer in the ocean.

Returning to geostrophic flow on the $f$-plane, we examine the height dependence of the flow near the surface modified by friction in the surface boundary layer. Let us consider a horizontally uniform flow over a flat surface. Here, we use incompressible equations with constant density $\rho$ and a diffusion-type friction:


Figure 6.9: Schematic distribution of the ocean current: the Sverdrup balance and the western boundary current. Left: contours of the streamfunction and direction of flow; right: meridional distribution of surface winds in the atmosphere (wind stress). The poleward returning flow is confined near the western boundary layer.

$$
\begin{align*}
\frac{\partial u}{\partial t}-f v & =-\frac{1}{\rho} \frac{\partial p}{\partial x}+\nu \nabla^{2} u  \tag{6.6.11}\\
\frac{\partial v}{\partial t}+f u & =-\frac{1}{\rho} \frac{\partial p}{\partial y}+\nu \nabla^{2} v  \tag{6.6.12}\\
-\frac{\partial p}{\partial z}-\rho g & =0  \tag{6.6.13}\\
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial x} & =0 \tag{6.6.14}
\end{align*}
$$

We assume steady and uniform flow in the $x$ - and $y$-directions and no vertical velocity: $w=0$. The boundary conditions are $u=v=0$ at $z=0$ and $u=u_{g}$, $v=0$ as $z \rightarrow \infty$, where $u_{g}$ is the geostrophic wind that satisfies

$$
\begin{equation*}
f u_{g}=-\frac{1}{\rho} \frac{\partial p}{\partial y} \tag{6.6.15}
\end{equation*}
$$

Since the horizontal gradient of $p$ is independent of $z$, we obtain relations for the ageostrophic components of horizontal winds as

$$
\begin{equation*}
-f v_{a}=\nu \frac{\partial^{2} u_{a}}{\partial z^{2}}, \quad f u_{a}=\nu \frac{\partial^{2} v_{a}}{\partial z^{2}} \tag{6.6.16}
\end{equation*}
$$

where $u_{a}=u-u_{g}$ and $v_{a}=v$. These two equations are combined to

$$
\begin{equation*}
f^{2} v_{a}=\nu^{2} \frac{\partial^{4} v_{a}}{\partial z^{4}} \tag{6.6.17}
\end{equation*}
$$

We obtain a general solution to this as

$$
\begin{align*}
v_{a}= & C_{1} \exp \left[\sqrt{\frac{f}{2 \nu}}(1+i) z\right]+C_{2} \exp \left[\sqrt{\frac{f}{2 \nu}}(1-i) z\right] \\
& +C_{3} \exp \left[-\sqrt{\frac{f}{2 \nu}}(1+i) z\right]+C_{4} \exp \left[-\sqrt{\frac{f}{2 \nu}}(1-i) z\right] \tag{6.6.18}
\end{align*}
$$

where we assume $f>0$. From the boundary conditions, we have $u_{g}+u_{a}=v_{a}=0$ at $z=0$, and $u_{a}=v_{a}=0$ as $z \rightarrow \infty$. Thus, we obtain the vertical profiles of ageostrophic components:

$$
\begin{align*}
u_{a} & =-u_{g} \exp \left(-\sqrt{\frac{f}{2 \nu}} z\right) \cos \left(\sqrt{\frac{f}{2 \nu}} z\right)  \tag{6.6.19}\\
v_{a} & =u_{g} \exp \left(-\sqrt{\frac{f}{2 \nu}} z\right) \sin \left(\sqrt{\frac{f}{2 \nu}} z\right) \tag{6.6.20}
\end{align*}
$$

From this solution, the height scale of the effect of friction is estimated as

$$
\begin{equation*}
d=\sqrt{\frac{2 \nu}{f}} \tag{6.6.21}
\end{equation*}
$$

The directions of velocity change spirally as depicted in Fig. 6.10; this is called the Ekman spiral. In the case $u_{g}>0$, meridional flow is almost poleward: $v_{a}>0$. Integrating $v_{a}$ in the $z$-direction, we have the total transport:

$$
\begin{equation*}
\int_{0}^{\infty} v_{a} d z=\frac{d}{2} u_{g} \tag{6.6.22}
\end{equation*}
$$

This is the Ekman transport, which corresponds to (6.6.8) in the case of shallowwater equations.


Figure 6.10: Ekman spiral: the dependence of $\left(u_{a}, v_{a}\right)$ on height for $u_{g}=1$ and $v_{g}=0$. Flows at height $z / d=1,2,3,4$, and 5 are marked.
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## 7

## Eddy transport

To study transport in the atmosphere, we normally use temporally and spatially averaged quantities associated with waves or disturbances. For instance, meridional transports of the general circulation of the atmosphere are described with the zonal average along a latitudinal circle. In general, the characteristics of mean transport depend on the averaging procedure. A spatial mean along one direction is called the Eulerian mean, while a mean over a set of fluid parcels is called the Lagrangian mean. For purely wavy oscillating disturbances, for instance, the positive and negative phases are canceled out to zero by the Eulerian mean regardless of its amplitude. For the Lagrangian mean, however, the mean position of fluid parcels generally has a motion, and net transport of energy or momentum occurs if the amplitude is finite. This concept is connected to formulation of the generalized Lagrangian mean.

We first define the generalized Lagrangian mean in this chapter and explain its relation to the Eulerian mean. Some examples are shown to distinguish the two mean transports. Then, a diffusion coefficient tensor is introduced to formulate the residual mean and transformed Eulerian mean equations. At the end of this chapter, we describe the relation between eddy transport and transport in isentropic coordinates.

The topics of the present chapter are closely related to the meridional transport of the general circulation of the atmosphere. In particular, both the Eulerian and Lagrangian mean are used to study mean transport in the midlatitudes in Chapter 18.

### 7.1 Transport due to finite amplitude waves

### 7.1.1 Generalized Lagrangian mean

We introduce the concept of the generalized Lagrangian mean to consider transport due to finite amplitude waves. Let a velocity vector at position $\boldsymbol{x}$ and time $t$ be denoted by $\boldsymbol{u}(\boldsymbol{x}, t)$. To simplify the argument, we use Cartesian coordinates with


Figure 7.1: Schematic figure for explanation of the GLM velocity. The GLM velocity $\overline{\boldsymbol{u}}^{L}$ is given by the velocity of the mass center of the curve $C$, and is equal to the average motion of fluid parcels composing the rod $R$ initially.
$\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)$, and consider the average along the $x_{1}$-axis. ${ }^{\dagger}$ The Eulerian mean is defined by

$$
\begin{equation*}
\overline{\boldsymbol{u}}(\boldsymbol{x}, t)=\lim _{L \rightarrow \infty} \frac{1}{2 L} \int_{-L}^{L} \boldsymbol{u}(\boldsymbol{x}, t) d x_{1} \tag{7.1.1}
\end{equation*}
$$

We imply $\overline{\boldsymbol{u}}(\boldsymbol{x}, t)=\overline{\boldsymbol{u}}\left(x_{2}, x_{3}, t\right)$ since the left-hand side is independent of $x_{1}$.
In contrast, the generalized Lagrangian mean (GLM) is introduced as follows. Let us consider fluid parcels located along a $\operatorname{rod} R_{0}$ parallel to the $x_{1}$-axis at $t=t_{0}$. We assume that this rod moves to a curve $\mathcal{C}$ at time $t$. Figure 7.1 schematically represents this situation; the parcel at the point $P_{0}$ at $t=t_{0}$ moves to the point $P$ at $t$ on the curve $\mathcal{C}$. Let the mass center of the curve $\mathcal{C}$ move with velocity $\boldsymbol{v}$. If $\boldsymbol{v}$ is known, the point $P_{R}$ is defined for each point $P_{0}$ on the $\operatorname{rod} R_{0}$ as

$$
\begin{equation*}
\overrightarrow{P_{0} P_{R}}=\int_{t_{0}}^{t} \boldsymbol{v} d t \tag{7.1.2}
\end{equation*}
$$

Let the position vector at the point $P_{R}$ be $\boldsymbol{x}$ and define

$$
\begin{equation*}
\boldsymbol{\xi}=\overrightarrow{P_{R} P} \tag{7.1.3}
\end{equation*}
$$

From the definition of the mass center of the curve $\mathcal{C}$, we have

$$
\begin{equation*}
\overline{\boldsymbol{\xi}}(\boldsymbol{x}, t)=\mathbf{0} \tag{7.1.4}
\end{equation*}
$$

Since the position vector at the point $P$ is $\boldsymbol{x}+\boldsymbol{\xi}(\boldsymbol{x}, t)$, the velocity of $P$, denoted by $\boldsymbol{u}^{\boldsymbol{\xi}}$, is given by

$$
\begin{align*}
\boldsymbol{u}^{\boldsymbol{\xi}}(\boldsymbol{x}, t) & \equiv \boldsymbol{u}(\boldsymbol{x}+\boldsymbol{\xi}(\boldsymbol{x}, t), t)=\frac{d}{d t}(\boldsymbol{x}+\boldsymbol{\xi}(\boldsymbol{x}, t)) \\
& =\boldsymbol{v}+\left(\frac{\partial}{\partial t}+\boldsymbol{v} \cdot \nabla\right) \boldsymbol{\xi} \tag{7.1.5}
\end{align*}
$$

[^17]Let us define

$$
\begin{equation*}
\boldsymbol{u}^{l}(\boldsymbol{x}, t) \equiv\left(\frac{\partial}{\partial t}+\boldsymbol{v} \cdot \nabla\right) \boldsymbol{\xi} \tag{7.1.6}
\end{equation*}
$$

then we have from (7.1.4)

$$
\begin{equation*}
\overline{\boldsymbol{u}^{l}}(\boldsymbol{x}, t)=\mathbf{0} \tag{7.1.7}
\end{equation*}
$$

We define the GLM velocity $\overline{\boldsymbol{u}}^{L}$ as the Eulerian average of $\boldsymbol{u}^{\xi}$ :

$$
\begin{equation*}
\overline{\boldsymbol{u}}^{L}(\boldsymbol{x}, t) \equiv \overline{\boldsymbol{u}^{\boldsymbol{\xi}}}(\boldsymbol{x}, t)=\overline{\boldsymbol{u}}(\boldsymbol{x}+\boldsymbol{\xi}(\boldsymbol{x}, t), t)=\boldsymbol{v} \tag{7.1.8}
\end{equation*}
$$

(i.e., the GLM velocity is the velocity of the mass center (Fig. 7.1)). We also define the Stokes correction as

$$
\begin{equation*}
\overline{\boldsymbol{u}}^{S} \equiv \overline{\boldsymbol{u}}^{L}-\overline{\boldsymbol{u}} \tag{7.1.9}
\end{equation*}
$$

and the deviation from the Eulerian mean, or the Eulerian perturbation velocity, as

$$
\begin{equation*}
\boldsymbol{u}^{\prime}=\boldsymbol{u}-\overline{\boldsymbol{u}} \tag{7.1.10}
\end{equation*}
$$

The following relations are satisfied if the amplitude of disturbance is small enough (i.e., the amplitude $\left|\boldsymbol{u}^{\prime}\right|$ is smaller than the mean flow $|\overline{\boldsymbol{u}}|:\left|\boldsymbol{u}^{\prime}\right| \ll|\overline{\boldsymbol{u}}|$ ). Letting $a$ denote the magnitude of the wave amplitude, we have $\boldsymbol{\xi}=O(a)$ and

$$
\begin{align*}
u_{i}^{\boldsymbol{\xi}} & =u_{i}(\boldsymbol{x}+\boldsymbol{\xi}, t)=u_{i}(\boldsymbol{x}, t)+\xi_{j} \frac{\partial u_{i}}{\partial x_{j}}+\frac{\xi_{j} \xi_{l}}{2} \frac{\partial^{2} \bar{u}_{i}}{\partial x_{j} \partial x_{k}}+O\left(a^{3}\right)  \tag{7.1.11}\\
\bar{u}_{i}^{L} & =\bar{u}_{i}(\boldsymbol{x}+\boldsymbol{\xi}, t)=\bar{u}_{i}+\overline{\xi_{j} \frac{\partial u_{i}^{\prime}}{\partial x_{j}}}+\frac{\overline{\xi_{j} \xi_{l}}}{2} \frac{\partial^{2} \bar{u}_{i}}{\partial x_{j} \partial x_{k}}+O\left(a^{3}\right) \tag{7.1.12}
\end{align*}
$$

Therefore,

$$
\begin{align*}
&{\overline{u_{i}}}^{S} \equiv{\overline{u_{i}}}^{L}-\bar{u}_{i}=\overline{\xi_{j} \frac{\partial u_{i}^{\prime}}{\partial x_{j}}}+\frac{\overline{\xi_{j} \xi_{l}}}{2}  \tag{7.1.13}\\
& \frac{\partial^{2} \bar{u}_{i}}{\partial x_{j} \partial x_{k}}+O\left(a^{3}\right)=O\left(a^{2}\right)  \tag{7.1.14}\\
& u_{i}^{l} \equiv u_{i}^{\boldsymbol{\xi}}-{\overline{u_{i}}}^{L}=u_{i}^{\prime}+\xi_{j} \frac{\partial \overline{u_{i}}}{\partial x_{j}}+O\left(a^{2}\right)
\end{align*}
$$

Eq. (7.1.13) defines the Stokes correction for waves. The magnitude of the Stokes correction is a second-order quantity of $a$.

### 7.1.2 Examples of finite amplitude waves

### 7.1.2.1 Square wave

In this section, we show some examples of finite amplitude waves to get a better understanding of the GLM and the Stokes correction. First, we consider the square wave illustrated in Fig. 7.2; this is a longitudinal wave, in which the motion of fluid particles is parallel to the direction of wave propagation. The amplitude of velocity is denoted by $u_{0}$ and the wavelength by $\lambda$. The wave propagates toward the


Figure 7.2: A square wave. (a) and (b) show velocity viewed from the stationary frame, and (c) shows velocity viewed from the moving frame with the speed of the wave $c$. In this moving frame, the wave is stationary. $X=x-c t$ and $u_{0}<c$.
positive $x$-direction at phase speed $c$. Figure 7.2 shows the longitudinal velocity of fluid particles; (a) and (b) show the velocity viewed from the stationary frame, whereas (c) is that viewed from the moving frame at speed $c$. In this moving frame, the wave is stationary. We define the coordinate in the moving frame as $X=x-c t$ and assume that $u_{0}<c$.

The Eulerian mean velocity is given by averaging the velocity in the stationary frame in the $x$-direction. It is simply given as

$$
\begin{equation*}
\bar{u}=0 . \tag{7.1.15}
\end{equation*}
$$

The Eulerian period of the wave is given by

$$
\begin{equation*}
T_{E}=\frac{\lambda}{c} \tag{7.1.16}
\end{equation*}
$$

On the other hand, by considering the time required for a fluid particle to move from $X=0$ to $X=-\lambda$ as shown in Fig. 7.2(c), we obtain the Lagrangian period $T_{L}$ as

$$
\begin{equation*}
T_{L}=\frac{\lambda / 2}{c-u_{0}}+\frac{\lambda / 2}{c+u_{0}}=\frac{\lambda c}{c^{2}-u_{0}^{2}}>T_{E} \tag{7.1.17}
\end{equation*}
$$

Thus, the Lagrangian period is longer than the Eulerian period. If viewed from the stationary frame, the displacement of a particle during the Lagrangian period $T_{L}$ is

$$
\begin{equation*}
d=-\lambda+c T_{L}=c\left(T_{L}-T_{E}\right)>0 \tag{7.1.18}
\end{equation*}
$$



Figure 7.3: The motions of fluid particles (dashed lines) and those of the mass center (dotted lines) viewed from the moving frame at speed $c$ for the square wave between time $t_{1}$ to $t_{1}+T_{L}$.
(i.e., the displacement is positive). Hence, we obtain the Lagrangian mean velocity $\bar{u}^{(L)}$ by

$$
\begin{equation*}
\bar{u}^{(L)}=\frac{d}{T_{L}}=c\left(1-\frac{T_{E}}{T_{L}}\right)>0 . \tag{7.1.19}
\end{equation*}
$$

Velocity $\bar{u}^{(L)}$ is the Lagrangian velocity averaged for one period of a fluid particle and is identical to the GLM velocity of all fluid particles. As shown below, this relation can be understood using Fig. 7.3. If viewed from the moving frame at speed $c$, it takes one period $T_{L}$ for a fluid particle to move one wavelength. The fluids in the segment $A B$ of Fig. 7.3 move to the segment $A^{\prime} B^{\prime}$ after the period $T_{L}$. Thus, the mean velocity of the mass center of the fluids in $A B$ is $-\lambda / T_{L}=-c T_{E} / T_{L}$. This velocity is the GLM velocity, $\bar{u}^{L}$, if viewed from the stationary frame, and is identical to the Lagrangian mean velocity $\bar{u}^{(L)}$ of a fluid particle, (7.1.19). This relation remains the same if the region for averaging is extended from the segment $A B$ to a wider range. Thus, we obtain

$$
\begin{equation*}
\bar{u}^{L}=\bar{u}^{(L)} . \tag{7.1.20}
\end{equation*}
$$

Here, it should be recalled that the square wave is a one-dimensional divergent flow; we must be careful about calculation of the position of the mass center. To obtain the position of the mass center of $A B$, we note the difference of density between segments $A C$ and $C B$. Denoting the ratio of the density of $A B$ to that of $C B$ by $a:(1-a)$, we have the relation

$$
\begin{equation*}
a\left(u_{0}-c\right)+(1-a)\left(-u_{0}-c\right)=-\frac{\lambda}{T_{L}} \tag{7.1.21}
\end{equation*}
$$

since the fluid velocity in the segment $A C$ is $u_{0}-c$ and that in the segment $C B$ is $-u_{0}-c$. From this equation, the ratio of the density is given by

$$
\begin{equation*}
a=\frac{1}{2}\left(1+\frac{u_{0}}{c}\right) . \tag{7.1.22}
\end{equation*}
$$

The mass center of $A B$ is the interior division point by $(1-a): a$ between the half points of $A C$ and $C B$; therefore, it is located at $\lambda u_{0} / 4 c$ to the left of $C$.

### 7.1.2.2 Sinusoidal wave

The second example is the finite amplitude sinusoidal wave shown in Fig. 7.4. It is a one-dimensional longitudinal wave with amplitude $u_{0}$ and wavelength $\lambda=2 \pi / k$. The velocity of a fluid particle is given by

$$
\begin{equation*}
u=u_{0} \cos k(x-c t) \tag{7.1.23}
\end{equation*}
$$

If viewed from the moving frame at speed $c$, the velocity of a fluid particle is

$$
\begin{equation*}
\dot{X}=u-c=u_{0} \cos k(x-c t)-c \tag{7.1.24}
\end{equation*}
$$

The Eulerian period is $T_{E}=\lambda / c$, whereas the Lagrangian period is

$$
T_{L}=\int_{0}^{\lambda} \frac{d X}{c-u_{0} \cos k(x-c t)}= \begin{cases}\frac{T_{E}}{\sqrt{1-\left(u_{0} / c\right)^{2}}}, & \left(u_{0}<c\right)  \tag{7.1.25}\\ \infty, & \left(u_{0}>c\right)\end{cases}
$$

(a)




Figure 7.4: A sinusoidal wave. (a) Velocity viewed from the stationary frame. The sinusoidal wave has wavelength $\lambda$ and phase speed $c$. (b) and (c) Velocity viewed from the moving frame at speed $c$ : for the case (b) $u_{0}<c$ and (c) $u_{0}>c$. Here, $X=x-c t$. In (b), fluid particles are trapped at the position designated by the circle.
(i.e., there are two cases: the finite period and the infinite period). The generalized Lagrangian mean velocity is respectively given by

$$
\bar{u}^{L}=\frac{-\lambda+c T_{L}}{T_{L}}= \begin{cases}c\left(1-\sqrt{1-\left(u_{0} / c\right)^{2}}\right), & \left(u_{0}<c\right)  \tag{7.1.26}\\ c, & \left(u_{0}>c\right)\end{cases}
$$

If the wave amplitude is large, $u_{0}>c$, fluid particles are trapped by the wave and carried as the wave propagates as shown in Fig. 7.4(b).

In the case of an infinitesimally small amplitude $\left(\varepsilon=u_{0} / c \ll 1\right)$, the GLM velocity (7.1.26) is approximated to

$$
\begin{equation*}
\bar{u}^{L}=\frac{u_{0}^{2}}{2 c}=\frac{c}{2}\left(\frac{u_{0}}{c}\right)^{2}=O\left(\varepsilon^{2}\right) \tag{7.1.27}
\end{equation*}
$$

Although the Eulerian mean is $\bar{u}=0$, the Lagrangian velocity is different from zero to a second-order approximation in the amplitude. The difference between Eulerian velocity and Lagrangian velocity is the Stokes correction. Using (7.1.6), (7.1.13), and (7.1.14), we obtain

$$
\begin{equation*}
u^{l}=u^{\prime}=\frac{\partial \xi}{\partial t}, \quad \bar{u}^{S}=\overline{\xi \frac{\partial u^{\prime}}{\partial x}} \tag{7.1.28}
\end{equation*}
$$

Therefore, we also have

$$
\begin{align*}
\xi & =-\frac{u_{0}}{k c} \sin k(x-c t),  \tag{7.1.29}\\
\bar{u}^{S} & =\frac{u_{0}}{k c} \overline{\sin k(x-c t) \cdot k u_{0} \sin k(x-c t)}=\frac{u_{0}^{2}}{2 c} . \tag{7.1.30}
\end{align*}
$$

Thus, the Stokes correction is equal to the GLM velocity given by (7.1.27).

### 7.1.2.3 Two-dimensional nondivergent wave

As the third example, we consider waves in a two-dimensional nondivergent fluid. We can define the streamfunction of wave motion that has phase speed $c$ by

$$
\begin{equation*}
\Psi=\Psi(x-c t, y) \tag{7.1.31}
\end{equation*}
$$

In the moving coordinates $(X, Y)=(x-c t, y)$, the streamfunction and velocity are written as

$$
\begin{align*}
\Phi & =\Psi(X, Y)+c Y  \tag{7.1.32}\\
\dot{X} & =-\Phi_{Y}=-\Psi_{Y}(X, Y)-c  \tag{7.1.33}\\
\dot{Y} & =\Phi_{X}=\Psi_{X}(X, Y) \tag{7.1.34}
\end{align*}
$$

Since $\Phi$ is stationary, fluid particles on a contour of $\Phi$ remain on the same contour. Let a contour of $\Phi$ be denoted by $Y=Y(X)$. If this contour passes through a point ( $X_{0}, Y_{0}$ ), the function $Y=Y(X)$ can be given by solving

$$
\begin{equation*}
\Phi(X, Y(X))=\Phi\left(X_{0}, Y_{0}\right) \tag{7.1.35}
\end{equation*}
$$

Note that $Y(X)$ may be a multivalued function. If $\Phi$ is periodic with wavelength $\lambda$, the Lagrangian period and the GLM velocity are expressed in terms of $Y(X)$ as

$$
\begin{align*}
T_{L} & =\int_{0}^{-\lambda} \frac{d X}{-\Phi_{Y}(X, Y(X))}  \tag{7.1.36}\\
\bar{u}^{L} & =c\left(1-\frac{T_{E}}{T_{L}}\right) \tag{7.1.37}
\end{align*}
$$

where $T_{E}=\lambda / c$ is the Eulerian period.
As an example, we consider

$$
\begin{equation*}
\Psi=\frac{u_{0}}{k} \cos k(x-c t) \cos k y \tag{7.1.38}
\end{equation*}
$$

where we assume $|y| \leq \lambda / 4$ where $\lambda=2 \pi / k$. The streamfunction in the moving frame at speed $c$ is

$$
\begin{equation*}
\Phi=\frac{u_{0}}{k} \cos k X \cos k Y+c Y \tag{7.1.39}
\end{equation*}
$$

Figure 7.5 shows the distribution of this streamfunction. Figure 7.5(b) is the case for $u_{0}>c$, where closed contours exist near $y=\lambda / 4$. In this case, fluid particles are trapped on the closed contours and propagate with the wave. Therefore, these fluid particles have a positive Lagrangian velocity. Figure 7.5(c) is the case for $u_{0}<c$. In this case, no closed contour exists such that all the particles are left behind the wave.

In the neighborhood of $y=\lambda / 4$, in particular, we have approximations as

$$
\begin{align*}
\Psi & =\frac{u_{0}}{k} \cos k(x-c t) \cdot k\left(y-\frac{\lambda}{4}\right)  \tag{7.1.40}\\
u & =-\Psi_{y}=u_{0} \cos k(x-c t) \tag{7.1.41}
\end{align*}
$$

This distribution has a positive Lagrangian velocity as shown by the previous example, (7.1.27). In the neighborhood of $y=0$, on the other hand, we have

$$
\begin{equation*}
\Phi=\frac{u_{0}}{k} \cos k X \cdot\left(1-\frac{k^{2}}{2} Y^{2}\right)+c Y \tag{7.1.42}
\end{equation*}
$$

By setting $\Phi\left(X_{0}, Y_{0}\right)=0$, we can approximately solve it for $Y$ with $Y^{2} \ll 1$ :

$$
\begin{equation*}
Y \approx-\frac{u_{0}}{k c} \cos k X \tag{7.1.43}
\end{equation*}
$$

Thus, velocity is given by

$$
\begin{equation*}
u=-\Psi_{y}=\frac{u_{0}}{2} \cos k(x-c t) \cdot k y \approx-\frac{u_{0}^{2}}{2 c} \cos ^{2} k(x-c t)<0 \tag{7.1.44}
\end{equation*}
$$

(a)

(b)

(c)


Figure 7.5: Waves in a two-dimensional nondivergent fluid. (a) Streamfunctions of a vorticitylike wave propagating at speed $c$ (solid) and mean velocity with $c$ (dashed) in the case $k=2 \pi$ and $u_{0}=1$. (b) and (c) are streamfunctions viewed from a moving frame at speed $c$ for (b) $c=0.5$ $\left(u_{0}>c\right)$ and (c) $c=2.0\left(u_{0}<c\right)$, respectively. In (b), the fluid particles in the hatched region are trapped by the wave. In (c), all the fluid particles are left behind the wave. Contour intervals are arbitrarily chosen.

Hence, from (7.1.36) and (7.1.37), the GLM velocity is given as

$$
\begin{equation*}
\bar{u}^{L}=c\left[1-\sqrt{1+\left(\frac{u_{0}}{c}\right)^{2}}\right]<0 \tag{7.1.45}
\end{equation*}
$$

(i.e., fluid particles propagate in the opposite direction to wave propagation irrespective of wave speed). This means that fluid particles on the contours near $y=0$ are not carried by the wave. This comes from the fact that the contours are not closed in this vicinity.

### 7.2 Diffusion in the meridional section

### 7.2.1 Governing equations and the Eulerian mean

In the following sections, we consider the zonally averaged transport of materials in the meridional cross section for the case when the amplitude of disturbances is sufficiently small. To clarify the argument, we concentrate on primitive equations in the Boussinesq approximations and in hydrostatic balance given by (3.1.6)-(3.1.8):

$$
\begin{align*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}+w \frac{\partial u}{\partial z}-f v & =-\theta_{s} \frac{\partial \pi}{\partial x}+G_{x}  \tag{7.2.1}\\
\frac{\partial v}{\partial t}+u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}+w \frac{\partial v}{\partial z}+f u & =-\theta_{s} \frac{\partial \pi}{\partial y}+G_{y}  \tag{7.2.2}\\
0 & =-\theta_{s} \frac{\partial \pi}{\partial z}+\frac{\theta}{\theta_{s}} g  \tag{7.2.3}\\
\frac{\partial \theta}{\partial t}+u \frac{\partial \theta}{\partial x}+v \frac{\partial \theta}{\partial y}+w \frac{\partial \Theta}{\partial z} & =Q  \tag{7.2.4}\\
\nabla \cdot \boldsymbol{u} & =0 \tag{7.2.5}
\end{align*}
$$

where $f=f_{0}+\beta y$ is the Coriolis parameter, $G_{x}$ and $G_{y}$ are frictional forces, and $Q$ is heating. Potential temperature is written as $\Theta=\theta_{s}+\theta$, where $\theta_{s}$ is the basic state potential temperature and $\theta$ is the perturbation. The Exner function is also partitioned as $\Pi=\pi_{s}+\pi$, where $\pi_{s}$ is the basic state and $\pi$ is the perturbation. In the continuity equation, we neglect the variation of density based on the Boussinesq approximation.

First, we consider the Eulerian mean along the $x$-direction of (7.2.1)-(7.2.5). Denoting the zonal mean of a quantity $A$ by $\bar{A}$, and the departure from it by $A^{\prime}=A-\bar{A}$, we have the following set of equations for the Eulerian mean:

$$
\begin{align*}
\frac{\partial \bar{u}}{\partial t}+\bar{v}\left(\frac{\partial \bar{u}}{\partial y}-f\right)+\bar{w} \frac{\partial \bar{u}}{\partial z} & =-\frac{\partial \overline{u^{\prime} v^{\prime}}}{\partial y}-\frac{\partial \overline{u^{\prime} w^{\prime}}}{\partial z}+\overline{G_{x}}  \tag{7.2.6}\\
\frac{\partial \bar{v}}{\partial t}+\bar{v} \frac{\partial \bar{v}}{\partial y}+\bar{w} \frac{\partial \bar{v}}{\partial z}+f \bar{u} & =-\theta_{s} \frac{\partial \bar{\pi}}{\partial y}-\frac{\partial \overline{v^{\prime 2}}}{\partial y}-\frac{\partial \overline{v^{\prime} w^{\prime}}}{\partial z}+\overline{G_{y}}  \tag{7.2.7}\\
0 & =-\theta_{s} \frac{\partial \bar{\pi}}{\partial z}+\frac{\bar{\theta}}{\theta_{s}} g \tag{7.2.8}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial \bar{\theta}}{\partial t}+\bar{v} \frac{\partial \bar{\theta}}{\partial y}+\bar{w} \frac{\partial \bar{\Theta}}{\partial z} & =-\frac{\partial \overline{\theta^{\prime} v^{\prime}}}{\partial y}-\frac{\partial \overline{\theta^{\prime} w^{\prime}}}{\partial z}+\bar{Q}  \tag{7.2.9}\\
\frac{\partial \bar{v}}{\partial y}+\frac{\partial \bar{w}}{\partial z} & =0 \tag{7.2.10}
\end{align*}
$$

We consider a state of no meridional motion as a stationary reference state. Neglecting all the second-order terms $\overline{A^{\prime} B^{\prime}}$, the frictions $\overline{G_{x}}, \overline{G_{y}}$, and the heating $\bar{Q}$ we have the balance equations for steady zonal flow:

$$
\begin{align*}
f \bar{u} & =-\theta_{s} \frac{\partial \bar{\pi}}{\partial y}  \tag{7.2.11}\\
0 & =-\theta_{s} \frac{\partial \bar{\pi}}{\partial z}+\frac{\bar{\theta}}{\theta_{s}} g, \tag{7.2.12}
\end{align*}
$$

and $\bar{v}=\bar{w}=0$. From (7.2.11) and (7.2.12), the thermal wind balance is given by

$$
\begin{equation*}
f \frac{\partial \bar{u}}{\partial z}=-\frac{g}{\theta_{s}} \frac{\partial \bar{\theta}}{\partial y} \tag{7.2.13}
\end{equation*}
$$

Hereafter, the variables of this stationary state will be denoted by a subscript 0 (e.g., $\bar{u}_{0}$ ).

We consider a disturbance as the departure from the steady state and assume that its magnitude is given by $O(a)$. If the amplitude of the disturbance is small enough, it can be shown that the departure of the zonal-mean zonal wind $\bar{u}$ from the steady state is $O\left(a^{2}\right)$. Thus, $\bar{v}$ and $\bar{w}$ are also $O\left(a^{2}\right)$, and the advective term of $v, \bar{v} \frac{\partial \bar{v}}{\partial y}+\bar{w} \frac{\partial \bar{v}}{\partial z}$, is $O\left(a^{4}\right)$.

### 7.2.2 Tracer transport

We then consider tracer transport in the meridional cross section associated with eddy disturbances. Let a change of mass concentration of a tracer $q$ be written as

$$
\begin{equation*}
\frac{d q}{d t}=S \tag{7.2.14}
\end{equation*}
$$

where $S$ is a source term (or a sink term if $S<0$ ). To consider the meridional transport of $q$, we take the Eulerian mean of (7.2.14); the zonal-mean equation of $q$ is given as

$$
\begin{equation*}
\frac{\partial \bar{q}}{\partial t}+\bar{u}_{i} \frac{\partial \bar{q}_{0}}{\partial x_{i}}=-\frac{\partial \overline{u_{i}^{\prime} q^{\prime}}}{\partial x_{i}}+\bar{S} \tag{7.2.15}
\end{equation*}
$$

in which the summation convention is used for repeated indices of $i$. From the difference between (7.2.15) and (7.2.14), the change in the eddy component of $q$ is given by

$$
\begin{equation*}
\frac{D q^{\prime}}{D t}+u_{i}^{\prime} \frac{\partial \bar{q}_{0}}{\partial x_{i}}=S^{\prime}+O\left(a^{2}\right) \tag{7.2.16}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{D}{D t} & =\frac{\partial}{\partial t}+\bar{u}_{0} \frac{\partial}{\partial x}  \tag{7.2.17}\\
\frac{\partial}{\partial t}+\bar{u}_{i} \frac{\partial}{\partial x_{i}} & =\frac{\partial}{\partial t}+\bar{u}_{0} \frac{\partial}{\partial x}+O\left(a^{2}\right)=\frac{D}{D t}+O\left(a^{2}\right) . \tag{7.2.18}
\end{align*}
$$

We will investigate the basic characteristics of the eddy flux $\overline{u_{i}^{\prime} q^{\prime}}$ in (7.2.15). To find the direction of the eddy flux $\overline{u_{i}^{\prime} q^{\prime}}$, we multiply $q^{\prime}$ by (7.2.16) and average in the $x$-direction. Thus, we have

$$
\begin{equation*}
\overline{u_{i}^{\prime} q^{\prime}} \frac{\partial \bar{q}_{0}}{\partial x_{i}}=\overline{q^{\prime} S^{\prime}}-\frac{\partial}{\partial t} \frac{\overline{q^{\prime 2}}}{2} . \tag{7.2.19}
\end{equation*}
$$

In the case of no eddy source $S^{\prime}=0$, this becomes

$$
\begin{equation*}
\overline{u_{i}^{\prime} q^{\prime}} \frac{\partial \bar{q}_{0}}{\partial x_{i}}=-\frac{\partial}{\partial t} \frac{\overline{q^{\prime 2}}}{2} \equiv-\sigma_{t} . \tag{7.2.20}
\end{equation*}
$$

If the disturbance is a neutral wave, the right-hand side is identically zero: $\sigma_{t}=0$. In this case, the direction of the flux $\overline{u_{i}^{\prime} q^{\prime}}$ is perpendicular to the gradient of the basic state $\frac{\partial \bar{q}_{0}}{\partial x_{i}}$. If the wave is growing $\sigma_{t}>0$, the direction of the flux $\overline{u_{i}^{\prime} q^{\prime}}$ is downgradient of $\bar{q}_{0}$. If the wave is decaying $\sigma_{t}<0$, on the other hand, the direction of the flux $\frac{u_{i}^{\prime} q^{\prime}}{u^{\prime}}$ is up-gradient. These relations between the gradient of $\bar{q}_{0}$ and the eddy flux $\overline{u_{i}^{\prime} q^{\prime}}$ are depicted in Fig. 7.6.

The relation between the eddy flux $\overline{\boldsymbol{u}^{\prime} q^{\prime}}$ and the gradient of $\bar{q}_{0}$ is expressed by using the parcel displacement of the disturbance. From (7.1.6), the displacement vector $\xi_{i}$ is defined as

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\bar{u}_{j}^{L} \frac{\partial}{\partial x_{j}}\right) \xi_{i}=u_{i}^{l} \tag{7.2.21}
\end{equation*}
$$



Figure 7.6: Relations between the eddy flux $\overline{\boldsymbol{u}^{\prime} q^{\prime}}$ and the gradient of the basic state $\nabla \bar{q}_{0}$. (Left) The case of a neutral wave $\sigma_{t}=0$; the directions of the two vectors are perpendicular. (Right) The case of a growing wave $\sigma_{t}>0$; the flux $\overline{\boldsymbol{u}^{\prime} q^{\prime}}$ has an up-gradient component of $\nabla \bar{q}_{0}$.

Using (7.1.12)-(7.1.14), this can be written as

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\left(\bar{u}_{j}+\bar{u}_{j}^{S}\right) \frac{\partial}{\partial x_{j}}\right] \xi_{i}=u_{i}^{\prime}+\xi_{j} \frac{\partial \bar{u}_{i}}{\partial x_{j}}+O\left(a^{2}\right) . \tag{7.2.22}
\end{equation*}
$$

Since $\bar{u}_{j}^{S}=O\left(a^{2}\right)$ and $\bar{u}_{i}=\bar{u}_{0} \delta_{i x}+O\left(a^{2}\right)$, the relation between the eddy component of velocity $\boldsymbol{u}^{\prime}=\left(u^{\prime}, v^{\prime}, w^{\prime}\right)$ and the displacement vector $\boldsymbol{\xi}=(\eta, \zeta, \xi)$ is given as

$$
\begin{align*}
\frac{D \eta}{D t} & =u^{\prime}+\zeta \frac{\partial \bar{u}_{0}}{\partial y}+\xi \frac{\partial \bar{u}_{0}}{\partial z}=u^{l}  \tag{7.2.23}\\
\frac{D \zeta}{D t} & =v^{\prime}=v^{l}  \tag{7.2.24}\\
\frac{D \xi}{D t} & =w^{\prime}=w^{l} \tag{7.2.25}
\end{align*}
$$

We also define a quantity $s$ which satisfies

$$
\begin{equation*}
\frac{D s}{D t}=S^{\prime} \tag{7.2.26}
\end{equation*}
$$

where $S^{\prime}$ is the source term for the eddy component. Since (7.2.16) is written as

$$
\begin{equation*}
\frac{D q^{\prime}}{D t}+\left(\frac{D \xi_{i}}{D t}\right) \frac{\partial \bar{q}_{0}}{\partial x_{i}}=\frac{D s}{D t} \tag{7.2.27}
\end{equation*}
$$

thus we have

$$
\begin{equation*}
q^{\prime}=-\xi_{i} \frac{\partial \bar{q}_{0}}{\partial x_{i}}+s \tag{7.2.28}
\end{equation*}
$$

Multiplying $u_{i}^{\prime}$ by this and averaging in the $x$-direction, we obtain

$$
\begin{equation*}
\overline{u_{i}^{\prime} q^{\prime}}=-\overline{u_{i}^{\prime} \xi_{j}} \frac{\partial \bar{q}_{0}}{\partial x_{j}}+\overline{u_{i}^{\prime} s} \tag{7.2.29}
\end{equation*}
$$

This relates the eddy flux $\overline{u_{i}^{\prime} q^{\prime}}$ to the gradient of the basic state $\bar{q}_{0}$. The tensor $\overline{u_{i}^{\prime} \xi_{j}}$ is regarded as a generalized diffusion coefficient and is called the diffusion tensor. Here, subscripts $i$ and $j$ are used for representing the $y$ - and $z$-components, respectively.

To investigate the roles of eddy on transport, we divide the diffusion tensor $\overline{u_{i}^{\prime} \xi_{j}}$ into symmetric and antisymmetric parts:

$$
\begin{equation*}
\overline{\overline{u_{i}^{\prime} \xi_{j}}}=K_{i j}+L_{i j} \tag{7.2.30}
\end{equation*}
$$

where

$$
\begin{align*}
K_{i j} & =\frac{1}{2}\left(\overline{u_{i}^{\prime} \xi_{j}}+\overline{u_{j}^{\prime} \xi_{i}}\right)=\frac{\partial}{\partial t} \frac{\overline{\xi_{i} \xi_{j}}}{2},  \tag{7.2.31}\\
L_{i j} & =\frac{1}{2}\left(\overline{u_{i}^{\prime} \xi_{j}}-\overline{u_{j}^{\prime} \xi_{i}}\right) \tag{7.2.32}
\end{align*}
$$

or

$$
\begin{align*}
K & =\left(\begin{array}{cc}
\frac{\partial}{\partial t} \frac{\overline{\zeta^{2}}}{2} & \frac{\partial}{\partial t} \frac{\overline{\zeta \xi}}{2} \\
\frac{\partial}{\partial t} \frac{\overline{\zeta \xi}}{2} & \frac{\partial}{\partial t} \overline{\xi^{2}}
\end{array}\right)  \tag{7.2.33}\\
L & =\left(\begin{array}{cc}
-\frac{1}{2}\left(\overline{v^{\prime} \xi}-\overline{w^{\prime} \zeta}\right) & \frac{1}{2}\left(\overline{v^{\prime} \xi}-\overline{w^{\prime} \zeta}\right) \\
0
\end{array}\right) . \tag{7.2.34}
\end{align*}
$$

$K$ is a symmetric tensor and $L$ is an antisymmetric tensor. Substituting (7.2.30) into (7.2.29), we rewrite (7.2.15) as

$$
\begin{align*}
\frac{\partial \bar{q}}{\partial t} & =-\bar{u}_{i} \frac{\partial \bar{q}_{0}}{\partial x_{i}}-\frac{\partial}{\partial x_{i}}\left[-\left(K_{i j}+L_{i j}\right) \frac{\partial \bar{q}_{0}}{\partial x_{j}}+\overline{u_{i}^{\prime} s}\right]+\bar{S}  \tag{7.2.35}\\
& =-\left(\bar{u}_{i}+\frac{\partial L_{i j}}{\partial x_{j}}\right) \frac{\partial \bar{q}_{0}}{\partial x_{i}}+\frac{\partial}{\partial x_{i}}\left(K_{i j} \frac{\partial \bar{q}_{0}}{\partial x_{j}}\right)+\left(\bar{S}-\frac{\partial}{\partial x_{i}} \overline{u_{i}^{\prime} s}\right) . \tag{7.2.36}
\end{align*}
$$

The first term on the right-hand side of (7.2.36) plays the role of advective transport, and $\frac{\partial L_{i j}}{\partial x_{j}}$ is regarded as additional advection due to an eddy. This can be related to the Stokes correction. From (7.1.13) for $i=y$ and $z$, we have

$$
\begin{equation*}
\bar{u}_{i}^{S}=\overline{\xi_{j} \frac{\partial u_{i}^{\prime}}{\partial x_{j}}}+O\left(a^{3}\right) \tag{7.2.37}
\end{equation*}
$$

Using the continuity equation (7.2.5), we have

$$
\begin{align*}
\frac{D}{D t}\left(\frac{\partial \xi_{i}}{\partial x_{i}}\right) & =\frac{\partial}{\partial x_{i}}\left(\frac{D \xi_{i}}{D t}\right)-\frac{\partial \bar{u}_{0}}{\partial x_{i}} \frac{\partial \xi_{i}}{\partial x}=\frac{\partial u_{i}^{l}}{\partial x_{i}}-\frac{\partial \bar{u}_{0}}{\partial x_{i}} \frac{\partial \xi_{i}}{\partial x} \\
& =\frac{\partial}{\partial x_{i}}\left(u_{i}^{\prime}+\xi_{j} \frac{\partial \bar{u}_{0}}{\partial x_{i}} \delta_{i x}\right)-\frac{\partial \bar{u}_{0}}{\partial x_{i}} \frac{\partial \xi_{i}}{\partial x}=0 \tag{7.2.38}
\end{align*}
$$

Thus, if $\frac{\partial \xi_{i}}{\partial x_{i}}=0$ is satisfied at any initial time $t=t_{0}$, we always have

$$
\begin{equation*}
\frac{\partial \xi_{i}}{\partial x_{i}}=0 \tag{7.2.39}
\end{equation*}
$$

From (7.2.37) and (7.2.39), the Stokes correction is rewritten as

$$
\begin{equation*}
\bar{u}_{i}^{S}=\frac{\partial \overline{\xi_{j} u_{i}^{\prime}}}{\partial x_{j}} \tag{7.2.40}
\end{equation*}
$$

From (7.2.30), therefore, we have the relation:

$$
\begin{equation*}
\frac{\partial L_{i j}}{\partial x_{j}}=\bar{u}_{i}^{S}-\frac{\partial K_{i j}}{\partial x_{j}} \tag{7.2.41}
\end{equation*}
$$

This implies that the additional advection due to an eddy consists of two parts. The first is the Stokes correction, which is the effect of the finite amplitude of the eddy.

The second is an apparent advection which arises when an eddy grows or decays inhomogeneously. Adding mean advection $\bar{u}_{i}$ to the above relation, we rewrite total advective velocity in the first term on the right-hand side of (7.2.36) as

$$
\begin{equation*}
\bar{u}_{i}+\frac{\partial L_{i j}}{\partial x_{j}}=\bar{u}_{i}^{L}+\frac{\partial K_{i j}}{\partial x_{j}} . \tag{7.2.42}
\end{equation*}
$$

In the case of a neutral wave, we have $K_{i j}=0$ so that (7.2.42) reduces to the GLM velocity $\bar{u}_{i}^{L}$. If the wave amplitude changes inhomogeneously, on the other hand, an apparent advection associated with $K_{i j}$ occurs.

The second term on the right-hand side of (7.2.36) is regarded as diffusion induced by the growth or decay of disturbances. For a neutral wave, the contribution of this term vanishes since $K=0$ from (7.2.31). The role of this diffusion term can be examined using (7.2.35) with no source term $S=s=0$ :

$$
\begin{equation*}
\frac{\partial \bar{q}}{\partial t}=-\bar{u}_{i} \frac{\partial \bar{q}_{0}}{\partial x_{i}}+\frac{\partial}{\partial x_{i}}\left[\left(K_{i j}+L_{i j}\right) \frac{\partial \bar{q}_{0}}{\partial x_{j}}\right] \tag{7.2.43}
\end{equation*}
$$

Multiplying $\bar{q}$ and averaging in the whole domain, we have

$$
\begin{align*}
\frac{\partial}{\partial t} \frac{\left\langle\bar{q}^{2}\right\rangle}{2} & =\left\langle\bar{q} \frac{\partial}{\partial x_{i}}\left[\left(K_{i j}+L_{i j}\right) \frac{\partial \bar{q}_{0}}{\partial x_{j}}\right]\right\rangle \\
& =-\left\langle K_{i j} \frac{\partial \bar{q}_{0}}{\partial x_{i}} \frac{\partial \bar{q}_{0}}{\partial x_{j}}\right\rangle+O\left(a^{2}\right) \tag{7.2.44}
\end{align*}
$$

where $\langle A\rangle$ represents the domain average of $A$. In the case $K_{y y}>0, K_{z z}>0$, and $K_{y y} K_{z z}>K_{y z}^{2}$, the right-hand side is always positive for any distribution of $\bar{q}_{0}$. These inequalities hold if the diffusion tensor is isotropic. In this case, we have

$$
\begin{equation*}
\frac{\partial\left\langle\bar{q}^{2}\right\rangle}{\partial t}<0 \tag{7.2.45}
\end{equation*}
$$

Since we have assumed that $\langle\bar{q}\rangle$ is conservative, the tendency of the variance of $\bar{q}$ becomes

$$
\begin{equation*}
\frac{\partial}{\partial t}\left\langle\bar{q}^{2}-\langle\bar{q}\rangle^{2}\right\rangle=\frac{\partial}{\partial t}\left(\left\langle\bar{q}^{2}\right\rangle-\langle\bar{q}\rangle^{2}\right)=\frac{\partial\left\langle\bar{q}^{2}\right\rangle}{\partial t}<0 \tag{7.2.46}
\end{equation*}
$$

This indicates that $\bar{q}$ tends to be homogenized in the region considered. In particular, the tracer spreads in the whole region even though the amplitude of disturbance is statistically steady.

### 7.3 Residual circulation

It has been found from (7.2.29) that the eddy flux $\overline{u_{i}^{\prime} q^{\prime}}$ receives additional advection from tracer $q$. As seen in (7.2.42), the sum of advection due to an eddy and Eulerian mean velocity is the GLM velocity in the case $K=0$. This indicates that Eulerian mean transport contains a spurious transport induced by an eddy. Thus, the transport due to an eddy can be interpreted as a correction to the Eulerian
mean. The residual circulation described below is given by a systematic procedure to remove the spurious transport induced by an eddy from Eulerian mean transport.

Transport due to an eddy comes from a component of $\overline{u_{i}^{\prime} q^{\prime}}$ tangential to isolines of $\bar{q}_{0}$. To extract this component of $\overline{u_{i}^{\prime} q^{\prime}}$, we introduce two unit vectors, $\boldsymbol{n}, \boldsymbol{t}$, which are normal and tangential to isolines of $\bar{q}_{0}$, respectively:

$$
\begin{align*}
& \boldsymbol{n}=\frac{\nabla \bar{q}_{0}}{\left|\nabla \bar{q}_{0}\right|}=\frac{j \frac{\partial \bar{q}_{0}}{\partial y}+\boldsymbol{k} \frac{\partial \bar{q}_{0}}{\partial z}}{\left|\nabla \bar{q}_{0}\right|}  \tag{7.3.1}\\
& \boldsymbol{t}=\boldsymbol{i} \times \boldsymbol{n}=\frac{\boldsymbol{k} \frac{\partial \bar{q}_{0}}{\partial y}-j \frac{\partial \bar{q}_{0}}{\partial z}}{\left|\nabla \bar{q}_{0}\right|} \tag{7.3.2}
\end{align*}
$$

$\boldsymbol{i}, \boldsymbol{j}$, and $\boldsymbol{k}$ are the unit vectors in the $x$-, $y$-, and $z$-directions, respectively. These are rewritten in the tensor form as

$$
\begin{equation*}
n_{i}=\frac{\frac{\partial \bar{q}_{0}}{\partial x_{i}}}{\left|\nabla \bar{q}_{0}\right|}, \quad t_{i}=-\frac{\varepsilon_{1 i j} \frac{\partial \bar{q}_{0}}{\partial x_{j}}}{\left|\nabla \bar{q}_{0}\right|} \tag{7.3.3}
\end{equation*}
$$

where $\varepsilon_{1 i j}$ is the antisymmetric tensor. Using these vectors, we write eddy flux as

$$
\begin{equation*}
\overline{u_{i}^{\prime} q^{\prime}}=\overline{u_{j}^{\prime} q^{\prime}} n_{j} n_{i}+\overline{u_{j}^{\prime} q^{\prime}} t_{j} t_{i}=\chi \frac{\partial \bar{q}_{0}}{\partial x_{i}}+\psi \varepsilon_{1 i j} \frac{\partial \bar{q}_{0}}{\partial x_{j}} \tag{7.3.4}
\end{equation*}
$$

where

$$
\begin{align*}
\chi & =\frac{\overline{u_{i}^{\prime} q^{\prime}} \frac{\partial \bar{q}_{0}}{\partial x_{i}}}{\left|\nabla \bar{q}_{0}\right|^{2}}=\frac{\overline{v^{\prime} q^{\prime}} \frac{\partial \bar{q}_{0}}{\partial y}+\overline{w^{\prime} q^{\prime}} \frac{\partial \bar{q}_{0}}{\partial z}}{\left|\nabla \bar{q}_{0}\right|^{2}},  \tag{7.3.5}\\
\psi & =\frac{\varepsilon_{1 i j} \overline{u_{i}^{\prime} q^{\prime}} \frac{\partial \bar{q}_{0}}{\partial x_{j}}}{\left|\nabla \bar{q}_{0}\right|^{2}}=\frac{\overline{v^{\prime} q^{\prime}} \frac{\partial \bar{q}_{0}}{\partial z}-\overline{w^{\prime} q^{\prime}} \frac{\partial \bar{q}_{0}}{\partial y}}{\left|\nabla \bar{q}_{0}\right|^{2}} . \tag{7.3.6}
\end{align*}
$$

Substitution of (7.3.4) into (7.2.15) yields

$$
\begin{align*}
\frac{\partial \bar{q}}{\partial t} & =-\bar{u}_{i} \frac{\partial \bar{q}_{0}}{\partial x_{i}}-\frac{\partial}{\partial x_{i}}\left(\chi \frac{\partial \bar{q}_{0}}{\partial x_{i}}+\psi \varepsilon_{1 i j} \frac{\partial \bar{q}_{0}}{\partial x_{j}}\right)+\bar{S} \\
& =-\left(\bar{u}_{i}-\varepsilon_{1 i j} \frac{\partial \psi}{\partial x_{j}}\right) \frac{\partial \bar{q}_{0}}{\partial x_{i}}-\frac{\partial}{\partial x_{i}}\left(\chi \frac{\partial \bar{q}_{0}}{\partial x_{i}}\right)+\bar{S} \\
& =-\bar{u}_{i}^{*} \frac{\partial \bar{q}_{0}}{\partial x_{i}}-\frac{\partial}{\partial x_{i}}\left(\chi \frac{\partial \bar{q}_{0}}{\partial x_{i}}\right)+\bar{S} \tag{7.3.7}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{u}_{i}^{*}=\bar{u}_{i}-\varepsilon_{1 i j} \frac{\partial \psi}{\partial x_{j}}, \tag{7.3.8}
\end{equation*}
$$

that is

$$
\begin{equation*}
\bar{v}^{*}=\bar{v}-\frac{\partial \psi}{\partial z}, \quad \bar{w}^{*}=\bar{w}+\frac{\partial \psi}{\partial y} \tag{7.3.9}
\end{equation*}
$$

The scalar $\psi$ plays the role of a meridional streamfunction whose associated flow is induced by an eddy. The flow $\bar{u}_{i}^{*}$ is called residual circulation, defined as a residual by subtracting the flow associated with $\psi$ from Eulerian mean circulation. The scalar $\chi$ is, on the other hand, a coefficient for the meridional diffusive transport of a tracer due to an eddy.

By comparison between (7.3.4) and (7.2.29), we can relate $\chi$ and $\psi$ to the diffusion tensors $K$ and $L$ using the displacement vector $\xi_{i}$. Substituting (7.2.19) into (7.3.5), we have

$$
\begin{equation*}
\chi=\frac{1}{\left|\nabla \bar{q}_{0}\right|^{2}}\left(-\frac{\partial}{\partial t} \frac{\overline{q^{\prime 2}}}{2}+\overline{q^{\prime} S^{\prime}}\right) \tag{7.3.10}
\end{equation*}
$$

or substituting (7.2.29) into (7.3.5) and using (7.2.30), we obtain

$$
\begin{align*}
\chi & =-K_{i j} n_{i} n_{j}+\frac{\overline{u_{i}^{\prime} s}}{\left|\nabla \bar{q}_{0}\right|^{2}} \frac{\partial \bar{q}_{0}}{\partial x_{i}} \\
& =-\frac{\partial}{\partial t}\left[\frac{1}{2} \overline{\left(\xi_{i} n_{i}\right)^{2}}\right]+\frac{\overline{u_{i}^{\prime} s} n_{i}}{\left|\nabla \bar{q}_{0}\right|} \tag{7.3.11}
\end{align*}
$$

If there is no source or sink of the tracer, $S^{\prime}=0, s=0$, we have

$$
\begin{equation*}
\chi=-\frac{1}{\left|\nabla \bar{q}_{0}\right|^{2}} \frac{\partial}{\partial t} \frac{\overline{q^{\prime 2}}}{2}=-K_{i j} n_{i} n_{j}=-\frac{\partial}{\partial t}\left[\frac{1}{2} \overline{\left(\xi_{i} n_{i}\right)^{2}}\right] . \tag{7.3.12}
\end{equation*}
$$

Thus, we obtain $\chi=0$ in the special case that the amplitude of an eddy is steady. We also have $\chi<0$ if the eddy is growing and $\chi>0$ if the eddy is decaying. This indicates that the tracer is diffusive if $\chi<0$, while it tends to concentrate in a smaller region if $\chi>0$.

The expression of $\psi$ can be given by substituting (7.2.29) into (7.3.6):

$$
\begin{align*}
\psi & =-\varepsilon_{1 i j}\left(K_{i l}+L_{i l}\right) n_{l} n_{j}+\frac{\varepsilon_{1 i j}}{\left|\nabla \bar{q}_{0}\right|} \overline{u_{i}^{\prime} s} n_{j} \\
& =K_{i l} n_{l} t_{i}-L_{23}-\frac{\overline{u_{i}^{\prime} s} t_{i}}{\left|\nabla \bar{q}_{0}\right|} \\
& =\frac{\partial}{\partial t}\left[\frac{1}{2} \overline{\left(\xi_{l}^{\prime} n_{l}\right)\left(\xi_{i} t_{i}\right)}\right]-L_{23}-\frac{\overline{u_{i}^{\prime} s} t_{i}}{\left|\nabla \bar{q}_{0}\right|} \tag{7.3.13}
\end{align*}
$$

where we have used the relations $L_{i l}=\varepsilon_{1 i l} L_{23}, t_{i}=\varepsilon_{1 i j} n_{j}$, and $\varepsilon_{1 i j} \varepsilon_{1 i l}=\delta_{j l}$. In the case $s=0$, we have

$$
\begin{equation*}
\psi=K_{i l} n_{l} t_{i}-L_{23}=\frac{\partial}{\partial t}\left[\frac{1}{2} \overline{\left(\xi_{l}^{\prime} n_{l}\right)\left(\xi_{i} t_{i}\right)}\right]-L_{23} \tag{7.3.14}
\end{equation*}
$$

In addition, if the amplitude of an eddy is steady or the displacement of an eddy is either normal or parallel to isolines of $\bar{q}_{0}$, we have

$$
\begin{equation*}
\psi=-L_{23} \tag{7.3.15}
\end{equation*}
$$

or

$$
\begin{equation*}
L_{i j}=-\varepsilon_{1 i j} \psi \tag{7.3.16}
\end{equation*}
$$

Total advective transport including the effect of an eddy is expressed by the first term on the right-hand side of (7.2.36). Using (7.3.8) and (7.3.13), we can rewrite total advection as

$$
\begin{align*}
\bar{u}_{i}+\frac{\partial L_{i j}}{\partial x_{j}} & =\bar{u}_{i}^{*}+\varepsilon_{1 i j} \frac{\partial \psi}{\partial x_{j}}+\frac{\partial L_{i j}}{\partial x_{j}}=\bar{u}_{i}^{*}+\varepsilon_{1 i j} \frac{\partial}{\partial x_{j}}\left(\psi+L_{23}\right) \\
& =\bar{u}_{i}^{*}+\varepsilon_{1 i j} \frac{\partial}{\partial x_{j}}\left(K_{k l} n_{l} t_{k}-\frac{\varepsilon_{1 k l}}{\left|\nabla \bar{q}_{0}\right|} \overline{u_{k}^{\prime} s} t_{l}\right) \tag{7.3.17}
\end{align*}
$$

By comparing this with (7.2.42), we can relate residual circulation to GLM circulation as

$$
\begin{equation*}
\bar{u}_{i}^{*}=\bar{u}_{i}^{L}-\frac{\partial K_{i j}}{\partial x_{j}}-\varepsilon_{1 i j} \frac{\partial}{\partial x_{j}}\left(K_{k l} n_{l} t_{k}-\frac{\varepsilon_{1 k l}}{\left|\nabla \bar{q}_{0}\right|} \overline{u_{k}^{\prime} s} t_{l}\right) . \tag{7.3.18}
\end{equation*}
$$

In particular, in the case $s=0$ and $K=0$, we have

$$
\begin{equation*}
\bar{u}_{i}^{*}=\bar{u}_{i}^{L} \tag{7.3.19}
\end{equation*}
$$

This means that residual circulation is equal to GLM circulation if the tracer is conservative and the disturbance is neutral.

### 7.4 Transformed Eulerian mean equations

### 7.4.1 Generalized transformed Eulerian mean equations

We can obtain a set of zonal-mean equations using residual circulation from the equation set given by (7.2.1)-(7.2.5). Residual circulation can be defined by using any tracer constituent $q$. Here, we choose potential temperature $\Theta$ as a tracer $q$ for residual circulation. In this case, the equation for $\Theta$ is given by (7.2.4). From (7.3.5) and (7.3.6), we have expressions for $\chi$ and $\psi$ as

$$
\begin{align*}
\chi & =\frac{\overline{v^{\prime} \theta^{\prime}} \frac{\partial \bar{\Theta}_{0}}{\partial y}+\overline{w^{\prime} \theta^{\prime}} \frac{\partial \bar{\Theta}_{0}}{\partial z}}{\left|\nabla \bar{\Theta}_{0}\right|^{2}},  \tag{7.4.1}\\
\psi & =\frac{\overline{v^{\prime} \theta^{\prime}} \frac{\partial \bar{\Theta}_{0}}{\partial z}-\overline{w^{\prime} \theta^{\prime}} \frac{\partial \bar{\Theta}_{0}}{\partial y}}{\left|\nabla \bar{\Theta}_{0}\right|^{2}}, \tag{7.4.2}
\end{align*}
$$

where $\bar{\Theta}_{0}=\theta_{s}+\bar{\theta}_{0}$ is the potential temperature of the time mean field. Residual circulation is given by substituting (7.4.2) into (7.3.9).

Using residual circulation, the zonal-mean equations (7.2.6)-(7.2.10) are rewritten as

$$
\begin{align*}
\frac{\partial \bar{u}}{\partial t}+\bar{v}^{*} \frac{\partial M}{\partial y}+\bar{w}^{*} \frac{\partial M}{\partial z} & =\nabla \cdot \boldsymbol{F}+\overline{G_{x}}  \tag{7.4.3}\\
\frac{\partial \bar{v}}{\partial t}+f \bar{u} & =-\theta_{s} \frac{\partial \bar{\pi}}{\partial y}-\frac{\partial \overline{v^{\prime 2}}}{\partial y}-\frac{\partial \overline{v^{\prime} w^{\prime}}}{\partial z}+\overline{G_{y}}+O\left(a^{4}\right)  \tag{7.4.4}\\
0 & =-\theta_{s} \frac{\partial \bar{\pi}}{\partial z}+\frac{\bar{\theta}}{\theta_{s}} g  \tag{7.4.5}\\
\frac{\partial \bar{\theta}}{\partial t}+\bar{v}^{*} \frac{\partial \bar{\theta}}{\partial y}+\bar{w}^{*} \frac{\partial \bar{\Theta}}{\partial z} & =-\nabla \cdot\left(\chi \nabla \bar{\Theta}_{0}\right)+\bar{Q}  \tag{7.4.6}\\
\frac{\partial \bar{v}^{*}}{\partial y}+\frac{\partial \bar{w}^{*}}{\partial z} & =0 \tag{7.4.7}
\end{align*}
$$

where

$$
\begin{align*}
M & =\bar{u}-f y  \tag{7.4.8}\\
\nabla \cdot \boldsymbol{F} & =-\frac{\partial}{\partial y}\left(\overline{u^{\prime} v^{\prime}}-\psi \frac{\partial M}{\partial z}\right)-\frac{\partial}{\partial z}\left(\overline{u^{\prime} w^{\prime}}+\psi \frac{\partial M}{\partial y}\right)  \tag{7.4.9}\\
\boldsymbol{F} & =\left(0,-\overline{u^{\prime} v^{\prime}}+\psi \frac{\partial M}{\partial z},-\overline{u^{\prime} w^{\prime}}-\psi \frac{\partial M}{\partial y}\right) \tag{7.4.10}
\end{align*}
$$

$\boldsymbol{F}$ is called the generalized Eliassen-Palm flux. The zonal-mean equations using residual circulation (7.4.3)-(7.4.7) are called Transformed Eulerian Mean equations (hereafter, TEM equations). From (7.4.7), residual circulation can be written by using a meridional streamfunction $\psi^{*}$ as

$$
\begin{equation*}
\bar{v}^{*}=-\frac{\partial \psi^{*}}{\partial z}, \quad \bar{w}^{*}=\frac{\partial \psi^{*}}{\partial y} \tag{7.4.11}
\end{equation*}
$$

Subtracting (7.2.6)-(7.2.10) from (7.2.1)-(7.2.5) and neglecting second-order terms, we obtain the linearized perturbation equations:

$$
\begin{align*}
\frac{D u^{\prime}}{D t}+v^{\prime} \frac{\partial M}{\partial y}+w^{\prime} \frac{\partial M}{\partial z} & =-\theta_{s} \frac{\partial \pi^{\prime}}{\partial x}+G_{x}^{\prime}  \tag{7.4.12}\\
\frac{D v^{\prime}}{D t}+f u^{\prime} & =-\theta_{s} \frac{\partial \pi^{\prime}}{\partial y}+G_{y}^{\prime}  \tag{7.4.13}\\
0 & =-\theta_{s} \frac{\partial \pi^{\prime}}{\partial z}+\frac{\theta^{\prime}}{\theta_{s}} g  \tag{7.4.14}\\
\frac{D \theta^{\prime}}{D t}+v^{\prime} \frac{\partial \bar{\theta}}{\partial y}+w^{\prime} \frac{\partial \bar{\Theta}}{\partial z} & =Q^{\prime}  \tag{7.4.15}\\
\nabla \cdot \boldsymbol{u}^{\prime} & =0 . \tag{7.4.16}
\end{align*}
$$

Making use of these equations and the equations of displacements, (7.2.23)-(7.2.25) as shown in Section 7.6, we obtain divergence of the Eliassen-Palm flux, which is the right-hand side of (7.4.3):

$$
\begin{align*}
\nabla \cdot \boldsymbol{F}= & \frac{\partial \overline{\zeta G_{x}^{\prime}}}{\partial y}+\frac{\partial \overline{\xi G_{y}^{\prime}}}{\partial y}+\overline{\frac{\partial \eta}{\partial x} G_{x}^{\prime}}+\overline{\frac{\partial \zeta}{\partial x} G_{y}^{\prime}}+\frac{g}{\theta_{s}} \frac{\overline{\partial \xi} h}{\partial x} \\
& -\frac{\partial}{\partial x_{i}}\left\{\left[\varepsilon_{1 i j}\left(K_{k m} n_{m} t_{k}+\frac{\overline{u_{k}^{\prime} h} t_{k}}{\mid \nabla \overline{\Theta_{0} \mid}}\right)+K_{i j}\right] \frac{\partial M}{\partial x_{j}}\right\} \\
& -\frac{\partial}{\partial t}\left[\frac{\partial}{\partial x_{i}} \overline{\xi_{i} u^{\prime}}+\overline{\frac{\partial \eta}{\partial x}\left(u^{l}-f \zeta\right)}+\overline{\frac{\partial \zeta}{\partial x} v^{\prime}}\right] \\
& +\left(f \frac{\partial M}{\partial z}+\frac{g}{\theta_{s}} \frac{\partial \bar{\Theta}}{\partial y}\right) \overline{\frac{\partial \xi}{\partial x} \zeta} \tag{7.4.17}
\end{align*}
$$

where we introduce $h$ which satisfies $D h / D t=Q^{\prime}$. This is a generalized form of the Eliassen-Palm relation. The last term on the right-hand side of (7.4.17) is deviation from thermal wind balance, which is $O\left(a^{4}\right)$ because of (7.2.13). In the case of the nondiffusive $\left(G_{x}^{\prime}=0, G_{y}^{\prime}=0\right)$, diabatic $(h=0)$, and steady $\left(\frac{\partial}{\partial t}=0\right)$ condition, (7.4.17) becomes zero for this approximation. This means that there is no acceleration in zonal-mean zonal wind $\bar{u}$ due to eddy flux. This statement is referred to as the nonacceleration theorem.

Under the condition where the nonacceleration theorem is satisfied, (7.4.3)(7.4.7) become

$$
\begin{align*}
\frac{\partial \bar{u}}{\partial t}+\bar{v}^{*} \frac{\partial M}{\partial y}+\bar{w}^{*} \frac{\partial M}{\partial z} & =\overline{G_{x}}  \tag{7.4.18}\\
f \bar{u} & =-\theta_{s} \frac{\partial \bar{\pi}}{\partial y}  \tag{7.4.19}\\
0 & =-\theta_{s} \frac{\partial \bar{\pi}}{\partial z}+\frac{\bar{\theta}}{\theta_{s}} g  \tag{7.4.20}\\
\frac{\partial \bar{\theta}}{\partial t}+\bar{v}^{*} \frac{\partial \bar{\theta}}{\partial y}+\bar{w}^{*} \frac{\partial \bar{\Theta}}{\partial z} & =\bar{Q}  \tag{7.4.21}\\
\frac{\partial \bar{v}^{*}}{\partial y}+\frac{\partial \bar{w}^{*}}{\partial z} & =0 \tag{7.4.22}
\end{align*}
$$

We also have $\left(\bar{v}^{*}, \bar{w}^{*}\right)=\left(\bar{v}^{L}, \bar{w}^{L}\right)$ from (7.3.19).
If residual circulation is defined by using potential temperature, the equation for other tracers is written as

$$
\begin{equation*}
\frac{\partial \bar{q}}{\partial t}+\bar{u}_{i}^{*} \frac{\partial \bar{q}}{\partial x_{i}}=-\frac{\partial}{\partial x_{i}}\left(\overline{u_{i}^{\prime} q^{\prime}}-\varepsilon_{1 i j} \psi \frac{\partial \bar{q}}{\partial x_{j}}\right)+\bar{S} \tag{7.4.23}
\end{equation*}
$$

If the eddy component of the tracer is conservative $S^{\prime}=0$ and its amplitude is steady, the first term on the right-hand side vanishes. Thus, the equation of the tracer simplifies to

$$
\begin{equation*}
\frac{\partial \bar{q}}{\partial t}+\bar{v}^{*} \frac{\partial \bar{q}}{\partial y}+\bar{w}^{*} \frac{\partial \bar{q}}{\partial z}=\bar{S} \tag{7.4.24}
\end{equation*}
$$

If $\bar{Q}$ is independent of $\bar{S}$, residual circulation can be viewed as thermally driven circulation by $\bar{Q}:\left(\bar{v}^{*}, \bar{w}^{*}\right)$ are calculated from (7.4.18)-(7.4.22) by giving the distri-
bution of $\bar{Q}$. Substituting this circulation into (7.4.24) and giving an appropriate source term $\bar{S}$, we obtain the change in $\bar{q}$.

### 7.4.2 Quasi-geostrophic TEM equations

Residual circulation has a simplified form for quasi-geostrophic approximation. To derive the equation set for this approximation, we use the following quasigeostrophic equations:

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+u_{g} \frac{\partial}{\partial x}+v_{g} \frac{\partial}{\partial y}\right) u_{g}-f v_{a} & =-\theta_{s} \frac{\partial \pi_{a}}{\partial x}+G_{x}  \tag{7.4.25}\\
\left(\frac{\partial}{\partial t}+u_{g} \frac{\partial}{\partial x}+v_{g} \frac{\partial}{\partial y}\right) v_{g}+f u_{a} & =-\theta_{s} \frac{\partial \pi_{a}}{\partial y}+G_{y}  \tag{7.4.26}\\
0 & =-\theta_{s} \frac{\partial \pi_{a}}{\partial z}+\frac{\theta_{a}}{\theta_{s}} g  \tag{7.4.27}\\
\left(\frac{\partial}{\partial t}+u_{g} \frac{\partial}{\partial x}+v_{g} \frac{\partial}{\partial y}\right) \theta_{g}+w_{a} \frac{\partial \theta_{s}}{\partial z} & =Q  \tag{7.4.28}\\
\nabla \cdot \boldsymbol{u}_{\boldsymbol{a}} & =0 \tag{7.4.29}
\end{align*}
$$

where subscript $g$ denotes the zero-th order quantities of the Rossby number expansion, while subscript $a$ denotes first-order quantities. The zero-th order quantities satisfy geostrophic balance as

$$
\begin{equation*}
u_{g}=-\frac{\theta_{s}}{f_{0}} \frac{\partial \pi_{g}}{\partial y}, \quad v_{g}=\frac{\theta_{s}}{f_{0}} \frac{\partial \pi_{g}}{\partial x}, \quad \frac{\theta_{g}}{\theta_{s}}=\frac{\theta_{s}}{g} \frac{\partial \pi_{g}}{\partial z} . \tag{7.4.30}
\end{equation*}
$$

Quasi-geostrophic potential vorticity is given by

$$
\begin{equation*}
P_{g}=f+\frac{\theta_{s}}{f_{0}}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{f_{0}^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \pi_{g} \tag{7.4.31}
\end{equation*}
$$

and its evolution equation is given by

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+u_{g} \frac{\partial}{\partial x}+v_{g} \frac{\partial}{\partial y}\right) P_{g}=S \tag{7.4.32}
\end{equation*}
$$

where $S$ can be written by using the frictional terms $G_{x}, G_{y}$ and the diabatic term $Q$. We use the $\beta$-plane approximation $f=f_{0}+\beta y$ and $N$ is the Brunt-Väisälä frequency.

Using $\overline{v_{g}}=0$, the Eulerian mean equations of (7.4.25)-(7.4.29) are given as

$$
\begin{align*}
\frac{\partial \overline{u_{g}}}{\partial t}-f \overline{v_{a}} & =-\frac{\partial}{\partial y} \overline{u_{g}^{\prime} v_{g}^{\prime}}+\overline{G_{x}}  \tag{7.4.33}\\
f \overline{u_{a}} & =-\frac{\partial}{\partial y} \overline{v_{g}^{\prime 2}}-\theta_{s} \frac{\partial \overline{\pi_{a}}}{\partial y}+\overline{G_{y}} \tag{7.4.34}
\end{align*}
$$

$$
\begin{align*}
0 & =-\theta_{s} \frac{\partial \overline{\pi_{a}}}{\partial z}+\frac{\overline{\theta_{a}}}{\theta_{s}} g,  \tag{7.4.35}\\
\frac{\partial \overline{\theta_{g}}}{\partial t}+\overline{w_{a}} \frac{\partial \theta_{s}}{\partial z} & =-\frac{\partial}{\partial y} \overline{v_{g}^{\prime} \theta_{g}^{\prime}}+\bar{Q},  \tag{7.4.36}\\
\frac{\partial \overline{v_{a}}}{\partial y}+\frac{\partial \overline{w_{a}}}{\partial z} & =0 . \tag{7.4.37}
\end{align*}
$$

From (7.4.32), the zonal-mean quasi-geostrophic potential vorticity equation is

$$
\begin{equation*}
\frac{\partial \overline{P_{g}}}{\partial t}=-\frac{\partial}{\partial y} \overline{v_{g}^{\prime} P_{g}^{\prime}}-\bar{S} \tag{7.4.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{P_{g}}=f+\frac{\theta_{s}}{f_{0}}\left(\frac{\partial^{2}}{\partial y^{2}}+\frac{f_{0}^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \overline{\pi_{g}} . \tag{7.4.39}
\end{equation*}
$$

As can be seen from (7.4.36), eddy heat flux has only the horizontal component for quasi-geostrophic approximation. In this case, the appropriate choice of residual circulation is

$$
\begin{equation*}
\bar{v}^{*}=\overline{v_{a}}-\frac{\partial}{\partial z}\left(\frac{\overline{v_{g}^{\prime} \theta_{g}^{\prime}}}{\frac{\partial \theta_{s}}{\partial z}}\right), \quad \bar{w}^{*}=\overline{w_{a}}+\frac{\partial}{\partial y}\left(\frac{\overline{v_{g}^{\prime} \theta_{g}^{\prime}}}{\frac{\partial \theta_{s}}{\partial z}}\right) \tag{7.4.40}
\end{equation*}
$$

in which the streamfunction is defined as

$$
\begin{equation*}
\psi=\frac{\overline{v_{g}^{\prime} \theta_{g}^{\prime}}}{\frac{\partial \theta_{s}}{\partial z}} . \tag{7.4.41}
\end{equation*}
$$

Thus, we obtain the transformed Eulerian mean equations:

$$
\begin{align*}
\frac{\partial \overline{u_{g}}}{\partial t}-f \bar{v}^{*} & =\nabla \cdot \boldsymbol{F}+\overline{G_{x}},  \tag{7.4.42}\\
f \overline{u_{a}} & =-\theta_{s} \frac{\partial \overline{\pi_{a}}}{\partial y},  \tag{7.4.43}\\
0 & =-\theta_{s} \frac{\partial \overline{\pi_{a}}}{\partial z}+\frac{\overline{\theta_{a}}}{\theta_{s}} g,  \tag{7.4.44}\\
\frac{\partial \overline{\theta_{g}}}{\partial t}+\bar{w}^{*} \frac{\partial \theta_{s}}{\partial z} & =\bar{Q},  \tag{7.4.45}\\
\frac{\partial \bar{v}^{*}}{\partial y}+\frac{\partial \bar{w}^{*}}{\partial z} & =0 . \tag{7.4.46}
\end{align*}
$$

We have assumed geostrophic balance in (7.4.43) by neglecting the $O\left(a^{2}\right)$ terms. In (7.4.42), $\boldsymbol{F}$ is the quasi-geostrophic Eliassen-Palm flux, given by

$$
\boldsymbol{F}=\left(\begin{array}{lll}
0, & -\overline{u_{g}^{\prime} v_{g}^{\prime}}, & f_{0} \frac{\overline{v_{g}^{\prime} \theta_{g}^{\prime}}}{\frac{\partial \theta_{s}}{\partial z}} \tag{7.4.47}
\end{array}\right)
$$

Divergence of the Eliassen-Palm flux is written as

$$
\begin{equation*}
\nabla \cdot \boldsymbol{F}=-\frac{\partial}{\partial y} \overline{u_{g}^{\prime} v_{g}^{\prime}}+\frac{\partial}{\partial z}\left(f_{0} \frac{\overline{v_{g}^{\prime} \theta_{g}^{\prime}}}{\frac{\partial \theta_{s}}{\partial z}}\right) \tag{7.4.48}
\end{equation*}
$$

In the general form, divergence of the Eliassen-Palm flux is more complicated as shown by (7.4.17). For quasi-geostrophic approximation, however, $\nabla \cdot \boldsymbol{F}$ has a simplified form and can be related to transport of quasi-geostrophic potential vorticity, as shown below. Subtracting (7.4.38) from (7.4.32) gives the perturbation equation of quasi-geostrophic potential vorticity,

$$
\begin{equation*}
\frac{\partial P_{g}^{\prime}}{\partial t}+\overline{u_{g}} \frac{\partial P_{g}^{\prime}}{\partial y}+v_{g}^{\prime} \frac{\partial \overline{P_{g}}}{\partial y}=S^{\prime}+O\left(a^{2}\right) \tag{7.4.49}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{g}^{\prime}=\frac{\theta_{s}}{f_{0}}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{f_{0}^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \pi_{g}^{\prime} \tag{7.4.50}
\end{equation*}
$$

Hence, we have

$$
\begin{align*}
\overline{v_{g}^{\prime} P_{g}^{\prime}} & =\frac{\theta_{s}^{2}}{f_{0}^{2}} \frac{\overline{\partial \pi_{g}^{\prime}}\left(\frac{\partial^{2}}{\partial x}+\frac{\partial^{2}}{\partial y^{2}}+\frac{f_{0}^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \pi_{g}^{\prime}}{} \\
& =-\frac{\partial}{\partial y} \overline{u_{g}^{\prime} v_{g}^{\prime}}+\frac{\partial}{\partial z}\left(f_{0} \frac{\overline{v_{g}^{\prime} \theta_{g}^{\prime}}}{\frac{\partial \theta_{s}}{\partial z}}\right)=\nabla \cdot \boldsymbol{F} \tag{7.4.51}
\end{align*}
$$

If the $\beta$-effect is nonzero with $\frac{\partial \overline{P_{g}}}{\partial y} \neq 0$, multiplying $P_{g}^{\prime}$ by (7.4.49), averaging in the zonal direction, and dividing by $\frac{\partial \overline{P_{g}}}{\partial y}$ we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{1}{2} \frac{\overline{P_{g}^{\prime 2}}}{\frac{\partial \overline{P_{g}}}{\partial y}}\right)=-\overline{P_{g}^{\prime} v_{g}^{\prime}}+\overline{P_{g}^{\prime} S^{\prime}}=-\nabla \cdot \boldsymbol{F}+\overline{P_{g}^{\prime} S^{\prime}} \tag{7.4.52}
\end{equation*}
$$

This equation is formally written as

$$
\begin{equation*}
\frac{\partial A}{\partial t}=-\nabla \cdot \boldsymbol{F}+\overline{P_{g}^{\prime} S^{\prime}} \tag{7.4.53}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\frac{1}{2} \frac{\overline{P_{g}^{\prime 2}}}{\frac{\partial \overline{P_{g}}}{\partial y}} \tag{7.4.54}
\end{equation*}
$$

is called wave activity. Eq. (7.4.52), or (7.4.53), is called the Eliassen-Palm relation. If wave activity is time independent and there is no dissipation, the divergence of the Eliassen-Palm flux is equal to zero. In this case, according to (7.4.42), there exists no acceleration of the zonal wind due to eddy flux. This is the original form of the nonacceleration theorem for quasi-geostrophic approximation.

Using (7.4.42)-(7.4.46), we have the equation for the streamfunction of residual circulation $\psi^{*}$. From (7.4.46), we can define $\psi^{*}$ by

$$
\begin{equation*}
\bar{v}^{*}=-\frac{\partial \psi^{*}}{\partial z}, \quad \bar{w}^{*}=\frac{\partial \psi^{*}}{\partial y} \tag{7.4.55}
\end{equation*}
$$

and similarly the streamfunction of the Eulerian mean $\psi_{E}$ by

$$
\begin{equation*}
\overline{v_{a}}=-\frac{\partial \psi_{E}}{\partial z}, \quad \overline{w_{a}}=\frac{\partial \psi_{E}}{\partial y} \tag{7.4.56}
\end{equation*}
$$

From (7.4.41) and (7.4.40), we have a relation

$$
\begin{equation*}
\psi^{*}=\psi_{E}-\psi=\psi_{E}-\frac{\overline{v_{g}^{\prime} \theta_{g}^{\prime}}}{\frac{\partial \theta_{s}}{\partial z}} \tag{7.4.57}
\end{equation*}
$$

The equations of $\overline{u_{g}}$ and $\psi^{*}$ are given from (7.4.42)-(7.4.45) by replacing $f$ with $f_{0}$ and assuming $\theta_{s}$ and $N^{2}$ are constant. That is,

$$
\begin{align*}
\left(\frac{\partial^{2}}{\partial y^{2}}+\frac{f_{0}^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \frac{\partial \overline{u_{g}}}{\partial t} & =\frac{\partial^{2}}{\partial y^{2}}\left(\nabla \cdot \boldsymbol{F}+\overline{G_{x}}\right)-\frac{\partial}{\partial z}\left(\frac{f_{0}}{\frac{\partial \theta_{s}}{\partial z}} \frac{\partial \bar{Q}}{\partial y}\right) \\
\left(\frac{\partial^{2}}{\partial y^{2}}+\frac{f_{0}^{2}}{N^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) \psi^{*} & =-\frac{\partial}{\partial z}\left[\frac{f_{0}}{N^{2}}\left(\nabla \cdot \boldsymbol{F}+\overline{G_{x}}\right)\right]+\frac{1}{\frac{\partial \theta_{s}}{\partial z}} \frac{\partial \bar{Q}}{\partial y} \tag{7.4.58}
\end{align*}
$$

Eq. (7.4.59) determines the residual circulation $\psi^{*}$.

### 7.5 Eulerian mean equations in isentropic coordinates

Eulerian mean equations in isentropic coordinates have many similarities to the generalized transformed Eulerian mean equations that are described in Section 7.4.1. To show the relation, we use equations in the isentropic coordinates in hydrostatic balance on the $f$-plane. The flux-form momentum equation in the $x$-direction, (3.3.69), the advective-form momentum equation in the $y$-direction, (3.3.63), hydrostatic balance (3.3.64), the continuity equation (3.3.65), and the equation of potential temperature (3.3.66) are written as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\rho_{\theta} u\right)+\frac{\partial}{\partial x}\left(\rho_{\theta} u^{2}\right)+\frac{\partial}{\partial y}\left(\rho_{\theta} u v\right)+\frac{\partial}{\partial \theta}\left(\rho_{\theta} u \dot{\theta}\right)-f \rho_{\theta} v \\
& \quad=-\frac{\partial}{\partial x}\left(\frac{\kappa}{\kappa+1} p \pi\right)+\frac{\partial}{\partial \theta}\left(\frac{p}{g} \frac{\partial \Psi}{\partial x}\right)+\rho_{\theta} G_{x}  \tag{7.5.1}\\
& \frac{d v}{d t}+f u=-\frac{\partial \Psi}{\partial y}+G_{y}  \tag{7.5.2}\\
& \frac{\partial \Psi}{\partial \theta}=\pi \tag{7.5.3}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial \rho_{\theta}}{\partial t}+\frac{\partial}{\partial x}\left(\rho_{\theta} u\right)+\frac{\partial}{\partial y}\left(\rho_{\theta} v\right)+\frac{\partial}{\partial \theta}\left(\rho_{\theta} \dot{\theta}\right)=0  \tag{7.5.4}\\
& \dot{\theta}=\mathcal{Q} \tag{7.5.5}
\end{align*}
$$

The derivatives with respect to $t, x$, and $y$ are taken along isentropic surfaces.
We define the zonal average of a quantity $A$ along an isentrope by $\bar{A}$, and the deviation from it by $A^{\prime}$. We also define the mass-weighted zonal average by $\bar{A}^{*}$, and the deviation from it by $\hat{A}$; that is,

$$
\begin{equation*}
\bar{A}^{*}=\frac{\overline{\rho_{\theta} A}}{\overline{\rho_{\theta}}}, \quad \hat{A}=A-\bar{A}^{*} \tag{7.5.6}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
\overline{\rho_{\theta} A} & =\overline{\rho_{\theta}} \bar{A}+\overline{\rho_{\theta}^{\prime} A^{\prime}}=\overline{\rho_{\theta}} \bar{A}^{*}  \tag{7.5.7}\\
\bar{A}^{*} & =\bar{A}+\frac{\overline{\rho_{\theta}^{\prime} A^{\prime}}}{\overline{\rho_{\theta}}} \tag{7.5.8}
\end{align*}
$$

If the isentropes intersect with the ground, we assume $\rho_{\theta}=0$ in the region where the potential temperature is lower than the potential temperature at the ground.

Using (7.5.7), the zonal average of the continuity equation (7.5.4) becomes

$$
\begin{equation*}
\frac{\partial \overline{\rho_{\theta}}}{\partial t}+\frac{\partial}{\partial y}\left(\overline{\rho_{\theta}} \bar{v}^{*}\right)+\frac{\partial}{\partial \theta}\left(\overline{\rho_{\theta}} \overline{\dot{\theta}}^{*}\right)=0 \tag{7.5.9}
\end{equation*}
$$

The zonal average of the zonal momentum equation (7.5.1) becomes

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\overline{\rho_{\theta} u}\right)+\frac{\partial}{\partial y}\left(\overline{\rho_{\theta} u v}\right)+\frac{\partial}{\partial \theta}\left(\overline{\rho_{\theta} u \dot{\theta}}\right)-f \overline{\rho_{\theta} v} \\
& \quad=\frac{\partial}{\partial \theta}\left(\overline{\frac{p}{g}} \frac{\partial \Psi}{\partial x}\right)+\overline{\rho_{\theta} G_{x}} \tag{7.5.10}
\end{align*}
$$

Using (7.5.7) and (7.5.9) and dividing by $\overline{\rho_{\theta}}$, the momentum equation is rewritten as

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}+\bar{v}^{*} \frac{\partial M}{\partial y}+\overline{\dot{\theta}}^{*} \frac{\partial M}{\partial \theta}=-\frac{1}{\overline{\rho_{\theta}}} \frac{\partial}{\partial t}\left(\overline{\rho_{\theta}^{\prime} u^{\prime}}\right)+\frac{1}{\overline{\rho_{\theta}}} \nabla_{\theta} \cdot \boldsymbol{F}_{\theta}+{\overline{G_{x}}}^{*} \tag{7.5.11}
\end{equation*}
$$

where $M=\bar{u}-f y$ is angular momentum and

$$
\begin{align*}
\nabla_{\theta} \cdot \boldsymbol{F}_{\theta} & =-\frac{\partial}{\partial y} \overline{\left(\rho_{\theta} v\right)^{\prime} u^{\prime}}+\frac{\partial}{\partial \theta}\left(\overline{\frac{p^{\prime}}{g} \frac{\partial \Psi^{\prime}}{\partial x}}-\overline{\left(\rho_{\theta} \dot{\theta}\right)^{\prime} u^{\prime}}\right)  \tag{7.5.12}\\
\boldsymbol{F}_{\theta} & =\left(0,-\overline{\left(\rho_{\theta} v\right)^{\prime} u^{\prime}}, \frac{\frac{p}{}_{\prime}^{g} \frac{\partial \Psi^{\prime}}{\partial x}}{}=\overline{\left(\rho_{\theta} \dot{\theta}\right)^{\prime} u^{\prime}}\right) \tag{7.5.13}
\end{align*}
$$

We should point out the similarity between (7.5.11) and the momentum equation of the transformed Eulerian mean equation (7.4.3). Eq. (7.5.13) corresponds to the Eliassen-Palm flux (7.4.10).

The zonal averages of (7.5.2), (7.5.3), and (7.5.5) are written as

$$
\begin{align*}
f \bar{u}+\frac{\partial \bar{\Psi}}{\partial y} & =-\frac{\overline{d v}}{d t}+\overline{G_{y}}  \tag{7.5.14}\\
\frac{\partial \bar{\Psi}}{\partial \theta} & =\bar{\pi}  \tag{7.5.15}\\
\bar{\theta}^{*} & =\overline{\mathcal{Q}}^{*} \tag{7.5.16}
\end{align*}
$$

Eq. (7.5.14) reduces to geostrophic balance if the right-hand side is negligible. For statistically steady states, the meridional streamfunction $\psi_{\theta}$ can be defined from (7.5.9) as

$$
\begin{equation*}
\overline{\rho_{\theta}} \bar{v}^{*}=-\frac{\partial \psi_{\theta}}{\partial \theta}, \quad \overline{\rho_{\theta}} \overline{\dot{\theta}}^{*}=\frac{\partial \psi_{\theta}}{\partial y} \tag{7.5.17}
\end{equation*}
$$

In this case, the momentum balance (7.5.11) is written as

$$
\begin{equation*}
-\frac{\partial \psi_{\theta}}{\partial \theta} \frac{\partial M}{\partial y}+\frac{\partial \psi_{\theta}}{\partial y} \frac{\partial M}{\partial \theta}=\nabla_{\theta} \cdot \boldsymbol{F}_{\theta}+{\overline{\rho_{\theta}}}_{{\overline{G_{x}}}^{*}} \tag{7.5.18}
\end{equation*}
$$

If $\overline{\mathcal{Q}}^{*}$ is specified, the vertical velocity $\overline{\dot{\theta}}^{*}$ is calculated from (7.5.16), and hence $\psi_{\theta}$ is determined from (7.5.17) using appropriate boundary conditions. If the EliassenPalm flux (7.5.13) is known from the properties of disturbances, the distribution of angular momentum $M$ is calculable from (7.5.18).

A useful relation between the Eliassen-Palm flux and potential vorticity can be driven in isentropic coordinates. The zonal average of the zonal momentum equation in the form of (3.3.74) gives

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}-\overline{v \omega_{a \theta}}+\overline{\dot{\theta} \frac{\partial u}{\partial \theta}}=\overline{G_{x}}, \tag{7.5.19}
\end{equation*}
$$

where $\omega_{a \theta}$ is absolute vorticity; the friction term is denoted by $G_{x}$ in this section. Absolute vorticity is expressed as

$$
\begin{equation*}
\omega_{a \theta}=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}+f=\rho_{\theta} P \tag{7.5.20}
\end{equation*}
$$

where $P$ is potential vorticity given by (3.3.70). Using (7.5.6), we have

$$
\begin{align*}
\overline{v \omega_{a \theta}} & =\overline{v \rho_{\theta} P}=\overline{\rho_{\theta}} \overline{v P}^{*}=\overline{\rho_{\theta}}\left(\bar{v}^{*} \bar{P}^{*}+{\left.\overline{\hat{v}} \hat{P}^{*}\right)=\bar{v}^{*} \overline{\omega_{\theta}}+\overline{\rho_{\theta}} \overline{\hat{v}} \bar{P}^{*}}=-\bar{v}^{*} \frac{\partial M}{\partial y}+\overline{\rho_{\theta}} \overline{\hat{v}}{ }^{*}\right.
\end{align*}
$$

Therefore, (7.5.19) becomes

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}+\bar{v}^{*} \frac{\partial M}{\partial y}+\overline{\dot{\theta}}^{*} \frac{\partial M}{\partial \theta}={\overline{\rho_{\theta}} \hat{v} \hat{P}^{*}-\overline{\rho_{\theta}} \widehat{\hat{\dot{\theta}}\left(\frac{\overline{1} \frac{\partial M}{\rho_{\theta}}}{\partial \theta}\right)}}^{*}+{\overline{G_{x}}} \tag{7.5.22}
\end{equation*}
$$

From comparison between (7.5.11) and (7.5.22), we have a relation:

This corresponds to (7.4.51) in the case of quasi-geostrophic equations, but in the isentropic case it is no longer a simple relation between potential vorticity flux and the Eliassen-Palm flux.

### 7.6 Appendix: Derivation of the generalized Eliassen-Palm relation

We derive the generalized Eliassen-Palm relation (7.4.17) in this appendix. Substituting (7.3.13) into the generalized Eliassen-Palm flux (7.4.10) gives

$$
\begin{align*}
F_{i} & =-\overline{u^{\prime} u_{i}^{\prime}}+\varepsilon_{1 i j} \psi \frac{\partial M}{\partial x_{i}} \\
& =-\overline{u^{\prime} u_{i}^{\prime}}+\varepsilon_{1 i j}\left[-\left(K_{k m}+L_{k m}\right) n_{m} t_{k}+\frac{\overline{u_{k}^{\prime} h} t_{k}}{\left|\nabla \bar{\Theta}_{0}\right|}\right] \frac{\partial M}{\partial x_{j}} \\
& =-\overline{u^{\prime} u_{i}^{\prime}}-L_{i j} \frac{\partial M}{\partial x_{j}}-\varepsilon_{1 i j}\left(K_{k m} n_{m} t_{k}+\mathcal{H}\right) \frac{\partial M}{\partial x_{j}} . \tag{7.6.1}
\end{align*}
$$

We have used potential temperature $\Theta$ for the definition of $\psi$ (see Section 7.3) and introduced $h$ and $\mathcal{H}$ by

$$
\frac{D h}{D t}=Q^{\prime}, \quad \mathcal{H}=\frac{\overline{u_{k}^{\prime} h} t_{k}}{\left|\nabla \bar{\Theta}_{0}\right|}
$$

First, we use (7.4.12):

$$
\frac{D u^{\prime}}{D t}+u_{j}^{\prime} \frac{\partial M}{\partial x_{j}}=-\theta_{s} \frac{\partial \pi^{\prime}}{\partial x}+G_{x}^{\prime}
$$

Multiplying $\xi_{i}$ by this and taking the zonal average using the relation,

$$
\overline{\xi_{i} \frac{D u^{\prime}}{D t}}=\frac{\partial \overline{\xi_{i} u^{\prime}}}{\partial t}-\overline{u^{\prime} u_{i}^{l}}
$$

we have

$$
\begin{equation*}
\frac{\partial \overline{\xi_{i} u^{\prime}}}{\partial t}-\overline{u^{\prime} u_{i}^{l}}+\overline{\xi_{i} u_{j}^{\prime}} \frac{\partial M}{\partial x_{j}}=-\theta_{s} \overline{\xi_{i} \frac{\partial \pi^{\prime}}{\partial x}}+\overline{\xi_{i} G_{x}^{\prime}} \tag{7.6.2}
\end{equation*}
$$

Next, noting that

$$
\begin{aligned}
\overline{u^{\prime} u_{i}^{l}} & =\overline{u^{\prime} u_{i}^{\prime}}, \quad(i=y, z) \\
\overline{\xi_{i} u_{i}^{\prime}} & =K_{i j}+L_{j i}=K_{i j}-L_{i j} \\
\overline{\frac{\partial \pi^{\prime}}{\partial x} \xi_{i}} & =-\overline{\pi^{\prime} \frac{\partial \xi}{\partial x}}
\end{aligned}
$$

we rewrite (7.6.2) as

$$
\frac{\partial \overline{\xi_{i} u^{\prime}}}{\partial t}-\overline{u^{\prime} u_{i}^{l}}+\left(K_{i j}-L_{i j}\right) \frac{\partial M}{\partial x_{j}}=\overline{\theta_{s} \pi^{\prime} \frac{\partial \xi}{\partial x}}+\overline{\xi_{i} G_{x}^{\prime}}
$$

Thus, (7.6.1) becomes

$$
\left.\begin{array}{rl}
F_{i}= & \theta_{s} \pi^{\prime} \frac{\partial \xi}{\partial x}
\end{array}\right) \frac{\partial \overline{\xi_{i} u^{\prime}}}{\partial t}-K_{i j} \frac{\partial M}{\partial x_{j}} .
$$

Finally, from the zonal average of the inner product of (7.4.12), (7.4.13), and (7.4.14) with $\frac{\partial \eta}{\partial x}, \frac{\partial \zeta}{\partial x}$, and $\frac{\partial \xi}{\partial x}$, we have a relation:

$$
\begin{align*}
& \theta_{s} \frac{\partial}{\partial x_{i}}\left(\overline{\pi^{\prime} \frac{\partial \xi_{i}}{\partial x}}\right)=\overline{\frac{\partial \eta}{\partial x} G_{x}^{\prime}}+\overline{\frac{\partial \zeta}{\partial x} G_{y}^{\prime}}+\overline{\frac{\partial \xi}{\partial x} h \frac{g}{\theta_{s}}} \\
& \quad-\frac{\partial}{\partial t}\left[\overline{\frac{\partial \eta}{\partial x}\left(u^{l}-f \zeta\right)}+\overline{\frac{\partial \zeta}{\partial x} v^{\prime}}\right]+\left(f \frac{\partial M}{\partial z}+\frac{g}{\theta_{s}} \frac{\partial \bar{\Theta}}{\partial y}\right) \overline{\frac{\partial \xi}{\partial x} \zeta .} \tag{7.6.4}
\end{align*}
$$

In this derivation, we have used the following relations:

$$
\begin{aligned}
& u^{\prime}+\xi_{i} \frac{\partial \bar{u}}{\partial x_{i}}=u^{l}, \\
& \theta^{\prime}+\xi_{i} \frac{\partial \bar{\Theta}}{\partial x_{i}}=h, \\
& \frac{D u^{\prime}}{D t}+u_{i}^{\prime} \frac{\partial M}{\partial x_{i}}=\frac{D u^{l}}{D t}-f v^{\prime}=\frac{D}{D t}\left(u^{l}-f \zeta\right), \\
& \overline{\frac{\partial \eta}{\partial x}\left(\frac{D u^{\prime}}{D t}+u_{i}^{\prime} \frac{\partial M}{\partial x_{i}}\right)}=\frac{\partial}{\partial t}\left[\overline{\frac{\partial \eta}{\partial x}\left(u^{l}-f \zeta\right)}\right]+f \frac{\overline{\partial u^{\prime}}}{\partial x} \zeta+f \frac{\partial M}{\partial z} \overline{\frac{\partial \xi}{\partial x} \zeta}, \\
& \overline{\frac{\partial \zeta}{\partial x}\left(\frac{D v^{\prime}}{D t}+f u^{\prime}\right)}=\frac{\partial}{\partial t}\left(\overline{\frac{\partial \zeta}{\partial x} v^{\prime}}\right)-\overline{f \zeta \frac{\partial u^{\prime}}{\partial x}}, \\
& \overline{\frac{\partial \xi}{\partial x} \theta^{\prime}} \frac{g}{\theta_{s}}=-\overline{\frac{\partial \xi}{\partial x} \zeta \frac{\partial \bar{\Theta}}{\partial y} \frac{g}{\theta_{s}}-\overline{\frac{\partial \xi}{\partial x} h} \frac{g}{\theta_{s}},}
\end{aligned}
$$

and, since $\frac{\partial \xi_{i}}{\partial x_{i}}=0$,

$$
\overline{\frac{\partial \xi_{i}}{\partial x} \frac{\partial \pi^{\prime}}{\partial x_{i}}}=\frac{\partial}{\partial x_{i}}\left(\overline{\pi^{\prime} \frac{\partial \xi_{i}}{\partial x}}\right)
$$

Using (7.6.3) and (7.6.4), therefore, we have

$$
\begin{aligned}
\frac{\partial F_{i}}{\partial x_{i}}= & -\frac{\partial}{\partial x_{i}}\left[\frac{\partial \overline{\xi_{i} u^{\prime}}}{\partial t}+K_{i j} \frac{\partial M}{\partial x_{j}}-\overline{\xi_{i} G_{x}^{\prime}}+\varepsilon_{1 i j}\left(K_{k m} n_{m} t_{k}+\mathcal{H}\right) \frac{\partial M}{\partial x_{j}}\right] \\
& +\frac{\frac{\partial \eta}{\partial x} G_{x}^{\prime}}{+\frac{\partial \zeta}{\partial x} G_{y}^{\prime}}+\overline{\frac{\partial \xi}{\partial x} h \frac{g}{\theta_{s}}-\frac{\partial}{\partial t}\left[\overline{\frac{\partial \eta}{\partial x}\left(u^{l}-f \zeta\right)}+\overline{\frac{\partial \zeta}{\partial x} v^{\prime}}\right]} \\
& +\left(f \frac{\partial M}{\partial z}+\frac{g}{\theta_{s}} \frac{\partial \bar{\Theta}}{\partial y}\right) \overline{\frac{\partial \xi}{\partial x} \zeta .}
\end{aligned}
$$

From this, it is easy to derive (7.4.17).
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## 8

## Thermodynamics of moist air

Up to now, we have described the dynamics of a dry atmosphere, which is a gas with well-mixed components but without water vapor. In this and the next chapters, we will explain the basic properties and the governing equations of moist air. Moist air is a mixture of dry air and water in which water experiences phase changes between vapor, liquid water, and ice. Interactions between the various phases of water play fundamental roles in mesoscale moist circulation (i.e., $1-10$ km horizontal scale convection). In this book, however, we are mainly concerned with the large-scale dynamics of the atmosphere, which can be described using a simplified formulation of moist thermodynamics. We mainly consider a mixture of vapor and liquid water and assume that the two phases are in phase equilibrium. The ice phase and interactions between different phases will not be explicitly considered.

In this chapter, we describe the thermodynamic properties of moist air. First, we derive the thermodynamic expressions of moist air in a general form. Then, we simplify the thermodynamic expressions of moist air and introduce the assumptions of ideal gas heat and constant specific heat. In addition, with the further assumption that the water content is low in air, we introduce the thermodynamic expressions of moist air conventionally used in the literature.

### 8.1 Formulation

### 8.1.1 Definition of moist air

When we consider hydrological circulation in the atmosphere, the atmosphere should be viewed as a moist atmosphere. The moist atmosphere consists of moist air, which includes the various phases of water substance. Note that moist air is not a pure gas, since water substance experiences phase changes between gas, liquid, and solid phases (i.e., vapor, water, and ice). In the framework of thermodynamic equilibrium, the water phase solely depends on the thermodynamic state (i.e., temperature and pressure). In reality, however, water may be supersaturated
or supercooled, so that different phases of water may exist in the same thermodynamic state. Thus, it is complicated to determine the exact composition of each water phase. For simplicity, we do not consider such supersaturation and supercooling in the formulation of moist thermodynamics in this chapter; these effects are secondary to understanding the large-scale motions of the atmosphere.

When moist air does not include a liquid or ice phase, the air is a pure gas and behaves like dry air. Since the composition of vapor is generally inhomogeneous in a moist atmosphere, vapor has a diffusive process. Energy transport is also associated with the diffusion of vapor. When moist air contains a liquid or ice phase, the governing equations of a moist atmosphere become very complicated because it becomes a multiphase flow. Water substance exists in the atmosphere in the form of liquid or ice particles. In conventional terminology, if liquid particles move with the gas part of the air, they are called cloud particles, whereas if they have relative motions to the gas, they are called raindrops. Similar categories are used for ice particles, but they are categorized as snow, graupel, or hail according to their sizes. Strictly, we must consider the surface processes of individual liquid or ice particles and the collision processes between the particles. In practice, however, if we are interested in the mean properties of a sufficiently large volume of air, the interactions between different phases need to be formulated for the collection of a large number of liquid or ice particles in the gas.

The volume of moist air to be considered depends on many factors. In numerical models, moist air is treated differently according to the resolvable scale used. For example, the horizontal resolutions of large-scale circulations used in general circulation models are normally more than 100 km . If one explicitly calculates cloud motions by using cumulus-resolving models, it is thought that the horizontal resolution should be less than a few kilometers. If the inner motions of clouds are considered, air parcels with a diameter of about 100 m would be required. In fact, moist air can have different phases and must be very inhomogeneous in the 100 m to 100 km scale.

In the following formulation, we neglect all the inhomogeneity of moist air and consider thermodynamic state variables by assuming that moist air is described as a local thermodynamic state of a homogeneously mixed fluid.

### 8.1.2 Basic thermodynamic equations

We assume that moist air has the following thermodynamic properties. For simplicity, we only consider the gas and liquid phases of water, but not the ice phase.
(1) The gas component consists of dry air and vapor and is the ideal gas.
(2) The gas component is in phase equilibrium with the liquid component.
(3) The volume of the liquid component is negligible compared with the fractional volume of vapor.
(4) The entropy of moist air is the sum of the entropy of the gas component and that of the liquid component. This implies that the entropy of mixing between the gas and liquid particles is negligible.
(5) Liquid particles consist of a single component (i.e., water), and the gas phase is insoluble in liquid particles.

The assumptions of the ideal gas (1) and neglect of the volume of the liquid component (3) are normally introduced. However, in extreme situations, such as in the initial evolution of the proto-atmosphere, these assumptions break down (e.g., Abe and Matsui, 1988). In this chapter, we first derive general expressions without these two assumptions. Later, we introduce them to obtain the familiar relationship used for the present atmosphere.

In general, the expressions of thermodynamic variables can be derived if the specific heat at constant pressure and the equation of state are known. The definition of moist air enables us to construct the specific heat at constant pressure and the equation of state for the moist air from those of each component. We use subscript $k$ for either the gas or the liquid part, $g$ for the gas part, and $c$ for the liquid part of moist air. Among the gas components, subscript $d$ is used for dry air and $v$ is used for vapor. Although dry air consists of many gas components, we do not distinguish them in this chapter. We designate the molar specific heat at constant pressure and the molar specific volume of the $k$-th component by $c_{p k}$ and $v_{k}$, respectively. ${ }^{\dagger}$ The equation of state for the $k$-th component is generally written in the form

$$
\begin{equation*}
v_{k}=v_{k}(p, T) \tag{8.1.1}
\end{equation*}
$$

In particular, the equation of state for gas components is given by that of the ideal gas:

$$
\begin{equation*}
v_{k}=\frac{R^{*} T}{p} \tag{8.1.2}
\end{equation*}
$$

where $R^{*}$ is the universal gas constant. The equation of state for the ideal gas has the same function for any gas components. Although the liquid part has its own equation of state, we do not specify a specific form of the equation here; we simply use the general expression (8.1.1). According to the above assumption (3), the equation of state for the liquid component does not make any contribution to the moist air in the actual atmosphere. Specific heats generally depend on both pressure and temperature. However, if the dependence of specific heats on temperature at arbitrary pressure $p_{0}$ is known, all the expressions of thermodynamic variables can be determined.

In moist air, water substance can be in gas phase (vapor) or liquid phase (water). If the air parcel is not saturated, all the water in the air parcel is in the form of vapor. If saturated, on the other hand, both vapor and water are contained in the air parcel. In this case, liquid water is airborne as cloud particles. We use quantities per unit mole for the thermodynamic formulations in this section. The number of moles of the $k$-th component per unit mass of air, or molar concentration, is denoted

[^18]by $n_{k} .^{\dagger}$ The gas phase is the sum of dry air and vapor, and water substance is the sum of vapor and cloud particles; that is,
\[

$$
\begin{equation*}
n_{g}=n_{d}+n_{v}, \quad n_{w}=n_{v}+n_{c} \tag{8.1.3}
\end{equation*}
$$

\]

Let $v$ denote the specific volume of moist air. Density is given by $\rho=1 / v$. The internal energy and the entropy per unit mass of moist air are denoted by $u$ and $s$, respectively. We assume that the specific volume, the internal energy, and the entropy of moist air are given by the sum of those of gas and cloud particles:

$$
\begin{equation*}
v=n_{g} v_{g}+n_{c} v_{c}, \quad u=n_{g} u_{g}+n_{c} u_{c}, \quad s=n_{g} s_{g}+n_{c} s_{c} \tag{8.1.4}
\end{equation*}
$$

where $v_{g}$ and $v_{c}$ are molar volumes, $u_{g}$ and $u_{c}$ are molar internal energies, and $s_{g}$ and $s_{c}$ are the molar entropies of gas and liquid components, respectively. Assumption (4) is used for the expression of entropy. Enthalpy $h$, Helmholtz's free energy $f$, and Gibbs free energy $g$ are defined by

$$
\begin{align*}
h & =u+p v  \tag{8.1.5}\\
f & =u-T s  \tag{8.1.6}\\
g & =h-T s=u+p v-T s \tag{8.1.7}
\end{align*}
$$

These are also quantities per unit mass. The specific heat of moist air at constant pressure per unit mass $C_{p}$ is defined by the derivative of entropy with respect to temperature:

$$
\begin{equation*}
\left(\frac{\partial s}{\partial T}\right)_{p}=\frac{C_{p}}{T} \tag{8.1.8}
\end{equation*}
$$

which is the same relation as (1.1.18). Hence, from (8.1.5)-(8.1.8), specific heat, enthalpy, and free energies are given by the sum of those of gas and cloud particles:

$$
\begin{align*}
C_{p} & =n_{g} c_{p g}+n_{c} c_{p c}, & h & =n_{g} h_{g}+n_{c} h_{c}  \tag{8.1.9}\\
f & =n_{g} f_{g}+n_{c} f_{c}, & g & =n_{g} g_{g}+n_{c} g_{c} \tag{8.1.10}
\end{align*}
$$

In the following arguments, we calculate the thermodynamic variables of gas and cloud components respectively and obtain the thermodynamic expressions of moist air as a mixture of multiphase fluids using the above formulas. The gas component is regarded as a mixture of dry air and vapor. Then, we first obtain the thermodynamic functions of a single component of gas and next consider the effect of mixing to obtain the thermodynamic functions of the gas component of moist air.

We summarize useful thermodynamic relations in the rest of this subsection. If the thermodynamic state of moist air changes but keeps thermodynamic equilibrium, the first law of thermodynamics is written by

$$
\begin{equation*}
d u=T d s-p d v+\sum_{k} \mu_{k} d n_{k} \tag{8.1.11}
\end{equation*}
$$

[^19]where $\mu_{k}$ is the molar chemical potential of the $k$-th component. Using this equation, the total derivatives of thermodynamic energies are expressed as
\[

$$
\begin{align*}
d h & =T d s+v d p+\sum_{k} \mu_{k} d n_{k}  \tag{8.1.12}\\
d f & =-s d T-p d v+\sum_{k} \mu_{k} d n_{k}  \tag{8.1.13}\\
d g & =-s d T+v d p+\sum_{k} \mu_{k} d n_{k} \tag{8.1.14}
\end{align*}
$$
\]

From these equations, the partial derivatives of thermodynamic functions can be related to quantities of state as (1.1.9)-(1.1.12). In particular, the partial derivatives with respect to the molar concentration of each component are given as

$$
\begin{align*}
& \left(\frac{\partial u}{\partial n_{k}}\right)_{s, v, n_{l, l \neq k}}=\left(\frac{\partial h}{\partial n_{k}}\right)_{s, p, n_{l, l \neq k}}=\left(\frac{\partial g}{\partial n_{k}}\right)_{T, p, n_{l, l \neq k}}=\mu_{k} \\
& =\left(\frac{\partial f}{\partial n_{k}}\right)_{T, v, n_{l, l \neq k}}=-\frac{\mu_{k}}{T}  \tag{8.1.15}\\
& \left(\frac{\partial s}{\partial n_{k}}\right)_{u, v, n_{l, l \neq k}}= \tag{8.1.16}
\end{align*}
$$

The Maxwell relations are given by

$$
\begin{align*}
& \left(\frac{\partial s}{\partial p}\right)_{T, n_{k}}=-\left(\frac{\partial v}{\partial T}\right)_{p, n_{k}}, \quad\left(\frac{\partial s}{\partial v}\right)_{p, n_{k}}=\left(\frac{\partial p}{\partial T}\right)_{s, n_{k}}  \tag{8.1.17}\\
& \left(\frac{\partial s}{\partial v}\right)_{T, n_{k}}=\left(\frac{\partial p}{\partial T}\right)_{v, n_{k}}, \quad\left(\frac{\partial s}{\partial p}\right)_{v, n_{k}}=-\left(\frac{\partial v}{\partial T}\right)_{s, n_{k}} \tag{8.1.18}
\end{align*}
$$

which corresponds to (1.1.13)-(1.1.16).

### 8.1.3 Thermodynamic functions of a single component

We first obtain expressions for the thermodynamic functions of a single component $k$ using the equation of state $v_{k}(p, T)$ and the specific heat at constant pressure $c_{p k}\left(p_{0}, T\right)$ at a specified pressure $p_{0}$. Thermodynamic functions are expressed by pressure $p$, temperature $T$, and these two functions. As in Chapter 1, molar specific heat $c_{p k}$, entropy $s_{k}$, enthalpy $h_{k}$, and the internal energy $u_{k}$ of a single component are given by (1.1.21), (1.1.25), (1.1.26), and (1.1.27). Similarly, (8.1.7) also holds for each component $g_{k}$. Thus,

$$
\begin{align*}
c_{p k}(p, T) & =c_{p k}\left(p_{0}, T\right)+\int_{p_{0}}^{p}\left(\frac{\partial c_{p k}}{\partial p}\right)_{T} d p \\
& =c_{p k}\left(p_{0}, T\right)-T \int_{p_{0}}^{p}\left(\frac{\partial^{2} v_{k}\left(p^{\prime}, T\right)}{\partial T^{2}}\right)_{p^{\prime}} d p^{\prime} \tag{8.1.19}
\end{align*}
$$

$$
\begin{align*}
h_{k}(p, T)= & h_{0}+\int_{T_{0}}^{T} c_{p k}\left(p_{0}, T^{\prime}\right) d T^{\prime} \\
& -T^{2} \int_{p_{0}}^{p}\left[\frac{\partial}{\partial T}\left(\frac{v_{k}\left(p^{\prime}, T\right)}{T}\right)\right]_{p^{\prime}} d p^{\prime},  \tag{8.1.20}\\
u_{k}(p, T)= & h_{k}(p, T)-p v_{k}(p, T) \\
= & h_{0}+\int_{T_{0}}^{T} c_{p k}\left(p_{0}, T^{\prime}\right) d T^{\prime} \\
& -T^{2} \int_{p_{0}}^{p}\left[\frac{\partial}{\partial T}\left(\frac{v_{k}\left(p^{\prime}, T\right)}{T}\right)\right]_{p^{\prime}} d p^{\prime}-p v_{k}(p, T),  \tag{8.1.21}\\
s_{k}(p, T)= & s_{0}+\int_{T_{0}}^{T} \frac{c_{p k}\left(p_{0}, T^{\prime}\right)}{T^{\prime}} d T^{\prime}-\int_{p_{0}}^{p}\left(\frac{\partial v_{k}\left(p^{\prime}, T\right)}{\partial T}\right)_{p^{\prime}} d p^{\prime},  \tag{8.1.22}\\
g_{k}(p, T)= & h_{k}(p, T)-T s_{k} \\
= & h_{0}-T s_{0}+\int_{T_{0}}^{T} c_{p k}\left(p_{0}, T^{\prime}\right)\left(1-\frac{T}{T^{\prime}}\right) d T^{\prime} \\
& +\int_{p_{0}}^{p} v_{k}\left(p^{\prime}, T\right) d p^{\prime} . \tag{8.1.23}
\end{align*}
$$

where the entropy and enthalpy at $\left(p_{0}, T_{0}\right)$ are denoted by $s_{0}$ and $h_{0}$, respectively. For an ideal gas, substituting the equation of state (8.1.2) into $v_{k}$ gives

$$
\begin{align*}
c_{p k}(p, T) & =c_{p k}\left(p_{0}, T\right)  \tag{8.1.24}\\
h_{k}(p, T) & =h_{0}+\int_{T_{0}}^{T} c_{p k}\left(p_{0}, T^{\prime}\right) d T^{\prime}  \tag{8.1.25}\\
u_{k}(p, T) & =h_{k}-p v_{k}=h_{0}+\int_{T_{0}}^{T} c_{p k}\left(p_{0}, T^{\prime}\right) d T^{\prime}-R^{*} T  \tag{8.1.26}\\
s_{k}(p, T) & =s_{0}+\int_{T_{0}}^{T} \frac{c_{p k}\left(p_{0}, T^{\prime}\right)}{T^{\prime}} d T^{\prime}-R^{*} \ln \frac{p}{p_{0}},  \tag{8.1.27}\\
g_{k}(p, T) & =h_{k}-T s_{k} \\
& =h_{0}-T s_{0}+\int_{T_{0}}^{T} c_{p k}\left(p_{0}, T^{\prime}\right)\left(1-\frac{T}{T^{\prime}}\right) d T^{\prime}+R^{*} T \ln \frac{p}{p_{0}} \tag{8.1.28}
\end{align*}
$$

### 8.1.4 Mixing of ideal gases

Next we consider the mixing of dry air and vapor as ideal gases. Subscript $j$ denotes each component of gas and subscript $g$ denotes the mixed gas. ${ }^{\dagger}$ Since any kind of ideal gas has the same specific volume $v_{j}$, we can define the universal specific volume

[^20]$v^{I}$ of ideal gas as
\[

$$
\begin{equation*}
v_{j}(p, T)=v^{I}(p, T) \equiv \frac{R^{*} T}{p} \tag{8.1.29}
\end{equation*}
$$

\]

In (8.1.24)-(8.1.28), we change the independent variables from pressure and temperature $(p, T)$ to volume and temperature $\left(v^{I}, T\right)$ in order to consider the mixing of gases. Let the values at pressure $p_{0}$ be denoted by superscript 0 . The above equations are written as

$$
\begin{align*}
c_{p j}\left(v^{I}, T\right) & =c_{p j}^{0}(T), \quad h_{j}\left(v^{I}, T\right)=h_{j}^{0}(T), \quad u_{j}\left(v^{I}, T\right)=u_{j}^{0}(T)  \tag{8.1.30}\\
s_{j}\left(v^{I}, T\right) & =s_{j}^{0}(T)+R^{*} \ln \frac{v_{j}}{v_{j}^{0}}  \tag{8.1.31}\\
g_{j}\left(v^{I}, T\right) & =g_{j}^{0}(T)-R^{*} T \ln \frac{v_{j}}{v_{j}^{0}} \tag{8.1.32}
\end{align*}
$$

where $c_{p j}^{0}(T)=c_{p j}\left(p_{0}, T\right)$ and

$$
\begin{align*}
h_{j}^{0}(T) & =h_{0}+\int_{T_{0}}^{T} c_{p j}^{0}\left(T^{\prime}\right) d T^{\prime}  \tag{8.1.33}\\
u_{j}^{0}(T) & =h_{j}^{0}(T)-R^{*} T=h_{0}+\int_{T_{0}}^{T} c_{p j}^{0}\left(T^{\prime}\right) d T^{\prime}-R^{*} T  \tag{8.1.34}\\
s_{j}^{0}(T) & =s_{0}+\int_{T_{0}}^{T} \frac{c_{p j}^{0}\left(T^{\prime}\right)}{T^{\prime}} d T^{\prime}  \tag{8.1.35}\\
g_{j}^{0}(T) & =h_{j}^{0}(T)-T s_{j}^{0}(T) \\
& =h_{0}-T s_{0}+\int_{T_{0}}^{T} c_{p j}^{0}\left(T^{\prime}\right)\left(1-\frac{T}{T^{\prime}}\right) d T^{\prime} \tag{8.1.36}
\end{align*}
$$

Then, we mix the ideal gases. The thermodynamic states before mixing, denoted by prime ', are simply given by the sum of thermodynamic expressions of each gas, (8.1.30)-(8.1.32), times each molar concentration:

$$
\begin{gather*}
n_{g} c_{p g}^{\prime}\left(v_{g}, T\right)=\sum_{j} n_{j} c_{p j}^{0}(T), \quad n_{g} h_{g}^{\prime}\left(v_{g}, T\right)=\sum_{j} n_{j} h_{j}^{0}(T), \\
n_{g} u_{g}^{\prime}\left(v_{g}, T\right)=\sum_{j} n_{j} u_{j}^{0}(T)  \tag{8.1.37}\\
n_{g} s_{g}^{\prime}\left(v_{g}, T\right)=\sum_{j} n_{j} s_{j}^{0}(T)+R^{*} \sum_{j} n_{j} \ln \frac{v_{j}}{v_{j}^{0}}  \tag{8.1.38}\\
n_{g} g_{g}^{\prime}\left(v_{g}, T\right)=\sum_{j} n_{j} g_{j}^{0}(T)-R^{*} T \sum_{j} n_{j} \ln \frac{v_{j}}{v_{j}^{0}} \tag{8.1.39}
\end{gather*}
$$

where $v_{j}=v_{g}=v^{I}$; subscripts $j$ and $g$ are recovered for later convenience.

During the mixing process, the volume occupied by gas $j$ is changed from $n_{j} v_{j}$ $\left(=n_{j} v^{I}\right)$ to $n_{g} v_{g}\left(=n_{g} v^{I}\right)$. After mixing, the above thermodynamic variables become

$$
\begin{gather*}
n_{g} c_{p g}\left(v_{g}, T\right)=\sum_{j} n_{j} c_{p j}^{0}(T), \quad n_{g} h_{g}\left(v_{g}, T\right)=\sum_{j} n_{j} h_{j}^{0}(T), \\
n_{g} u_{g}\left(v_{g}, T\right)=\sum_{j} n_{j} u_{j}^{0}(T)  \tag{8.1.40}\\
n_{g} s_{g}\left(v_{g}, T\right)=\sum_{j} n_{j} s_{j}^{0}(T)+R^{*} \sum_{j} n_{j} \ln \frac{n_{g} v_{g}}{n_{j} v_{j}^{0}}  \tag{8.1.41}\\
n_{g} g_{g}\left(v_{g}, T\right)=\sum_{j} n_{j} g_{j}^{0}(T)-R^{*} T \sum_{j} n_{j} \ln \frac{n_{g} v_{g}}{n_{j} v_{j}^{0}} \tag{8.1.42}
\end{gather*}
$$

Hence, the differences between variables before and after mixing are given by

$$
\begin{align*}
n_{g} \Delta c_{p g} & =0, \quad n_{g} \Delta h_{g}=0, \quad n_{g} \Delta u_{g}=0  \tag{8.1.43}\\
n_{g} \Delta s_{g} & =-R^{*} \sum_{j} n_{j} \ln \frac{n_{j}}{n_{g}}  \tag{8.1.44}\\
n_{g} \Delta g_{g} & =R^{*} T \sum_{j} n_{j} \ln \frac{n_{j}}{n_{g}}=-n_{g} T \Delta s_{g} \tag{8.1.45}
\end{align*}
$$

Since these differences are independent of volume and are functions only of temperature $T$, (8.1.40)-(8.1.42) can be rewritten with respect to pressure. Therefore, we obtain expressions for the thermodynamic variables of mixed gas:

$$
\begin{align*}
n_{g} c_{p g}(p, T) & =n_{g} c_{p g}^{\prime}(p, T)=\sum_{j} n_{j} c_{p j}^{0}(T) \\
n_{g} h_{g}(p, T) & =n_{g} h_{g}^{\prime}(p, T)=\sum_{j} n_{j} h_{j}^{0}(T) \\
n_{g} u_{g}(p, T) & =n_{g} u_{g}^{\prime}(p, T)=\sum_{j} n_{j} u_{j}^{0}(T)  \tag{8.1.46}\\
n_{g} s_{g}(p, T) & =n_{g} s_{g}^{\prime}(p, T)+n_{g} \Delta s_{g} \\
& =\sum_{j} n_{j}\left(s_{j}^{0}(T)-R^{*} \ln \frac{n_{j} p}{n_{g} p_{0}}\right)  \tag{8.1.47}\\
n_{g} g_{g}(p, T) & =n_{g} g_{g}^{\prime}(p, T)-n_{g} T \Delta s_{g} \\
& =\sum_{j} n_{j}\left(g_{j}^{0}(T)+R^{*} T \ln \frac{n_{j} p}{n_{g} p_{0}}\right) \tag{8.1.48}
\end{align*}
$$

which are written as

$$
\begin{align*}
& n_{g} c_{p g}(p, T)=\sum_{j} n_{j} c_{p j}, \quad n_{g} h_{g}(p, T)=\sum_{j} n_{j} h_{j}, \\
& n_{g} u_{g}(p, T)=\sum_{j} n_{j} u_{j}  \tag{8.1.49}\\
& n_{g} s_{g}(p, T)=\sum_{j} n_{j} s_{j}, \quad n_{g} g_{g}(p, T)=\sum_{j} n_{j} g_{j} . \tag{8.1.50}
\end{align*}
$$

Since specific heat, enthalpy, and internal energy, given by (8.1.46), are independent of pressure $p$, we have $c_{p j}=c_{p j}^{0}(T), h_{p j}=h_{p j}^{0}(T)$, and $u_{p j}=u_{p j}^{0}(T)$. Entropy and the Gibbs free energy of the $j$-th component are defined by

$$
\begin{align*}
s_{j}\left(p_{j}, T\right) & =s_{j}^{0}(T)-R^{*} \ln \frac{n_{j} p}{n_{g} p_{0}}=s_{j}^{0}(T)-R^{*} \ln \frac{p_{j}}{p_{0}}  \tag{8.1.51}\\
g_{j}\left(p_{j}, T\right) & =g_{j}^{0}(T)+R^{*} T \ln \frac{n_{j} p}{n_{g} p_{0}}=g_{j}^{0}(T)+R^{*} T \ln \frac{p_{j}}{p_{0}} \tag{8.1.52}
\end{align*}
$$

where

$$
\begin{equation*}
p_{j} \equiv \frac{n_{j}}{n_{g}} p \tag{8.1.53}
\end{equation*}
$$

is the partial pressure of the $j$-the component.

### 8.1.5 Thermodynamic variables of liquid phase

To derive the thermodynamic variables of cloud particles, we consider a fluid with a single-component with two phases: vapor and liquid water. The thermodynamic variables of such a pure substance are denoted by superscript $*$ to distinguish them from other components. The equation of state of the gas phase (vapor) is that for the ideal gas:

$$
\begin{equation*}
v_{v}^{*}=\frac{R^{*} T}{p} \tag{8.1.54}
\end{equation*}
$$

while the equation of state of the liquid phase is given as a general expression:

$$
\begin{equation*}
v_{c}^{*}=v_{c}^{*}(p, T) . \tag{8.1.55}
\end{equation*}
$$

We assume that the volume of liquid phase is negligible:

$$
\begin{equation*}
v_{v}^{*} \gg v_{c}^{*} . \tag{8.1.56}
\end{equation*}
$$

This corresponds to assumption (3) described in Section 8.1.1.
We define the saturation vapor pressure at temperature $T$ by $p^{*}(T)$. In the case of liquid-vapor equilibrium, the chemical potential of vapor is equal to that of the liquid phase:

$$
\begin{equation*}
\mu_{c}^{*}\left(p^{*}, T\right)=\mu_{v}^{*}\left(p^{*}, T\right) \tag{8.1.57}
\end{equation*}
$$

If a slightly different state $\left(p^{*}+d p^{*}, T+d T\right)$ is also in phase equilibrium, we have

$$
\begin{equation*}
\mu_{v}^{*}\left(p^{*}+d p^{*}, T+d T\right)=\mu_{c}^{*}\left(p^{*}+d p^{*}, T+d T\right) \tag{8.1.58}
\end{equation*}
$$

The differences between (8.1.58) and (8.1.57) are written as

$$
\begin{equation*}
\left(\frac{\partial \mu_{v}^{*}}{\partial p^{*}}\right)_{T} d p^{*}+\left(\frac{\partial \mu_{v}^{*}}{\partial T}\right)_{p^{*}} d T=\left(\frac{\partial \mu_{c}^{*}}{\partial p^{*}}\right)_{T} d p^{*}+\left(\frac{\partial \mu_{c}^{*}}{\partial T}\right)_{p^{*}} d T \tag{8.1.59}
\end{equation*}
$$

Making use of (1.1.12), we obtain

$$
\begin{equation*}
v_{v}^{*} d p^{*}-s_{v}^{*} d T=v_{c}^{*} d p^{*}-s_{s}^{*} d T \tag{8.1.60}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\frac{d p^{*}}{d T}=\frac{s_{v}^{*}-s_{c}^{*}}{v_{v}^{*}-v_{c}^{*}} \tag{8.1.61}
\end{equation*}
$$

The latent heat $l$ per unit mole is defined by

$$
\begin{equation*}
s_{v}^{*}-s_{c}^{*}=\frac{l}{T} \tag{8.1.62}
\end{equation*}
$$

Thus, (8.1.61) is rewritten as

$$
\begin{equation*}
\frac{d p^{*}}{d T}=\frac{l}{T\left(v_{v}^{*}-v_{c}^{*}\right)} \tag{8.1.63}
\end{equation*}
$$

This is the Clausius-Clapeyron equation. Using the equation of state of the ideal gas (8.1.54) and neglecting the volume of the liquid phase $v_{v}^{*} \gg v_{c}^{*}$, the ClausiusClapeyron equation becomes

$$
\begin{equation*}
\frac{d p^{*}}{d T}=\frac{l p^{*}}{R^{*} T^{2}} \tag{8.1.64}
\end{equation*}
$$

If $l(T)$ is known, the function $p^{*}(T)$ is calculated using this equation.
The thermodynamic variables of condensable gas are expressed as follows. Now we are considering a single component system with a condensable gas, the chemical potential $\mu^{*}$ of which is equal to $g$ in (8.1.23). Using (8.1.14), the chemical potential at $(p, T)$ is expressed as

$$
\begin{align*}
\mu_{c}^{*}(p, T) & =\mu_{v}^{*}\left(p^{*}, T\right)+\int_{p^{*}}^{p} v_{c}^{*} d p^{\prime} \\
& =\mu_{v}^{*}(p, T)-\int_{p^{*}}^{p}\left(v_{v}^{*}-v_{c}^{*}\right) d p^{\prime} \tag{8.1.65}
\end{align*}
$$

From (1.1.12), entropy is expressed as

$$
\begin{align*}
s_{c}^{*}(p, T) & =-\left(\frac{\partial \mu_{c}^{*}}{\partial T}\right)_{p}=s_{v}^{*}(p, T)+\frac{\partial}{\partial T} \int_{p^{*}}^{p}\left(v_{v}^{*}-v_{c}^{*}\right) d p^{\prime} \\
& =s_{v}^{*}(p, T)-\frac{d p^{*}}{d T}\left(v_{v}^{*}-v_{c}^{*}\right)_{p^{*}}+\int_{p^{*}}^{p}\left(\frac{\partial v_{v}^{*}}{\partial T}-\frac{\partial v_{c}^{*}}{\partial T}\right) d p^{\prime} \tag{8.1.66}
\end{align*}
$$

Note that (8.1.61) is directly given from this equation by setting $p=p^{*}$. Next, enthalpy and internal energy are given by

$$
\begin{align*}
h_{c}^{*}(p, T)= & \mu_{c}^{*}(p, T)+T s_{c}^{*}(p, T) \\
= & h_{v}^{*}(p, T)-\int_{p^{*}}^{p}\left(v_{v}^{*}-v_{c}^{*}\right) d p^{\prime} \\
& -T \frac{d p^{*}}{d T}\left(v_{v}^{*}-v_{c}^{*}\right)_{p^{*}}+T \int_{p^{*}}^{p}\left(\frac{\partial v_{v}^{*}}{\partial T}-\frac{\partial v_{c}^{*}}{\partial T}\right) d p^{\prime}  \tag{8.1.67}\\
u_{c}^{*}(p, T)= & h_{c}^{*}(p, T)-p v_{c}^{*}(p, T) \\
= & u_{v}^{*}(p, T)+p\left(v_{v}^{*}-v_{c}^{*}\right)-\int_{p^{*}}^{p}\left(v_{v}^{*}-v_{c}^{*}\right) d p^{\prime} \\
& -T \frac{d p^{*}}{d T}\left(v_{v}^{*}-v_{c}^{*}\right)_{p^{*}}+T \int_{p^{*}}^{p}\left(\frac{\partial v_{v}^{*}}{\partial T}-\frac{\partial v_{c}^{*}}{\partial T}\right) d p^{\prime} \tag{8.1.68}
\end{align*}
$$

From (1.1.18), specific heat is given by

$$
\begin{align*}
c_{p c}^{*}(p, T)= & T\left(\frac{\partial s_{c}^{*}}{\partial T}\right)_{p}=c_{p v}^{*}(p, T)+T \frac{\partial^{2}}{\partial T^{2}} \int_{p^{*}}^{p}\left(v_{v}^{*}-v_{c}^{*}\right) d p^{\prime} \\
= & c_{p v}^{*}(p, T)+T\left[-\frac{d^{2} p^{*}}{d T^{2}}\left(v_{v}^{*}-v_{c}^{*}\right)_{p^{*}}-2 \frac{d p^{*}}{d T}\left(\frac{\partial v_{v}^{*}}{\partial T}-\frac{\partial v_{c}^{*}}{\partial T}\right)_{p^{*}}\right. \\
& \left.-\left(\frac{d p^{*}}{d T}\right)^{2}\left(\frac{\partial v_{v}^{*}}{\partial p}-\frac{\partial v_{c}^{*}}{\partial p}\right)_{p^{*}}+\int_{p^{*}}^{p}\left(\frac{\partial^{2} v_{v}^{*}}{\partial T^{2}}-\frac{\partial^{2} v_{c}^{*}}{\partial T^{2}}\right) d p^{\prime}\right] \tag{8.1.69}
\end{align*}
$$

Up to now, no assumptions have been made about the equation of state for gas and liquid phases. Using the equation of state for the ideal gas for $v_{v}^{*}$ (8.1.54) and neglecting the volume of the liquid phase $v_{c}^{*}$, (8.1.66)-(8.1.69) become

$$
\begin{align*}
c_{p c}^{*}(p, T) & =c_{p v}^{* 0}(T)-\frac{R^{*} T^{2}}{p^{*}} \frac{d^{2} p^{*}}{d T^{2}}-2 \frac{R^{*} T}{p^{*}} \frac{d p^{*}}{d T}+\frac{R^{*} T^{2}}{p^{* 2}}\left(\frac{d p^{*}}{d T}\right)^{2} \\
h_{c}^{*}(p, T) & =h_{v}^{* 0}(T)-\frac{R^{*} T^{2}}{p^{*}} \frac{d p^{*}}{d T}  \tag{8.1.70}\\
u_{c}^{*}(p, T) & =u_{v}^{* 0}(T)+R^{*} T-\frac{R^{*} T^{2}}{p^{*}} \frac{d p^{*}}{d T}  \tag{8.1.72}\\
s_{c}^{*}(p, T) & =s_{v}^{* 0}(T)-R^{*} \ln \frac{p^{*}}{p_{0}}-\frac{R^{*} T}{p^{*}} \frac{d p^{*}}{d T}  \tag{8.1.73}\\
\mu_{c}^{*}(p, T) & =\mu_{v}^{* 0}(T)+R^{*} T \ln \frac{p^{*}}{p_{0}} \tag{8.1.74}
\end{align*}
$$

Variables with superscript 0 are given by (8.1.33)-(8.1.36). These expressions are
rewritten with latent heat $l$ using (8.1.64):

$$
\begin{align*}
c_{p c}^{*}(T) & =c_{p v}^{* 0}(T)-\frac{d l}{d T},  \tag{8.1.75}\\
h_{c}^{*}(T) & =h_{v}^{* 0}(T)-l,  \tag{8.1.76}\\
u_{c}^{*}(T) & =u_{v}^{* 0}(T)+R^{*} T-l,  \tag{8.1.77}\\
s_{c}^{*}(T) & =s_{v}^{* 0}(T)-R^{*} \ln \frac{p^{*}}{p_{0}}-\frac{l}{T},  \tag{8.1.78}\\
\mu_{c}^{*}(T) & =\mu_{v}^{* 0}(T)+R^{*} T \ln \frac{p^{*}}{p_{0}} . \tag{8.1.79}
\end{align*}
$$

We can see that the above expressions are independent of pressure p. Eq. (8.1.75) is called Kirchhoff's equation. Furthermore, using (8.1.33)-(8.1.36), these are also rewritten with specific heats as

$$
\begin{align*}
h_{c}^{*}(T) & =h_{v 0}+\int_{T_{0}}^{T} c_{p v}^{* 0}\left(T^{\prime}\right) d T^{\prime}-l \\
& =h_{v 0}+\int_{T_{0}}^{T} c_{p c}^{* 0}\left(T^{\prime}\right) d T^{\prime},  \tag{8.1.80}\\
u_{c}^{*}(T) & =h_{v 0}+\int_{T_{0}}^{T} c_{p v}^{* 0}\left(T^{\prime}\right) d T^{\prime}+R^{*} T-l \\
& =h_{v 0}+\int_{T_{0}}^{T} c_{p c}^{* 0}\left(T^{\prime}\right) d T^{\prime}+R^{*} T,  \tag{8.1.81}\\
s_{c}^{*}(T) & =s_{v 0}+\int_{T_{0}}^{T} \frac{c_{p v}^{* 0}\left(T^{\prime}\right)}{T^{\prime}} d T^{\prime}-R^{*} \ln \frac{p^{*}}{p_{0}}-\frac{l}{T} \\
& =s_{v 0}+\int_{T_{0}}^{T} \frac{c_{p c}^{* 0}\left(T^{\prime}\right)}{T^{\prime}} d T^{\prime},  \tag{8.1.82}\\
g_{c}^{*}(T) & =h_{v 0}-T s_{v 0}+\int_{T_{0}}^{T} c_{p v}^{* 0}\left(T^{\prime}\right)\left(1-\frac{T}{T^{\prime}}\right) d T^{\prime}+R^{*} T \ln \frac{p^{*}}{p_{0}} \\
& =h_{v 0}-T s_{v 0}+\int_{T_{0}}^{T} c_{p c}^{* 0}\left(T^{\prime}\right)\left(1-\frac{T}{T^{\prime}}\right) d T^{\prime} . \tag{8.1.83}
\end{align*}
$$

### 8.1.6 Thermodynamic variables of moist air

The thermodynamic variables of moist air are written as the sum of those of gas and liquid phases: specific heat and enthalpy by (8.1.9); entropy and internal energy by (8.1.4). If the mixture of dry air and vapor is ideal gas, its thermodynamic expressions are given by the sum of the corresponding variables of dry air and vapor as (8.1.46)-(8.1.47). Thus, the thermodynamic expressions for moist air are given by

$$
\begin{align*}
C_{p} & =n_{d} c_{p d}+n_{v} c_{p v}+n_{c} c_{p c}, & h=n_{d} h_{d}+n_{v} h_{v}+n_{c} h_{c} \\
u & =n_{d} u_{d}+n_{v} u_{v}+n_{c} u_{c}, & s=n_{d} s_{d}+n_{v} s_{v}+n_{c} s_{c} \tag{8.1.84}
\end{align*}
$$

The variables of the liquid phase are given by (8.1.70)-(8.1.74), or by (8.1.75)(8.1.79) if latent heat $l$ is used.

When gas and liquid phases are in phase equilibrium, we get

$$
\begin{equation*}
\Delta g\left(p, T, n_{v}, n_{g}\right) \equiv \mu_{c}(p, T)-\mu_{v}\left(p, T, n_{v}, n_{g}\right)=0 \tag{8.1.85}
\end{equation*}
$$

where, from (8.1.52) and (8.1.74),

$$
\begin{align*}
\mu_{v}\left(p, T, n_{v}, n_{g}\right) & =\mu_{v}^{* 0}(T)+R^{*} T \ln \frac{n_{v} p}{n_{g} p_{0}}  \tag{8.1.86}\\
\mu_{c}(p, T) & =\mu_{v}^{* 0}(T)+R^{*} T \ln \frac{p^{*}}{p_{0}} \tag{8.1.87}
\end{align*}
$$

Hence, the condition for phase equilibrium is given by

$$
\begin{equation*}
p^{*}=\frac{n_{v}}{n_{g}} p . \tag{8.1.88}
\end{equation*}
$$

The right-hand side is the partial pressure of vapor. Using $n_{g}=n_{d}+n_{v}$, we also have

$$
\begin{equation*}
n_{v}=\frac{p^{*}}{p-p^{*}} n_{d} . \tag{8.1.89}
\end{equation*}
$$

In the case of phase equilibrium, substituting (8.1.46)-(8.1.47) and (8.1.75)(8.1.77) into (8.1.84) and using (8.1.88), we have

$$
\begin{align*}
C_{p}= & n_{d} c_{p d}^{0}(T)+n_{v} c_{p v}^{0}(T)+n_{c}\left(c_{p v}^{* 0}(T)-\frac{d l}{d T}\right) \\
= & n_{d} c_{p d}^{0}(T)+n_{w} c_{p v}^{0}(T)-n_{c} \frac{d l}{d T},  \tag{8.1.90}\\
h= & n_{d} h_{d}^{0}(T)+n_{v} h_{v}^{0}(T)+n_{c}\left(h_{v}^{0}(T)-l\right) \\
= & n_{d} h_{d}^{0}(T)+n_{w} h_{v}^{0}(T)-n_{c} l,  \tag{8.1.91}\\
u= & n_{d} u_{d}^{0}(T)+n_{v} u_{v}^{0}(T)+n_{c}\left(u_{v}^{0}(T)+R^{*} T-l\right) \\
= & n_{d} u_{d}^{0}(T)+n_{w} u_{v}^{0}(T)+n_{c}\left(R^{*} T-l\right)  \tag{8.1.92}\\
s= & n_{d}\left(s_{d}^{0}(T)-R^{*} \ln \frac{n_{d} p}{n_{g} p_{0}}\right)+n_{v}\left(s_{v}^{0}(T)-R^{*} \ln \frac{n_{v} p}{n_{g} p_{0}}\right) \\
& +n_{c}\left(s_{v}^{0}(T)-R^{*} \ln \frac{p^{*}}{p_{0}}-\frac{l}{T}\right) \\
= & n_{d}\left(s_{d}^{0}(T)-R^{*} \ln \frac{n_{d} p}{n_{g} p_{0}}\right)+n_{w}\left(s_{v}^{0}(T)-R^{*} \ln \frac{p^{*}}{p_{0}}\right)-n_{c} \frac{l}{T}, \tag{8.1.93}
\end{align*}
$$

These thermodynamic variables are measured from the base values $c_{p v}^{0}(T), s_{v}^{0}(T)$, $h_{v}^{0}(T)$, and $u_{v}^{0}(T)$. We may use different bases for the thermodynamic variables of the liquid phase. Since the variables of the liquid phase are independent of vapor
pressure, we can write them as

$$
\begin{align*}
C_{p} & =n_{d} c_{p d}^{0}(T)+n_{v}\left(c_{p c}^{0}(T)+\frac{d l}{d T}\right)+n_{c} c_{p c}^{0}(T) \\
& =n_{d} c_{p d}^{0}(T)+n_{w} c_{p c}^{0}(T)+n_{v} \frac{d l}{d T}  \tag{8.1.94}\\
h & =n_{d} h_{d}^{0}(T)+n_{v}\left(h_{c}^{0}(T)+l\right)+n_{c} h_{c}^{0}(T) \\
& =n_{d} h_{d}^{0}(T)+n_{w} h_{c}^{0}(T)+n_{v} l  \tag{8.1.95}\\
u & =n_{d} u_{d}^{0}(T)+n_{v}\left(u_{c}^{0}(T)-R^{*} T+l\right)+n_{c} u_{c}^{0}(T) \\
& =n_{d} u_{d}^{0}(T)+n_{w} u_{c}^{0}(T)+n_{v}\left(l-R^{*} T\right)  \tag{8.1.96}\\
s & =n_{d}\left(s_{d}^{0}(T)-R^{*} \ln \frac{n_{d} p}{n_{g} p_{0}}\right)+n_{v}\left(s_{c}^{0}(T)+\frac{l}{T}\right)+n_{c} s_{c}^{0}(T) \\
& =n_{d}\left(s_{d}^{0}(T)-R^{*} \ln \frac{n_{d} p}{n_{g} p_{0}}\right)+n_{w} s_{c}^{0}(T)+n_{v} \frac{l}{T} \tag{8.1.97}
\end{align*}
$$

where $c_{p c}^{0}(T), h_{c}^{0}(T), u_{c}^{0}(T)$, and $s_{c}^{0}(T)$ are given by (8.1.75), (8.1.80), (8.1.81), and (8.1.82), respectively.

For general use in meteorology, further assumptions are introduced to the above expressions. We derive approximate expressions in Section 8.2. But before doing so, we obtain the adiabat of moist air in the next subsection.

### 8.1.7 Moist adiabat

The adiabat, or the adiabatic lapse rate, is the temperature change experienced by an air parcel in an isentropic process. In the case of moist air, temperature change in saturated air is different from that of unsaturated air because latent heat release is associated. Precisely, the adiabat also depends on the amount of water vapor. We present a general formula of the adiabat of moist air in this subsection. In Section 8.2.4, we derive the approximate expression of the moist adiabat conventionally used in meteorology.

If the amount of vapor contained in a moist air parcel is sufficient, vapor is condensed and latent heat is released as the air parcel ascends. If the air parcel does not exchange any heat with the environment during this ascent, the air parcel undergoes an adiabatic process. The temperature change in the adiabatic process of moist air is smaller than that of dry air due to latent heat release. The rate of the moist adiabatic temperature change is called the moist adiabatic lapse rate. In the real atmosphere, some condensates fall out as precipitation, while others remain as cloud particles and move with the air. Although the ratio between precipitable water and cloud particles depends on circumstances, we may consider two extreme cases. The first is the case when no precipitation occurs, while the second is the case when no cloud particles remain. In the first case, the total amount of water substance is conserved by moist air. In the second case, all the condensates are removed from the moist air. These two extremes are called the reversible moist adiabat and the pseudo-moist adiabat, respectively. They are collectively called the moist adiabat.

We examine changes in thermodynamic variables in the moist adiabat under two conditions: (1) entropy is constant and (2) the gas and liquid phases are in equilibrium. In particular, the dependences of temperature and humidity on pressure are derived in general forms. The rate of temperature change with pressure has an equivalent meaning to the rate of temperature change with altitude if pressure is related to height through hydrostatic balance.

First, we consider the reversible moist adiabat where all the water substance in an air parcel remains with the air parcel. The condition that the components of dry air and water substance are conserved is written as

$$
\begin{equation*}
d n_{d}=0, \quad d n_{w}=d\left(n_{v}+n_{c}\right)=0 \tag{8.1.98}
\end{equation*}
$$

The adiabatic condition and phase equilibrium are written as

$$
\begin{align*}
& 0=d s=n_{g} S_{T} d T+n_{g} S_{p} d p+S_{n} d n_{v}  \tag{8.1.99}\\
& 0=d \Delta g=G_{T} d T+G_{p} d p+\frac{1}{n_{g}} G_{n} d n_{v} \tag{8.1.100}
\end{align*}
$$

where the following symbols are defined:

$$
\begin{align*}
S_{T} & \equiv \frac{1}{n_{g}}\left(\frac{\partial s}{\partial T}\right)_{p, n}, \quad S_{p} \equiv \frac{1}{n_{g}}\left(\frac{\partial s}{\partial p}\right)_{p, n}  \tag{8.1.101}\\
S_{n} & \equiv\left(\frac{\partial s}{\partial n_{v}}\right)_{p, T, n_{d}, n_{c}}-\left(\frac{\partial s}{\partial n_{c}}\right)_{p, T, n_{d}, n_{v}}  \tag{8.1.102}\\
G_{T} & \equiv\left(\frac{\partial \Delta g}{\partial T}\right)_{p, n}, \quad G_{p} \equiv\left(\frac{\partial \Delta g}{\partial p}\right)_{p, n}  \tag{8.1.103}\\
G_{n} & \equiv n_{g}\left(\frac{\partial \Delta g}{\partial n_{v}}\right)_{p, T, n_{d}, n_{c}} \tag{8.1.104}
\end{align*}
$$

Thus, the dependences of temperature and vapor content on pressure are written as

$$
\begin{align*}
\left(\frac{\partial T}{\partial p}\right)_{s} & =\frac{S_{n} G_{p}-S_{p} G_{n}}{S_{T} G_{n}-S_{n} G_{T}}  \tag{8.1.105}\\
\left(\frac{\partial n_{v}}{\partial p}\right)_{s} & =n_{g} \frac{S_{p} G_{T}-S_{T} G_{p}}{S_{T} G_{n}-S_{n} G_{T}} \tag{8.1.106}
\end{align*}
$$

On the assumptions that the gas phase is the ideal gas and that the volume of the liquid phase is negligibly small, the entropy of moist air per unit mass is expressed using (8.1.84), (8.1.51), and (8.1.73) as

$$
\begin{align*}
s= & n_{d} s_{d}+n_{v} s_{v}+n_{c} s_{c} \\
= & n_{d}\left(s_{d}^{0}(T)-R^{*} \ln \frac{n_{d} p}{n_{g} p_{0}}\right)+n_{v}\left(s_{v}^{0}(T)-R^{*} \ln \frac{n_{v} p}{n_{g} p_{0}}\right) \\
& +n_{c}\left(s_{v}^{* 0}(T)-R^{*} \ln \frac{p^{*}}{p_{0}}-\frac{R^{*} T}{p^{*}} \frac{d p^{*}}{d T}\right) . \tag{8.1.107}
\end{align*}
$$

From (8.1.85), (8.1.86), and (8.1.87), the condition of phase equilibrium is written as

$$
\begin{equation*}
\Delta g\left(p, T, n_{d}, n_{v}\right) \equiv \mu_{c}-\mu_{v}=R^{*} T \ln \frac{p^{*}}{p_{0}}-R^{*} T \ln \frac{n_{v} p}{n_{g} p_{0}}=0 \tag{8.1.108}
\end{equation*}
$$

Making use of (8.1.107) and (8.1.108), we have expressions for (8.1.101)-(8.1.104) as

$$
\begin{align*}
S_{T} & =\frac{1}{n_{g} T}\left(n_{d} c_{p d}+n_{v} c_{p v}+n_{c} c_{p c}\right)  \tag{8.1.109}\\
S_{p} & =-\frac{R^{*}}{p}, \quad S_{n}=G_{T}=\frac{l}{T}  \tag{8.1.110}\\
G_{p} & =-\frac{R^{*} T}{p}, \quad G_{n}=-R^{*} T \frac{n_{d}}{n_{v}} \tag{8.1.111}
\end{align*}
$$

Thus, substituting (8.1.109)-(8.1.111) into (8.1.105) gives the moist adiabatic lapse rate or the reversible moist adiabatic lapse rate:

$$
\begin{align*}
\gamma_{m} & \equiv\left(\frac{\partial T}{\partial p}\right)_{s}=\frac{-\frac{R l}{T}-\frac{n_{d}}{n_{v}} \frac{R^{2} T}{p}}{-R^{*} \frac{n_{d}}{n_{v}} \frac{1}{n_{g}}\left(n_{d} c_{p d}+n_{v} c_{p v}+n_{c} c_{p c}\right)-\left(\frac{l}{T}\right)^{2}} \\
& =\gamma_{d} \frac{n_{g}}{n_{d}} \frac{1+\frac{n_{v}}{n_{d}} \frac{l}{R^{*} T}}{1+\frac{n_{v} c_{p v}+n_{c} c_{p c}}{n_{d} c_{p d}}+\frac{l^{2}}{c_{p d} R^{*} T^{2}} \frac{n_{v} n_{g}}{n_{d}^{2}}}, \tag{8.1.112}
\end{align*}
$$

where $\gamma_{d}$ is the dry adiabatic lapse rate defined by (1.1.57), or

$$
\begin{equation*}
\gamma_{d} \equiv \frac{R^{*} T}{c_{p d} p} \tag{8.1.113}
\end{equation*}
$$

Similarly, change in the molar concentration of vapor is given by substituting (8.1.109)-(8.1.111) into (8.1.106):

$$
\begin{equation*}
\left(\frac{\partial n_{v}}{\partial p}\right)_{s}=\frac{n_{g} n_{d}}{p n_{v}} \frac{1+\frac{n_{v} c_{p v}+n_{c} c_{p c}}{n_{d} c_{p d}}+\frac{n_{g} l}{n_{d} c_{p d} T}}{1+\frac{n_{v} c_{p v}+n_{c} c_{p c}}{n_{d} c_{p d}}+\frac{l^{2}}{c_{p d} R^{*} T^{2}} \frac{n_{v} n_{g}^{2}}{n_{d}^{2}}} \tag{8.1.114}
\end{equation*}
$$

In this equation, the value of $n_{v}$ is given by solving (8.1.108) or (8.1.89).
Next, we consider the other extreme case of the moist process, the pseudo-moist adiabat, in which all the liquid particles are completely removed from an air parcel when condensation occurs; this is a very simple model of the precipitation process in a moist atmosphere. The dependences of temperature and moisture on pressure are given by substituting $n_{c}=0$ into (8.1.105) and (8.1.106):

$$
\begin{align*}
\left(\frac{\partial T}{\partial p}\right)_{s^{\prime}} & =\frac{S_{n} G_{p}-S_{p}^{\prime} G_{n}}{S_{T}^{\prime} G_{n}-S_{n} G_{T}}  \tag{8.1.115}\\
\left(\frac{\partial n_{v}}{\partial p}\right)_{s^{\prime}} & =n_{g} \frac{S_{p}^{\prime} G_{T}-S_{T}^{\prime} G_{p}}{S_{T}^{\prime} G_{n}-S_{n} G_{T}} \tag{8.1.116}
\end{align*}
$$

where subscript $s^{\prime}$ represents the pseudo-moist adiabat process. $S_{T}^{\prime}$ and $S_{p}^{\prime}$ are given from (8.1.101) with $n_{c}=0$ :

$$
\begin{equation*}
S_{T}^{\prime}=\frac{1}{n_{g} T}\left(n_{d} c_{p d}+n_{v} c_{p v}\right), \quad S_{p}^{\prime}=S_{p}=-\frac{R^{*}}{p} \tag{8.1.117}
\end{equation*}
$$

Thus, from (8.1.115), the pseudo-moist adiabat is given by

$$
\begin{equation*}
\gamma_{m}^{\prime} \equiv\left(\frac{\partial T}{\partial p}\right)_{s^{\prime}}=\gamma_{d} \frac{n_{g}}{n_{d}} \frac{1+\frac{n_{v}}{n_{d}} \frac{l}{R^{*} T}}{1+\frac{n_{v} c_{p v}}{n_{d} c_{p d}}+\frac{l^{2}}{c_{p d} R^{*} T^{2}} \frac{n_{v} n_{g}}{n_{d}^{2}}} . \tag{8.1.118}
\end{equation*}
$$

If $\Delta g>0$ is satisfied, moist air is undersaturated. The adiabatic lapse rate of unsaturated air is given by

$$
\begin{equation*}
\gamma_{m}=\left(\frac{\partial T}{\partial p}\right)_{s}=-\frac{S_{p}^{\prime}}{S_{T}^{\prime}} \tag{8.1.119}
\end{equation*}
$$

Substituting (8.1.117) into $S_{p}^{\prime}$ and $S_{T}^{\prime}$ yields

$$
\begin{equation*}
\gamma_{m}=\frac{n_{g} R^{*} T / p}{n_{d} c_{p d}+n_{v} c_{p v}}=\gamma_{d} \frac{n_{g}}{n_{d}} \frac{1}{1+\frac{n_{v} c_{p v}}{n_{d} c_{p d}}}=\frac{1}{\rho C_{p}}, \tag{8.1.120}
\end{equation*}
$$

where the equation of state $\rho^{-1}=n_{g} R^{*} T / p$ and that of specific heat $C_{p}=n_{d} c_{p d}+$ $n_{v} c_{p v}$ are used. When there is no humidity, this lapse rate reduces to the dry adiabat $\gamma_{d}$, (8.1.113).

### 8.2 Expressions of thermodynamic variables

### 8.2.1 Constants

Here, we derive the conventionally used expressions of the thermodynamic variables of moist air by introducing an additional assumption that specific heat is independent of temperature. First, we summarize the values of thermodynamic constants. The molecular weights of dry air and water are respectively given by

$$
\begin{aligned}
m_{d} & =28.966 \times 10^{-3} \mathrm{~kg} \mathrm{~mol}^{-1} \\
m_{w} & =18.0160 \times 10^{-3} \mathrm{~kg} \mathrm{~mol}^{-1}
\end{aligned}
$$

The universal gas constant is $R^{*}=8.31436 \mathrm{~J} \mathrm{~mol}^{-1} \mathrm{~K}^{-1}$. The gas constant for dry air $R_{d}$ and that for vapor $R_{v}$ are respectively defined as

$$
\begin{align*}
R_{d} & \equiv \frac{R^{*}}{m_{d}}=287.04 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}  \tag{8.2.1}\\
R_{v} & \equiv \frac{R^{*}}{m_{v}}=461.50 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1} \tag{8.2.2}
\end{align*}
$$

The ratio of the two gas constants is denoted by

$$
\begin{equation*}
\varepsilon \equiv \frac{m_{w}}{m_{d}}=\frac{R_{d}}{R_{v}}=0.62197 \tag{8.2.3}
\end{equation*}
$$

We express thermodynamic variables using those values at a temperature of $0^{\circ} \mathrm{C}$ (i.e., at $T_{0}=273.15 \mathrm{~K}$ ). Specific heats generally depend on temperature and their numerical values are given as a table (List, 1951; Iribarne and Godson, 1981). We use the following representative values for the specific heats at constant pressure of dry air, vapor, and liquid water per unit mass (Appendix A2):

$$
\begin{aligned}
C_{p d} & =\frac{7 R_{d}}{2}=1004.6 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1} \\
C_{p v} & =4 R_{v}=1846 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1} \\
C_{p c} & =4218 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}
\end{aligned}
$$

We assume that these specific heats are constant irrespective of temperature. Specific heats per unit mass are related to those per unit mole as $c_{p d}=C_{p d} m_{d}$, $c_{p v}=C_{p v} m_{w}$, and $c_{p c}=C_{p c} m_{w}$. Specific heats at the constant volume of dry air and vapor are given by

$$
\begin{align*}
C_{v d} & =C_{p d}-R_{d},  \tag{8.2.4}\\
C_{v v} & =C_{p v}-R_{v} . \tag{8.2.5}
\end{align*}
$$

Specific heats at the constant volume of liquid water are the same as $C_{p c}$. Similarly, the specific heat of condensed water is

$$
C_{p i}=2106 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}
$$

We get the thermodynamic expressions for ice by replacing $C_{p c}$ by $C_{p i}$ in the following formulas.

Latent heat per unit mass $L$ and the saturation vapor pressure $p^{*}$ are related to specific heats $C_{p v}$ and $C_{p c}$ through Kirchhoff's equation and the ClapeyronClausius equation. Latent heat and the saturation vapor pressure at temperature $0^{\circ} \mathrm{C}$ are given by

$$
\begin{aligned}
L_{0} & =2.501 \times 10^{6} \mathrm{~J} \mathrm{~kg}^{-1} \\
p_{0}^{*} & =6.1078 \times 10^{2} \mathrm{~Pa}
\end{aligned}
$$

Kirchhoff's equation (8.1.75) is

$$
\begin{equation*}
C_{p v}-C_{p c}=\frac{d L}{d T} \tag{8.2.6}
\end{equation*}
$$

where the latent heat per unit mole $l=L m_{w}$ is used. Thus, the temperature dependence of latent heat is given by

$$
\begin{equation*}
L=L_{0}+\left(C_{p v}-C_{p c}\right)\left(T-T_{0}\right)=L_{00}+\left(C_{p v}-C_{p c}\right) T \tag{8.2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{00}=L_{0}-\left(C_{p v}-C_{p c}\right) T_{0} \tag{8.2.8}
\end{equation*}
$$

is constant and is thought to be the latent heat at 0 K . From the Clapeyron-Clausius equation (8.1.64), the temperature dependence of the saturation vapor pressure is written as

$$
\begin{equation*}
\frac{1}{p^{*}} \frac{d p^{*}}{d T}=\frac{L}{R_{v} T^{2}} \tag{8.2.9}
\end{equation*}
$$




Figure 8.1: Temperature dependence of the saturation vapor pressure by the Goff-Gratch formula (left), and differences from that given by the Goff-Gratch formula (right); solid (8.2.10), dashed (8.2.11), and dotted (8.2.13).

Substituting (8.2.7) to this and integrating with respect to temperature, we obtain

$$
\begin{equation*}
p^{*}(T)=p_{0}^{*}\left(\frac{T}{T_{0}}\right)^{\frac{C_{p v}-C_{p c}}{R_{v}}} \exp \left[\frac{L_{00}}{R_{v}}\left(\frac{1}{T_{0}}-\frac{1}{T}\right)\right] \tag{8.2.10}
\end{equation*}
$$

This is approximated to the first order of temperature as

$$
\begin{equation*}
p^{*}(T)=p_{0}^{*} \exp \left[\frac{L_{0}}{R_{v}}\left(\frac{1}{T_{0}}-\frac{1}{T}\right)\right] \tag{8.2.11}
\end{equation*}
$$

A more accurate function of the saturation vapor pressure is given by the GoffGratch formula (List, 1951):

$$
\begin{align*}
\log _{10} \frac{p^{*}}{p_{s}^{*}}= & -7.90298\left(t^{-1}-1\right)-5.02808 \log _{10} t \\
& -1.3816 \times 10^{-7}\left[10^{11.344(1-t)}-1\right] \\
& +8.1328 \times 10^{-3}\left[10^{-3.19149\left(t^{-1}-1\right)}-1\right] \tag{8.2.12}
\end{align*}
$$

where $t=T / T_{s}, T_{s}=373.16 \mathrm{~K}$ is the steampoint temperature, and $p_{s}^{*}=101324.6$ Pa is the standard pressure. The following simplified formula (Teten's formula) is also frequently used:

$$
\begin{equation*}
\log _{10} \frac{p^{*}(T)}{p_{0}^{*}}=\frac{A\left(T-T_{0}\right)}{T-T_{0}+B} \tag{8.2.13}
\end{equation*}
$$

where $A=7.5$ and $B=237.3$ on liquid water and $A=9.5$ and $B=265.5$ on ice. Figure 8.1 shows the dependence of the saturation vapor pressure on temperature, $p^{*}(T)$. The above three formulas are compared in this figure.

### 8.2.2 Mass concentrations and saturation condition

There are several ways to express the mass of dry air and that of water substance. It is straightforward to use the molar mixing ratio $r$, which is the number of moles of water substance per unit mole of dry air. Any thermodynamic variable of moist air $f$ is expressed in terms of pressure $p$, temperature $T$, and the mixing ratio $r$, such that $f=f(T, p, r)$. On the other hand, one can use the mass of water substance
per unit mass of moist air (i.e, the mixture of dry air and water substance including liquid water). Let the mass of dry air and that of water substance per unit mass of moist air, or mass concentration, be denoted by $q_{d}$ and $q_{w}$, respectively; and the mass of vapor and liquid water per unit mass of moist air by $q_{v}$ and $q_{c}$, respectively. $q_{v}$ is called specific humidity, which will be simply referred to as $q$.

The molar mixing ratio of water substance is defined by

$$
\begin{equation*}
r \equiv \frac{n_{w}}{n_{d}} \tag{8.2.14}
\end{equation*}
$$

The mass concentrations of dry air and water substance are written as

$$
\begin{equation*}
q_{d}=n_{d} m_{d}, \quad\left(q_{w}, q_{v}, q_{c}\right)=\left(n_{w}, n_{v}, n_{c}\right) m_{w} \tag{8.2.15}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
q_{d}+q_{w}=q_{d}+q_{v}+q_{c}=1 \tag{8.2.16}
\end{equation*}
$$

From (8.2.15), and (8.2.16), using (8.2.3), the mass concentrations are related to the molar mixing ratio as

$$
\begin{equation*}
q_{d}=\frac{1}{1+\varepsilon r}, \quad q_{w}=\frac{\varepsilon r}{1+\varepsilon r} \tag{8.2.17}
\end{equation*}
$$

or $r$ is expressed by $q_{w}$ :

$$
\begin{equation*}
r=\varepsilon^{-1} \frac{q_{w}}{1-q_{w}} \tag{8.2.18}
\end{equation*}
$$

Expression of the specific humidity of saturated air is different from that of unsaturated air. We use $n_{v}^{*}$ to express the molar concentration of vapor corresponding to the saturation vapor pressure of moist air at pressure $p$, temperature $T$, and mixing ratio $r$. From (8.1.89), the saturation molar mixing ratio is defined by

$$
\begin{equation*}
r^{*}(p, T) \equiv \frac{n_{v}^{*}}{n_{d}}=\frac{p^{*}(T)}{p-p^{*}(T)} \tag{8.2.19}
\end{equation*}
$$

Using this quantity, then, we can judge whether moist air with mixing ratio $r$ is saturated or not. In the case $r<r^{*}$, the air is unsaturated with

$$
\begin{equation*}
q_{v}=\frac{\varepsilon r}{1+\varepsilon r}, \quad q_{c}=0 \tag{8.2.20}
\end{equation*}
$$

while in the case $r \geq r^{*}$, the air is saturated with

$$
\begin{equation*}
q_{v}=\frac{\varepsilon r^{*}}{1+\varepsilon r}, \quad q_{c}=\frac{\varepsilon\left(r-r^{*}\right)}{1+\varepsilon r} \tag{8.2.21}
\end{equation*}
$$

From (8.2.17) and (8.2.19), the condition of saturation is rewritten in terms of the mass concentration:

$$
\begin{equation*}
q_{w} \geq q^{*}(p, T) \equiv \frac{\varepsilon r^{*}(p, T)}{1+\varepsilon r^{*}(p, T)}=\frac{\varepsilon p^{*}(T)}{p-(1-\varepsilon) p^{*}(T)} \tag{8.2.22}
\end{equation*}
$$



Figure 8.2: Dependence of saturated specific humidity $q^{*}$ on pressure and temperature. The ordinate is pressure, which is positive downward, and the abscissa is temperature. The contour interval of solid lines is $0.01 \mathrm{~kg} \mathrm{~kg}^{-1}$, and that of dashed lines is $0.001 \mathrm{~kg} \mathrm{~kg}^{-1}$.
$q^{*}(p, T)$ may be called saturation specific humidity. Note that, even if the air is saturated, $q^{*}$ is generally different from the specific humidity $q_{v}$ of saturated moist air since the air may have liquid water. Only in the case $r=r^{*}, q_{v}$ is equal to $q^{*}$. Figure 8.2 shows the dependence of $q^{*}$ on pressure and temperature.

### 8.2.3 Thermodynamic functions

Let us express the thermodynamic functions of moist air with pressure $p$, temperature $T$, and mass concentrations $q_{d}, q_{v}$, and $q_{c}$. Note that in this section, the quantities per unit mole used in Section 8.1 will be denoted by ( $\sim$ ) to distinguish them from those per unit mass. For instance, the entropy of dry air per unit mass is $s_{d}$ while that per unit mole is $\tilde{s}_{d}$; these are related as $\tilde{s}_{d}=s_{d} m_{d}$.

First, the equation of state for the ideal gas is expressed as

$$
\begin{equation*}
p=\left(n_{d}+n_{v}\right) \rho R^{*} T=\left(q_{d} R_{d}+q_{v} R_{v}\right) \rho T=p_{d}+p_{v} \tag{8.2.23}
\end{equation*}
$$

where $p_{d}$ and $p_{v}$ are the partial pressures of dry air and vapor, respectively:

$$
\begin{align*}
p_{d} & =\frac{n_{d}}{n_{d}+n_{v}} p=\frac{q_{d}}{q_{d}+\varepsilon^{-1} q_{v}} p  \tag{8.2.24}\\
p_{v} & =\frac{n_{v}}{n_{d}+n_{v}} p=\frac{\varepsilon^{-1} q_{v}}{q_{d}+\varepsilon^{-1} q_{v}} p . \tag{8.2.25}
\end{align*}
$$

From (8.1.84), specific heat, enthalpy, internal energy, and entropy are given by

$$
\begin{align*}
C_{p} & =q_{d} C_{p d}+q_{v} C_{p v}+q_{c} C_{p c}  \tag{8.2.26}\\
h & =q_{d} h_{d}+q_{v} h_{v}+q_{c} h_{c}  \tag{8.2.27}\\
u & =q_{d} u_{d}+q_{v} u_{v}+q_{c} u_{c}  \tag{8.2.28}\\
s & =q_{d} s_{d}+q_{v} s_{v}+q_{c} s_{c} \tag{8.2.29}
\end{align*}
$$

where the quantities of each component are given from (8.1.94)-(8.1.97) as

$$
\begin{align*}
& h_{d}=C_{p d} T, \quad h_{v}=C_{p c} T+L=C_{p v} T+L_{00}, \\
&  \tag{8.2.30}\\
& h_{c}=C_{p c} T, \\
& u_{d}=C_{v d} T, \quad u_{v}=C_{v v} T+L-R_{v} T=C_{v v} T+L_{00},  \tag{8.2.31}\\
& \\
& \quad u_{c}=C_{p c} T,  \tag{8.2.32}\\
& s_{d}=C_{p d} \ln \frac{T}{T_{0}}-R_{d} \ln \frac{p_{d}}{p_{0}}, \quad s_{v}=C_{p v} \ln \frac{T}{T_{0}}-R_{v} \ln \frac{p_{v}}{p_{0}^{*}}+\frac{L_{0}}{T_{0}}, \\
& \quad s_{c}=C_{p c} \ln \frac{T}{T_{0}} .
\end{align*}
$$

We have chosen the temperature 0 K as the origin of energy and the temperature $T_{0}$ as the origin of entropy. Definitions of the entropy and energy of vapor are based on those of liquid water. The above expressions are satisfied even when vapor is supersaturated. The entropy, enthalpy, and internal energy of saturated vapor, $s_{v}^{*}$, $h_{v}^{*}$, and $u_{v}^{*}$, are given by

$$
\begin{align*}
s_{v}^{*}-s_{c} & =\frac{L}{T}  \tag{8.2.33}\\
h_{v}^{*}-h_{c} & =L  \tag{8.2.34}\\
u_{v}^{*}-u_{c} & =L-R_{v} T \tag{8.2.35}
\end{align*}
$$

The density of moist air is written from (8.2.23) as

$$
\begin{equation*}
\rho=\frac{1}{q_{d}+\varepsilon^{-1} q_{v}} \frac{p}{R_{d} T}=\frac{1}{1+\left(\varepsilon^{-1}-1\right) q_{v}-q_{c}} \frac{p}{R_{d} T} \tag{8.2.36}
\end{equation*}
$$

which is rewritten as

$$
\begin{equation*}
\rho=\frac{p}{R_{d} T_{v}} \tag{8.2.37}
\end{equation*}
$$

where $T_{v}$ is called the virtual temperature:

$$
\begin{align*}
T_{v} & =\left(q_{d}+\varepsilon^{-1} q_{v}\right) T=\left[1+\left(\varepsilon^{-1}-1\right) q_{v}-q_{c}\right] T \\
& =\left(1+0.608 q_{v}-q_{c}\right) T \tag{8.2.38}
\end{align*}
$$

where $\varepsilon=0.622$ is used. The virtual temperature is used as a proxy for density (see Section 9.3).

Using (8.2.27), (8.2.30), and (8.2.8), enthalpy is written as

$$
\begin{align*}
h & =q_{d} C_{p d} T+q_{v}\left(C_{p v} T+L_{00}\right)+q_{c} C_{p c} T \\
& =\left(q_{d} C_{p d}+q_{w} C_{p c}\right) T+q_{v} L . \tag{8.2.39}
\end{align*}
$$

From (8.2.29), (8.2.32), and (8.2.9), entropy is given as

$$
\begin{align*}
s= & q_{d}\left(C_{p d} \ln \frac{T}{T_{0}}-R_{d} \ln \frac{p_{d}}{p_{0}}\right)+q_{v}\left(C_{p v} \ln \frac{T}{T_{0}}-R_{v} \ln \frac{p_{v}}{p_{0}^{*}}+\frac{L_{0}}{T_{0}}\right) \\
& +q_{c} C_{p c} \ln \frac{T}{T_{0}} \\
= & \left(q_{d} C_{p d}+q_{w} C_{p c}\right) \ln \frac{T}{T_{0}}-R_{d} \ln \frac{p_{d}}{p_{0}}+q_{v} \frac{L}{T}-q_{v} R_{v} \ln \frac{p_{v}}{p^{*}} . \tag{8.2.40}
\end{align*}
$$

If we use further approximations $q_{w} C_{p c} \ll C_{p d}$ and $q_{d} \approx 1, L \approx L_{0}$, enthalpy is reduced to

$$
\begin{equation*}
h=C_{p d} T+L_{0} q_{v} \tag{8.2.41}
\end{equation*}
$$

This expression is conventionally used in meteorology for simplicity. Using the saturation condition $p_{v}=p^{*}$ and $p_{d} \approx p$, entropy is approximated to

$$
\begin{align*}
s & =C_{p d} \ln \frac{T}{T_{0}}-R_{d} \ln \frac{p}{p_{0}}+\frac{L_{0} q_{v}}{T} \\
& =C_{p d} \ln \frac{\theta}{T_{0}}+\frac{L_{0} q_{v}}{T} \equiv C_{p d} \ln \frac{\theta_{e}}{T_{0}} \tag{8.2.42}
\end{align*}
$$

where $\theta$ is the potential temperature and $\theta_{e}$ is called the equivalent potential temperature: these two are defined by

$$
\begin{align*}
\theta & =T\left(\frac{p_{0}}{p}\right)^{\frac{R_{d}}{C_{p d}}}  \tag{8.2.43}\\
\theta_{e} & =\theta \exp \left(\frac{L_{0} q_{v}}{C_{p d} T}\right) \tag{8.2.44}
\end{align*}
$$

The adiabatic condition of saturated moist air is approximately expressed as $\theta_{e}=$ const. Similar to the virtual temperature (8.2.38), virtual potential temperature can be introduced by

$$
\begin{equation*}
\theta_{v}=\left(q_{d}+\varepsilon^{-1} q_{v}\right) \theta=\left[1+\left(\varepsilon^{-1}-1\right) q_{v}-q_{c}\right] \theta=T_{v}\left(\frac{p_{0}}{p}\right)^{\frac{R_{d}}{C_{p d}}} \tag{8.2.45}
\end{equation*}
$$

Virtual potential temperature is used for consideration of the buoyancy effect of moist air.

### 8.2.4 Moist adiabat

In Section 8.1.7, we derived a general form of moist adiabat. Here, we write the approximate expressions of the moist adiabat conventionally used in meteorology. Eq. (8.1.112) can be rewritten by using the actual mixing ratio $r=n_{w} / n_{d}$ and the saturation mixing ratio $r^{*}=n_{v} / n_{d}$ as

$$
\begin{equation*}
\gamma_{m}=\gamma_{d}\left(1+r^{*}\right) \frac{1+r^{*} \frac{l}{R^{*} T}}{1+\frac{r * c_{p v}+\left(r-r^{*}\right) c_{p c}}{c_{p d}}+\frac{l^{2}}{c_{p d} R^{*} T^{2}} r^{*}\left(1+r^{*}\right)} . \tag{8.2.46}
\end{equation*}
$$

Normally, we neglect the contribution of liquid water and assume that the contribution of vapor is small to obtain an approximate form of moist adiabat. Assuming $r=r^{*} \ll 1$ in (8.2.46), we have an expression

$$
\begin{equation*}
\gamma_{m}=\gamma_{d} \frac{1+\frac{l}{R^{*} T} r}{1+\frac{c_{p v}}{c_{p d}}\left(1+\frac{l^{2}}{c_{p v} R^{*} T^{2}}\right) r} \tag{8.2.47}
\end{equation*}
$$



Figure 8.3: The ratio of the moist adiabat to the dry adiabat. The moist adiabat is calculated using the approximate formula (8.2.49). The contour interval of solid lines is 0.1 .

In this approximation, the pseudo-moist adiabat agrees with the moist adiabat. Since the second term in the parentheses in the denominator is estimated as

$$
\frac{l^{2}}{c_{p v} R^{*} T^{2}}=\frac{\varepsilon L^{2}}{C_{p v} R_{d} T^{2}} \approx 98
$$

where $T=273 \mathrm{~K}$ is used, then the first term (i.e., 1 ) in the parentheses in the denominator of (8.2.47) can be neglected. If the temperature dependence of latent heat is neglected such that $l$ is replaced by a constant $l_{0}$, and the specific humidity is approximated as $q_{v}=\varepsilon r /(1+\varepsilon r) \approx \varepsilon r$, we have

$$
\begin{equation*}
\gamma_{m} \approx \gamma_{d} \frac{1+\frac{l_{0}}{R^{*} T} r}{1+\frac{l_{0}^{2}}{c_{p d} R^{*} T^{2}} r} \approx \gamma_{d} \frac{1+\frac{L_{0} q_{v}}{R_{d} T}}{1+\frac{\varepsilon L_{0}^{2} q_{v}}{C_{p d} R_{d} T^{2}}} \tag{8.2.48}
\end{equation*}
$$

Furthermore, if we use an approximation $q_{v} \approx \varepsilon p^{*}(T) / p$, we obtain

$$
\begin{equation*}
\gamma_{m} \approx \gamma_{d} \frac{1+\frac{\varepsilon L_{0}}{R_{d} T} \frac{p^{*}(T)}{p}}{1+\frac{\varepsilon^{2} L_{0}^{2}}{C_{p d} R_{d} T^{2}} \frac{p^{*}(T)}{p}} \tag{8.2.49}
\end{equation*}
$$

The right-hand side is a function of $(p, T)$. Figure 8.3 shows the ratio of $\gamma_{m}$ to $\gamma_{d}$ using this expression.

From the approximate form of entropy (8.2.42), the condition that the equivalent potential temperature is constant $\left(d \theta_{e}=0\right)$ is written as

$$
\begin{equation*}
d s=\frac{C_{p d}}{T} d T-\frac{R_{d}}{p} d p+\frac{L_{0}}{T} d q_{v}-\frac{L_{0} q_{v}}{T^{2}} d T \tag{8.2.50}
\end{equation*}
$$

Under the conditions $d s=0$ and $q_{v} \approx \varepsilon p^{*} / p$, using (8.2.9), the moist adiabat is
rewritten as

$$
\begin{equation*}
\gamma_{m} \approx \gamma_{d} \frac{1+\frac{L_{0} q_{v}}{R_{d} T}}{1+\left(\frac{L_{0}}{R_{v} T}-1\right) \frac{L_{0} q_{v}}{C_{p d} T}} \tag{8.2.51}
\end{equation*}
$$

We obtain the same expression as $(8.2 .48)$ by assuming $\frac{L_{0}}{R_{v} T} \gg 1$ in the parentheses in the denominator of (8.2.51).

Up to now, we have described changes in the thermodynamic state of an air parcel under the adiabatic process. These thermodynamic changes can be used as vertical distributions of thermodynamic functions if the atmosphere has an isentropic vertical structure. In this case, the atmosphere is neutrally stable as described in Section 2.3.

In the case that the atmosphere is stratified isentropically and that the total amount of water is uniform with phase equilibrium, infinitesimal difference between the thermodynamic quantities at two adjacent levels is written as

$$
\begin{equation*}
d s=0, \quad d n_{d}=0, \quad d\left(n_{v}+n_{c}\right)=0, \quad \mu_{v}=\mu_{c} \tag{8.2.52}
\end{equation*}
$$

Using the thermodynamic relation and the hydrostatic balance

$$
\begin{align*}
d h & =T d s+\frac{1}{\rho} d p+\sum_{k} \mu_{k} d n_{k}  \tag{8.2.53}\\
0 & =-\frac{1}{\rho} d p-d \Phi \tag{8.2.54}
\end{align*}
$$

and (8.2.52), we have

$$
\begin{equation*}
d \sigma \equiv d(h+\Phi)=0 \tag{8.2.55}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma \equiv h+\Phi \tag{8.2.56}
\end{equation*}
$$

is static energy; (8.2.55) means that static energy is uniform in a saturated homogeneously mixed isentropic atmosphere. Using the expression of enthalpy (8.2.41) and geopotential $\Phi=g z$, static energy is written as

$$
\begin{align*}
\sigma & =C_{p d} T+L_{0} q_{v}+g z=\sigma_{d}+L_{0} q_{v}  \tag{8.2.57}\\
\sigma_{d} & \equiv C_{p d} T+g z \tag{8.2.58}
\end{align*}
$$

$\sigma_{d}$ is called dry static energy, and (8.2.57) is specifically called moist static energy. The temperature lapse rate is given by

$$
\begin{equation*}
\frac{\partial T}{\partial z}=\left(\frac{\partial T}{\partial p}\right)_{s, n} \frac{\partial p}{\partial z}=-\rho g \gamma_{m} \tag{8.2.59}
\end{equation*}
$$

If the air is unsaturated, from (8.1.120), the lapse rate becomes that of the dry adiabat:

$$
\begin{equation*}
\frac{\partial T}{\partial z}=-\frac{g}{C_{p}} \tag{8.2.60}
\end{equation*}
$$

where $C_{p}$ is the specific heat of moist air and has contributions of specific heat of water substance.
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## Basic equations of moist air

Following the description of the thermodynamic variables of moist air in the previous chapter, the governing equations of a moist atmosphere are derived in this chapter. The same assumptions as in Section 8.1.1 for moist air are used here (i.e., air parcels in moist air consist of dry air, vapor, and cloud particles). In the auxiliary section 9.2 , processes with rain particles are added as an example of a cloud microphysics scheme. Such kinds of schemes are used in Chapter 26.

The governing equations of dry air are described in Chapter 1. The present chapter is its counterpart for moist air. Moist air is described by the conservation laws of mass quantities, momentum, and energy, similar to dry air. In the case of moist air, since vapor is variable, the mass conservations of various components must be considered. This introduces the diffusion of mass. Energy transport is also associated with diffusion. The form of the equations of motion is, however, unchanged if we assume that all the constituents of water substance including the liquid phase have no motions relative the air. In this chapter, only the diffusion of vapor is considered, though the treatment of diffusion is generally applicable to other incondensable gases such as ozone.

It is necessary to use the equations of a moist atmosphere to study atmospheric general circulation. In practice, however, the equations of a dry atmosphere can be used to study large-scale circulations if the moist effect is introduced only as diabatic heating due to latent heat release. In the final section, the equations of a moist atmosphere are approximated for conventional use; we will have two equivalent equation sets (i.e., dry equations with latent heat release and moist equations). In Chapters 12 and 15, for instance, we will use these two equation sets for consideration of the energetics and circulation of a moist atmosphere.

### 9.1 Conservation of mass variables

We assume as in the previous chapter that air parcels consist of dry air, vapor, and cloud particles, and that vapor and cloud particles are in phase equilibrium
if the liquid phase exists. Dry air is composed of well-mixed ideal gases and is denoted by subscript $d$. Vapor and cloud particles are denoted by subscripts $v$ and $c$, respectively. The gas component of moist air is a mixture of dry air and vapor and is denoted by subscript $g$. Subscript $k$ is used for general components irrespective of phases and components. The liquid phase that has relative motions with respect to the gas phase is regarded as rain. However, we do not consider any motions of rain in this chapter except for the next section.

Let mass per unit volume, or density, of dry air, vapor, and cloud particles be denoted by $\rho_{d}, \rho_{v}$ and $\rho_{c}$, respectively, and the velocity of the center of mass of each component by $\boldsymbol{v}_{d}, \boldsymbol{v}_{v}$, and $\boldsymbol{v}_{c}$, respectively. The conservation of mass of the $k$-th component is generally written as

$$
\begin{equation*}
\frac{\partial \rho_{k}}{\partial t}+\nabla \cdot \rho_{k} \boldsymbol{v}_{k}=S\left[\rho_{k}\right] \tag{9.1.1}
\end{equation*}
$$

where $S\left[\rho_{k}\right]$ is a source term of the $k$-th component. Specifically, conservations of the mass of dry air, vapor, and cloud particles are respectively written as

$$
\begin{align*}
& \frac{\partial \rho_{d}}{\partial t}+\nabla \cdot \rho_{d} \boldsymbol{v}_{d}=0  \tag{9.1.2}\\
& \frac{\partial \rho_{v}}{\partial t}+\nabla \cdot \rho_{v} \boldsymbol{v}_{v}=S\left[\rho_{v}\right]  \tag{9.1.3}\\
& \frac{\partial \rho_{c}}{\partial t}+\nabla \cdot \rho_{c} \boldsymbol{v}_{c}=S\left[\rho_{c}\right] \tag{9.1.4}
\end{align*}
$$

where the source (sink) of vapor is equal to the sink (source) of cloud particles in this assumption:

$$
S\left[\rho_{v}\right]+S\left[\rho_{c}\right]=0
$$

(In general, $S\left[\rho_{v}\right]+S\left[\rho_{c}\right] \neq 0$ if the rain category is considered as in the next section.) If vapor is condensed to cloud particles, $S\left[\rho_{v}\right]$ is negative; if cloud particles evaporate, $S\left[\rho_{v}\right]$ is positive. The total mass per unit volume, or density of moist air, $\rho$, and velocity of the center of total mass, or barycentric velocity, $\boldsymbol{v}$ are defined as

$$
\begin{align*}
\rho & \equiv \sum_{k} \rho_{k}=\rho_{d}+\rho_{v}+\rho_{c}  \tag{9.1.5}\\
\rho \boldsymbol{v} & \equiv \sum_{k} \rho_{k} \boldsymbol{v}_{k}=\rho_{d} \boldsymbol{v}_{d}+\rho_{v} \boldsymbol{v}_{v}+\rho_{c} \boldsymbol{v}_{v} \tag{9.1.6}
\end{align*}
$$

Therefore, the sum of (9.1.2)-(9.1.4) gives the conservation of total mass:

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot \rho \boldsymbol{v}=0 \tag{9.1.7}
\end{equation*}
$$

This is the familiar form of the continuity equation.
Using molecular weight $m_{k}\left[\mathrm{~kg} \mathrm{~mol}^{-1}\right]$, density $\rho_{k}\left[\mathrm{~kg} \mathrm{~m}^{-3}\right]$ is related to molar concentration $n_{k}\left[\mathrm{~mol} \mathrm{~kg}^{-1}\right]$ and mass concentration $q_{k}\left[\mathrm{~kg} \mathrm{~kg}^{-1}\right]$ as

$$
\begin{equation*}
\rho_{k}=\rho q_{k}=\rho n_{k} m_{k}, \quad q_{k}=n_{k} m_{k} \tag{9.1.8}
\end{equation*}
$$

These quantities are expressed by the molar mixing ratio of total water $r$ using (8.2.17)-(8.2.20). From (9.1.5), we have

$$
\begin{equation*}
\sum_{k} q_{k}=\sum_{k} n_{k} m_{k}=1 \tag{9.1.9}
\end{equation*}
$$

which is already given as (8.2.16). Let us define the difference of the velocities of each center of mass from the barycentric velocity of moist air by

$$
\begin{equation*}
\Delta_{k} \equiv \boldsymbol{v}_{k}-\boldsymbol{v} \tag{9.1.10}
\end{equation*}
$$

In the case of a gas component, this difference is due to diffusion. In the case of cloud particles, however, there is no diffusion in general, but we may have a difference of velocity due to gravity or inertia. Thus, from (9.1.6), we may write

$$
\begin{equation*}
\rho \boldsymbol{v}=\sum_{k} \rho_{k}\left(\boldsymbol{v}+\Delta_{k}\right) \tag{9.1.11}
\end{equation*}
$$

and, from (9.1.5),

$$
\begin{equation*}
\sum_{k} \rho_{k} \Delta_{k}=0 \tag{9.1.12}
\end{equation*}
$$

If we define

$$
\begin{equation*}
\boldsymbol{i}_{k} \equiv \rho_{k} \Delta_{k} \tag{9.1.13}
\end{equation*}
$$

we also have

$$
\begin{equation*}
\sum_{k} i_{k}=0 \tag{9.1.14}
\end{equation*}
$$

In the case of a gas component, $\boldsymbol{i}_{k}$ is called the density of diffusion flux. Using $\boldsymbol{i}_{k}$, (9.1.1) is rewritten as

$$
\begin{equation*}
\frac{\partial \rho_{k}}{\partial t}+\nabla \cdot\left(\rho_{k} \boldsymbol{v}+\boldsymbol{i}_{k}\right)=S\left[\rho_{k}\right] \tag{9.1.15}
\end{equation*}
$$

The equation of mass concentration $q_{k}$ is given by substituting $\rho_{k}$ (9.1.8) into (9.1.15) as

$$
\begin{equation*}
\frac{\partial\left(\rho q_{k}\right)}{\partial t}+\nabla \cdot\left(\rho q_{k} \boldsymbol{v}+\boldsymbol{i}_{k}\right)=S\left[\rho_{k}\right] \tag{9.1.16}
\end{equation*}
$$

This is rewritten in advective form by using the equation of mass (9.1.7) as

$$
\begin{equation*}
\rho \frac{d q_{k}}{d t}=-\nabla \cdot \boldsymbol{i}_{k}+S\left[\rho_{k}\right] \tag{9.1.17}
\end{equation*}
$$

that is, for each component,

$$
\begin{align*}
\rho \frac{d q_{d}}{d t} & =-\nabla \cdot \boldsymbol{i}_{d}  \tag{9.1.18}\\
\rho \frac{d q_{v}}{d t} & =-\nabla \cdot \boldsymbol{i}_{v}+S\left[\rho_{v}\right]  \tag{9.1.19}\\
\rho \frac{d q_{c}}{d t} & =-\nabla \cdot \boldsymbol{i}_{c}+S\left[\rho_{c}\right] \tag{9.1.20}
\end{align*}
$$

Change in the mass of total water substance is given by the sum of (9.1.19) and (9.1.20):

$$
\begin{equation*}
\rho \frac{d\left(q_{v}+q_{c}\right)}{d t}=-\nabla \cdot\left(\boldsymbol{i}_{v}+\boldsymbol{i}_{c}\right)=\nabla \cdot \boldsymbol{i}_{d} . \tag{9.1.21}
\end{equation*}
$$

In the case $\boldsymbol{i}_{c}=0$, cloud particles completely follow the motion of the gas component, while in the case $\boldsymbol{i}_{c} \neq 0$, cloud particles have velocity relative to the gas component. In the latter case, liquid water can be called rain and $\boldsymbol{i}_{c}$ corresponds to precipitation flux. For simplicity, we only consider the case $\boldsymbol{i}_{c}=0$.

### 9.2 Rain process

Cloud microphysics processes including the motions of rain and ice particles and their interaction with other hydrometeors have important roles in mesoscale moist circulation. Nowadays, a global nonhydrostatic model with an explicit cloud microphysics scheme can be used to study atmospheric general circulation by resolving the multiscale structure of convective systems from meso- to large-scale circulations (see Chapter 26). In this section, as an example of a cloud microphysics scheme, a warm rain bulk scheme by Kessler (1969) is described to show how the rain process is included, in particular. This scheme is very simple but most fundamental for mesoscale study. Further complications of cloud microphysics schemes including ice phase or particle size information can be extended. Only mass conversion is described here. The equation set of the treatment of the rain process can be found in Ooyama (2001), for instance. The whole set of equations with precipitation water categories is also summarized in Chapter 26.

Formulation of the warm rain process by Kessler (1969) introduces the mass concentraion of rain particles $q_{r}\left[\mathrm{~kg} \mathrm{~kg}^{-1}\right]$ in addition to those of water vapor $q_{v}$ and cloud particles $q_{c}$. The horizontal motion of rain particles is assumed to be that of the air, and the relative velocity of rain with respect to the air $V$ exists only in the vertical direction. $V_{\text {rain }}$ is negative if the relative velocity is downward. The equations of water vapor $q_{v}$, cloud particles $q_{c}$, and rain $q_{r}$ are given as follows:

$$
\begin{align*}
\rho \frac{d q_{v}}{d t} & =-S_{v 2 c}+S_{\text {evap }} \equiv S\left[\rho_{v}\right]  \tag{9.2.1}\\
\rho \frac{d q_{c}}{d t} & =S_{v 2 c}-S_{c 2 r} \equiv S\left[\rho_{c}\right]  \tag{9.2.2}\\
\rho \frac{d q_{r}}{d t} & =S_{c 2 r}-S_{\text {evap }}+\frac{\partial}{\partial z}\left(\rho q_{r} V_{\text {rain }}\right) \equiv S\left[\rho_{r}\right]+\frac{\partial}{\partial z} i_{r z} \tag{9.2.3}
\end{align*}
$$

where $S_{v 2 c}$ is the condensation of water vapor to cloud, $S_{c 2 r}$ is the generation of rain from cloud, and $S_{\text {evap }}$ is the evaporation of rain to water vapor. In this case,

$$
S\left[\rho_{v}\right]+S\left[\rho_{c}\right]+S\left[\rho_{r}\right]=0
$$

holds. Only the relative motion of rain is considered as $i_{r z} \equiv \rho q_{r} V_{\text {rain }}$, and the contribution of diffusion is omitted in this section.

In general, the condensation $S_{v 2 c}$ is diagnostically obtained using the saturation condition (saturation adjustment). The generation of rain from cloud is decomposed from autoconversion $S_{\text {auto }}$ and accretion $S_{a c c r}$ :

$$
\begin{equation*}
S_{c 2 r}=S_{a u t o}+S_{a c c r} \tag{9.2.4}
\end{equation*}
$$

In Kessler's formula, the generation of rain by autoconversion is given by

$$
\begin{equation*}
\frac{S_{\text {auto }}}{\rho}=k_{1}\left(q_{c}-q_{c 0}\right) \tag{9.2.5}
\end{equation*}
$$

where $k_{1}=10^{-3} \mathrm{~s}^{-1}$ and $q_{c 0}=0.5 \times 10^{-3} / \rho$ is the threshold value of cloud water. In this formula, rain particles are generated by autoconversion first if cloud water is larger than the threshold value $q_{c 0}$. Accretion is given by

$$
\begin{equation*}
\frac{S_{a c c r}}{\rho}=K_{2} q_{c}\left(\rho q_{r}\right)^{\frac{7}{8}} \eta \tag{9.2.6}
\end{equation*}
$$

where $\eta$ is the density factor

$$
\begin{equation*}
\eta=\left(\frac{\rho_{0}}{\rho}\right)^{1 / 2} \approx \exp \left(\frac{k z}{2}\right) \tag{9.2.7}
\end{equation*}
$$

with $\rho_{0}$ being the density at $z=0$ and $k=10^{-4} \mathrm{~m}^{-1}$. If the air is under unsaturated conditions, the evaporation of rain is given by

$$
\begin{equation*}
\frac{S_{\text {evap }}}{\rho}=K_{3}\left(q_{v}^{*}-q_{v}\right)\left(\rho q_{r}\right)^{\frac{13}{20}} \tag{9.2.8}
\end{equation*}
$$

where $q_{v}^{*}$ is the saturation mass concentration of vapor. The rainfall speed is given by

$$
\begin{equation*}
V_{\text {rain }}=-K_{4}\left(\rho q_{r}\right)^{\frac{1}{8}} \eta \tag{9.2.9}
\end{equation*}
$$

The above coefficients are given in the MKS unit as follows:

$$
\begin{aligned}
& K_{2}=k_{2} E N_{0}^{\frac{1}{8}}=2.20095 ; \quad k_{2}=0.293501 \\
& K_{3}=k_{3} N_{0}^{\frac{7}{20}}=0.0484794 ; \quad k_{3}=1.72011 \times 10^{-4} \\
& K_{4}=k_{4} N_{0}^{-\frac{1}{8}}=12.1115 ; \quad k_{4}=90.8236
\end{aligned}
$$

where $N_{0}=10^{7} \mathrm{~m}^{-4}$ is the intercept parameter of raindrops, defined by the Marshall and Palmer (1948) distribution, $N=N_{0} \exp (-\lambda D)$, where $N$ is the total number of particles in unit volume, $D$ is diameter, $\lambda$ is a slope parameter, and $E=1$ is capture efficiency. Since $\rho$ is defined as total density with the sum of dry air and all the water categories including rain, $\rho$ changes if rainfall exists in (9.2.3), that is

$$
\begin{equation*}
\Delta \rho_{R} \equiv \rho\left(\frac{d q_{r}}{d t}\right)_{\text {rain }}=\frac{\partial}{\partial z}\left(\rho q_{r} V_{\text {rain }}\right) \tag{9.2.10}
\end{equation*}
$$

To take account of the effects of cloud condensate nuclei (CCN), the formula of Berry (1968) is sometimes used for autoconversion of rain generation:

$$
\begin{equation*}
S_{\text {auto }}=b_{1} \rho q_{c}^{2}\left(1+\frac{b_{2}}{\rho q_{c}}\right)^{-1} \tag{9.2.11}
\end{equation*}
$$

where $b_{1}=50.0$ and $b_{2}=0.366$. Grabowski (1998) extends this by introducing the concentration of cloud particles $N_{d}$ and the relative dispersion of cloud droplet population $D_{d}$,

$$
\begin{equation*}
S_{\text {auto }}=1.67 \times 10^{-5} \psi^{2}\left(5+\frac{0.036 N_{d}}{D_{d} \psi}\right)^{-1} \tag{9.2.12}
\end{equation*}
$$

where $\psi=10^{3} \rho q_{c}$. The following values are suggested: $N_{d}=50 \mathrm{~cm}^{-3}$ and $D_{d}=$ 0.366 for maritime clouds and $N_{d}=2000 \mathrm{~cm}^{-3}$ and $D_{d}=0.146$ for continental clouds. For a wide range of conditions, relative dispersion is fitted to the function

$$
\begin{equation*}
D_{d}=0.146-5.964 \times 10^{-2} \ln \frac{N_{d}}{2000} \tag{9.2.13}
\end{equation*}
$$

Other formula are used for the autoconversion rate, the study of which is an active area of research into the aerosol indirect effect on clouds (Suzuki et al., 2011).

### 9.3 Conservation of momentum

The momentum equation of moist air is apparently the same as that of dry air as long as liquid water moves with the gas component. The equation of motion is written as

$$
\begin{equation*}
\rho \frac{d v_{i}}{d t}=\frac{\partial \sigma_{i j}}{\partial x_{j}}-\rho g_{i} \tag{9.3.1}
\end{equation*}
$$

where subscript $i$ denotes the $i$-th component of the Cartesian coordinate, $\sigma_{i j}$ is the stress tensor given by the sum of pressure tensor $-p \delta_{i j}$ and the residual $\sigma_{i j}^{\prime}$ :

$$
\begin{equation*}
\sigma_{i j}=-p \delta_{i j}+\sigma_{i j}^{\prime} \tag{9.3.2}
\end{equation*}
$$

In the case of moist air including cloud particles, $\sigma_{i j}^{\prime}$ can be different from the viscous stress tensor used for dry air, (1.2.17), since cloud particles may have contributions to spin angular momentum (see arguments in Section 1.3.1). In practice, however, no special treatment of the stress tensor is introduced for moist air and the expression of the stress tensor for dry air is used. The external force $g_{i}$ is derived only from a gravitational potential field $\Phi$ as

$$
\begin{equation*}
g_{i}=\frac{\partial \Phi}{\partial x_{i}} \tag{9.3.3}
\end{equation*}
$$

Eq. (9.3.1) can be rewritten for the flux-form conservation of momentum as

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho v_{i}+\frac{\partial}{\partial x_{j}}\left(\rho v_{i} v_{j}+p \delta_{i j}-\sigma_{i j}^{\prime}\right)=-\rho \frac{\partial \Phi}{\partial x_{j}}, \tag{9.3.4}
\end{equation*}
$$

which is the same as (1.2.18).
We can introduce a buoyancy force as the sum of the pressure gradient force and the gravity force. First, we need to define an arbitrary static state in hydrostatic balance:

$$
\begin{equation*}
0=-\frac{\partial p_{s}}{\partial x_{i}}-\rho_{s} g_{i} \tag{9.3.5}
\end{equation*}
$$

where $p_{s}$ and $\rho_{s}$ are the pressure and density of a reference state. Introducing perturbations from the reference state as $p=p_{s}+p^{\prime}$ and $\rho=\rho_{s}+\rho^{\prime}$, we rewrite the equation of motion as

$$
\begin{equation*}
\frac{d v_{i}}{d t}=-\frac{1}{\rho} \frac{\partial p^{\prime}}{\partial x_{i}}-\frac{\rho^{\prime}}{\rho} g_{i}+\frac{1}{\rho} \frac{\partial \sigma_{i j}^{\prime}}{\partial x_{j}} \tag{9.3.6}
\end{equation*}
$$

The second term on the right-hand side is the buoyancy term. Using (8.2.37) under the condition $p \approx p_{s}$, the buoyancy term is approximately rewritten as

$$
\begin{equation*}
-\frac{\rho^{\prime}}{\rho} g_{i} \approx \frac{T_{v}^{\prime}}{T_{v s}} g_{i} \tag{9.3.7}
\end{equation*}
$$

where $T_{v s}$ is the virtual temperature of the reference state and $T_{v}^{\prime}$ is deviation from it. Thus, the virtual temperature plays the role of buoyancy when the effect of water is included. Since from (8.2.38)

$$
\begin{equation*}
T_{v}=\left(1+0.608 q_{v}-q_{c}\right) T \tag{9.3.8}
\end{equation*}
$$

it can be seen that air is more buoyant as vapor $q_{v}$ is more abundant. On the other hand, air is less buoyant as cloud particles $q_{c}$ are more abundant; this is called the loading effect.

If one considers rainwater as having a relative velocity with respect to the gas component, the motion of rainwater must be included in the equation set. However, the precise form of the equation of rainwater is very complicated since the motion of rainwater depends on the size of its droplets. In practice, many assumptions have been introduced to treat the bulk motion of rainwater. In the numerical modeling of mesoscale convection, for instance, one may assume that some rainwater has a singular relative vertical velocity that is generally given by terminal velocity, while having the same horizontal velocity as the gas component. Ooyama (2001) formulates the conservative equation set of moist air which includes the relative motions of rainwater.

### 9.4 Conservation of energy and entropy

The conservation equation of the energy of moist air is the same as that of dry air, (1.2.42), if the internal energies of vapor and liquid water are included in the internal energy of moist air. Let $u$ denote the internal energy of moist air per unit mass. We obtain the equation of internal energy as

$$
\begin{equation*}
\frac{\partial(\rho u)}{\partial t}+\nabla \cdot\left(\rho u \boldsymbol{v}+\boldsymbol{F}^{e n e}\right)=-p \nabla \cdot \boldsymbol{v}+\varepsilon \tag{9.4.1}
\end{equation*}
$$

where $\varepsilon$ is the dissipation rate and $\boldsymbol{F}^{e n e}$ is energy flux, but excluding advective flux. In practice, $\boldsymbol{F}^{e n e}$ consists of the energy flux due to local gradients of thermodynamic variables $\boldsymbol{F}^{\text {therm }}$ and radiative flux $\boldsymbol{F}^{\text {rad }}$ :

$$
\begin{equation*}
\boldsymbol{F}^{e n e}=\boldsymbol{F}^{\text {rad }}+\boldsymbol{F}^{\text {therm }} \tag{9.4.2}
\end{equation*}
$$

Using the equation of internal energy (9.4.1) and the continuity equation (9.1.7), we have

$$
\begin{equation*}
\rho\left(\frac{d u}{d t}+p \frac{d v_{s}}{d t}\right)=\varepsilon-\nabla \cdot \boldsymbol{F}^{e n e} \tag{9.4.3}
\end{equation*}
$$

where $v_{s}=1 / \rho$ is the specific volume. Using the thermodynamic relation,

$$
\begin{equation*}
d u=T d s-p d v_{s}+\sum_{k} \mu_{k} d n_{k} \tag{9.4.4}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\rho\left(T \frac{d s}{d t}+\sum_{k} \mu_{k} \frac{d n_{k}}{d t}\right)=\varepsilon-\nabla \cdot \boldsymbol{F}^{e n e} \tag{9.4.5}
\end{equation*}
$$

Since $\mu_{v}=\mu_{c}$ is satisfied based on the assumption that vapor and cloud particles are in phase equilibrium, using $n_{k}=q_{k} / m_{k}$ and (9.1.18)-(9.1.20), we have

$$
\begin{equation*}
\sum_{k} \mu_{k} \frac{d n_{k}}{d t}=-\sum_{k} \frac{\mu_{k}}{m_{k}} \nabla \cdot \boldsymbol{i}_{k} \tag{9.4.6}
\end{equation*}
$$

Using (9.1.14), the right-hand side can be written as

$$
\begin{equation*}
-\sum_{k} \frac{\mu_{k}}{m_{k}} \nabla \cdot \boldsymbol{i}_{k}=-\left(\frac{\mu_{d}}{m_{d}}-\frac{\mu_{v}}{m_{v}}\right) \nabla \cdot \boldsymbol{i}_{d} \tag{9.4.7}
\end{equation*}
$$

So we can rewrite (9.4.5) by using (9.4.6) as

$$
\begin{equation*}
\rho T \frac{d s}{d t}=\sum_{k} \frac{\mu_{k}}{m_{k}} \nabla \cdot \boldsymbol{i}_{k}+\varepsilon-\nabla \cdot \boldsymbol{F}^{e n e} \tag{9.4.8}
\end{equation*}
$$

Substituting (9.4.2) into $\boldsymbol{F}^{\text {ene }}$, we have

$$
\begin{equation*}
\rho T \frac{d s}{d t}=\varepsilon-\nabla \cdot \boldsymbol{F}^{\text {rad }}-\nabla \cdot\left(\boldsymbol{F}^{\text {therm }}-\sum_{k} \frac{\mu_{k}}{m_{k}} \boldsymbol{i}_{k}\right)-\sum_{k} \boldsymbol{i}_{k} \cdot \nabla \frac{\mu_{k}}{m_{k}} . \tag{9.4.9}
\end{equation*}
$$

This is further rewritten as

$$
\begin{align*}
\rho \frac{d s}{d t}= & -\frac{1}{T^{2}}\left(\boldsymbol{F}^{\text {therm }}-\sum_{k} \frac{\mu_{k}}{m_{k}} \boldsymbol{i}_{k}\right) \cdot \nabla T-\frac{1}{T} \sum_{k} \boldsymbol{i}_{k} \cdot \nabla \frac{\mu_{k}}{m_{k}} \\
& -\nabla \cdot\left[\frac{1}{T}\left(\boldsymbol{F}^{\text {therm }}-\sum_{k} \frac{\mu_{k}}{m_{k}} \boldsymbol{i}_{k}\right)\right]+\frac{\varepsilon}{T}-\frac{\nabla \cdot \boldsymbol{F}^{\text {rad }}}{T} \tag{9.4.10}
\end{align*}
$$

If there are no cloud particles, the first and the second terms on the right-hand side represent the production of entropy due to thermal and material diffusions, respectively. These terms must be positive according to the second law of thermodynamics. The third term represents the transport of entropy. The fourth term is the production of entropy due to dissipation and is positive. The entropy change due to radiation is represented by the last term, whose sign is not definite.

### 9.5 Transport process

For a pure gas without cloud particles, the requirement that the production of entropy due to thermal and material diffusions must be positive in (9.4.10) determines the expressions of fluxes due to thermal and material diffusions (Landau and Lifshitz, 1987). These fluxes can be written in the form

$$
\begin{align*}
\frac{\boldsymbol{i}_{k}}{m_{k}} & =-\alpha_{k} \nabla \mu_{k}-\beta_{k} \nabla T  \tag{9.5.1}\\
\boldsymbol{F}^{\text {therm }}-\sum_{k} \mu_{k} \frac{\boldsymbol{i}_{k}}{m_{k}} & =-\sum_{k} \beta_{k} T \nabla \mu_{k}-\gamma \nabla T \tag{9.5.2}
\end{align*}
$$

where $\alpha_{k}, \beta_{k}, \gamma$, and $\delta_{k}$ are the coefficients of transport. Eliminating $\nabla \mu_{k}$ from (9.5.1) and (9.5.2) and letting the coefficient of $\nabla T$ in $\boldsymbol{F}^{\text {therm }}$ be denoted by $-\kappa_{T}$, we obtain

$$
\begin{equation*}
\kappa_{T}=\gamma-\sum_{k} \frac{\beta_{k}^{2}}{\alpha_{k}} T \tag{9.5.3}
\end{equation*}
$$

Thus, the first and the second terms on the right-hand side of (9.4.10) are written as

$$
\begin{align*}
& -\frac{1}{T^{2}}\left(\boldsymbol{F}^{\text {therm }}-\sum_{k} \frac{\mu_{k}}{m_{k}} \boldsymbol{i}_{k}\right) \cdot \nabla T-\frac{1}{T} \sum_{k} \boldsymbol{i}_{k} \cdot \nabla \frac{\mu_{k}}{m_{k}} \\
& \quad=\frac{\kappa_{T}|\nabla T|^{2}}{T^{2}}+\sum_{k} \frac{1}{\alpha_{k} T} \frac{\boldsymbol{i}_{k}^{2}}{m_{k}^{2}} \tag{9.5.4}
\end{align*}
$$

From this, we have the requirements that $\kappa_{T}>0$ and $\alpha_{k}>0$.
In (9.5.1), using

$$
\begin{equation*}
\nabla \mu_{k}=\left(\frac{\partial \mu_{k}}{\partial p}\right)_{T, n_{k}} \nabla p+\left(\frac{\partial \mu_{k}}{\partial T}\right)_{p, n_{k}} \nabla T+\sum_{l}\left(\frac{\partial \mu_{k}}{\partial n_{l}}\right)_{p, T} \nabla n_{l} \tag{9.5.5}
\end{equation*}
$$

the diffusion flux $\boldsymbol{i}_{k}$ is expressed as

$$
\begin{equation*}
\boldsymbol{i}_{k}=-\rho D_{k}\left[\nabla q_{k}+\frac{k_{T, k}}{T} \nabla T+\frac{k_{p, k}}{p} \nabla p\right] \tag{9.5.6}
\end{equation*}
$$

where $D_{k}$ is called the diffusion coefficient, and $k_{T, k}$ and $k_{p, k}$ are nondimensional
coefficients. These coefficients satisfy the following relations:

$$
\begin{align*}
D_{k} & =\frac{\alpha_{k}}{\rho}\left(\frac{\partial \mu_{k}}{\partial n_{k}}\right)_{p, T}  \tag{9.5.7}\\
\rho D_{k} \frac{k_{T, k}}{T} & =\alpha_{k}\left(\frac{\partial \mu_{k}}{\partial T}\right)_{p, n_{k}}+\beta_{k}  \tag{9.5.8}\\
\rho D_{k} \frac{k_{p, k}}{p} & =\alpha_{k}\left(\frac{\partial \mu_{k}}{\partial p}\right)_{T, n_{k}} \tag{9.5.9}
\end{align*}
$$

In particular, we can see that diffusion coefficients are always positive. $k_{T, k} D_{k}$ and $k_{p, k} D_{k}$ are called the thermal diffusion coefficient and the barodiffusion coefficient, respectively. These two coefficients imply that material diffusion exists if there is a gradient of temperature or pressure. In the limits of a small or large mass concentration, however, these terms should vanish. In the case of $q_{v} \ll 1$ and $q_{d} \approx 1$, therefore, we may set

$$
\begin{equation*}
\boldsymbol{i}_{k}=-\rho D_{k} \nabla q_{k} \tag{9.5.10}
\end{equation*}
$$

As for the thermal diffusion flux $\boldsymbol{F}^{\text {therm }}$, eliminating $\nabla \mu_{k}$ from (9.5.1) and (9.5.2) and using (9.5.7) and (9.5.8), we obtain

$$
\begin{equation*}
\boldsymbol{F}^{\text {therm }}=\sum_{k}\left[k_{T, k}\left(\frac{\partial \mu_{k}}{\partial n_{k}}\right)_{T, p}-T\left(\frac{\partial \mu_{k}}{\partial T}\right)_{p, n_{k}}+\mu_{k}\right] \frac{\boldsymbol{i}_{k}}{m_{k}}-\kappa_{T} \nabla T \tag{9.5.11}
\end{equation*}
$$

From (1.1.12) and (1.1.5), we generally have

$$
\begin{equation*}
-T\left(\frac{\partial \mu_{k}}{\partial T}\right)_{p, n_{k}}+\mu_{k}=-T s_{k}+\mu_{k}=h_{k} \tag{9.5.12}
\end{equation*}
$$

Thus, (9.5.11) is rewritten as

$$
\begin{equation*}
\boldsymbol{F}^{\text {therm }}=\sum_{k}\left[\frac{k_{T, k}}{m_{k}}\left(\frac{\partial \mu_{k}}{\partial n_{k}}\right)_{T, p}+\frac{h_{k}}{m_{k}}\right] \boldsymbol{i}_{k}-\kappa_{T} \nabla T . \tag{9.5.13}
\end{equation*}
$$

In the case of $q_{v} \ll 1$ and $q_{d} \approx 1$, we may set $k_{T, k}=0$ as in (9.5.10); thus we have

$$
\begin{equation*}
\boldsymbol{F}^{\text {therm }}=\sum_{k} \frac{h_{k}}{m_{k}} \boldsymbol{i}_{k}-\kappa_{T} \nabla T \tag{9.5.14}
\end{equation*}
$$

where $h_{k} / m_{k}$ is the enthalpy per unit mass of the $k$-th component.
The relative velocity of the mass center of cloud particles $\boldsymbol{i}_{c}$ cannot be written in the form of diffusion flux. The expression of $\boldsymbol{i}_{c}$ depends on the definitions of cloud particles. Cloud particles have a size distribution in a fluid parcel, and individual cloud particles have their own falling speed depending on their size due to gravity and drag forces from environmental air. $\boldsymbol{i}_{c}$ is given as the sum of the falling speeds of all the cloud particles. In the case $\boldsymbol{i}_{c} \neq 0$, there is a contribution to the transport of energy from the motion of cloud particles. In a formal expression, the contribution of cloud particles, designated by subscript $c$, is added to the sum of the first term on the right-hand side of (9.5.14).

### 9.6 Approximate equations of moist air

The governing equations of moist air are made suitably approximate for application to the situations considered. For large-scale dynamics or general circulation modeling, one may use a simplified approximation in which vapor does not appear in the energy budget as long as phase change does not occur. The energy budget is formulated in the form of change in dry enthalpy, and the moist effect is introduced only when phase change occurs. The effects of the mass of water substance are also taken into account in the buoyancy term in the equation of vertical motion.

In this subsection, the mass concentration of vapor is denoted by $q$ instead of $q_{v}$, diffusion flux by $\boldsymbol{i}$ instead of $\boldsymbol{i}_{v}$, and the condensation term by $S_{q}$ instead of $S\left[\rho_{v}\right]$. The equation of vapor (9.1.19) is written as

$$
\begin{equation*}
\rho \frac{d q}{d t}=-\nabla \cdot \boldsymbol{i}+S_{q} \tag{9.6.1}
\end{equation*}
$$

When latent heat is large enough, the enthalpy of cloud particles is negligible compared with that of vapor. For simplicity, we also write specific heat at the constant pressure of dry air as $C_{p}$ instead of $C_{p d}$, and latent heat as $L$ instead of $L_{0}$. The enthalpies of these components are approximated as

$$
\begin{equation*}
\frac{h_{d}}{m_{d}}=C_{p} T, \quad \frac{h_{v}}{m_{v}}=L, \quad \frac{h_{c}}{m_{v}}=0 \tag{9.6.2}
\end{equation*}
$$

The enthalpy per unit mass of moist air is given by

$$
\begin{equation*}
h=C_{p} T+L q \tag{9.6.3}
\end{equation*}
$$

which is equivalent to (8.2.41). This indicates that we implicitly assume $q_{d} \approx 1$ and $q \ll 1$. To be consistent with this approximation, we assume that dry air does not diffuse; that is, $\boldsymbol{i}_{d}$ is neglected in the equation of thermal diffusion flux (9.5.14), which is rewritten as

$$
\begin{equation*}
\boldsymbol{F}^{\text {therm }}=L i-\kappa_{T} \nabla T=\boldsymbol{F}^{l h}+\boldsymbol{F}^{s h} \tag{9.6.4}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
\boldsymbol{F}^{s h} & =-\kappa_{T} \nabla T  \tag{9.6.5}\\
\boldsymbol{F}^{l h} & =L \boldsymbol{i}=-\rho L \kappa_{q} \nabla q \tag{9.6.6}
\end{align*}
$$

in which $\kappa_{q}$ is the diffusion coefficient of vapor, $\boldsymbol{F}^{s h}$ is called the sensible heat flux, and $\boldsymbol{F}^{l h}$ is called the latent heat flux. From (9.4.3), the equation of enthalpy is derived as

$$
\begin{equation*}
\rho \frac{d h}{d t}=\frac{d p}{d t}+\varepsilon-\nabla \cdot \boldsymbol{F}^{\mathrm{rad}}-\nabla \cdot \boldsymbol{F}^{\text {therm }} \tag{9.6.7}
\end{equation*}
$$

This can be rewritten as

$$
\begin{equation*}
\rho \frac{d}{d t}\left(C_{p} T+L q\right)=\frac{d p}{d t}+\varepsilon-\nabla \cdot \boldsymbol{F}^{r a d}-\nabla \cdot\left(L \boldsymbol{i}+\boldsymbol{F}^{s h}\right) \tag{9.6.8}
\end{equation*}
$$

Multiplying $L$ by (9.6.1) and substituting it into the above equation, we obtain

$$
\begin{equation*}
\rho \frac{d}{d t}\left(C_{p} T\right)=\frac{d p}{d t}+\varepsilon-\nabla \cdot \boldsymbol{F}^{r a d}-\nabla \cdot \boldsymbol{F}^{s h}-L S_{q}, \tag{9.6.9}
\end{equation*}
$$

where $-L S_{q}$ is the release of the latent heat of vapor. Let us write the diabatic terms as

$$
\begin{align*}
Q_{m} & =-\frac{L S_{q}}{\rho C_{p}}  \tag{9.6.10}\\
Q_{d} & =\frac{1}{\rho C_{p}}\left[\varepsilon-\nabla \cdot\left(\boldsymbol{F}^{\mathrm{rad}}+\boldsymbol{F}^{s h}\right)\right] \tag{9.6.11}
\end{align*}
$$

$Q_{d}$ is the diabatic term of dry air defined by (1.2.54). Then, (9.6.9) is rewritten as

$$
\begin{equation*}
\rho \frac{d}{d t}\left(C_{p} T\right)=\frac{d p}{d t}+\rho C_{p}\left(Q_{d}+Q_{m}\right)=\frac{d p}{d t}+\rho C_{p} Q \tag{9.6.12}
\end{equation*}
$$

Thus, the equation of the energy of moist air is simply given by adding latent heat release $Q_{m}$ to diabatic heating in the equation of dry air. In this case, the total diabatic term is written as

$$
\begin{equation*}
Q=Q_{d}+Q_{m}=\frac{1}{\rho C_{p}}\left[\varepsilon-\nabla \cdot\left(\boldsymbol{F}^{\text {rad }}+\boldsymbol{F}^{s h}\right)-L S_{q}\right] \tag{9.6.13}
\end{equation*}
$$

Mass exchange between the air and the ground surface takes place by means of evaporation and precipitation. Evaporation is upward diffusion flux at the surface, while precipitation is the downward flux of raindrops at the surface. If we assume that all condensed water falls out from the atmosphere, precipitation is given by the vertical integral of the phase transform from vapor to cloud particles; this assumption is used when the pseudo-moist adiabatic process is considered. In this case, evaporation and precipitation are given, respectively, as

$$
\begin{align*}
E_{v} & \equiv i_{z}\left(z_{0}\right)  \tag{9.6.14}\\
P_{r} & \equiv-\int_{z_{0}}^{\infty} S_{q} d z \tag{9.6.15}
\end{align*}
$$

Evaporation $E_{r}$ is the mass inflow per unit area from the surface to the atmosphere, while precipitation $P_{r}$ is the mass outflow per unit area from the atmosphere to the ground. In this expression, the contribution of cloud particles is neglected; it is assumed that all condensed water falls out to the surface as soon as vapor is converted to the liquid phase. Note that this is a highly idealistic assumption since the effects of the re-evaporation of raindrops is important in reality. A more precise approach is given by using the equations of cloud particles and raindrops with the transformation terms from cloud particles to raindrops. The downward flux of raindrops at the surface corresponds to precipitation.

The equation of moist internal energy $u=h-p / \rho$ is given from the equation of moist enthalpy (9.6.7). Adding the equation of moist internal energy to the equations of kinetic energy and potential energy, we obtain the equation of the total energy of moist air. Formally, the equation of moist internal energy is the
same as (1.2.43), and the equation of total energy is the same as (1.2.47). In the moist case, the energy flux is given by

$$
\begin{equation*}
\boldsymbol{F}^{e n e}=\boldsymbol{F}^{\text {rad }}+\boldsymbol{F}^{\text {therm }}=\boldsymbol{F}^{\text {rad }}+\boldsymbol{F}^{s h}+\boldsymbol{F}^{l h} \tag{9.6.16}
\end{equation*}
$$

Using this with (1.2.49), the equation of total energy (1.2.47) can be converted to

$$
\begin{align*}
& \frac{\partial}{\partial t}\left\{\rho\left(\frac{v^{2}}{2}+\Phi+u\right)\right\} \\
& \quad+\nabla \cdot\left\{\rho \boldsymbol{v}\left(\frac{v^{2}}{2}+\sigma\right)-v_{j} \sigma_{i j}^{\prime}+\boldsymbol{F}^{r a d}+\boldsymbol{F}^{s h}+\boldsymbol{F}^{l h}\right\}=0 \tag{9.6.17}
\end{align*}
$$

where $\sigma=h+\Phi$ is the moist static energy defined by (8.2.56).
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## 10

## Radiation process

The theoretical bases of the physical processes for atmospheric modeling are described in this and the next chapters. Generally, the moist process, the radiation process, and the turbulent process are considered as the major physical processes for atmospheric modeling. These processes have their own deep and detailed theoretical backgrounds. In this book, however, from the viewpoint of atmospheric modeling of large-scale dynamics, we only describe the minimum theoretical requirements for these processes. First, the theory of the radiation process is briefly described in this chapter. The turbulent process will be described in the next chapter. Although formulation of the moist process is given in the previous two chapters, it will be further explained in Chapter 15, where the roles of moist circulations on atmospheric structure are considered. We will calculate the radiative flux for the one-dimensional vertical model of the atmosphere in Chapter 14 using the formulation described in this chapter. However, we only use a simplified radiation process (i.e., a gray radiation model) to study the basic properties of atmospheric structure. The detailed calculation procedure and its application to realistic cases are not touched on in this book.

### 10.1 Blackbody radiation

Radiation inside a constant temperature enclosure in thermodynamic equilibrium with matter is called blackbody radiation. The state of blackbody radiation is described by the statistical equilibrium of photon gas. The statistical state of photon gas (hereafter referred to as light for simplicity) is specified by temperature $T$ and frequency $\nu$. Frequency $\nu$ is related to angular frequency $\omega$, wave number $k$, and wavelength $\lambda$ as

$$
\begin{equation*}
\omega=c k=2 \pi \nu=\frac{2 \pi c}{\lambda} \tag{10.1.1}
\end{equation*}
$$

where $c$ is the speed of light. If light is in statistical equilibrium at temperature $T$, the distribution of the energy density of light per unit volume is given by Bose
statistics:

$$
\begin{equation*}
d E_{\nu}=\frac{8 \pi h}{c^{3}} \frac{\nu^{3}}{e^{\frac{h \nu}{k_{B} T}}-1} d \nu \tag{10.1.2}
\end{equation*}
$$

where $h$ is the Planck constant and $k_{B}$ is the Boltzmann constant (see Appendix A2). The energy flux of blackbody radiation is isotropic. The energy flux per unit solid angle within the frequency range $d \nu$ is given by

$$
\begin{equation*}
B_{\nu} d \nu=\frac{c}{4 \pi} d E_{\nu}=\frac{2 h \nu^{3}}{c^{2}} \frac{d \nu}{e^{\frac{h \nu}{k_{B} T}}-1} \tag{10.1.3}
\end{equation*}
$$

where $B_{\nu}$ is called the Planck function. It is related to the energy flux per unit wavelength $B_{\lambda}$ as $B_{\nu} d \nu=B_{\lambda} d \lambda$. Then, since $\nu=c / \lambda$, we have

$$
\begin{equation*}
B_{\lambda} d \lambda=\frac{2 h c^{2}}{\lambda^{5}} \frac{d \lambda}{e^{\frac{h c}{k_{B} T \lambda}}-1} \tag{10.1.4}
\end{equation*}
$$

It can be found that $B_{\nu}$ is maximum at the frequency

$$
\begin{equation*}
\nu_{m}=2.82144 \frac{k_{B} T}{h}=5.87896 \times 10^{10} T \tag{10.1.5}
\end{equation*}
$$

while $B_{\lambda}$ is maximum at the wavelength

$$
\begin{equation*}
\lambda_{m}=\frac{1}{4.9651} \frac{h c}{k_{B} T}=\frac{2.89776 \times 10^{-3}}{T} \tag{10.1.6}
\end{equation*}
$$

(i.e., the wavelength of maximum radiation intensity for a blackbody is inversely proportional to temperature). This relation is called Wien's displacement law.

By integrating (10.1.3) over all wave numbers, we obtain the energy flux per unit solid angle of blackbody radiation as

$$
\begin{align*}
B(T) & \equiv \int_{0}^{\infty} B_{\nu} d \nu=\frac{2 h}{c^{2}} \int_{0}^{\infty} \frac{\nu^{3} d \nu}{e^{\frac{h \nu}{k_{B} T}}-1}=\frac{2 k_{B}^{4} T^{4}}{h^{3} c^{2}} \int_{0}^{\infty} \frac{x^{3} d x}{e^{x}-1} \\
& =\frac{\sigma_{B}}{\pi} T^{4} \tag{10.1.7}
\end{align*}
$$

where $\sigma_{B}$ is the Stefan-Boltzmann constant:

$$
\begin{equation*}
\sigma_{B}=\frac{2 \pi^{5} k_{B}^{4}}{15 c^{2} h^{3}}=5.6704 \times 10^{-8} \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~K}^{-4} \tag{10.1.8}
\end{equation*}
$$

Using this constant, we can express energy flux per unit area on a plane radiated by a blackbody with temperature $T$ as

$$
\begin{equation*}
F(T)=\int_{0}^{\pi / 2} B(T) 2 \pi \cos \zeta \sin \zeta d \zeta=\pi B(T)=\sigma_{B} T^{4} \tag{10.1.9}
\end{equation*}
$$

where $\zeta$ is the angle between the direction of radiative flux and the direction normal to the plane.


Figure 10.1: Schematic relation of the spectra of solar radiation (solid) and terrestrial radiation (dash) as functions of wavelength $\lambda$. Solar radiation is for the blackbody temperature at 5778 K , while terrestrial radiation is for 255 K . Radiations are normalized by respective maximum intensities.

### 10.2 Solar radiation and planetary radiation

The total radiative flux of the Sun is $L_{\odot}=3.846 \times 10^{26} \mathrm{~W}$. The corresponding blackbody temperature is

$$
\begin{equation*}
T_{\odot}=\left(\frac{L_{\odot}}{4 \pi R_{\odot}^{2} \sigma_{B}}\right)^{\frac{1}{4}}=5778 \mathrm{~K} \tag{10.2.1}
\end{equation*}
$$

where $R_{\odot}=6.960 \times 10^{8} \mathrm{~m}$ is the radius of the Sun. $T_{\odot}$ is thought to be the representative temperature of the outermost surface of the Sun, and is called the effective temperature of the Sun (see Section 12.1.1). From Wien's displacement law, (10.1.6), the wavelength of maximum energy flux is about $0.50 \mu \mathrm{~m}$. On the other hand, if one assumes the representative effective temperature of the Earth to be 255 K as described in Section 12.1.1, the wavelength of the maximum energy flux for the Earth is about $11.36 \mu \mathrm{~m}$. The relation between the radiation spectra of the Sun and the Earth is shown in Fig. 10.1. Since the two spectra have little overlap in the wavelength, the two radiative fluxes are almost separable. Radiation from the Earth is called planetary radiation. It is also called infrared radiation or longwave radiation.

### 10.3 Absorption bands

A portion of solar radiative flux is absorbed or scattered in the atmosphere, and the remainder reaches the ground. As for radiative flux radiated from the terrestrial surface, some is also absorbed or scattered in the atmosphere, and the remainder goes out to space. The atmosphere itself also radiates in all directions according to its local temperature. The characteristics of absorption and scattering of solar and terrestrial radiation are summarized in Figs. 10.2 and 10.3. Absorption depends on the types of gas in the atmosphere. Each gas has its own characteristic absorbing


Figure 10.2: The absorption and scattering of solar radiation. The upper curve is solar radiation at the top of the atmosphere, and the lower curve is that at the surface for a solar zenith angle of $60^{\circ}$ in a clear sky atmosphere. Absorption and scattering regions are denoted in the figure. Reprinted from Liou (2002) by permission of Elsevier (copyright, 2003).


Figure 10.3: The absorption of terrestrial radiation. The upper curve is blackbody radiation at the surface. The lower curve is longwave radiation at the top of the atmosphere for a globally cloudy condition. Major absorption gases are denoted in the figure. After Kiehl and Trenberth (1997). (c)American Meteorological Society. Used with permission.
bands depending on the wavelength of light. Scattering in the atmosphere also depends on the wavelength of light. As solar radiation penetrates through the atmosphere, the dependence on wavelength deviates from that of the Planck function. Terrestrial radiation likewise deviates in its dependence on wavelength from that of the Planck function, especially at the top of the atmosphere.

As shown in Figs. 10.2 and 10.3, the absorbing bands of solar radiation and terrestrial radiation are summarized as follows. Among the atmospheric gases, $\mathrm{H}_{2} \mathrm{O}$, $\mathrm{CO}_{2}, \mathrm{O}_{2}, \mathrm{O}_{3}, \mathrm{~N}$, and $\mathrm{N}_{2}$ have contributions from the absorption of solar radiation. In the ultraviolet radiation spectrum where the wavelength is smaller than $0.3 \mu \mathrm{~m}$, $\mathrm{O}_{3}, \mathrm{O}_{2}, \mathrm{~N}_{2}, \mathrm{O}$, and N have absorption bands. In the near-infrared radiation spectrum where the wavelength is about $0.74-3 \mu \mathrm{~m}, \mathrm{H}_{2} \mathrm{O}, \mathrm{CO}_{2}$, and $\mathrm{O}_{3}$ have absorption bands; among them $\mathrm{H}_{2} \mathrm{O}$ has the largest contribution. The central wavelengths of the main absorption bands in the visible and the near-infrared radiation spectrum are $0.94,1.1,1.38,1.87,2.7,3.2$, and $6.3 \mu \mathrm{~m}$ for $\mathrm{H}_{2} \mathrm{O}, 1.4,1.6,2.0,2.7$, and $4.3 \mu \mathrm{~m}$ for $\mathrm{CO}_{2}$, and $0.7 \mu \mathrm{~m}$ for $\mathrm{O}_{2}$.

For the absorption of terrestrial radiation in which the wavelength is longer than $5 \mu \mathrm{~m}, \mathrm{H}_{2} \mathrm{O}, \mathrm{CO}_{2}$, and $\mathrm{O}_{3}$ have primary contributions. The main absorption band of $\mathrm{CO}_{2}$ is the vibration-rotation band centered at $15 \mu \mathrm{~m} . \mathrm{H}_{2} \mathrm{O}$ has a broad absorption band longer than $12 \mu \mathrm{~m}$ due to the rotation spectrum. The main absorption band of $\mathrm{O}_{3}$ is the vibration-rotation spectrum centered at $9.6 \mu \mathrm{~m}$.

### 10.4 Radiative transfer equation

If the absorption and scattering properties of gases and their distributions are known together with appropriate boundary conditions, one can calculate the energy flux and diabatic heating due to radiation in the atmosphere. In the following two sections, we formulate the radiative transfer equation for calculation of the absorption and scattering of radiation.

The energy flux due to radiation per unit area per unit solid angle is called radiance, which is a function of spatial coordinates, direction, and frequency. The radiance at a point $P$ in the direction of $s$ with frequency $\nu$ is the radiative energy flux on a plane normal to the direction $s$ per unit time, unit solid angle, and unit frequency; it is written as $I_{\nu}(P, s)$. Hereafter, the symbol $P$ is omitted from the arguments. Radiance per unit frequency integrated over solid angles is denoted by $I_{\nu}$, radiance per unit solid angle integrated over frequency is denoted by $I(s)$, and radiance integrated over solid angles $o$ and frequency is denoted by $I$; we then have the relations:

$$
\begin{align*}
I_{\nu} & =\int I_{\nu}(\boldsymbol{s}) d o  \tag{10.4.1}\\
I(\boldsymbol{s}) & =\int I_{\nu}(\boldsymbol{s}) d \nu  \tag{10.4.2}\\
I & =\iint I_{\nu}(\boldsymbol{s}) d \nu d o \tag{10.4.3}
\end{align*}
$$

In general, the change in radiance at a distance $d s$ is given by

$$
\begin{equation*}
d I_{\nu}(s)=-k_{\nu} \rho_{i} I_{\nu}(s) d s+j_{\nu} \rho_{i} d s \tag{10.4.4}
\end{equation*}
$$

where $k_{\nu}$ is called the extinction coefficient per unit mass, $j_{\nu}$ is called the emission coefficient per unit mass, and $\rho_{i}$ is the density of absorbing quantities. The first term on the right-hand side of (10.4.4) is the decay of radiance due to the extinction of radiation. The extinction coefficient $k_{\nu}$ is written as the sum of the absorption coefficient $k_{\nu}^{a}$ and the scattering coefficient $k_{\nu}^{s}$ as

$$
\begin{equation*}
k_{\nu}=k_{\nu}^{a}+k_{\nu}^{s} . \tag{10.4.5}
\end{equation*}
$$

The emission coefficient $j_{\nu}$ is also written as the sum of the emission of absorption $j_{\nu}^{a}$ and the emission of scattering $j_{\nu}^{s}$ as

$$
\begin{equation*}
j_{\nu}=j_{\nu}^{a}+j_{\nu}^{s} \tag{10.4.6}
\end{equation*}
$$

Generally, both $k_{\nu}$ and $j_{\nu}$ depend on direction $s$. Dividing (10.4.4) by $d s$, or $-k_{\nu} \rho_{i} d s$, we have the radiative transfer equation:

$$
\begin{equation*}
\frac{d I_{\nu}(\boldsymbol{s})}{d s}=-k_{\nu} \rho_{i} I_{\nu}(s)+j_{\nu} \rho_{i} \tag{10.4.7}
\end{equation*}
$$

or

$$
\begin{equation*}
-\frac{1}{k_{\nu} \rho_{i}} \frac{d I_{\nu}(s)}{d s}=I_{\nu}(s)-J_{\nu}(s) \tag{10.4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{\nu}=\frac{j_{\nu}}{k_{\nu}} \tag{10.4.9}
\end{equation*}
$$

is called the source function.
Let us first find a solution to the radiative transfer equation for the case when no source function exists: $J_{\nu}=0$. In this case, (10.4.8) becomes

$$
\begin{equation*}
-\frac{1}{k_{\nu} \rho_{i}} \frac{d I_{\nu}(s)}{d s}=I_{\nu}(s) \tag{10.4.10}
\end{equation*}
$$

Integrating from $s=0$ to $s$, we have

$$
\begin{align*}
I_{\nu}(s ; s) & =I_{\nu}(0, s) \exp \left(-\int_{0}^{s} k_{\nu} \rho_{i} d s\right) \\
& =I_{\nu}(0, s) e^{-\tau_{\nu}(0, s)}=I_{\nu}(0, s) \mathcal{T}_{\nu}(0, s) \tag{10.4.11}
\end{align*}
$$

where we have introduced

$$
\begin{align*}
& \tau_{\nu}\left(s_{0}, s\right)=\int_{s_{0}}^{s} k_{\nu} \rho_{i} d s  \tag{10.4.12}\\
& \mathcal{T}_{\nu}\left(s_{0}, s\right)=\exp \left(-\int_{s_{0}}^{s} k_{\nu} \rho_{i} d s\right)=e^{-\tau_{\nu}\left(s_{0}, s\right)} \tag{10.4.13}
\end{align*}
$$

$\tau_{\nu}$ is called the optical path and $\mathcal{T}_{\nu}$ is called the transmission function. As the absorption coefficient is larger or the absorbing quantity is more abundant such that the optical path is longer, the intensity of radiative flux at the destination becomes exponentially weaker. This dependence is called Beer-Bouguer-Lambert's law.

Next, we consider the case when the source function is given by blackbody radiation in thermodynamic equilibrium. If there is no scattering, the ratio of emitting radiation to absorbing radiation by the medium is independent of the properties of medium or the direction of radiation. In this case, the source function is given by

$$
\begin{equation*}
J_{\nu}=B_{\nu}(T) \tag{10.4.14}
\end{equation*}
$$

$B_{\nu}$ is the Planck function, (10.1.3). This is called Kirchhoff's law. For application to atmospheric radiation, the air is not in thermodynamic equilibrium since the temperature is not uniform. For almost every region except for the higher atmosphere, however, it can be said that the air is locally in thermodynamic equilibrium and that the source function is expressed by using a local temperature $T$. Such a case is called local thermodynamic equilibrium (LTE) under which Kirchoff's law is applicable. In a nonscattering atmosphere with LTE, substituting (10.4.14) into (10.4.8), we obtain the radiative transfer equation as

$$
\begin{equation*}
-\frac{1}{k_{\nu} \rho_{i}} \frac{d I_{\nu}(s ; s)}{d s}=I_{\nu}(s ; s)-B_{\nu}(T(s)) \tag{10.4.15}
\end{equation*}
$$

This equation can be rewritten by using the optical path $\tau_{\nu}\left(s^{\prime}, s\right)$. Since $\tau_{\nu}$ is zero at $s$, and $d \tau_{\nu}=-k_{\nu} \rho_{i} d s$, we have

$$
\begin{equation*}
\frac{d}{d \tau_{\nu}}\left[I_{\nu}\left(\tau_{\nu} ; \boldsymbol{s}\right) e^{-\tau_{\nu}}\right]=-B_{\nu}\left(T\left(\tau_{\nu}\right)\right) e^{-\tau_{\nu}} \tag{10.4.16}
\end{equation*}
$$

Integrating this relation from $s^{\prime}=0$ to $s$, or from $\tau_{\nu}=\tau_{\nu}(0, s)$ to $\tau_{\nu}(s, s)(=0)$, we have the intensity,

$$
\begin{equation*}
I_{\nu}(s ; s)=I_{\nu}(0 ; s) e^{-\tau_{\nu}(0, s)}+\int_{0}^{\tau_{\nu}(0, s)} B_{\nu}\left(T\left(\tau_{\nu}\right)\right) e^{-\tau_{\nu}} d \tau_{\nu} \tag{10.4.17}
\end{equation*}
$$

This equation implies that radiation at the destination point $s$ is determined by two factors: the first is the exponentially decreasing term due to absorption within the path, and the second is the gain due to the emission from the medium in the path. If the second term on the right-hand side is negligible, Beer-Bouguer-Lambert's law (10.4.11) is recovered.

As a third example of the radiative transfer equation, we consider the case where the scattering of radiation exists; the source function can be written as

$$
\begin{align*}
J_{\nu}(s) & =\frac{1}{k_{\nu}}\left(j_{\nu}^{a}+j_{\nu}^{s}\right) \\
& =\frac{1}{k_{\nu}}\left(k_{\nu}^{a} B_{\nu}(T)+k_{\nu}^{s} \int I_{\nu}\left(s^{\prime}\right) P\left(s, s^{\prime}\right) \frac{d o^{\prime}}{4 \pi}\right) \tag{10.4.18}
\end{align*}
$$

$P\left(s, s^{\prime}\right)$ is called the phase function, or the scattering probability distribution function, which represents the ratio of scattering radiation in the direction $s$ to incident radiation from the direction $s^{\prime}$. It is normalized as

$$
\begin{equation*}
\int P\left(s, s^{\prime}\right) \frac{d o^{\prime}}{4 \pi}=1 \tag{10.4.19}
\end{equation*}
$$

We also define the albedo for single scattering by

$$
\begin{equation*}
\tilde{\omega}_{\nu} \equiv \frac{k_{\nu}^{s}}{k_{\nu}} \tag{10.4.20}
\end{equation*}
$$

In particular, for the source function of solar radiation, we have from (10.4.18) with $B_{\nu}(T)=0$ since the emission in the atmosphere is negligible,

$$
\begin{equation*}
J_{\nu}(s)=\frac{\tilde{\omega}_{\nu}}{4 \pi} \int I_{\nu}\left(s^{\prime}\right) P\left(s, s^{\prime}\right) d o^{\prime} \tag{10.4.21}
\end{equation*}
$$

The phase function $P\left(s, s^{\prime}\right)$ is expressed in terms of angles $(\theta, \varphi)$ where $\theta$ is the angle between $s$ and $s^{\prime}$, and $\varphi$ is the azimuthal angle of $s$ measured from an arbitrary base direction. It is further rewritten as $P(\mu, \varphi)$ with $\mu=\cos \theta$. In the case when the phase function has no dependence on azimuthal direction $\varphi$, the function $P(\mu)$ completely determines the properties of scattering. The phase function of Rayleigh scattering is an example, which is given by

$$
\begin{equation*}
P(\mu)=\frac{3}{4}\left(1+\mu^{2}\right) \tag{10.4.22}
\end{equation*}
$$

The molecular scattering of solar radiation in the atmosphere is described by Rayleigh scattering.

### 10.5 Infrared radiation in a plane-parallel atmosphere

We consider the radiative transfer of a plane-parallel atmosphere in which the abundances of absorbing quantities $\rho_{i}$ and absorption coefficients $k_{\nu}$ are functions only of height $z$. The top of the atmosphere is designated by $z=\infty$ where the pressure is defined as $p=0$. In this case, it is convenient to use radiative depth as a vertical coordinate, which is defined as

$$
\begin{equation*}
\tau_{\nu}(z)=\int_{z}^{\infty} k_{\nu} \rho_{i} d z \tag{10.5.1}
\end{equation*}
$$

Radiative depth is the radiative path measured from the top of the atmosphere $z=\infty$ down to height $z$. Although physical quantities are functions only of $z$, radiation depends on its direction in addition to $z$. Let us introduce the polar coordinates at each altitude. We define a unit vector in the direction of radiation by $s$, the zenith angle by $\theta$, and the azimuthal angle by $\varphi$. Radiative intensity $I_{\nu}(s ; s)$ is written as $I_{\nu}\left(\tau_{\nu} ; \mu, \varphi\right)$, where $\mu=\cos \theta$. The radiative transfer equation (10.4.8) is written as

$$
\begin{equation*}
\mu \frac{d I_{\nu}\left(\tau_{\nu} ; \mu, \varphi\right)}{d \tau_{\nu}}=I_{\nu}\left(\tau_{\nu} ; \mu, \varphi\right)-J_{\nu} \tag{10.5.2}
\end{equation*}
$$

In order to consider radiation in the infrared spectrum region, we assume that the atmosphere has no scattering of radiation and is in local thermodynamic equilibrium. We also assume that radiative properties are independent of the azimuthal angle $\varphi$. Substituting (10.4.14) in (10.5.2), we have

$$
\begin{equation*}
\mu \frac{d I_{\nu}\left(\tau_{\nu} ; \mu\right)}{d \tau_{\nu}}=I_{\nu}\left(\tau_{\nu} ; \mu\right)-B_{\nu}\left(T\left(\tau_{\mu}\right)\right) \tag{10.5.3}
\end{equation*}
$$

Integrating (10.5.3) from the bottom of the atmosphere to arbitrary depth $\tau_{\nu}$, we obtain the upward radiative intensity. In a similar manner, integrating from the top of the atmosphere to $\tau_{\nu}$, we obtain the downward radiative intensity. The two intensities are given respectively as

$$
\begin{align*}
I_{\nu}^{\uparrow}\left(\tau_{\nu}, \mu\right)= & B_{\nu}\left(T_{s}\right) e^{-\frac{\tau_{\nu, s}-\tau_{\nu}}{\mu}} \\
& +\int_{\tau_{\nu}}^{\tau_{\nu, s}} B_{\nu}(t) e^{-\frac{t-\tau_{\nu}}{\mu}} \frac{d t}{\mu}, \quad \text { for } \quad 0<\mu \leq 1,  \tag{10.5.4}\\
I_{\nu}^{\downarrow}\left(\tau_{\nu}, \mu\right)= & -\int_{0}^{\tau_{\nu}} B_{\nu}(t) e^{-\frac{t-\tau_{\nu}}{\mu}} \frac{d t}{\mu}, \quad \text { for } \quad-1 \leq \mu<0, \tag{10.5.5}
\end{align*}
$$

where $\tau_{\nu, s}$ is the total radiative depth from the top of the atmosphere to the bottom of the atmosphere. As for boundary conditions, we have assumed that the ground surface radiates as a blackbody with temperature $T_{s}: I_{\nu}^{\uparrow}\left(\tau_{\nu, s}, \mu\right)=B_{\nu}\left(T_{s}\right)$. We also assumed that there is no incidence of infrared radiation from the top of the atmosphere: $I_{\nu}^{\downarrow}(0, \mu)=0$.

Total radiance is given by the integral over frequency $\nu$ using (10.5.4) and (10.5.5). However, since the absorption coefficient $k_{\nu}$ generally has a strong dependence on $\nu$, it is not easy to calculate the integration of radiance over $\nu$. Thus, various approximations are used for integration in practice. In general, average transmittance, or transmission function, over a frequency range $\Delta \nu$ is introduced:

$$
\begin{equation*}
\mathcal{T}_{\Delta \nu}\left(u, u^{\prime} ; \mu\right)=\frac{1}{\Delta \nu} \int_{\Delta \nu} e^{-\frac{\left|\tau_{\nu}(u)-\tau_{\nu}\left(u^{\prime}\right)\right|}{\mu}} d \nu \tag{10.5.6}
\end{equation*}
$$

The subscript $\Delta \nu$ denotes the average from $\nu$ to $\nu+\Delta \nu$. Here, $u$ is an arbitrary vertical coordinate independent of frequency $\nu$. For instance, the mass integral

$$
\begin{equation*}
u=\int_{z}^{\infty} \rho_{i} d z \tag{10.5.7}
\end{equation*}
$$

may be used. Choice of the width of the frequency range $\Delta \nu$ depends on the purpose; if $\Delta \nu$ represents the width of an absorption line, the averaging method is called "line by line"; if a group of adjacent absorbing bands is considered, $\Delta \nu$ is called the "narrow band"; and if all the frequency region is considered as one band, it is called the "broad band". In the following argument, we assume that $B_{\nu}$ is smooth enough over the bandwidth $\Delta \nu$. In this case, the averages of (10.5.4) and
(10.5.5) over $\Delta \nu$ respectively give

$$
\begin{align*}
I_{\Delta \nu}^{\uparrow}(u, \mu)= & B_{\nu}\left(T_{s}\right) \mathcal{I}_{\Delta \nu}\left(u_{s}, u ; \mu\right) \\
& +\int_{u}^{u_{s}} B_{\nu}\left(u^{\prime}\right) \frac{d \mathcal{T}_{\Delta \nu}\left(u^{\prime}, u ; \mu\right)}{d u^{\prime}} d u^{\prime}, \quad \text { for } 0<\mu \leq 1  \tag{10.5.8}\\
I_{\Delta \nu}^{\downarrow}(u, \mu)= & \int_{0}^{u} B_{\nu}\left(u^{\prime}\right) \frac{d \mathcal{T}_{\Delta \nu}\left(u^{\prime}, u ;-\mu\right)}{d u^{\prime}} d u^{\prime}, \quad \text { for } \quad-1 \leq \mu<0, \tag{10.5.9}
\end{align*}
$$

where $u_{s}$ corresponds to the value at the ground surface.
Next, we take integration over the direction of propagation of light. Integrations over the upper and lower hemispheres give

$$
\begin{align*}
F_{\Delta \nu}^{\uparrow}(u) & \equiv \int_{0}^{2 \pi} \int_{0}^{\pi / 2} I_{\Delta \nu}(u ; s) \cos \theta \sin \theta d \theta d \varphi \\
& =2 \pi \int_{0}^{1} I_{\Delta \nu}(u ; \mu) \mu d \mu  \tag{10.5.10}\\
F_{\Delta \nu}^{\downarrow}(u) & \equiv-\int_{0}^{2 \pi} \int_{\pi / 2}^{\pi} I_{\Delta \nu}(u ; s) \cos \theta \sin \theta d \theta d \varphi \\
& =2 \pi \int_{0}^{-1} I_{\Delta \nu}(u ; \mu) \mu d \mu \tag{10.5.11}
\end{align*}
$$

where the signs of $F_{\Delta \nu}^{\uparrow}$ and $F_{\Delta \nu}^{\downarrow}$ are chosen such that they are positive. These are called upward and downward radiative flux density. Substituting from (10.5.8) and (10.5.9), we obtain the total radiative flux density as

$$
\begin{align*}
F_{\Delta \nu}(u) \equiv & F_{\Delta \nu}^{\uparrow}(u)-F_{\Delta \nu}^{\downarrow}(u) \\
= & \pi B_{\nu}\left(T_{s}\right) \mathcal{T}_{\Delta \nu}^{f}\left(u_{s}, u\right)+\int_{u_{s}}^{u} \pi B_{\nu}\left(u^{\prime}\right) \frac{d \mathcal{T}_{\Delta \nu}^{f}\left(u^{\prime}, u\right)}{d u^{\prime}} d u^{\prime} \\
& -\int_{0}^{u} \pi B_{\nu}\left(u^{\prime}\right) \frac{d \mathcal{T}_{\Delta \nu}^{f}\left(u, u^{\prime}\right)}{d u^{\prime}} d u^{\prime} \tag{10.5.12}
\end{align*}
$$

where we have defined the transmission function of an air column as

$$
\begin{align*}
\mathcal{T}_{\Delta \nu}^{f}\left(u, u^{\prime}\right) & =2 \int_{0}^{1} \mu \mathcal{T}_{\Delta \nu}\left(u, u^{\prime} ; \mu\right) d \mu \\
& =\frac{1}{\Delta \nu} \int_{\Delta \nu} \int_{0}^{1} e^{-\frac{\left|\tau_{\nu}(u)-\tau_{\nu}\left(u^{\prime}\right)\right|}{\mu}} 2 \mu d \mu d \nu \tag{10.5.13}
\end{align*}
$$

Note that $\mathcal{T}_{\Delta \nu}^{f}=1$ at $u=u^{\prime}$. We rewrite (10.5.12) by integrating by parts as

$$
\begin{align*}
F_{\Delta \nu}(u)= & \int_{0}^{u_{s}} \frac{d\left(\pi B_{\nu}\left(u^{\prime}\right)\right)}{d u^{\prime}} \mathcal{T}_{\Delta \nu}^{f}\left(u, u^{\prime}\right) d u^{\prime} \\
& +\left[\pi B_{\nu}\left(T_{s}\right)-\pi B_{\nu}\left(u_{s}\right)\right] \mathcal{T}_{\Delta \nu}^{f}\left(u_{s}, u\right) \\
& +\pi B_{\nu}(0) \mathcal{T}_{\Delta \nu}^{f}(u, 0) \tag{10.5.14}
\end{align*}
$$

The first term on the right-hand side is a contribution from the inner range of an air column. The second term arises if surface temperature is different from temperature at the bottom of the atmosphere. The third term is a contribution from the top of the atmosphere. Although surface temperature equals temperature at the bottom of the atmosphere in a physical sense, we will consider the case when these two temperatures are different; if just the radiation process determines the thermal equilibrium of the atmosphere, the two contributions must be differently treated (see Section 14.3.1). The sum of radiative flux densities $F_{\Delta \nu} \Delta \nu$ over each of bands $\Delta \nu$ is total radiative flux density. This is upward radiative flux per unit area on an arbitrary horizontal plane.

### 10.6 Gray radiation

As a first step to understanding the property of radiation, the assumption of gray radiation is introduced, where the absorbing coefficients $k_{\nu}^{a}$ are assumed to be independent of frequency $\nu$. Since the absorption coefficients of atmospheric gases have a strong dependence on $\nu$, the assumption of gray radiation does not quantitatively describe real atmospheric radiation. Nevertheless, many of the basic properties of radiation can be learned from gray radiation since the simplicity of the radiative transfer equation enables us to theoretically analyze solutions. In practice, only a part of planetary radiation is considered to be gray. To a similar level of approximation, it is further assumed that solar radiation is not absorbed in the atmosphere and directly reaches the surface where it is reflected or absorbed. Under these assumptions, we can construct a simple model of atmospheric radiation to study the vertical structure of the atmosphere (see Chapter 14).

We simply designate the optical depth as $\tau$ by omitting the subscript $\nu$ for gray radiation. Upward and downward radiative fluxes can be given by multiplying $\mu$ by (10.5.3) and integrating over $\mu$ :

$$
\begin{align*}
2 \pi \frac{d}{d \tau} \int_{0}^{1} I_{\nu}(\tau, \mu) \mu^{2} d \mu & =F_{\nu}^{\uparrow}(\tau)-\pi B_{\nu}(T(\tau)),  \tag{10.6.1}\\
2 \pi \frac{d}{d \tau} \int_{0}^{-1} I_{\nu}(\tau, \mu) \mu^{2} d \mu & =F_{\nu}^{\downarrow}(\tau)-\pi B_{\nu}(T(\tau)) \tag{10.6.2}
\end{align*}
$$

Various approximations can be introduced for integration over $\mu$. The simplest assumption is that the intensity $I_{\nu}(\tau, \mu)$ is isotropic; in this case, we trivially have $F_{\nu}^{\uparrow}(\tau)=F_{\nu}^{\downarrow}(\tau)=\pi I_{\nu}(\tau)$ and no net radiative flux. The next approximation might be to take account of the asymmetry between the upward and downward directions of $I_{\nu}(\tau, \mu)$ and to assume that intensity is isotropic in the upper and lower hemispheres. Then, under the assumption that $I_{\nu}(\tau, \mu)$ is independent of $\mu$ in each hemisphere, we may express

$$
\begin{align*}
F_{\nu}^{\uparrow}(\tau) & =\pi I_{\nu}(\tau, \mu=1),  \tag{10.6.3}\\
F_{\nu}^{\downarrow}(\tau) & =\pi I_{\nu}(\tau, \mu=-1), \tag{10.6.4}
\end{align*}
$$

$$
\begin{align*}
2 \pi \int_{0}^{1} I_{\nu}(\tau, \mu) \mu^{2} d \mu & =\frac{2 \pi}{3} I_{\nu}(\tau, \mu=1)=\frac{2}{3} F_{\nu}^{\uparrow}(\tau)  \tag{10.6.5}\\
2 \pi \int_{0}^{-1} I_{\nu}(\tau, \mu) \mu^{2} d \mu & =-\frac{2 \pi}{3} I_{\nu}(\tau, \mu=-1)=-\frac{2}{3} F_{\nu}^{\downarrow}(\tau) . \tag{10.6.6}
\end{align*}
$$

Thus, integrating (10.6.1) and (10.6.2) over the frequency $\nu$ yields

$$
\begin{align*}
\frac{2}{3} \frac{d F^{\uparrow}(\tau)}{d \tau} & =F^{\uparrow}(\tau)-\pi B(T(\tau))  \tag{10.6.7}\\
-\frac{2}{3} \frac{d F^{\downarrow}(\tau)}{d \tau} & =F^{\downarrow}(\tau)-\pi B(T(\tau)) \tag{10.6.8}
\end{align*}
$$

where

$$
\begin{align*}
F^{\uparrow}(\tau) & \equiv \int_{0}^{\infty} F_{\nu}^{\uparrow}(\tau) d \nu, \quad F^{\downarrow}(\tau) \equiv \int_{0}^{\infty} F_{\nu}^{\downarrow}(\tau) d \nu  \tag{10.6.9}\\
\pi B(T) & \equiv \int_{0}^{\infty} \pi B_{\nu} d \nu=\sigma_{B} T^{4} \tag{10.6.10}
\end{align*}
$$

In a similar way to the previous section, we can obtain the radiative flux density by integrating (10.6.7) and (10.6.8) along the optical depth. For simplicity, we define $\tau^{*}=(3 / 2) \tau$. Using the boundary conditions $F^{\uparrow}=\pi B\left(T_{s}\right)=\sigma_{B} T_{s}^{4}$ at the surface and $F^{\downarrow}=0$ at the top of the atmosphere, integrations give

$$
\begin{align*}
F^{\uparrow}(\tau) & =\pi B\left(T_{s}\right) \mathcal{T}^{f}\left(\tau_{s}^{*}-\tau^{*}\right)-\int_{\tau^{*}}^{\tau_{s}^{*}} \pi B \frac{d \mathcal{T}^{f}\left(\tau^{* \prime}-\tau^{*}\right)}{d \tau^{* \prime}} d \tau^{* \prime}  \tag{10.6.11}\\
F^{\downarrow}(\tau) & =\int_{0}^{\tau^{*}} \pi B \frac{d \mathcal{T}^{f}\left(\tau^{*}-\tau^{* \prime}\right)}{d \tau^{* \prime}} d \tau^{* \prime} \tag{10.6.12}
\end{align*}
$$

Here, the transmission function is given by

$$
\begin{equation*}
\mathcal{T}^{f}\left(\tau^{* \prime}-\tau^{*}\right)=e^{-\left(\tau^{* \prime}-\tau^{*}\right)} \tag{10.6.13}
\end{equation*}
$$

Similar to (10.5.14), net radiative flux is given by the partial integral of the difference between (10.6.11) and (10.6.12):

$$
\begin{align*}
F(\tau)= & F^{\uparrow}(\tau)-F^{\downarrow}(\tau) \\
= & \int_{0}^{\tau_{s}^{*}} \frac{d \pi B\left(\tau^{* \prime}\right)}{d \tau^{* \prime}} \mathcal{T}^{f}\left(\left|\tau^{* \prime}-\tau^{*}\right|\right) d \tau^{* \prime} \\
& +\left[\pi B\left(T_{s}\right)-\pi B\left(\tau_{s}^{*}\right)\right] \mathcal{T}^{f}\left(\tau_{s}^{*}-\tau^{*}\right)+\pi B(0) \mathcal{T}^{f}\left(\tau^{*}\right) \tag{10.6.14}
\end{align*}
$$

This expression is suitable for discretization of the numerical calculations of radiative flux.

In Section 14.3.1, we will calculate some atmospheric vertical structures using the radiative transfer equations of gray radiation, (10.6.7) and (10.6.8).

### 10.7 Radiative transfer equation of solar radiation

Calculations of the flux of solar radiation require distinction between direct radiation from the sun and radiation scattered by the atmosphere. The source function of the scattering part of solar radiation is given by (10.4.21):

$$
\begin{equation*}
J_{\nu}(\mu, \varphi)=\frac{\tilde{\omega}_{\nu}}{4 \pi} \int_{0}^{2 \pi} \int_{-1}^{1} I_{\nu}\left(\mu^{\prime}, \varphi^{\prime}\right) P\left(\mu, \varphi ; \mu^{\prime}, \varphi^{\prime}\right) d \mu^{\prime} d \varphi^{\prime} \tag{10.7.1}
\end{equation*}
$$

Designating the incident angles of solar radiation as $\left(\mu_{\odot}, \varphi_{\odot}\right)$, we express the incident radiative intensity of solar radiation at the top of the atmosphere as

$$
\begin{equation*}
I_{\odot \nu}(0 ; \mu, \varphi)=F_{\odot \nu} \delta\left(\mu-\mu_{\odot}\right) \delta\left(\varphi-\varphi_{\odot}\right) \tag{10.7.2}
\end{equation*}
$$

where $F_{\odot \nu}$ is the radiative flux density of solar radiation at the top of the atmosphere. In the atmosphere, there is no emission of radiative flux in the frequency range of solar radiation. Neglecting scattered radiation in the direction of incident solar radiation, we have an expression for direct solar radiation using Beer-BouguerLambert's law, (10.4.11). Let the optical depth from the top of the atmosphere be denoted by $\tau$. We have

$$
\begin{equation*}
I_{\odot \nu}(\tau ; \mu, \varphi)=f_{\odot \nu} \delta\left(\mu-\mu_{\odot}\right) \delta\left(\varphi-\varphi_{\odot}\right) \tag{10.7.3}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{\odot \nu}=F_{\odot \nu} \mathcal{T}_{\nu}(0, \tau)=F_{\odot \nu} e^{-\frac{\tau}{\mu_{\odot}}} \tag{10.7.4}
\end{equation*}
$$

The intensity of solar radiation at the optical depth $\tau$ is described by the radiative transfer equation (10.5.2). We separate direct radiation $f_{\odot \nu}$ and the single scattering of solar radiation from further multiple-scattering radiations; radiation scattered by the atmosphere more than once is called diffuse radiation. Under these assumptions, the radiative transfer equation (10.5.2) becomes $^{\dagger}$

$$
\begin{align*}
\mu \frac{d I_{\nu}(\tau ; \mu, \varphi)}{d \tau}= & I_{\nu}(\tau ; \mu, \varphi) \\
& -\frac{\tilde{\omega}_{\nu}}{4 \pi} \int_{0}^{2 \pi} \int_{-1}^{1} I_{\nu}\left(\tau ; \mu^{\prime}, \varphi^{\prime}\right) P\left(\mu, \varphi ; \mu^{\prime}, \varphi^{\prime}\right) d \mu^{\prime} d \varphi^{\prime} \\
& -\frac{\tilde{\omega}_{\nu}}{4 \pi} P\left(\mu, \varphi ; \mu_{\odot}, \varphi_{\odot}\right) f_{\odot \nu} \tag{10.7.5}
\end{align*}
$$

The last term on the right-hand side is the contribution from the single scattering of direct solar radiation at depth $\tau$. Total solar radiative flux is given by the sum of $I_{\nu}\left(\tau ; \mu^{\prime}, \varphi^{\prime}\right)$ and the direct radiation (10.7.3).

In the case of a plane-parallel atmosphere, the radiative flux density of solar radiation can be calculated by the following procedure. We need to integrate radiance over each of the upper and lower hemispheres. Since (10.7.5) depends on

[^21]angles $\mu$ and $\varphi$, integration with respect to directions is not straightforward. Here, we introduce an approximation to help us derive the differential equations of total radiative intensity and upward and downward radiative fluxes. First, integrating (10.7.5) over all directions gives
\[

$$
\begin{equation*}
\frac{d}{d \tau} F_{\nu}(\tau)=4 \pi\left(1-\tilde{\omega}_{\nu}\right) \bar{I}_{\nu}(\tau)-\tilde{\omega}_{\nu} f_{\odot \nu} \tag{10.7.6}
\end{equation*}
$$

\]

where (10.4.19) is used and

$$
\begin{align*}
\int_{0}^{2 \pi} \int_{-1}^{1} I_{\nu}(\tau ; \mu, \varphi) d \mu d \varphi & =4 \pi \bar{I}_{\nu}(\tau)  \tag{10.7.7}\\
\int_{0}^{2 \pi} \int_{-1}^{1} I_{\nu}(\tau ; \mu, \varphi) \mu d \mu d \varphi & =F_{\nu}^{\uparrow}(\tau)-F_{\nu}^{\downarrow}(\tau) \equiv F_{\nu}(\tau) \tag{10.7.8}
\end{align*}
$$

(see (10.5.10) and (10.5.11)). Next, multiplying (10.7.5) by $\mu$ and integrating over directions, we obtain

$$
\begin{equation*}
\frac{d}{d \tau} \int_{0}^{2 \pi} \int_{-1}^{1} I_{\nu}(\tau ; \mu, \varphi) \mu^{2} d \mu d \varphi=\left(1-\tilde{\omega}_{\nu} g\right) F_{\nu}(\tau)-\tilde{\omega}_{\nu} g \mu_{\odot} f_{\odot \nu} \tag{10.7.9}
\end{equation*}
$$

where $g$ is called the asymmetric factor, given by

$$
\begin{equation*}
g \equiv \frac{1}{4 \pi} \int P(0,0 ; \mu, \varphi) \mu d o=\frac{1}{2} \int_{-1}^{1} P(\mu) \mu d \mu \tag{10.7.10}
\end{equation*}
$$

In this equation, we assume that the phase function $P(0,0 ; \mu, \varphi)$ is independent of $\varphi$ and write it as $P(\mu)=P(0,0 ; \mu, \varphi)$. We have $g=0$ if the scattering is isotropic, and $g=1$ if just forward scattering exists. In addition, we generally have

$$
\begin{equation*}
\frac{1}{2} \int_{-1}^{1} P\left(\mu, \varphi ; \mu^{\prime}, \varphi^{\prime}\right) \mu d \mu=g \mu^{\prime} \tag{10.7.11}
\end{equation*}
$$

In the case of Rayleigh scattering, forward scattering $\mu>0$ and backward scattering $\mu<0$ equally contribute so that $g=0$. In the case of Mie scattering, which describes scattering by a charged spherical particle, the contribution of forward scattering is larger than that of backward scattering such that $g>0$. At the limit of an infinitesimal particle, Mie scattering agrees with Rayleigh scattering.

In order to obtain the radiative flux density $F_{\nu}(\tau)$, we again assume that $I_{\nu}(\tau ; \mu, \varphi)$ is isotropic in each of the upper and lower hemispheres on the left-hand side of (10.7.9). In this case,

$$
\begin{align*}
\int_{0}^{2 \pi} \int_{-1}^{1} I_{\nu}(\tau ; \mu, \varphi) \mu^{2} d \mu d \varphi & =\frac{2 \pi}{3}\left[I_{\nu}(\tau ; \mu=1)+I_{\nu}(\tau ; \mu=-1)\right] \\
& =\frac{4 \pi}{3} \bar{I}_{\nu}(\tau) \tag{10.7.12}
\end{align*}
$$

Using this to eliminate $\bar{I}_{\nu}(\tau)$ in (10.7.6) and (10.7.9), we obtain

$$
\begin{equation*}
\frac{d^{2}}{d \tau^{2}} F_{\nu}(\tau)=3\left(1-\tilde{\omega}_{\nu}\right)\left(1-\tilde{\omega}_{\nu} g\right) F_{\nu}(\tau)-\tilde{\omega}_{\nu} f_{\odot \nu}\left[1+3\left(1-\tilde{\omega}_{\nu}\right) g \mu_{\odot}\right] \tag{10.7.13}
\end{equation*}
$$

The net radiative flux density $F_{\nu}(\tau)$ is given by the solution to this equation. Since direct solar radiation is not included in $F_{\nu}(\tau)$, the total radiative flux of solar radiation is given by the sum of $F_{\nu}(\tau)$ and

$$
\begin{equation*}
\int_{0}^{2 \pi} \int_{-1}^{1} I_{\odot \nu}(\tau ; \mu, \varphi) \mu d \mu d \varphi=f_{\odot} \mu_{\odot} \tag{10.7.14}
\end{equation*}
$$

Differential equations for upward and downward radiative intensity can also be constructed as follows. If the dependence on $\varphi$ is neglected for simplicity, (10.7.5) can be rewritten as

$$
\begin{align*}
\mu \frac{d I_{\nu}(\tau ; \mu)}{d \tau}= & I_{\nu}(\tau ; \mu)-\frac{\tilde{\omega}_{\nu}}{2} \int_{-1}^{1} I_{\nu}\left(\tau ; \mu^{\prime}\right) P\left(\mu, \mu^{\prime}\right) d \mu^{\prime} \\
& -\frac{\tilde{\omega}_{\nu}}{4 \pi} P\left(\mu, \mu_{\odot}\right) f_{\odot \nu} \tag{10.7.15}
\end{align*}
$$

Multiplying this equation by $\mu$ and integrating over each of the upper and lower hemispheres, we respectively obtain

$$
\begin{align*}
2 \pi \frac{d}{d \tau} & \int_{0}^{1} I_{\nu}(\tau ; \mu) \mu^{2} d \mu \\
= & F_{\nu}^{\uparrow}(\tau)-\pi \tilde{\omega}_{\nu} \int_{0}^{1} \int_{-1}^{1} I_{\nu}\left(\tau ; \mu^{\prime}\right) P\left(\mu, \mu^{\prime}\right) \mu d \mu^{\prime} d \mu \\
& -\frac{\tilde{\omega}_{\nu}}{2} f_{\odot \nu} \int_{0}^{1} P\left(\mu, \mu_{\odot}\right) \mu d \mu  \tag{10.7.16}\\
-2 \pi & \frac{d}{d \tau} \int_{0}^{-1} I_{\nu}(\tau ; \mu) d \mu \\
= & F_{\nu}^{\downarrow}(\tau)-\pi \tilde{\omega}_{\nu} \int_{0}^{-1} \int_{-1}^{1} I_{\nu}\left(\tau ; \mu^{\prime}\right) P\left(\mu, \mu^{\prime}\right) \mu d \mu^{\prime} d \mu \\
& -\frac{\tilde{\omega}_{\nu}}{2} f_{\odot \nu} \int_{0}^{-1} P\left(\mu, \mu_{\odot}\right) \mu d \mu \tag{10.7.17}
\end{align*}
$$

These equations might be rewritten into various expressions if we make assumptions about the dependence on directions. For instance, if intensities are isotropic in each of the upper and lower hemispheres, these are rewritten as

$$
\begin{align*}
\frac{2}{3} \frac{d}{d \tau} F_{\nu}^{\uparrow}(\tau)= & F_{\nu}^{\uparrow}(\tau)-\tilde{\omega}_{\nu}(1-\beta) F_{\nu}^{\uparrow}(\tau) \\
& -\tilde{\omega}_{\nu} \beta F_{\nu}^{\downarrow}(\tau)-\frac{\tilde{\omega}_{\nu}}{2}(1+S) f_{\odot \nu},  \tag{10.7.18}\\
-\frac{2}{3} \frac{d}{d \tau} F_{\nu}^{\downarrow}(\tau)= & F_{\nu}^{\downarrow}(\tau)-\tilde{\omega}_{\nu}(1-\beta) F_{\nu}^{\downarrow}(\tau) \\
& -\tilde{\omega}_{\nu} \beta F_{\nu}^{\uparrow}(\tau)-\frac{\tilde{\omega}_{\nu}}{2}(1-S) f_{\odot \nu} \tag{10.7.19}
\end{align*}
$$

The sum of the two equations corresponds to (10.7.6) except for the factor $2 / 3$ on the left-hand side. It can be shown that $\beta=(1-g) / 2$ and $S=g \mu_{\odot}$ from appropriate
treatment of the scattering probability distribution function (Liou, 1992, section 3.3). In this case, (10.7.9) is given by the difference between (10.7.18) and (10.7.19).

We may have a more intuitive expression for solar flux by incorporating direct solar radiation into diffuse radiation. The following derivation contrasts with the one above in which direct and single-scattering radiation are distinguished from diffuse radiation. If direct solar radiation is treated as diffuse radiation, we rewrite (10.7.13) as

$$
\begin{equation*}
\frac{d^{2}}{d \tau^{2}} F_{\nu}(\tau)=\alpha^{2} F_{\nu}(\tau) \tag{10.7.20}
\end{equation*}
$$

where $\alpha^{2}=3\left(1-\tilde{\omega}_{\nu}\right)\left(1-\tilde{\omega}_{\nu} g\right)$. If intensity is isotropic, (10.7.9) can be written as

$$
\begin{equation*}
\frac{3}{2} \frac{d}{d \tau}\left[F_{\nu}^{\uparrow}(\tau)+F_{\nu}^{\downarrow}(\tau)\right]=\left(1-\tilde{\omega}_{\nu} g\right) F_{\nu}(\tau) \tag{10.7.21}
\end{equation*}
$$

The top and bottom boundary conditions are given by

$$
\begin{equation*}
F_{\nu}^{\downarrow}(0)=F_{\odot} \mu_{\odot}, \quad F_{\nu}^{\uparrow}\left(\tau_{s}\right)=0 \tag{10.7.22}
\end{equation*}
$$

where $\tau_{s}$ is total optical depth. The solution to (10.7.20) is written as

$$
\begin{equation*}
F_{\nu}(\tau)=F_{\nu}^{\uparrow}-F_{\nu}^{\downarrow}=C e^{-\alpha \tau}+D e^{-\alpha\left(\tau_{s}-\tau\right)} \tag{10.7.23}
\end{equation*}
$$

where $C$ and $D$ are constant. Substituting this into (10.7.21) and integrating over $\tau$ yields

$$
\begin{equation*}
F_{\nu}^{\uparrow}(\tau)+F_{\nu}^{\downarrow}(\tau)=\frac{3}{2 \alpha}\left(1-\tilde{\omega}_{\nu} g\right)\left[-C e^{-\alpha \tau}+D e^{-\alpha\left(\tau_{s}-\tau\right)}\right] \tag{10.7.24}
\end{equation*}
$$

Therefore, we have expressions for upward and downward fluxes as

$$
\begin{align*}
& F_{\nu}^{\uparrow}(\tau)=a C e^{-\alpha \tau}+b e^{-\alpha\left(\tau_{s}-\tau\right)}  \tag{10.7.25}\\
& F_{\nu}^{\downarrow}(\tau)=b C e^{-\alpha \tau}+a e^{-\alpha\left(\tau_{s}-\tau\right)} \tag{10.7.26}
\end{align*}
$$

where

$$
\begin{equation*}
a=\frac{1}{2}\left[1-\frac{3}{2 \alpha}\left(1-\tilde{\omega}_{\nu} g\right)\right], \quad b=\frac{1}{2}\left[1+\frac{3}{2 \alpha}\left(1-\tilde{\omega}_{\nu} g\right)\right] . \tag{10.7.27}
\end{equation*}
$$

Using the boundary conditions (10.7.22), the coefficients in (10.7.25) and (10.7.26) are given by

$$
\begin{equation*}
C=\frac{b}{b^{2}-a^{2} e^{-2 \alpha \tau_{s}}} F_{\odot} \mu_{\odot}, \quad D=-\frac{a e^{-\alpha \tau_{s}}}{b^{2}-a^{2} e^{-2 \alpha \tau_{s}}} F_{\odot} \mu_{\odot} \tag{10.7.28}
\end{equation*}
$$

From the above solution for solar radiation, we can calculate planetary albedo. The ratio of reflected solar radiation at the top of the atmosphere to incident solar radiation is denoted by planetary albedo $\mathcal{A}$, while the ratio of solar radiation that reaches the surface to incident solar radiation is denoted by transmissivity $\mathcal{T}$. These are expressed as

$$
\begin{align*}
\mathcal{A} & =\frac{F_{\nu}^{\uparrow}(0)}{F_{\nu}^{\downarrow}(0)}=B \frac{1-e^{-2 \alpha \tau_{s}}}{1-B^{2} e^{-2 \alpha \tau_{s}}}  \tag{10.7.29}\\
\mathcal{T} & =\frac{F_{\nu}^{\downarrow}\left(\tau_{s}\right)}{F_{\nu}^{\downarrow}(0)}=\left(1-B^{2}\right) \frac{e^{-\alpha \tau_{s}}}{1-B^{2} e^{-2 \alpha \tau_{s}}} \tag{10.7.30}
\end{align*}
$$

where

$$
\begin{equation*}
B=\frac{a}{b}=\frac{\alpha-\frac{3}{2}\left(1-\tilde{\omega}_{\nu} g\right)}{\alpha+\frac{3}{2}\left(1-\tilde{\omega}_{\nu} g\right)} \tag{10.7.31}
\end{equation*}
$$

We have $\mathcal{A} \rightarrow B$ and $\mathcal{T} \rightarrow 0$ as the total optical depth becomes thicker $\tau_{s} \rightarrow \infty$.
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## 11

## Turbulence

Two aspects of the turbulence process in the atmosphere are described in this chapter. First, the statistical properties of turbulence are explained using similarity theory. In particular, the roles of turbulence in the general circulation of the atmosphere are briefly introduced. Similarity theory will be applied to describe global-scale turbulent motion of the atmosphere in Section 12.4. The statistical properties of turbulence are used for the choice of numerical diffusion of the atmospheric general circulation models (Chapter 27). Second, we describe turbulence in the mixed layer and the boundary layer of the atmosphere. We introduce turbulence models that are used to describe the subgrid-scale motions of numerical models. According to this second aspect, turbulence models in the mixed and boundary layers are viewed as one of the physical processes of atmospheric numerical models.

### 11.1 Similarity theory

### 11.1.1 Three-dimensional turbulence

Turbulence is a fluid state that has temporary and spatial irregular motion. If one wants to describe larger scale fluid motion than the inner structure of turbulence itself, one needs to model the statistical properties of turbulence. In general, large-scale motion, or the environmental field of turbulence, does not possess both statistically isotropic and steady properties. The environmental field cannot be steady if energy is not supplied to the field, since turbulence loses its kinematic energy due to friction. Only if energy is supplied from the environment is the turbulent field kept statistically steady. In such a case, however, inhomogeneity which depends on external forcing is introduced to the field (i.e., the turbulence loses isotropy). This means that there does not exist homogeneous isotropic turbulence in statistical equilibrium as a whole. In sufficiently small-scale turbulence relative to the scale of external energy inputs, however, turbulence can be assumed to be statistically isotropic and homogeneous. Such a state is called local statistical equilibrium. The kinetic energy of turbulence is supplied from the environment in
a large-scale range, transferred to a middle-scale range in turbulence, and dissipated into heat due to friction in a sufficiently small-scale range. In local statistical equilibrium, energy supply, transfer, and dissipation are balanced by each other.

The local statistical equilibrium of turbulence can be described by characteristic variables which are related together by similarity theory. Kolmogorov's first hypothesis states that the statistical equilibrium of turbulence is spatially uniform and steady in the larger wave number range such that it only depends on two parameters: the dissipation rate of energy $\varepsilon$ and the viscous coefficient $\nu$. From isotropy, the turbulent kinetic energy spectrum $E(k)$ can be defined, where $k$ is the magnitude of a wave number vector. $E(k)$ is related to the volume average of the kinetic energy of turbulence by

$$
\begin{equation*}
\frac{1}{V} \int \frac{1}{2} \boldsymbol{v}^{2} d V=\int_{0}^{\infty} E(k) d k \tag{11.1.1}
\end{equation*}
$$

where $V$ is the volume of the domain considered. The physical dimensions of these variables are given respectively as

$$
[\varepsilon]=\frac{L^{2}}{T^{3}}, \quad[\nu]=\frac{L^{2}}{T}, \quad[k]=\frac{1}{L}, \quad[E(k)]=\frac{L^{3}}{T^{2}}
$$

where the symbol [] denotes the dimension of the quantity inside the brackets, $L$ is the dimension of length, and $T$ is that of time. According to Kolmogorov's first hypothesis, the energy spectrum $E(k)$ can be expressed by $\varepsilon$ and $\nu$. From dimensional analysis, since

$$
[k]=\left[\varepsilon^{\frac{1}{4}} \nu^{-\frac{3}{4}}\right], \quad[E(k)]=\left[\varepsilon^{\frac{1}{4}} \nu^{\frac{5}{4}}\right],
$$

we may write

$$
\begin{equation*}
E(k)=\varepsilon^{\frac{1}{4}} \nu^{\frac{5}{4}} f\left(\frac{k}{k_{d}}\right) \tag{11.1.2}
\end{equation*}
$$

where $f(x)$ is an appropriate function of $x=k / k_{d}$, and

$$
\begin{equation*}
k_{d}=\left(\frac{\varepsilon}{\nu^{3}}\right)^{\frac{1}{4}} \tag{11.1.3}
\end{equation*}
$$

is called the Kolmogorov wave number.
Kolmogorov's second hypothesis states that there is a spatial-scale range in a statistical equilibrium state of turbulence where the effect of viscosity is negligible; this scale is larger than the scale at which viscosity effectively works and is smaller than that of energy input. The wave number range between the scale of energy input and scale of viscous dissipation is called the inertial subrange. In the inertial subrange, energy input from smaller scale wave numbers is balanced by energy transfer to higher wave numbers. Under this hypothesis, $E(k)$ becomes independent of $\nu$ in the inertial subrange. We therefore have $f \propto \nu^{-\frac{5}{4}}$ from (11.1.2) and then

$$
\begin{equation*}
f\left(\frac{k}{k_{d}}\right) \propto\left(\frac{k}{k_{d}}\right)^{-\frac{5}{3}}=\nu^{-\frac{5}{4}} \varepsilon^{\frac{5}{12}} k^{-\frac{5}{3}} \tag{11.1.4}
\end{equation*}
$$



Figure 11.1: Schematic figure of the energy spectrum of three-dimensional turbulence. The energy spectrum of the inertial subrange follows Kolmogorov's spectrum (i.e., the five-thirds power law). $k_{e}$ is the wave number at which energy is input, and $k_{d}$ is the wave number at which dissipation effectively works (i.e., Kolmogorov wave number).

Thus, we obtain

$$
\begin{equation*}
E(k)=A \varepsilon^{\frac{2}{3}} k^{-\frac{5}{3}} \tag{11.1.5}
\end{equation*}
$$

where $A$ is a universal constant, which has a value in the range 1.3-1.7 according to experimental surveys. This means that the energy spectrum is proportional to the $-5 / 3$-rd power of the wave number. This relation is referred to as the fivethirds power law. This dependence on wave number is a peculiar characteristic of three-dimensional turbulence.

Dissipation due to viscosity comes to dominate at the wave number $k_{d}$. Let $k_{e}$ denote the wave number corresponding to the spatial scale of energy input. Inertial subrange exists if

$$
\begin{equation*}
R e \equiv \frac{\varepsilon^{\frac{1}{3}}}{\nu k_{e}^{\frac{4}{3}}}=\left(\frac{k_{d}}{k_{e}}\right)^{\frac{4}{3}} \gg 1 \tag{11.1.6}
\end{equation*}
$$

is satisfied, where Re is the Reynolds number. Figure 11.1 shows the schematic energy spectrum of three-dimensional turbulence. Energy input occurs at larger scales than the inertial subrange and energy is transferred to smaller scales: $k \gg$ $k_{e}$. At a sufficiently large wave number $\left(k \gg k_{d}\right)$, the effect of viscosity becomes significant such that kinetic energy is dissipated into heat.

### 11.1.2 Two-dimensional turbulence

Next, let us consider the statistical equilibrium state of two-dimensional turbulence using similarity theory. The difference between two- and three-dimensional turbulence is that the enstrophy is conserved in the limit of small viscosity in the case of two-dimensional turbulence.

For a non-divergent two-dimensional fluid, the vorticity equation is written as

$$
\begin{equation*}
\frac{D \omega}{D t}=\nu \nabla_{H}^{2} \omega \tag{11.1.7}
\end{equation*}
$$

where $\omega$ is vorticity and

$$
\begin{align*}
\frac{D}{D t} & =\frac{\partial}{\partial t}+u \frac{\partial}{\partial x}+v \frac{\partial}{\partial y}  \tag{11.1.8}\\
\nabla_{H}^{2} & =\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}} \tag{11.1.9}
\end{align*}
$$

Vorticity $\omega$ is expressed by the streamfunction $\psi$ as

$$
\begin{equation*}
\omega=-\nabla_{H}^{2} \psi \tag{11.1.10}
\end{equation*}
$$

Multiplying (11.1.7) by $\psi$ or $\nabla_{H}^{2} \psi$ and averaging the products over the whole domain $S$, we obtain the following two equations:

$$
\begin{align*}
\frac{d E}{d t} & =-2 \nu \Omega  \tag{11.1.11}\\
\frac{d \Omega}{d t} & =-2 \nu P \tag{11.1.12}
\end{align*}
$$

where

$$
\begin{align*}
E & =\frac{1}{2 S} \int\left(\nabla_{H} \psi\right)^{2} d S  \tag{11.1.13}\\
\Omega & =\frac{1}{2 S} \iint \omega^{2} d S  \tag{11.1.14}\\
P & =\frac{1}{2 S} \int\left(\nabla_{H} \omega\right)^{2} d S \tag{11.1.15}
\end{align*}
$$

$E$ is total kinetic energy, or simply called energy. $\Omega$ is called enstrophy, and $P$ is palinstrophy. In the inviscid case, $\nu=0$, both energy and enstrophy are conserved.

In the case of infinitesimal nonzero viscosity with $\nu \rightarrow 0$ and $\nu \neq 0$, it can be shown that energy is still conserved but that enstrophy is not. Actually, enstrophy is finite since $\Omega(t) \leq \Omega(0)$ from (11.1.12) if $\nu>0$. From (11.1.11), therefore, we have $\frac{d E}{d t} \rightarrow 0$ as $\nu \rightarrow 0$ (i.e., energy is conserved). On the other hand, from (11.1.7), the change in palinstrophy $P$ is written as

$$
\begin{equation*}
\frac{d P}{d t}=-\frac{1}{S} \int \frac{\partial u_{j}}{\partial x_{i}} \frac{\partial \omega}{\partial x_{i}} \frac{\partial \omega}{\partial x_{j}} d S-\frac{\nu}{S} \int\left(\frac{\partial^{2} \omega}{\partial x_{i} \partial x_{j}}\right)^{2} d S \tag{11.1.16}
\end{equation*}
$$

As $\nu \rightarrow 0$, the second term on the right-hand side approaches zero, while the first term does not necessarily vanish. Instead, $P$ might diverge to infinity as $\nu \rightarrow 0$. If we define the dissipation rate of enstrophy by

$$
\begin{equation*}
\eta \equiv-\frac{d \Omega}{d t}=2 \nu P \tag{11.1.17}
\end{equation*}
$$

there is a possibility that $\eta \neq 0$ as $\nu \rightarrow 0$.

The energy spectrum of two-dimensional turbulence is different from that of three-dimensional turbulence. To see this, we study the time dependence of the energy spectrum for the case $\nu=0$ in the first step. We define the kinetic energy spectrum density $E(k)$ and the enstrophy spectrum density $\Omega(k)$ for the wave number $k(k=|\boldsymbol{k}|)$ so as to satisfy

$$
\begin{equation*}
E=\int_{0}^{\infty} E(k) d k, \quad \Omega=\int_{0}^{\infty} \Omega(k) d k \tag{11.1.18}
\end{equation*}
$$

It can be shown from (11.1.13) and (11.1.14) by decomposing into Fourier components that the two spectrum densities are related as

$$
\begin{equation*}
\Omega(k)=k^{2} E(k) \tag{11.1.19}
\end{equation*}
$$

Let $\Delta E(k)$ denote the difference of the energy spectrum density from its initial value, and $\Delta \Omega(k)$ denote that of the enstrophy spectrum density. The conservation of energy and enstrophy is given by

$$
\begin{align*}
\int_{0}^{\infty} \Delta E(k) d k & =0  \tag{11.1.20}\\
\int_{0}^{\infty} \Delta \Omega(k) d k=\int_{0}^{\infty} k^{2} \Delta E(k) d k & =0 \tag{11.1.21}
\end{align*}
$$

These equations describe conservation for fully interactive cases between all the wave numbers.

For illustrative purpose, we consider the interaction of three components of waves that are in statistical equilibrium. The wave number vectors of three waves are denoted by $\boldsymbol{k}_{\mathbf{1}}, \boldsymbol{k}_{\mathbf{2}}$, and $\boldsymbol{k}_{\mathbf{3}}$. If these three waves interact, the wave numbers must satisfy the relation:

$$
\begin{equation*}
k_{1}+k_{2}+k_{3}=0 \tag{11.1.22}
\end{equation*}
$$

We assume that the magnitudes of wave numbers $k_{1}, k_{2}$, and $k_{3}$ are in the order $k_{1}<$ $k_{2}<k_{3}$. In this case, the equations of the conservation of energy and enstrophy are written respectively as

$$
\begin{align*}
\Delta E\left(k_{1}\right)+\Delta E\left(k_{2}\right)+\Delta E\left(k_{3}\right) & =0  \tag{11.1.23}\\
k_{1}^{2} \Delta E\left(k_{1}\right)+k_{2}^{2} \Delta E\left(k_{2}\right)+k_{3}^{2} \Delta E\left(k_{3}\right) & =0 \tag{11.1.24}
\end{align*}
$$

Energy changes in the $k_{1}$ - and $k_{3}$-components are solved in terms of the energy change in the $k_{2}$-component as

$$
\begin{equation*}
\Delta E\left(k_{1}\right)=-\frac{k_{2}^{2}-k_{3}^{2}}{k_{1}^{2}-k_{3}^{2}} \Delta E\left(k_{2}\right), \quad \Delta E\left(k_{3}\right)=-\frac{k_{2}^{2}-k_{1}^{2}}{k_{3}^{2}-k_{1}^{2}} \Delta E\left(k_{2}\right) \tag{11.1.25}
\end{equation*}
$$

This implies that both the energies of $k_{1}$ - and $k_{3}$-components increase as the energy of the $k_{2}$-component decreases: $\Delta E\left(k_{2}\right)<0$. The ratio of energy increases is given by

$$
\begin{equation*}
\frac{\Delta E\left(k_{1}\right)}{\Delta E\left(k_{3}\right)}=\frac{k_{3}^{2}-k_{2}^{2}}{k_{2}^{2}-k_{1}^{2}} \tag{11.1.26}
\end{equation*}
$$

In general, this ratio may be either greater or smaller than one. It is known, however, that the following inequality holds in many actually interacting cases:

$$
\begin{equation*}
\frac{\Delta E\left(k_{1}\right)}{\Delta E\left(k_{3}\right)}>1, \quad \frac{\Delta \Omega\left(k_{1}\right)}{\Delta \Omega\left(k_{3}\right)}=\frac{k_{1}^{2} \Delta E\left(k_{1}\right)}{k_{3}^{2} \Delta E\left(k_{3}\right)}<1 \tag{11.1.27}
\end{equation*}
$$

If energy is injected to the $k_{2}$-component, more of it is transferred to the smaller wave number $k_{1}$-component than the larger wave number $k_{3}$-component. In contrast, more enstrophy is transferred to the larger wave number $k_{3}$-component than the smaller wave number $k_{1}$-component. This implies that energy is transferred toward larger scales in two-dimensional turbulence. This situation is opposite to three-dimensional turbulence, where injected energy is transferred toward smaller scales and, as a result, is converted to heat due to molecular viscosity. The energy transfer toward larger scales in two-dimensional turbulence is called the inverse energy cascade.

The local equilibrium theory of two-dimensional turbulence in the case of $\nu \neq 0$ can be constructed based on the above consideration. Different similarity theories of the energy spectrum are established for smaller and larger scale regimes relative to the scale of energy input. In the larger scale regime, an inverse energy cascade occurs. In this regime, if we assume that $E(k)$ can be expressed by wave number $k$ and energy production rate $\varepsilon$, the energy spectrum is formulated as the same similarity theory of three-dimensional isotropic turbulence. From (11.1.5), we may have

$$
\begin{equation*}
E(k)=C_{1} \varepsilon^{\frac{2}{3}} k^{-\frac{5}{3}} \tag{11.1.28}
\end{equation*}
$$

where $C_{1}$ is constant. In contrast, in the smaller scale regime, the dissipation of enstrophy occurs where the dominant parameters are $\nu$ and $\eta$. From dimensional analysis,

$$
[\nu]=\frac{L^{2}}{T}, \quad[\eta]=\frac{1}{T^{3}}
$$

then we have

$$
\begin{align*}
E(k) & =\eta^{\frac{1}{6}} \nu^{\frac{3}{2}} F\left(\frac{k}{k_{d}}\right)  \tag{11.1.29}\\
k_{d} & =\eta^{\frac{1}{6}} \nu^{-\frac{1}{2}} \tag{11.1.30}
\end{align*}
$$

As in the case of three-dimensional turbulence, we may assume the existence of an inertial subrange that is independent of viscosity. In this case, it may be referred to as the enstrophy inertial subrange. Thus, we obtain

$$
\begin{equation*}
F\left(\frac{k}{k_{d}}\right) \propto\left(\frac{k}{k_{d}}\right)^{-3}=\nu^{-\frac{3}{2}} \eta^{\frac{1}{2}} k^{-3} \tag{11.1.31}
\end{equation*}
$$

and the energy spectrum is given by

$$
\begin{equation*}
E(k)=C_{2} \eta^{\frac{2}{3}} k^{-3} \tag{11.1.32}
\end{equation*}
$$



Figure 11.2: Schematic energy spectrum of two-dimensional turbulence. The energy spectrum is proportional to $k^{-\frac{3}{5}}$ in the range $k<k_{e}$, where $k_{e}^{-1}$ represents the scale of energy input, and is proportional to $k^{-3}$ in the range $k>k_{e}$.
where $C_{2}$ is a universal constant. From (11.1.19), the enstrophy spectrum $\Omega(k)$ is also given by

$$
\begin{equation*}
\Omega(k)=C_{2} \eta^{\frac{2}{3}} k^{-1} . \tag{11.1.33}
\end{equation*}
$$

Figure 11.2 schematically shows the energy spectrum of two-dimensional turbulence. Energy is cascaded to the larger scale relative to the scale of the energy input $k_{e}$, whereas enstrophy is cascaded to the smaller scale. Precisely, the assumption of local equilibrium might no longer be valid in the energy inertial subrange $k<k_{e}$ of two-dimensional turbulence. This is because the homogeneity of the turbulence is not satisfied since energy is injected at a spatial scale comparable with turbulence. If energy input occurs at random, however, homogeneity can again be assumed in the range with the spatial scale much larger than $k_{e}^{-1}$ and much smaller than the domain length of the system. The upward energy cascade will continue until the scale of the turbulent eddy becomes the domain size. It is thought that the spectrum of two-dimensional turbulence in the enstrophy inertial subrange corresponds to the energy spectrum observed in the large-scale motion of the atmosphere (see Sections 17.4.2 and 24.2).

### 11.1.3 Tracer spectrum

Returning back to three-dimensional flow, we consider in this section the spectrum of a tracer which is passively advected by turbulent flow and is also subjected to molecular diffusion. Here, we assume that the tracer does not exert forces on the flow; in this case the tracer is called a passive tracer. The mass concentration of a minor quantity can be thought of as such a passive tracer under particular conditions. Suppose that the evolution of the tracer concentration $\theta$ is governed by
the following advection-diffusion equation:

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}+\boldsymbol{u} \cdot \nabla \theta=\kappa \nabla^{2} \theta \tag{11.1.34}
\end{equation*}
$$

where $\kappa$ is the diffusion coefficient. Let ( ${ }^{-}$) denote the domain average, and $\theta^{\prime}=\theta-\bar{\theta}$ denote the deviation of the tracer from its average. We assume that the domainaveraged tracer $\bar{\theta}$ is conserved. Multiplying this equation by $\theta$, and averaging over the whole domain, we have

$$
\begin{equation*}
\frac{\partial \overline{\theta^{\prime 2}}}{\partial t}=-2 \kappa \overline{\left(\nabla \theta^{\prime}\right)^{2}} \tag{11.1.35}
\end{equation*}
$$

In order to consider the wave number dependence of the spectrum of $\theta^{\prime 2}$, we introduce the spectrum density $\Gamma(k)$ that satisfies

$$
\begin{equation*}
\overline{\theta^{\prime 2}}=\int_{0}^{\infty} \Gamma(k) d k \tag{11.1.36}
\end{equation*}
$$

It is thought that the tracer spectrum is described by the following two groups of parameters. The first group comprises the parameters of the turbulence of the flow: the dissipation rate of energy $\varepsilon$ and the viscous coefficient $\nu$. The second group comprises the parameters that appear in the equation of the tracer: the diffusion coefficient $\kappa$ and the dissipation rate of the tracer:

$$
\begin{equation*}
\chi \equiv 2 \kappa \overline{\left(\nabla \theta^{\prime}\right)^{2}} \tag{11.1.37}
\end{equation*}
$$

The typical wave number at which the diffusion of the tracer becomes important may depend on the relative magnitude of $\nu$ and $\kappa$. In the case $\kappa \gg \nu$, the effect of diffusion becomes greater if the wave number is larger than

$$
\begin{equation*}
k_{\kappa 1} \equiv\left(\frac{\varepsilon}{\kappa^{3}}\right)^{\frac{1}{4}} \tag{11.1.38}
\end{equation*}
$$

This wave number is derived from dimensional analysis in the same way that the Kolmogorov wave number $k_{d}$ in (11.1.3) is derived.

In the case $\nu \gg \kappa$, on the other hand, the main process of turbulence governing the spectrum of the tracer is different between the wave number ranges $k \ll k_{d}$ and $k \gg k_{d}$. In the range $k \ll k_{d}$, there exists the inertial subrange of turbulence; advection due to turbulence is important while diffusion is almost negligible. In the range $k \gg k_{d}$, the turbulence of the flow is suppressed by viscosity and the flow field is characterized by a deformation field. ${ }^{\dagger}$ Since $\nu \gg \kappa$, the effect of diffusion is important at wave numbers sufficiently larger than $k_{d}$. Thus, there is another inertial subrange of the tracer spectrum in $k \ll k_{d}$ which has a different spectrum slope from that of the inertial subrange of energy.
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Figure 11.3: The schematic distribution of the tracer spectrum in the case $\nu \gg \kappa$. The spectrum is proportional to $k^{-\frac{3}{5}}$ in a smaller wave number range than $k_{d}$, whereas the spectrum is proportional to $k^{-1}$ in the range between $k_{d}$ and $k_{\kappa}$.

Since the transfer of the tracer in wave number space is constant as given by $\chi$, the dominant parameters of the tracer spectrum in the range $k \ll k_{d}$ are $\chi, \varepsilon$, and $k$. Dimensional analysis gives

$$
\begin{equation*}
\Gamma(k) \propto \chi \varepsilon^{-\frac{1}{3}} k^{-\frac{5}{3}} \tag{11.1.39}
\end{equation*}
$$

This has a wave number dependence similar to (11.1.5): the five-thirds power law.
In contrast, the strain rate of the flow in the region $k \gg k_{d}$ is estimated as

$$
\begin{equation*}
\left|\frac{\partial u_{j}}{\partial x_{i}}\right| \approx\left(\frac{\varepsilon}{\nu}\right)^{\frac{1}{2}} \equiv \gamma \tag{11.1.40}
\end{equation*}
$$

Thus, the effect of diffusion becomes dominant in a wave number range larger than

$$
\begin{equation*}
k_{\kappa}=\left(\frac{\gamma}{\kappa}\right)^{\frac{1}{2}}=\left(\frac{\varepsilon}{\nu \kappa^{2}}\right)^{\frac{1}{4}} \tag{11.1.41}
\end{equation*}
$$

The tracer spectrum in the range $k_{d} \gg k \gg k_{\kappa}$ is determined by $\chi, \kappa$, and $\gamma$. From dimensional analysis, we may have

$$
\begin{equation*}
\Gamma(k)=\chi \kappa^{\frac{1}{2}} \gamma^{-\frac{3}{2}} g\left(\frac{k}{k_{\kappa}}\right) \tag{11.1.42}
\end{equation*}
$$

where $g$ is an arbitrary function. In order for $\Gamma$ to be independent of $\kappa$, we need to have $g(n) \propto n^{-1}$. Therefore, we obtain the spectrum of the other type of inertial subrange of the tracer as

$$
\begin{equation*}
\Gamma(k) \propto \chi \gamma^{-1} k^{-1} \tag{11.1.43}
\end{equation*}
$$

(i.e., the spectrum is proportional to the inverse of the wave number). This is called the Batchelor spectrum. An example of the spectrum of tracer variance is schematically shown in Fig. 11.3.

### 11.2 Turbulence models

In the rest of this chapter, the turbulence models used for numerical models of atmospheric flows are described. Since the resolutions of numerical models of the atmosphere are generally insufficient to resolve all turbulent flows, smaller scale flows than the resolvable scale of numerical models must be modeled or parameterized to be incorporated into numerical models. Usually, such flows in the unresolvable scale are regarded as turbulence, and are modeled by introducing appropriate closures. We first overview the general theory of turbulence models used in fluid dynamics. We next describe the Mellor and Yamada model, which consists of a hierarchy of the different complexity of turbulent closures. In the next section, we further consider the turbulence models of planetary boundary layers.

### 11.2.1 Basic equations

In order to numerically consider the evolutions of flows whose spatial scale is larger than turbulence, we need to use filtered equations that are appropriately averaged for the description of mean flows. Let the spatial resolution of a numerical model be denoted by $L$. If $L$ is within the inertial subrange defined in Section 11.1.1, we can assume that unresolvable flows smaller than $L$, or subgrid-scale flows, are described by the statistical equilibrium of turbulence. Such a numerical treatment of subgrid-scale flows is called the large-eddy simulation (LES). For atmospheric flows, in general, it is thought that LES can be applicable if $L$ is about 10 m to 100 m . Thus, LES is only used for simulations of very small-scale flows such as in the boundary layer.

On the other hand, $L$ is about a few kilometers for cloud-resolving models, about 10 km for mesoscale models, and about 100 km for general circulation models. There is no statistical theory for subgrid-scale flows of such large-scale models $L \approx 100 \mathrm{~km}$. In these cases, the equations for mean flows are generally based on the statistical average of quantities; the statistical average is defined as an average over a number of experiments under specific conditions. This kind of average is called the ensemble mean. In the following argument, we mainly explain filtered equations that are based on the ensemble mean. The ensemble mean of a quantity $A$ is denoted by $\bar{A}$, and the deviation from the average by $A^{\prime}: A=\bar{A}+A^{\prime}$.

We use the following set of basic equations in the Boussinesq approximation:

$$
\begin{align*}
\frac{\partial}{\partial x_{i}} u_{i} & =0  \tag{11.2.1}\\
\frac{d u_{j}}{d t}+\varepsilon_{j k l} f_{k} u_{l} & =-\frac{1}{\rho} \frac{\partial p}{\partial x_{j}}+\alpha g_{j} \tilde{\theta}_{v}+\nu \nabla^{2} u_{j}  \tag{11.2.2}\\
\frac{d \theta}{d t} & =\kappa \nabla^{2} \theta . \tag{11.2.3}
\end{align*}
$$

$\nu$ is the viscous coefficient, $\kappa$ is the thermal diffusivity, $g_{j}$ is the vector component of gravity $\boldsymbol{g}=(0,0, g)$, and $f_{j}$ is that of the Coriolis force. $\varepsilon_{j k l}$ is the antisymmetric tensor. The density $\rho$ is constant and the buoyancy term is approximated as $-\alpha g_{j} \tilde{\theta}_{v}$ using the thermal expansion coefficient $\alpha . \tilde{\theta}_{v}$ is the deviation of vir-
tual potential temperature from its reference value in hydrostatic balance. Virtual potential temperature is defined by (8.2.45), which is the potential temperature with the buoyancy effect of vapor. The equation of vapor or any other tracer is also governed by equations similar to (11.2.3).

Let the average of velocity components be $U_{j}=\overline{u_{j}}$, that of pressure be $P=\bar{p}$, that of potential temperature be $\Theta=\bar{\theta}$, that of the deviation of virtual potential temperature be $\tilde{\Theta}_{v}=\tilde{\tilde{\theta}}_{v}$. We obtain filtered equations by

$$
\begin{align*}
\frac{\partial}{\partial x_{i}} U_{i} & =0  \tag{11.2.4}\\
\frac{D U_{j}}{D t}+\varepsilon_{j k l} f_{k} U_{l} & =-\frac{\partial}{\partial x_{k}}\left(\overline{u_{k}^{\prime} u_{j}^{\prime}}\right)-\frac{1}{\rho} \frac{\partial P}{\partial x_{j}}+\alpha g_{j} \tilde{\Theta}_{v},  \tag{11.2.5}\\
\frac{D \Theta}{D t} & =-\frac{\partial}{\partial x_{k}}\left(\overline{u_{k}^{\prime} \theta^{\prime}}\right) . \tag{11.2.6}
\end{align*}
$$

where $\frac{D}{D t}=\frac{\partial}{\partial t}+U_{k} \frac{\partial}{\partial x_{k}}$, and it is assumed that viscous terms and thermal diffusion terms are negligible in filtered equations.

The equations for the average field (11.2.4)-(11.2.6) have the terms of secondorder quantities: $\overline{u_{k}^{\prime} u_{j}^{\prime}}$ and $\overline{u_{k}^{\prime} \theta^{\prime}}$. In particular, $-\rho \overline{u_{k}^{\prime} u_{j}^{\prime}}$ is called the Reynolds stress. In order to predict mean field quantities using the above equations, we need to have expressions for these second-order terms. The prognostic equations of second-order quantities can be derived from (11.2.1)-(11.2.3). The equation of momentum flux is given by the average of $(11.2 .2)_{i} \times u_{j}^{\prime}+(11.2 .2)_{j} \times u_{i}^{\prime}$, where $(11.2 .2)_{i}$ denotes the $i$-th component of Eq. (11.2.2). The equation of heat flux is given by the average of $(11.2 .3) \times u_{j}^{\prime}+(11.2 .2)_{j} \times \theta^{\prime}$, and the equation of the square of potential temperature disturbance by the average of $(11.2 .3) \times \theta^{\prime}$ :

$$
\begin{align*}
& \begin{array}{l}
\frac{D}{D t} \overline{u_{i}^{\prime} u_{j}^{\prime}}+\frac{\partial}{\partial x_{k}}\left(\overline{u_{k}^{\prime} u_{i}^{\prime} u_{j}^{\prime}}-\nu \frac{\partial}{\partial x_{k}} \overline{u_{i}^{\prime} u_{j}^{\prime}}\right)+f_{k}\left(\varepsilon_{j k l} \overline{u_{l}^{\prime} u_{i}^{\prime}}+\varepsilon_{i k l} \overline{u_{l}^{\prime} u_{j}^{\prime}}\right) \\
= \\
\frac{p^{\prime}}{\rho}\left(\frac{\partial u_{i}^{\prime}}{\partial x_{j}}+\frac{\partial u_{j}^{\prime}}{\partial x_{i}}\right)-2 \nu \overline{\frac{\partial u_{i}^{\prime}}{\partial x_{k}} \frac{\partial u_{j}^{\prime}}{\partial x_{k}}-\overline{u_{k}^{\prime} u_{i}^{\prime}} \frac{\partial U_{j}}{\partial x_{k}}-\overline{u_{k}^{\prime} u_{j}^{\prime}} \frac{\partial U_{i}}{\partial x_{k}}} \\
\quad+\alpha\left(g_{j} \overline{\theta_{v}^{\prime} u_{i}^{\prime}}+g_{i} \overline{\theta_{v}^{\prime} u_{j}^{\prime}}\right)-\frac{1}{\rho} \frac{\partial}{\partial x_{j}} \overline{p^{\prime} u_{i}^{\prime}}-\frac{1}{\rho} \frac{\partial}{\partial x_{i}} \overline{p^{\prime} u_{j}^{\prime}} \\
\frac{D}{D t} \overline{u_{j}^{\prime} \theta^{\prime}}+\frac{\partial}{\partial x_{k}}\left(\overline{u_{k}^{\prime} u_{j}^{\prime} \theta^{\prime}}-\nu \theta^{\prime} \frac{\partial u_{j}^{\prime}}{\partial x_{k}}-\kappa \overline{u_{j}^{\prime}} \frac{\partial \theta^{\prime}}{\partial x_{k}}\right) \\
= \\
\quad-\overline{u_{j}^{\prime} u_{k}^{\prime}} \frac{\partial \Theta}{\partial x_{k}}-\overline{\theta^{\prime} u_{k}^{\prime}} \frac{\partial U_{j}}{\partial x_{k}}+\frac{\frac{p^{\prime}}{\rho} \frac{\partial \theta^{\prime}}{\partial x_{j}}}{}+\alpha g_{j} \overline{\theta_{v}^{\prime} \theta^{\prime}} \\
\quad-(\kappa+\nu) \frac{\partial u_{j}^{\prime}}{\partial x_{k}} \frac{\partial \theta^{\prime}}{\partial x_{k}}-f_{k} \varepsilon_{j k l} \overline{u_{l}^{\prime} \theta^{\prime}}-\frac{1}{\rho} \frac{\partial}{\partial x_{j}} \overline{p^{\prime} \theta^{\prime}}, \\
\frac{D}{D t} \overline{\theta^{\prime 2}}+\frac{\partial}{\partial x_{k}}\left(\overline{u_{k}^{\prime} \theta^{\prime 2}}-\kappa \frac{\partial}{\partial x_{k}} \overline{\theta^{\prime 2}}\right)=-2 \overline{u_{k}^{\prime} \theta^{\prime}} \frac{\partial \Theta}{\partial x_{k}}-2 \kappa \frac{\partial \theta^{\prime}}{\partial x_{k}} \frac{\partial \theta^{\prime}}{\partial x_{k}}
\end{array}
\end{align*}
$$

The above second-order equations contain third-order quantities such as $\overline{u_{i}^{\prime} u_{j}^{\prime} \theta^{\prime}}$. Therefore, we need to have the expression of third-order quantities to solve these equations. However, the temporal change of third-order quantities contains further higher order quantities and we cannot close the equations. To close the equations, therefore, we need assumptions in which higher order quantities are expressed by lower or same-order quantities. This kind of assumption is called the closure of turbulence.

### 11.2.2 Eddy diffusion coefficients and turbulence models

In order to close the turbulence model, we relate second-order quantities $\overline{{u_{i}^{\prime} u_{j}^{\prime}}^{\text {and }} \text { and }}$ $\overline{u_{i}^{\prime} \theta^{\prime}}$ to the gradient of mean field values from the analogy of molecular diffusion:

$$
\begin{align*}
\overline{u_{i}^{\prime} u_{j}^{\prime}} & =-K_{M}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right)+\frac{2}{3} \delta_{i j} k  \tag{11.2.10}\\
\overline{u_{i}^{\prime} \theta^{\prime}} & =-K_{H} \frac{\partial \Theta}{\partial x_{i}} \tag{11.2.11}
\end{align*}
$$

where $k=\overline{u_{i}^{\prime 2}} / 2$ is turbulent kinetic energy. $K_{M}$ and $K_{H}$ are called the eddy viscous coefficient and the eddy diffusion coefficient, respectively. The former is also called the eddy diffusion coefficient, for simplicity. These coefficients are not necessarily constants and even their signs are not definite. They may not be scalars and can be tensors. These expressions are convenient, however, since we can calculate the evolutions of the basic field if we know the values of $K_{M}$ and $K_{H}$ experimentally or theoretically.

Turbulence models are categorized by the closure assumptions used for expressions for eddy diffusion coefficients. The simplest one is that in which no prognostic equation is used for the evaluation of subgrid values, and is called a zero-equation model. Let $l$ be a characteristic length scale of turbulence, and $V$ be a characteristic velocity scale of turbulence. Dimensional analysis gives

$$
\begin{equation*}
K_{M}=l V . \tag{11.2.12}
\end{equation*}
$$

In the case of mixing length theory, $V$ is estimated from shear multiplied by the mixing length $l$ (see (11.3.3)), or the free fall velocity given by buoyancy (see (14.4.4)). In particular, if the eddy viscous coefficient is related to shear,

$$
\begin{equation*}
K_{M}=\left(C_{s} l\right)^{2}\left[\frac{1}{2}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right)^{2}\right]^{\frac{1}{2}} \tag{11.2.13}
\end{equation*}
$$

it is called the Smagorinsky model, where $C_{s}$ is a constant. If the eddy viscous coefficient is related to turbulent kinetic energy $k$, we may have from dimensional analysis

$$
\begin{equation*}
K_{M}=C_{k} l k^{\frac{1}{2}} \tag{11.2.14}
\end{equation*}
$$

where $C_{k}$ is a constant. The turbulence model is closed if the values of $k$ and $l$ are determined prognostically or diagnostically from mean field values. We may use
the dissipation rate $\varepsilon$ instead of $l$ for closure. From dimensional analysis, we can write the dissipation rate using a constant $C_{e}$ as

$$
\begin{equation*}
\varepsilon=C_{e} \frac{k^{\frac{3}{2}}}{l} \tag{11.2.15}
\end{equation*}
$$

Then, (11.2.14) can be rewritten as

$$
\begin{equation*}
K_{M}=C_{M} \frac{k^{2}}{\varepsilon} \tag{11.2.16}
\end{equation*}
$$

where $C_{M}$ is a constant.
If (11.2.14) or (11.2.16) is used to determine the eddy coefficient, we need to evaluate the turbulent kinetic energy $k$ by introducing further closure assumptions. Here, we derive the prognostic equation of turbulent kinetic energy to obtain $k .{ }^{\dagger}$ First, we assume that the effects of buoyancy and the Coriolis force are negligible, for simplicity. From (11.2.7), by omitting the buoyancy term and the Coriolis terms, and contracting for indices $i$ and $j$, the equation of turbulent kinetic energy can be derived as

$$
\begin{equation*}
\frac{D}{D t} k=P_{s}-\varepsilon-\frac{\partial}{\partial x_{j}}\left(\frac{1}{2} \overline{u_{i}^{\prime} u_{i}^{\prime} u_{j}^{\prime}}+\overline{\frac{p^{\prime}}{\rho} u_{j}^{\prime}}\right)+\nu \frac{\partial^{2} k}{\partial x_{j}^{2}}, \tag{11.2.17}
\end{equation*}
$$

where

$$
\begin{align*}
P_{s} & =-\overline{u_{i}^{\prime} u_{j}^{\prime}} \frac{\partial U_{i}}{\partial x_{j}}  \tag{11.2.18}\\
\varepsilon & =\nu \frac{\partial u_{i}^{\prime}}{\partial x_{l}} \frac{\partial u_{i}^{\prime}}{\partial x_{l}} \tag{11.2.19}
\end{align*}
$$

$P_{s}$ is an energy source term of turbulence due to the shear of the mean field. Substituting (11.2.10) into (11.2.18) gives

$$
\begin{equation*}
P_{s}=\frac{K_{M}}{2}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right)^{2} \tag{11.2.20}
\end{equation*}
$$

from which we have $P_{s}>0$ as long as $K_{M}>0$ (i.e., the shear of the mean field produces turbulent kinetic energy). Here, we regard the third and following terms on the right-hand side of (11.2.17) as the diffusion of turbulent kinetic energy, and assume that the diffusion flux is written as

$$
\begin{equation*}
\frac{1}{2} \overline{u_{i}^{\prime} u_{i}^{\prime} u_{j}^{\prime}}+\overline{\frac{p^{\prime}}{\rho} u_{j}^{\prime}}-\nu \frac{\partial k}{\partial x_{j}}=-\frac{K_{M}}{\sigma_{k}} \frac{\partial k}{\partial x_{j}}, \tag{11.2.21}
\end{equation*}
$$

where $\sigma_{k}$ is an appropriate dimensionless constant. Thus, (11.2.17) can be written as

$$
\begin{equation*}
\frac{D}{D t} k=D_{k}+P_{s}-\varepsilon \tag{11.2.22}
\end{equation*}
$$

[^23]where
\[

$$
\begin{equation*}
D_{k}=\frac{\partial}{\partial x_{j}}\left(\frac{K_{M}}{\sigma_{k}} \frac{\partial k}{\partial x_{j}}\right) \tag{11.2.23}
\end{equation*}
$$

\]

is the divergence of the diffusion flux of turbulent kinetic energy. If the characteristic length scale of turbulence $l$ is given by a diagnostic method or by an external parameter instead of using a prognostic equation, the dissipation rate $\varepsilon$ can be determined from the relation (11.2.15) for a suitable coefficient $C_{e}$. Thus, subgridscale turbulence is solved using a single prognostic equation for $k$ by (11.2.22). The turbulence model with this approach is called a one-equation model.

Thus far, the prognostic equation of $k$ is formulated for neutral stratification, and does not provide the expression for thermal flux. The turbulence model must be extended to include the effect of stratification for application to the atmosphere. In the case that a production term due to buoyancy exists, the change in turbulent kinetic energy (11.2.22) is rewritten as

$$
\begin{equation*}
\frac{D}{D t} k=D_{k}+P_{s}+P_{b}-\varepsilon \tag{11.2.24}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{b}=\alpha g \overline{w^{\prime} \theta_{v}^{\prime}} \tag{11.2.25}
\end{equation*}
$$

is the production rate of turbulent kinetic energy due to buoyancy. The flux Richardson number $R_{f}$ is introduced as the ratio between $P_{s}$ and $P_{b}$ :

$$
\begin{equation*}
R_{f}=\frac{\alpha g \overline{w^{\prime} \theta_{v}^{\prime}}}{\overline{\overline{u_{i}^{\prime} u_{j}^{\prime}} \frac{\partial U_{i}}{\partial x_{j}}}=-\frac{P_{b}}{P_{s}} . . . ~ . ~} \tag{11.2.26}
\end{equation*}
$$

In order for the source term to be positive, it requires that $P_{s}+P_{b}>0$. Since $P_{s}>0$ in general, this implies that $R_{f}<1$. The Richardson number $R_{i}$ is related to the flux Richardson number as

$$
\begin{equation*}
R_{i}=\frac{\alpha g \frac{\partial \Theta}{\partial z}}{\frac{1}{2}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right)^{2}}=\frac{K_{M}}{K_{H}} R_{f} \tag{11.2.27}
\end{equation*}
$$

where the eddy diffusion models (11.2.10) and (11.2.11) are used. The flux Richardson number plays the central role among the parameters in the turbulence model of the atmosphere. The turbulent Prandtl number $P_{r}$ is also defined by

$$
\begin{equation*}
P_{r}=\frac{K_{M}}{K_{H}} \tag{11.2.28}
\end{equation*}
$$

If the value of $P_{r}$ is given using another closure assumption, the eddy diffusion coefficient $K_{H}$ can be calculated.

The coefficients that appear in the above formula must be determined from comparison with results from laboratory experiments, observations, or numerical simulations. If the grid interval of numerical models $\Delta x$ is within the range of the
inertial subrange, the above filtering procedure can be interpreted as a spatial mean and the turbulence model is used for the LES turbulence model. In this case, $l$ is set equal to $\Delta x$. In particular, the Smagorinsky model (11.2.13), which was originally proposed for use in a large-scale atmospheric model, is nowadays widely used as a representative model of the LES turbulence models. As an LES model, $C_{s}=0.2$ is usually used. For the coefficients in (11.2.14) and (11.2.15) in the one-equation model, Moeng and Wyngaard (1988) propose values $C_{k}=0.1$ and $C_{e}=0.93$ from their spectrum analysis, following the original work by Deardorff (1980). In order to determine the thermal eddy diffusion coefficient, the turbulent Prandtl number $P_{r}$ in (11.2.28) must be specified. As a simple treatment, a constant $P_{r}=1 / 3$ is used, for example (Deardorff, 1972).

In the one-equation model, the length scale $l$ is given by a diagnostic method or by an external parameter. As an extension to the one-equation model, another category of the turbulence model called a two-equation model uses an additional prognostic equation. The $k-\varepsilon$ model is classified as a two-equation model; the $k-\varepsilon$ model internally determines $l$ using two prognostic equations for $k$ and $\varepsilon$, instead of specifying the value of $l$. By introducing several closure assumptions, the prognostic equation of $\varepsilon$ is given as

$$
\begin{equation*}
\frac{D}{D t} \varepsilon=D_{\varepsilon}+\frac{\varepsilon}{k}\left(C_{\varepsilon 1} P_{s}-C_{\varepsilon 2} \varepsilon\right) \tag{11.2.29}
\end{equation*}
$$

where $C_{\varepsilon 1}$ and $C_{\varepsilon 2}$ are newly introduced constants and

$$
\begin{equation*}
D_{\varepsilon}=\frac{\partial}{\partial x_{j}}\left(\frac{K_{M}}{\sigma_{\varepsilon}} \frac{\partial \varepsilon}{\partial x_{j}}\right) . \tag{11.2.30}
\end{equation*}
$$

For the $k$ - $\varepsilon$ model, momentum flux is given by (11.2.10) and the velocity components of the mean field are determined from (11.2.5). Although the $k-\epsilon$ model is rarely used in the meteorological context, various values are proposed for the constants for application in engineering. An example is given by Launder and Spalding (1970): $\left(C_{M}, \sigma_{k}, \sigma_{\varepsilon}, C_{\varepsilon 1}, C_{\varepsilon 2}\right)=(0.09,1.0,1.3,1.44,1.92)$, and its atmospheric application is discussed by Detering and Etling (1985).

### 11.2.3 The Mellor and Yamada model

Next, we turn to describe the turbulence models proposed by Mellor and Yamada (1982) for non-neutrally stratified fluids. The Mellor and Yamada model consists of a hierarchy of turbulence closure models, which depend on the number of prognostic equations of second-order quantities of subgrid variables such as (11.2.7)-(11.2.9). These are called Level 4, Level 3, Level $2 \frac{1}{2}$, and Level 2 models depending on the approximations.

### 11.2.3.1 The Level 4 model

The most general Mellor and Yamada model is the Level 4 model. In this model, the following closures are assumed for second-order quantities. From the symmetry of the Reynolds stress tensor, the source terms in the momentum flux equation
(11.2.7) are given as

$$
\begin{aligned}
\overline{\frac{p^{\prime}}{\rho}\left(\frac{\partial u_{i}^{\prime}}{\partial x_{j}}+\frac{\partial u_{j}^{\prime}}{\partial x_{i}}\right)} & =-\frac{q}{3 l_{1}}\left(\overline{u_{i}^{\prime} u_{j}^{\prime}}-\frac{\delta_{i j}}{3} q^{2}\right)+C_{1} q^{2}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right) \\
2 \nu \frac{\partial u_{i}^{\prime}}{\partial x_{k}} \frac{\partial u_{j}^{\prime}}{\partial x_{k}} & =\frac{2}{3} \frac{q^{3}}{\Lambda_{1}} \delta_{i j}
\end{aligned}
$$

where $q^{2}=\overline{u_{i}^{\prime 2}}(=2 k), l_{1}$ and $\Lambda_{1}$ are constants that have a dimension of length, and $C_{1}$ is a nondimensional constant. In the latter equation, the molecular dissipation of momentum is assumed to be isotropic. The source terms of the heat flux equation (11.2.8) and those of the square of potential temperature perturbation (11.2.9) are similarly given by

$$
\begin{aligned}
\overline{\frac{p^{\prime}}{\rho} \frac{\partial \theta^{\prime}}{\partial x_{j}}} & =-\frac{q}{3 l_{2}} \overline{u_{i}^{\prime} \theta}, \quad 2 \kappa \overline{\frac{\partial \theta^{\prime}}{\partial x_{k}} \frac{\partial \theta^{\prime}}{\partial x_{k}}}=2 \frac{q}{\Lambda_{2}} \overline{\theta^{\prime 2}} \\
(\kappa+\nu) \overline{\frac{\partial u_{i}^{\prime}}{\partial x_{k}} \frac{\partial \theta^{\prime}}{\partial x_{k}}} & =0
\end{aligned}
$$

where $l_{2}$ and $\Lambda_{2}$ are length scales. For the closures of third-order quantities $\overline{u_{k}^{\prime} u_{i}^{\prime} u_{j}^{\prime}}$, $\overline{u_{i}^{\prime} u_{j}^{\prime} \theta^{\prime}}$, and $\overline{u_{k}^{\prime} \theta^{\prime 2}}$, the following forms are assumed:

$$
\begin{aligned}
\overline{u_{k}^{\prime} u_{i}^{\prime} u_{j}^{\prime}} & =-\frac{3}{5} l q S_{q}\left(\frac{\partial}{\partial x_{k}} \overline{u_{i}^{\prime} u_{j}^{\prime}}+\frac{\partial}{\partial x_{j}} \overline{u_{i}^{\prime} u_{k}^{\prime}}+\frac{\partial}{\partial x_{i}} \overline{u_{j}^{\prime} u_{k}^{\prime}}\right) \\
\overline{u_{i}^{\prime} u_{j}^{\prime} \theta^{\prime}} & =-l q S_{u \theta}\left(\frac{\partial}{\partial x_{j}} \overline{u_{i}^{\prime} \theta^{\prime}}+\frac{\partial}{\partial x_{i}} \overline{u_{j}^{\prime} \theta^{\prime}}\right), \\
\overline{u_{k}^{\prime} \theta^{\prime 2}} & =-l q S_{\theta} \frac{\partial}{\partial x_{j}} \overline{\theta^{\prime 2}} .
\end{aligned}
$$

We also assume that the correlation between pressure and velocity or potential temperature is small:

$$
\overline{p^{\prime} u_{i}^{\prime}}=\overline{p^{\prime} \theta^{\prime}}=0
$$

and that the terms including $\nu$ or $\kappa$ in the fluxes on the left-hand side are negligible. Substituting these expressions into (11.2.7)-(11.2.9), we obtain

$$
\begin{align*}
& \frac{D}{D t} \overline{u_{i}^{\prime} u_{j}^{\prime}}-\frac{\partial}{\partial x_{k}}\left[\frac{3}{5} l q S_{q}\left(\frac{\partial}{\partial x_{k}} \overline{u_{i}^{\prime} u_{j}^{\prime}}+\frac{\partial}{\partial x_{j}} \overline{u_{i}^{\prime} u_{k}^{\prime}}+\frac{\partial}{\partial x_{i}} \overline{u_{j}^{\prime} u_{k}^{\prime}}\right)\right] \\
&=-\frac{q}{3 l_{1}}\left(\overline{u_{i}^{\prime} u_{j}^{\prime}}-\frac{\delta_{i j}}{3} q^{2}\right)+C_{1} q^{2}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right)-\frac{2}{3} \frac{q^{3}}{\Lambda_{1}} \delta_{i j} \\
&-\overline{u_{k}^{\prime} u_{i}^{\prime}} \frac{\partial U_{j}}{\partial x_{k}}-\overline{u_{k}^{\prime} u_{j}^{\prime}} \frac{\partial U_{i}}{\partial x_{k}}+\alpha\left(g_{j} \overline{\theta_{v}^{\prime} u_{i}^{\prime}}+g_{i} \overline{\theta_{v}^{\prime} u_{j}^{\prime}}\right) \\
&-f_{k}\left(\varepsilon_{j k l} \overline{u_{l}^{\prime} u_{i}^{\prime}}+\varepsilon_{i k l} \overline{u_{l}^{\prime} u_{j}^{\prime}}\right), \tag{11.2.31}
\end{align*}
$$

$$
\begin{align*}
& \frac{D}{D t} \overline{u_{j}^{\prime} \theta^{\prime}}-\frac{\partial}{\partial x_{k}}\left[l q S_{u \theta}\left(\frac{\partial}{\partial x_{j}} \overline{u_{k}^{\prime} \theta^{\prime}}+\frac{\partial}{\partial x_{k}} \overline{u_{j}^{\prime} \theta^{\prime}}\right)\right] \\
& \quad=-\overline{u_{j}^{\prime} u_{k}^{\prime}} \frac{\partial \Theta}{\partial x_{k}}-\overline{\theta^{\prime} u_{k}^{\prime}} \frac{\partial U_{j}}{\partial x_{k}}-\frac{q}{3 l_{2}} \overline{u_{i}^{\prime} \theta}+\alpha g_{j} \overline{\theta_{v}^{\prime} \theta^{\prime}}-f_{k} \varepsilon_{j k l} \overline{u_{l}^{\prime} \theta^{\prime}}  \tag{11.2.32}\\
& \frac{D}{D t} \overline{\theta^{\prime 2}}-\frac{\partial}{\partial x_{k}}\left[l q S_{\theta} \frac{\partial}{\partial x_{j}} \overline{\theta^{\prime 2}}\right] \\
& \quad=-2 \overline{u_{k}^{\prime} \theta^{\prime}} \frac{\partial \Theta}{\partial x_{k}}-2 \frac{q}{\Lambda_{2}} \overline{\theta^{\prime 2}} \tag{11.2.33}
\end{align*}
$$

If the turbulence equations for vapor $q_{v}$ are similarly constructed, we obtain 15 equations for second-order quantities. The Level 4 model of turbulence closures is composed of the set of these equations.

### 11.2.3.2 The Level 3 model

Although the equations of the Level 4 model, (11.2.31)-(11.2.33), can be solved in principle, these equations are quite complicated. For practical use, further approximations are introduced to simplify the model. Separating the isotropic and anisotropic components of the Reynolds stress tensor, we have

$$
\begin{equation*}
\overline{u_{i}^{\prime} u_{j}^{\prime}}=\left(\frac{\delta_{i j}}{3}+a_{i j}\right) q^{2} \tag{11.2.34}
\end{equation*}
$$

If the order of anisotropy is denoted by $a^{2}=O\left(a_{i j}^{2}\right)$, we may assume $a \ll 1$, in general. Then, we expand the equations by $a$ and neglect the $O\left(a^{2}\right)$ and higher order terms. In particular, only temporal changes in $q^{2}$ and $\overline{\theta^{\prime 2}}$ remain as the derivatives with respect to time, and the remaining prognostic equations reduce to diagnostic ones. Thus, the equations of the Level 3 model are given as follows:

$$
\begin{align*}
\frac{D}{D t} q^{2}-\frac{\partial}{\partial x_{k}}\left[l q S_{q} \frac{\partial}{\partial x_{k}} q^{2}\right] & =2\left(P_{s}+P_{b}-\varepsilon\right)  \tag{11.2.35}\\
\frac{D}{D t} \overline{\theta^{\prime 2}}-\frac{\partial}{\partial x_{k}}\left[l q S_{\theta} \frac{\partial}{\partial x_{j}} \overline{\theta^{\prime 2}}\right] & =-2 \overline{u_{k}^{\prime} \theta^{\prime}} \frac{\partial \Theta}{\partial x_{k}}-2 \frac{q}{\Lambda_{2}} \overline{\theta^{\prime 2}} \tag{11.2.36}
\end{align*}
$$

and

$$
\begin{align*}
\overline{u_{i}^{\prime} u_{j}^{\prime}}= & \frac{\delta_{i j}}{3} q^{2}-\frac{3 l_{1}}{q}\left[\overline{u_{k}^{\prime} u_{i}^{\prime}} \frac{\partial U_{j}}{\partial x_{k}}+\overline{u_{k}^{\prime} u_{j}^{\prime}} \frac{\partial U_{i}}{\partial x_{k}}+\frac{2}{3} \delta_{i j} P_{s}\right. \\
& -C_{1} q^{2}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right)-\alpha\left(g_{j} \overline{\theta_{v}^{\prime} u_{i}^{\prime}}+g_{i} \overline{\theta_{v}^{\prime} u_{j}^{\prime}}\right) \\
& \left.+\frac{2}{3} \delta_{i j} P_{b}+f_{k}\left(\varepsilon_{j k l} \overline{u_{l}^{\prime} u_{i}^{\prime}}+\varepsilon_{i k l} \overline{u_{l}^{\prime} u_{j}^{\prime}}\right)\right]  \tag{11.2.37}\\
\overline{u_{j}^{\prime} \theta}= & -\frac{3 l_{2}}{q}\left[\overline{u_{j}^{\prime} u_{k}^{\prime}} \frac{\partial \Theta}{\partial x_{k}}+\overline{\theta^{\prime} u_{k}^{\prime}} \frac{\partial U_{j}}{\partial x_{k}}+\alpha g_{j} \overline{\theta_{v}^{\prime} \theta^{\prime}}+f_{k} \varepsilon_{j k l} \overline{u_{l}^{\prime} \theta^{\prime}}\right] \tag{11.2.38}
\end{align*}
$$

where

$$
\begin{align*}
P_{s} & =-\overline{u_{i}^{\prime} u_{j}^{\prime}} \frac{\partial U_{i}}{\partial x_{j}}, \quad P_{b}=\alpha g \overline{w^{\prime} \theta_{v}^{\prime}}  \tag{11.2.39}\\
\varepsilon & =\frac{q^{3}}{\Lambda_{1}} \tag{11.2.40}
\end{align*}
$$

$P_{s}$ and $P_{b}$ are the production terms of kinetic energy due to shear and buoyancy, respectively. From (11.2.35), turbulent kinetic energy cannot be maintained unless $P_{s}+P_{b}>0$ is satisfied. The Level 3 model consists of four prognostic equations if the equation for vapor $\overline{q_{v}^{\prime 2}}$ and that for covariance $\overline{\theta^{\prime} q_{v}^{\prime}}$ are added.

### 11.2.3.3 The Level $2 \frac{1}{2}$ model and the Level 2 model

For the next approximation to the Level $2 \frac{1}{2}$ model, we neglect the time derivative and the diffusion term on the left-hand side of (11.2.36) to obtain the following diagnostic equation:

$$
\begin{equation*}
\overline{\theta^{\prime 2}}=-\frac{\Lambda_{2}}{q} \overline{u_{k}^{\prime} \theta^{\prime}} \frac{\partial \Theta}{\partial x_{k}} . \tag{11.2.41}
\end{equation*}
$$

Thus, only the equation for turbulent kinetic energy $q^{2}$ remains as the prognostic equation.

Furthermore, for the Level 2 model, all the time derivatives and the diffusion terms are neglected. Therefore, (11.2.35) becomes

$$
\begin{equation*}
P_{s}+P_{b}=\varepsilon . \tag{11.2.42}
\end{equation*}
$$

These Mellor and Yamada models are rewritten in more concrete forms in the modeling of turbulence in the boundary layer. The boundary layer approximation of Mellor and Yamada models will be described in the subsequent section.

### 11.3 Boundary layer

### 11.3.1 Structure of the planetary boundary layer

The atmospheric layer near the Earth's surface is called the planetary boundary layer. The planetary boundary layer has the following layered structure. Just above the surface up to a few millimeters is called the viscous layer, where the effects of molecular viscosity and diffusion are predominant. The height of the top of this layer $z_{0}$ is called the roughness length. Above the viscous layer is the surface layer, in which each of the fluxes is regarded to be constant. The depth of this layer is about $30-100 \mathrm{~m}$. The surface layer is also referred to as the constant flux layer. If there exists the effect of the Coriolis force on the direction of winds, another layer named the Ekman layer emerges above the surface layer (see Section 6.6). In the case of unstable stratification, on the other hand, turbulent motions mix entropy and humidity vertically and make them vertically uniform. This layer is called the mixed layer, which is located above the surface layer. The height of the top of the Ekman layer or the mixed layer is about 500 m to 1 km .

The above classification of the boundary layer is applicable to a very idealistic situation. In reality, the boundary layer is very complicated depending on surface condition and temporal variation. In some cases, the effects of forests and buildings are taken into account as the effective roughness length in the order of 100 m . In this section, we do not touch upon such a complicated surface condition, and only describe the formulation of turbulent fluxes above a flat surface.

### 11.3.2 Surface layer

In the surface layer, each of the vertical fluxes is independent of height by definition. In the case of neutral buoyancy, the vertical profiles of velocity, temperature, and vapor can be given based on the mixing length theory. For simplicity, we assume that mean flow is in the $x$-direction. Let the length scale of turbulence near the surface be denoted by $l$. According to the mixing length theory, $l$ is set equal to the vertical distance of displacement of an air parcel in the turbulence, or the mixing length. In this case, the deviation of a physical quantity $s$ is given by

$$
\begin{equation*}
s^{\prime}=-l \frac{\partial \bar{s}}{\partial z} \tag{11.3.1}
\end{equation*}
$$

where $\frac{\partial \bar{s}}{\partial z}<0$ is assumed. Thus, the vertical flux of $s$ is estimated as

$$
\begin{equation*}
\overline{s^{\prime} w^{\prime}}=-l\left|w^{\prime}\right| \frac{\partial \bar{s}}{\partial z}, \tag{11.3.2}
\end{equation*}
$$

where $w^{\prime}$ is a turbulent component of vertical velocity. If we take the horizontal wind component $u^{\prime}$ as a quantity $s^{\prime}$ and assume the eddy is isotropic, we have

$$
\begin{equation*}
\left|u^{\prime}\right| \approx\left|w^{\prime}\right| \approx l\left|\frac{\partial \bar{u}}{\partial z}\right| . \tag{11.3.3}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\overline{u^{\prime} w^{\prime}}=-l^{2}\left|\frac{\partial \bar{u}}{\partial z}\right| \frac{\partial \bar{u}}{\partial z} \tag{11.3.4}
\end{equation*}
$$

In the surface layer, the momentum flux $\rho \overline{u^{\prime} w^{\prime}}$ is vertically uniform and equal to stress at the surface $\tau_{0}$. We can define a friction velocity $u_{*}$ by

$$
\begin{equation*}
u_{*}^{2}=-\overline{u^{\prime} w^{\prime}}=\frac{\tau_{0}}{\rho} . \tag{11.3.5}
\end{equation*}
$$

$u_{*}$ is constant irrespective of height within the surface layer. We assume that the mixing length near the surface $l$ is proportional to height from the surface:

$$
\begin{equation*}
l=k z \tag{11.3.6}
\end{equation*}
$$

where $k$ is called the von Kármán constant. Substituting (11.3.5) and (11.3.6) into (11.3.4), we obtain

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial z}=\frac{u_{*}}{k z} \tag{11.3.7}
\end{equation*}
$$

Integrating this over height, we obtain the logarithmic velocity law:

$$
\begin{equation*}
\bar{u}=\frac{u_{*}}{k} \ln \frac{z}{z_{0}} \tag{11.3.8}
\end{equation*}
$$

The constant $z_{0}$ is chosen such that $\bar{u}=0$ at $z=z_{0} . \quad z_{0}$ corresponds to the roughness length, which is the transition level to the viscous layer underneath. It is found by comparison with observation using the logarithmic velocity law in which the von Kármán constant is given as $k=0.40$. From (11.3.4) and (11.3.7), eddy viscosity in the neutral case $K_{M}^{*}$ is expressed as

$$
\begin{equation*}
K_{M}^{*}=l^{2}\left|\frac{\partial \bar{u}}{\partial z}\right|=k z u_{*} \tag{11.3.9}
\end{equation*}
$$

We also have the vertical profiles of temperature and vapor in the case of the neutral stratification. Let $F_{H 0}$ denote the sensible heat flux at the surface and $F_{q 0}$ vapor flux (evaporation) at the surface. In the surface layer, both heat and vapor fluxes are constant irrespective of height and equal to $F_{H 0}, F_{q 0}$, respectively. Then, we define the characteristic scales of the deviations of potential temperature $\theta_{*}$ and vapor $q_{*}$, which respectively satisfy

$$
\begin{equation*}
u_{*} \theta_{*}=-\overline{w^{\prime} \theta^{\prime}}=-\frac{F_{H 0}}{\rho C_{p}}, \quad u_{*} q_{*}=-\overline{w^{\prime} q^{\prime}}=-\frac{F_{q 0}}{\rho} . \tag{11.3.10}
\end{equation*}
$$

In the neutral case, constants similar to the von Kármán constant in (11.3.7) can be introduced for temperature and vapor profiles. Using the two constants $k^{\prime}$ and $k^{\prime \prime}$, we obtain the temperature and vapor profiles

$$
\begin{equation*}
\frac{\partial \bar{\theta}}{\partial z}=\frac{\theta_{*}}{k^{\prime} z}, \quad \frac{\partial \bar{q}}{\partial z}=\frac{q_{*}}{k^{\prime \prime} z} . \tag{11.3.11}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\bar{\theta}-\bar{\theta}_{s}=\frac{\theta_{*}}{k^{\prime}} \ln \left(\frac{z}{z_{0 H}}\right), \quad \bar{q}-\bar{q}_{s}=\frac{q_{*}}{k^{\prime \prime}} \ln \left(\frac{z}{z_{0 q}}\right), \tag{11.3.12}
\end{equation*}
$$

where the roughness length for heat $z_{0 H}$ and that for vapor $z_{0 q}$ are defined. The eddy diffusion coefficients of heat and vapor $K_{H}^{*}, K_{q}^{*}$ are therefore given by

$$
\begin{equation*}
K_{H}^{*}=k^{\prime} z u_{*}, \quad K_{q}^{*}=k^{\prime \prime} z u_{*} \tag{11.3.13}
\end{equation*}
$$

These coefficients are for the neutral case and are used for reference to more general cases of stratification.

### 11.3.3 Bulk method

We next formulate vertical fluxes between the surface and any level in the surface layer in more general stratified cases. Let $z_{1}$ denote an arbitrary level in the surface layer, and $\boldsymbol{u}_{1}, \theta_{1}$, and $q_{1}$ denote the horizontal velocity vector, potential temperature, and vapor at the level $z_{1}$, respectively. In the case of neutral stratification, from (11.3.5) and (11.3.8), momentum stress is written as

$$
\begin{equation*}
\tau_{0}=\rho u_{*}^{2}=\rho \frac{k^{2}}{\left(\ln \frac{z_{1}}{z_{0}}\right)^{2}} \bar{u}_{1}^{2} \tag{11.3.14}
\end{equation*}
$$

We extend this formula to more general cases for non-neutral stratification as

$$
\begin{equation*}
\tau_{0}=\rho C_{D} \bar{u}_{1}^{2} \tag{11.3.15}
\end{equation*}
$$

where the drag coefficient $C_{D}$ is introduced. Decomposing the above equation into each horizontal direction and extending it to heat and vapor fluxes, we have

$$
\begin{align*}
\tau_{x 0} & =\rho C_{D}\left|\overline{\boldsymbol{u}}_{1}\right| \bar{u}_{1}, & \tau_{y 0} & =\rho C_{D}\left|\bar{u}_{1}\right| \bar{v}_{1},  \tag{11.3.16}\\
F_{H 0} & =\rho C_{p} C_{H}\left|\overline{\boldsymbol{u}}_{1}\right|\left(\bar{\theta}_{s}-\bar{\theta}_{1}\right), & F_{q 0} & =\rho C_{q}\left|\overline{\boldsymbol{u}}_{1}\right|\left(\bar{q}_{s}-\bar{q}_{1}\right), \tag{11.3.17}
\end{align*}
$$

where $\theta_{s}$ and $\theta_{1}$ are potential temperatures at the height $z_{0 H}$ and $z_{1}$, respectively. Similarly, $q_{s}$ and $q_{1}$ are specific humidities at height $z_{0 q}$ and $z_{1}$, respectively. $C_{H}$ is called the Stanton number and $C_{q}$ is the Dalton number. The coefficients $C_{D}, C_{H}$, and $C_{q}$ are nondimensional, and are referred to as bulk coefficients. Letting $C_{D}^{*}$, $C_{H}^{*}$, and $C_{q}^{*}$ denote the bulk coefficients for neutral stratification, we have

$$
\begin{equation*}
C_{D}^{*}=\frac{k^{2}}{\left(\ln \frac{z_{1}}{z_{0}}\right)^{2}}, \quad C_{H}^{*}=\frac{k k^{\prime}}{\ln \frac{z_{1}}{z_{0}} \ln \frac{z_{1}}{z_{0} H}}, \quad C_{q}^{*}=\frac{k k^{\prime \prime}}{\ln \frac{z_{1}}{z_{0}} \ln \frac{z_{1}}{z_{0 q}}} \tag{11.3.18}
\end{equation*}
$$

In the case of neutral stratification, (11.3.7) and (11.3.11) hold. These formulas are generalized to non-neutral cases using nondimensional vertical profile functions as

$$
\begin{equation*}
\phi_{M}\left(\frac{z}{L}\right)=\frac{k z}{u_{*}} \frac{\partial \bar{u}}{\partial z}, \quad \phi_{H}\left(\frac{z}{L}\right)=\frac{k z}{\theta_{*}} \frac{\partial \bar{\theta}}{\partial z}, \quad \phi_{q}\left(\frac{z}{L}\right)=\frac{k z}{q_{*}} \frac{\partial \bar{q}}{\partial z} \tag{11.3.19}
\end{equation*}
$$

which are called universal functions. These are functions of nondimensional height $\zeta=z / L$, where the length scale $L$ is called the Monin-Obukhov length defined by

$$
\begin{equation*}
L=\frac{u_{*}^{2}}{k g \alpha \theta_{*}} \tag{11.3.20}
\end{equation*}
$$

Using (11.3.19), (11.3.5), and (11.3.10), we also have

$$
\begin{equation*}
L=\frac{z}{\phi_{M}} \frac{\overline{u^{\prime} w^{\prime}} \frac{\partial \bar{u}}{\partial z}+\overline{v^{\prime} w^{\prime}} \frac{\partial \bar{v}}{\partial z}}{g \alpha \overline{w^{\prime} \theta^{\prime}}}=\frac{z}{\phi_{M} R_{f}} \tag{11.3.21}
\end{equation*}
$$

$R_{f}$ is the flux Richardson number given by (11.2.26). Monin-Obukhov's similarity theory states that turbulence in the surface layer is characterized by the single parameter $L$, and the vertical profiles of momentum, temperature, and humidity are expressed by the universal functions $\phi_{M}, \phi_{H}$, and $\phi_{q}$, respectively. In the neutral case, we have $\phi_{M}=1, \phi_{H}=k / k^{\prime}$, and $\phi_{q}=k / k^{\prime \prime}$, and $L$ is independent of height in the surface layer. Using the universal functions, (11.3.9) and (11.3.13), the eddy diffusion coefficients are expressed by

$$
\begin{equation*}
K_{M}=\frac{u_{*}^{2}}{\frac{\partial \bar{u}}{\partial z}}=\frac{K_{M}^{*}}{\phi_{M}}, \quad K_{H}=\frac{u_{*} \theta_{*}}{\frac{\partial \bar{\theta}}{\partial z}}=\frac{k}{k^{\prime}} \frac{K_{H}^{*}}{\phi_{H}}, \quad K_{q}=\frac{u_{*} q_{*}}{\frac{\partial \bar{q}}{\partial z}}=\frac{k}{k^{\prime \prime}} \frac{K_{q}^{*}}{\phi_{q}} . \tag{11.3.22}
\end{equation*}
$$

From (11.3.15), (11.3.5), (11.3.17), and (11.3.10), the bulk coefficients are expressed as

$$
\begin{align*}
C_{D} & =\left(\frac{u_{*}}{\left|\overline{\boldsymbol{u}}_{1}\right|}\right)^{2}=\frac{k^{2}}{F_{M}^{2}},  \tag{11.3.23}\\
C_{H} & =\frac{\theta_{*}}{\bar{\theta}_{1}-\bar{\theta}_{s}} \frac{u_{*}}{\left|\overline{\boldsymbol{u}}_{1}\right|}=\frac{k^{2}}{F_{M} F_{H}},  \tag{11.3.24}\\
C_{q} & =\frac{q_{*}}{\bar{q}_{1}-\bar{q}_{s}} \frac{u_{*}}{\left|\bar{u}_{1}\right|}=\frac{k^{2}}{F_{M} F_{q}} \tag{11.3.25}
\end{align*}
$$

where

$$
\begin{aligned}
F_{M}\left(\frac{z_{1}}{z_{0}}, \frac{z_{1}}{L}\right) & =\int_{z_{0}}^{z_{1}} \frac{\phi_{M}}{z} d z=\frac{k}{u_{*}} \int_{z_{0}}^{z_{1}} \frac{\partial|\overline{\boldsymbol{u}}|}{\partial z} d z=k \frac{\left|\overline{\boldsymbol{u}}_{1}\right|}{u_{*}}, \\
F_{H}\left(\frac{z_{1}}{z_{0 H}}, \frac{z_{1}}{L}\right) & =\int_{z_{0 H}}^{z_{1}} \frac{\phi_{H}}{z} d z=\frac{k}{\theta_{*}} \int_{z_{0 H}}^{z_{1}} \frac{\partial \bar{\theta}}{\partial z} d z=k \frac{\bar{\theta}_{1}-\bar{\theta}_{s}}{\theta_{*}}, \\
F_{q}\left(\frac{z_{1}}{z_{0 q}}, \frac{z_{1}}{L}\right) & =\int_{z_{0 q}}^{z_{1}} \frac{\phi_{q}}{z} d z=\frac{k}{q_{*}} \int_{z_{0 q}}^{z_{1}} \frac{\partial \bar{q}}{\partial z} d z=k \frac{\bar{q}_{1}-\bar{q}_{s}}{q_{*}} .
\end{aligned}
$$

The functions $F_{M}, F_{H}$, and $F_{q}$ can be calculated from universal functions. The universal functions $\phi_{M}, \phi_{H}$, and $\phi_{q}$ can be determined from field experiments or by formulas (given in (11.3.69) and (11.3.70)). If we know $\phi_{M}, \phi_{H}$, and $\phi_{q}$ and the roughness lengths $z_{0}, z_{0 H}$, and $z_{0 q}$, the functions $F_{M}, F_{H}$, and $F_{q}$ can be calculated, thus we obtain bulk coefficients as functions of $z_{1}$ and $L$. We may use the bulk Richardson number at height $z_{1}$ instead of $L$. The bulk Richardson number is defined by

$$
\begin{equation*}
R_{i B}=\frac{g \alpha\left(\bar{\theta}_{1}-\bar{\theta}_{s}\right) z_{1}}{\left|\overline{\boldsymbol{u}}_{1}\right|^{2}}=\frac{z_{1}}{L} \frac{F_{H}}{\phi_{M} F_{M}^{2}} . \tag{11.3.26}
\end{equation*}
$$

In this case, the bulk coefficients are expressed as functions of $z_{1} / z_{0}$ and $R_{i B}$. See also (11.3.50) and (11.3.21).

### 11.3.4 Boundary layer models

The Mellor and Yamada model described in Section 11.2.3 is modified for the boundary layer model when anisotropy between the horizontal and vertical directions near the surface is introduced. We describe the Level $2 \frac{1}{2}$ and Level 2 models by introducing the boundary layer approximation in this section.

### 11.3.4.1 The boundary layer Level $2 \frac{1}{2}$ model

If one makes the boundary layer approximation, one can assume that the mean field is in hydrostatic balance and that the derivatives of the mean field with respect to space except for $z$ are negligible. Coriolis terms are also neglected in the equations of subgrid quantities. By inserting $\boldsymbol{U}=(U, V, W)$ and $\boldsymbol{g}=(0,0, g)$ in (11.2.5)(11.2.6), we rewrite the prognostic equations of the mean field in the hydrostatic
approximation as

$$
\begin{align*}
\frac{D}{D t} U+\frac{\partial}{\partial z}\left(\overline{u^{\prime} w^{\prime}}\right) & =-\frac{1}{\rho} \frac{\partial P}{\partial x}+f V  \tag{11.3.27}\\
\frac{D}{D t} V+\frac{\partial}{\partial z}\left(\overline{v^{\prime} w^{\prime}}\right) & =-\frac{1}{\rho} \frac{\partial P}{\partial y}-f U  \tag{11.3.28}\\
0 & =-\frac{1}{\rho} \frac{\partial P}{\partial z}+\alpha g \tilde{\Theta}_{v}  \tag{11.3.29}\\
\frac{D}{D t} \Theta & =-\frac{\partial}{\partial z}\left(\overline{w^{\prime} \theta^{\prime}}\right) \tag{11.3.30}
\end{align*}
$$

Using the boundary layer approximation, (11.2.35), (11.2.37), and (11.2.38) are explicitly rewritten as

$$
\begin{align*}
\frac{D}{D t} q^{2} & -\frac{\partial}{\partial z}\left[l q S_{q} \frac{\partial}{\partial z} q^{2}\right]=2\left(P_{s}+P_{b}-\varepsilon\right)  \tag{11.3.31}\\
\overline{u^{\prime} w^{\prime}} & =\frac{3 l_{1}}{q}\left[-\left(\overline{w^{\prime 2}}-C_{1} q^{2}\right) \frac{\partial U}{\partial z}+\alpha g \overline{u^{\prime} \theta_{v}^{\prime}}\right]  \tag{11.3.32}\\
\overline{v^{\prime} w^{\prime}} & =\frac{3 l_{1}}{q}\left[-\left(\overline{w^{\prime 2}}-C_{1} q^{2}\right) \frac{\partial V}{\partial z}+\alpha g \overline{v^{\prime} \theta_{v}^{\prime}}\right]  \tag{11.3.33}\\
\overline{w^{\prime 2}} & =\frac{q^{2}}{3}+\frac{l_{1}}{q}\left[2 \overline{2 u^{\prime} w^{\prime}} \frac{\partial U}{\partial z}+2 \overline{v^{\prime} w^{\prime}} \frac{\partial V}{\partial z}+4 P_{b}\right]  \tag{11.3.34}\\
\overline{u^{\prime} \theta^{\prime}} & =\frac{3 l_{2}}{q}\left[-\overline{u^{\prime} w^{\prime}} \frac{\partial \Theta}{\partial z}-\overline{w^{\prime} \theta^{\prime}} \frac{\partial U}{\partial z}\right]  \tag{11.3.35}\\
\overline{v^{\prime} \theta^{\prime}} & =\frac{3 l_{2}}{q}\left[-\overline{v^{\prime} w^{\prime}} \frac{\partial \Theta}{\partial z}-\overline{w^{\prime} \theta^{\prime}} \frac{\partial V}{\partial z}\right]  \tag{11.3.36}\\
\overline{w^{\prime} \theta^{\prime}} & =\frac{3 l_{2}}{q}\left[-\overline{w^{\prime 2}} \frac{\partial \Theta}{\partial z}+\alpha g \overline{\theta^{\prime} \theta_{v}^{\prime}}\right]  \tag{11.3.37}\\
\overline{\theta^{\prime 2}} & =-\frac{\Lambda_{2}}{q} \overline{w^{\prime} \theta^{\prime}} \frac{\partial \Theta}{\partial z} \tag{11.3.38}
\end{align*}
$$

where

$$
\begin{align*}
P_{s} & =-\overline{u^{\prime} w^{\prime}} \frac{\partial U}{\partial z}-\overline{v^{\prime} w^{\prime}} \frac{\partial V}{\partial z}, \quad P_{b}=\alpha g \overline{w \theta_{v}^{\prime}}  \tag{11.3.39}\\
\varepsilon & =\frac{q^{3}}{\Lambda_{1}} \tag{11.3.40}
\end{align*}
$$

In (11.3.31), $S_{q}=0.2$ is normally used.
Now, we assume that each vertical flux is expressed as follows:

$$
\begin{align*}
& \overline{u^{\prime} w^{\prime}}=-K_{M} \frac{\partial U}{\partial z}, \quad \overline{v^{\prime} w^{\prime}}=-K_{M} \frac{\partial V}{\partial z}  \tag{11.3.41}\\
& \overline{\theta^{\prime} w^{\prime}}=-K_{H} \frac{\partial \Theta}{\partial z} \tag{11.3.42}
\end{align*}
$$

where the eddy diffusion coefficients $K_{M}$ and $K_{H}$ are written by using nondimensional parameters $S_{M}$ and $S_{H}$, respectively, as

$$
\begin{equation*}
K_{M}=l q S_{M}, \quad K_{H}=l q S_{H} \tag{11.3.43}
\end{equation*}
$$

Furthermore, we introduce nondimensional parameters that depend on the gradient of the mean field:

$$
\begin{align*}
G_{M} & =\frac{l^{2}}{q^{2}}\left[\left(\frac{\partial U}{\partial z}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right]  \tag{11.3.44}\\
G_{H} & =-\frac{l^{2}}{q^{2}} \alpha g \frac{\partial \Theta_{v}}{\partial z} \tag{11.3.45}
\end{align*}
$$

and assume that all the length scales are proportional to a single length parameter $l$ as

$$
\begin{equation*}
\left(l_{1}, \Lambda_{1}, l_{2}, \Lambda_{2}\right)=\left(A_{1}, B_{1}, A_{2}, B_{2}\right) \times l . \tag{11.3.46}
\end{equation*}
$$

Substituting the above equations into (11.3.32)-(11.3.40), and using $\theta \approx \theta_{v}$, we obtain

$$
\begin{align*}
& S_{M}\left(1+6 A_{1}^{2} G_{M}-9 A_{1} A_{2} G_{H}\right)-S_{H}\left(12 A_{1}^{2} G_{H}+9 A_{1} A_{2} G_{H}\right) \\
& \quad=A_{1}\left(1-3 C_{1}\right)  \tag{11.3.47}\\
& S_{M}\left(6 A_{1} A_{2} G_{M}\right)+S_{H}\left(1-3 A_{2} B_{2} G_{H}-12 A_{1} A_{2} G_{H}\right) \\
& \quad=A_{2} \tag{11.3.48}
\end{align*}
$$

The above two equations determine $S_{M}$ and $S_{H}$. If we know the values of the mean field $U, V, \Theta$, and the turbulent kinetic energy $q^{2}, G_{M}$ and $G_{H}$ are determined from (11.3.44) and (11.3.45), where $q^{2}$ is given by the prognostic equation (11.3.31). If $S_{M}$ and $S_{H}$ are solved from (11.3.47) and (11.3.48), the eddy coefficients $K_{M}, K_{H}$ are given from (11.3.43). Thus, vertical fluxes can be calculated using (11.3.41)(11.3.42). ${ }^{\dagger}$

Now that (11.3.39) can be rewritten in the forms

$$
\begin{equation*}
P_{s}=\frac{q^{3}}{l} S_{M} G_{M}, \quad P_{b}=\frac{q^{3}}{l} S_{H} G_{H} \tag{11.3.49}
\end{equation*}
$$

let us define the Richardson number $R_{i}$ and the flux Richardson number $R_{f}$ by

$$
\begin{align*}
R_{i} & =\frac{g \alpha \frac{\partial \Theta}{\partial z}}{\left(\frac{\partial U}{\partial z}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}}=-\frac{G_{H}}{G_{M}}  \tag{11.3.50}\\
R_{f} & =\frac{g \alpha \overline{w^{\prime} \theta^{\prime}}}{\overline{u^{\prime} w^{\prime}} \frac{\partial U}{\partial z}+\overline{v^{\prime} w^{\prime}} \frac{\partial V}{\partial z}}=-\frac{P_{b}}{P_{s}}=-\frac{S_{H} G_{H}}{S_{M} G_{M}} . \tag{11.3.51}
\end{align*}
$$

[^24]In order to maintain turbulent kinetic energy, we need $P_{s}+P_{b}>0$ (i.e., $R_{f}<1$ ). We also have

$$
\begin{equation*}
\frac{P_{s}+P_{b}}{\varepsilon}=B_{1}\left(S_{M} G_{M}+S_{H} G_{H}\right) \tag{11.3.52}
\end{equation*}
$$

Eliminating $G_{M}$ in (11.3.47) and (11.3.48) with the use of (11.3.52), we obtain

$$
\begin{align*}
& S_{M}\left(1-9 A_{1} A_{2} G_{H}\right)-S_{H}\left(18 A_{1}^{2}+9 A_{1} A_{2}\right) G_{H} \\
& \quad=A_{1}\left(1-3 C_{1}-\frac{6 A_{1}}{B_{1}} \frac{P_{s}+P_{b}}{\varepsilon}\right)  \tag{11.3.53}\\
& S_{H}\left[1-\left(3 A_{2} B_{2}+18 A_{1} A_{2}\right) G_{H}\right] \\
& \quad=A_{2}\left(1-\frac{6 A_{1}}{B_{1}} \frac{P_{s}+P_{b}}{\varepsilon}\right) . \tag{11.3.54}
\end{align*}
$$

These forms of simultaneous equations are used in the subsequent model.

### 11.3.4.2 The boundary layer Level 2 model

In the Level 2 model, all the derivatives with respect to time and diffusion terms in the equations of second-order quantities are neglected. Since the left-hand side of (11.3.31) becomes zero, we have from (11.3.52)

$$
\begin{equation*}
1=\frac{P_{s}+P_{b}}{\varepsilon}=B_{1}\left(S_{M} G_{M}+S_{H} G_{H}\right) \tag{11.3.55}
\end{equation*}
$$

Then, using (11.3.51), we obtain

$$
\begin{equation*}
S_{H} G_{H}=\frac{1}{B_{1}\left(1-R_{f}^{-1}\right)} \tag{11.3.56}
\end{equation*}
$$

By introducing

$$
\begin{equation*}
\gamma_{1}=\frac{1}{3}-\frac{2 A_{1}}{B_{1}}, \quad \gamma_{2}=\frac{B_{2}+6 A_{1}}{B_{1}} \tag{11.3.57}
\end{equation*}
$$

we can solve (11.3.53) and (11.3.54) for $S_{H}$ and $S_{M}$ using (11.3.56) as

$$
\begin{equation*}
S_{H}=\frac{\alpha_{1}-\alpha_{2} R_{f}}{1-R_{f}}, \quad \frac{S_{M}}{S_{H}}=\frac{\beta_{1}-\beta_{2} R_{f}}{\beta_{3}-\beta_{4} R_{f}} \tag{11.3.58}
\end{equation*}
$$

where

$$
\begin{aligned}
\alpha_{1}=3 A_{2} \gamma_{1}, & \alpha_{2}=3 A_{2}\left(\gamma_{1}+\gamma_{2}\right), \\
\beta_{1}=A_{1} B_{1}\left(\gamma_{1}-C_{1}\right), & \beta_{2}=A_{1}\left[B_{1}\left(\gamma_{1}-C_{1}\right)+6 A_{1}+3 A_{2}\right], \\
\beta_{3}=A_{2} B_{1} \gamma_{1}, & \beta_{4}=A_{2}\left[B_{1}\left(\gamma_{1}+\gamma_{2}\right)-3 A_{1}\right] .
\end{aligned}
$$

If the values of the mean field $U, V$, and $\Theta$ are known, the Richardson number $R_{i}$ is calculated from (11.3.50). From (11.3.50), (11.3.51), and (11.3.58), the relation between $R_{i}$ and $R_{f}$ is given by

$$
\begin{equation*}
R_{f}=\frac{S_{H}}{S_{M}} R_{i}=\frac{\beta_{3}-\beta_{4} R_{f}}{\beta_{1}-\beta_{2} R_{f}} R_{i} \tag{11.3.59}
\end{equation*}
$$

Thus, we obtain the flux Richardson number by

$$
\begin{equation*}
R_{f}=\frac{1}{2 \beta_{2}}\left[\beta_{1}+\beta_{4} R_{i}-\sqrt{\left(\beta_{1}+\beta_{4} R_{i}\right)^{2}-4 \beta_{2} \beta_{3} R_{i}}\right] \tag{11.3.60}
\end{equation*}
$$

which is one of the solutions to (11.3.59) that satisfies $R_{f}=0$ at $R_{i}=0$. Therefore, we obtain $S_{H}$ and $S_{M}$ from (11.3.58). Next, from (11.3.49) and (11.3.44), we have

$$
\begin{equation*}
P_{s}=\frac{q^{3}}{l} S_{M} G_{M}=l q S_{M}\left[\left(\frac{\partial U}{\partial z}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right] \tag{11.3.61}
\end{equation*}
$$

Using (11.3.40), (11.3.55), (11.3.51), and (11.3.61), the turbulent kinetic energy $q^{2}$ is given by

$$
\begin{align*}
q^{2} & =\Lambda_{1} \frac{\varepsilon}{q}=B_{1} l\left(1-R_{f}\right) \frac{P_{s}}{q} \\
& =B_{1} l^{2}\left(1-R_{f}\right) S_{M}\left[\left(\frac{\partial U}{\partial z}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right] \tag{11.3.62}
\end{align*}
$$

Hence, from (11.3.43), we have the eddy diffusion coefficients by

$$
\begin{align*}
K_{M} & =l^{2} S_{M}^{\prime} \sqrt{\left(\frac{\partial U}{\partial z}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}}  \tag{11.3.63}\\
K_{H} & =\frac{S_{H}}{S_{M}} K_{M}=l^{2} S_{H}^{\prime} \sqrt{\left(\frac{\partial U}{\partial z}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}} \tag{11.3.64}
\end{align*}
$$

where

$$
\begin{equation*}
S_{M}^{\prime}=B_{1}^{\frac{1}{2}}\left(1-R_{f}\right)^{\frac{1}{2}} S_{M}^{\frac{3}{2}}, \quad S_{H}^{\prime}=B_{1}^{\frac{1}{2}}\left(1-R_{f}\right)^{\frac{1}{2}} S_{M}^{\frac{1}{2}} S_{H} \tag{11.3.65}
\end{equation*}
$$

Mellor and Yamada propose the following values for the coefficients in (11.3.46):

$$
\left(A_{1}, B_{1}, A_{2}, B_{2}, C_{1}\right)=(0.92,16.6,0.74,10.1,0.08)
$$

In this case, we have

$$
\left(\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}\right)=(0.49,2.58,2.18,9.30,2.73,12.2)
$$

The length scale $l$ of the boundary layer model may be given by the following formula:

$$
\begin{equation*}
l=l_{0} \frac{k z}{k z+l_{0}} \tag{11.3.66}
\end{equation*}
$$

where $l_{0}$ is an appropriate length and $k$ is the von Kármán constant: $k=0.40$. $l$ represents the length scale of turbulence. $l$ is proportional to $z$ when $z$ is small, and converges to $l_{0}$ for a sufficiently large $z . l_{0}$ is sometimes simply specified as a constant value, say $l_{0} \approx 200 \mathrm{~m}$. Eq. (11.3.66) is the more accurate form of (11.3.6) that is used for derivation of the logarithmic law.

Figure 11.4 shows the relation between $R_{i}$ and $R_{f}$ given by (11.3.60). We can see $R_{f}<\beta_{3} / \beta_{4}=0.223$ for $R_{i}>0$. Figure 11.5 shows the relation between $S_{M}$, $S_{H}$ and $R_{f}$ given by (11.3.58), and the relation between $S_{M}^{\prime}, S_{H}^{\prime}$ and $R_{f}$ given by (11.3.65).

Results from the Level 2 model can be compared with Monin-Obukhov's similarity theory described in Section 11.3.3. For simplicity, we set $V=0$. The friction velocity $u_{*}$ is calculated from (11.3.5), (11.3.41), and (11.3.43) using the expression for $q$ (11.3.62), and the deviation of potential temperature $\theta_{*}$ is from (11.3.10), (11.3.42), and (11.3.43):

$$
\begin{align*}
& u_{*}=\left|\overline{u^{\prime} w^{\prime}}\right|^{\frac{1}{2}}=\left(l q S_{M} \frac{\partial U}{\partial z}\right)^{\frac{1}{2}}=\left[B_{1}\left(1-R_{f}\right) S_{M}^{3}\right]^{\frac{1}{4}} l \frac{\partial U}{\partial z}  \tag{11.3.67}\\
& \theta_{*}=\frac{\left|\overline{\theta^{\prime} w^{\prime}}\right|}{u_{*}}=\frac{l q S_{H}}{u_{*}} \frac{\partial \Theta}{\partial z}=\left[B_{1}\left(1-R_{f}\right) S_{H}^{4} / S_{M}\right]^{\frac{1}{4}} l \frac{\partial \Theta}{\partial z} \tag{11.3.68}
\end{align*}
$$

Thus, by assuming $l=k z$ for near-surface flows, the universal functions (11.3.19) are given as

$$
\begin{align*}
\phi_{M}(\zeta) & =\frac{k z}{u_{*}} \frac{\partial U}{\partial z}=\left[B_{1}\left(1-R_{f}\right) S_{M}^{3}\right]^{-\frac{1}{4}}  \tag{11.3.69}\\
\phi_{H}(\zeta) & =\frac{k z}{\theta_{*}} \frac{\partial \Theta}{\partial z}=\left[B_{1}\left(1-R_{f}\right) S_{H}^{4} / S_{M}\right]^{-\frac{1}{4}} \tag{11.3.70}
\end{align*}
$$

where, from (11.3.21),

$$
\begin{equation*}
\zeta \equiv \frac{z}{L}=\phi_{M} R_{f} \tag{11.3.71}
\end{equation*}
$$

Figure 11.6 shows the profiles of $\phi_{M}$ and $\phi_{H}$ with respect to $\zeta$ obtained with the above formulas. As $R_{f}=\alpha_{1} / \alpha_{2} \rightarrow 0.19, \phi_{M}, \phi_{H}$, and $\zeta$ asymptotically approach infinity. In the neutral case $R_{f}=0, \phi_{M}=\left[B_{1}\left(\beta_{1} \alpha_{1} / \beta_{3}\right)^{3}\right]^{-1 / 4}=1.0$ is satisfied. It has been shown that the above profiles are comparable with observational data (Mellor and Yamada 1982).


Figure 11.4: Relation between the Richardson number $R_{i}$ and the flux Richardson number $R_{f}$.


Figure 11.5: Relations between the flux Richardson number $R_{f}$ and the parameters $S_{M}$ and $S_{H}$ (top) and $S_{M}^{\prime}$ and $S_{H}^{\prime}$ (bottom).


Figure 11.6: Profiles of the universal functions $\phi_{M}$ and $\phi_{H}$ with respect to the nondimensional height $\zeta$ obtained with the Mellor-Yamada Level 2 model.
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## Part II

## Atmospheric Structures

In this second part, the basic mechanisms maintaining atmospheric structure are described from various perspectives. The structure of atmospheric general circulation is discussed based on the governing dynamics of atmospheric general circulation. We consider how atmospheric structure is realized in terms of the latitudinal one-dimensional structure, the vertical one-dimensional structure, the meridional two-dimensional structure, and spherical motions.

In Chapter 12, the energy balance of the entire earth is considered. Following on from this, the energy budget in the latitudinal direction is discussed in Chapter 13 , while the vertical structure of the atmosphere is described in Chapter 14.

The atmospheric vertical structure is controlled by moist processes. In Chapter 15 , we consider moist convection and its role in the vertical structure of the atmosphere. Large-scale circulations in tropical atmosphere can be viewed as moist convective motions. In Chapter 16, as a representative of such moist large-scale circulations in low latitudes, we consider Walker circulation and Hadley circulation.

In Chapter 17, the spherical motions on the earth are discussed based on the concepts of wave propagation and the angular momentum budget. In Chapter 18, midlatitude circulations are considered in terms of meridional circulations. Finally, global-scale mixing motions are reviewed in Chapter 19.

## 12

## Global energy budget

To characterize the global atmosphere, globally averaged quantities of the whole atmosphere can be used. Corresponding to the governing equations of the atmosphere (i.e, the conservations of mass, momentum, and energy), we obtain the global budgets of conserved quantities: mass, angular momentum, and energy.

The global budget of the atmospheric mass plays an important role in the evolution of the atmosphere on the time scale of the Earth's history. The change in the total mass of the atmosphere occurs through mass exchange with the solid Earth or the ocean at the lowest boundary, or with outer space at the uppermost boundary. On a daily scale, evaporation and precipitation of water at the surface contributes to fluctuation of the total mass of the atmosphere.

The global budget of the total angular momentum of the atmosphere can be given from the global integral of the conservation of angular momentum of the atmosphere around the rotation axis of the Earth. Atmospheric total angular momentum changes through the exchange of angular momentum with the ground surface at the lowest boundary. In the case of the Earth, in particular, the exchange of angular momentum with the ground has a characteristic latitudinal distribution. This implies that the global angular momentum budget is closely related to the meridional circulation of the atmosphere. Thus, the angular momentum budget will be discussed in Chapters 16 and 18.

In this chapter, we concentrate on the energy budget of the global atmosphere. We review the energy budget of the global atmosphere and explain its theoretical basis. In particular, we show global views of energy budget, energy transformation, and thermal efficiency.

### 12.1 Energy budget

### 12.1.1 Effective temperature and global radiative equilibrium

Change in the total energy of the Earth (i.e, the atmosphere-ocean-solid Earth system) is determined by energy exchange with outer space at the top of the
atmosphere. In practice, energy exchange between the Earth and outer space takes place in the form of radiation. The energy inflow from outer space to the Earth is in the form of solar radiation, and the energy outflow from the Earth to outer space is in the form of planetary radiation, which is called longwave radiation. The heat source within the solid Earth is negligible compared with these radiative fluxes if the atmosphere-ocean energy budget is considered. Let the total energy of the Earth be denoted by $E^{t o t}$, the total inflow of solar radiation by $\mathcal{F}^{\text {isr }}$ (isr $=$ incoming shortwave radiation; hereafter referred to as ISR), and the total emission of longwave radiation by $\mathcal{F}^{\text {olr }}$ (olr $=$ outgoing longwave radiation; hereafter referred to as OLR). The equation of the total energy budget is given as

$$
\begin{equation*}
\frac{d E^{t o t}}{d t}=\mathcal{F}^{i s r}-\mathcal{F}^{o l r} \tag{12.1.1}
\end{equation*}
$$

where the unit of $\mathcal{F}^{i s r}$ and $\mathcal{F}^{\text {olr }}$ is W , and that of $E^{\text {tot }}$ is J . In general, since ISR and OLR depend on location, they are referred to as a quantity per unit area with unit of $\mathrm{W} \mathrm{m}^{-2}$. However, we use a quantity integrated over the globe to examine the global energy budget in this section (see Section 12.1.2).

We mainly consider the balance of energy over a long time average that statistically could be considered an equilibrium state represented as an annual average, for instance. In this case, the seasonal change of radiative fluxes will be eliminated, and then the time derivative on the left-hand side can be neglected:

$$
\begin{equation*}
0=\mathcal{F}^{i s r}-\mathcal{F}^{o l r} \tag{12.1.2}
\end{equation*}
$$

Solar radiation per unit area normal to the direction to the Sun at the orbit of the Earth is called the solar constant $F^{\odot}$. It is inversely proportional to the square of the distance between the Earth and the Sun. If we assume that the atmosphere is bounded by a sphere with radius $R$, total solar radiation radiated to the Earth $\mathcal{F}^{\text {sol }}$ is written as

$$
\begin{equation*}
\mathcal{F}^{\text {sol }}=F^{\odot} \cdot \pi R^{2} \tag{12.1.3}
\end{equation*}
$$

where $\pi R^{2}$ is the area of the cross section of the Earth. Generally, some solar radiation radiated to the Earth is reflected back to outer space at the atmosphere or at the ground. The ratio of reflected radiation to total solar flux is called the planetary albedo $A$, which is related as

$$
\begin{equation*}
\mathcal{F}^{i s r}=(1-A) \mathcal{F}^{s o l} \tag{12.1.4}
\end{equation*}
$$

If all the atmosphere is regarded as a blackbody with temperature $T_{e}$, planetary radiation emitted to outer space $\mathcal{F}^{\text {olr }}$ is given by the product of blackbody radiation $\sigma_{B} T_{e}^{4}$ and the area of the surface of the Earth:

$$
\begin{equation*}
\mathcal{F}^{o l r}=\sigma_{B} T_{e}^{4} \cdot 4 \pi R^{2} \tag{12.1.5}
\end{equation*}
$$

where $\sigma_{B}$ is the Stefan-Boltzmann constant (10.1.8). If the outgoing longwave radiation $\mathcal{F}^{\text {olr }}$ is known, on the other hand, the temperature $T_{e}$ defined by (12.1.5)
is called the effective temperature. Substitution of (12.1.4) and (12.1.5) into (12.1.2) yields the equation of energy balance:

$$
\begin{equation*}
\sigma_{B} T_{e}^{4} \cdot 4 \pi R^{2}=(1-A) F^{\odot} \cdot \pi R^{2} \tag{12.1.6}
\end{equation*}
$$

Thus, effective temperature is expressed in terms of the solar constant and albedo as

$$
\begin{equation*}
T_{e}=\left[\frac{(1-A) F^{\odot}}{4 \sigma_{B}}\right]^{\frac{1}{4}} \tag{12.1.7}
\end{equation*}
$$

The typical value of the effective temperature of the Earth is $T_{e}=254.9 \mathrm{~K}$ for $F^{\odot}=$ $1367.7 \mathrm{~W} \mathrm{~m}^{-2}$ and $A=0.3$. This temperature value is considerably lower than the mean surface temperature of the Earth, about 288 K. In general, effective temperature $T_{e}$ is different from surface temperature. The difference can be explained by taking account of the vertical structure of the atmosphere (see Chapter 14). The difference between $T_{e}$ and surface temperature is caused by the greenhouse effect.

In general, the outward planetary radiation at the top of the atmosphere $F^{\text {olr }}$ depends on the vertical profiles of atmospheric temperature and absorbing quantities. For illustrative purposes, let us simply assume that $F^{o l r}$ is determined by a representative value of atmospheric temperature $[T]$, which is chosen as a global mean of surface temperature or averaged temperature over the whole atmosphere. As a simplest form of the relation between $F^{o l r}$ and $[T]$, we use a linear function as

$$
\begin{equation*}
\frac{\mathcal{F}^{o l r}}{4 \pi R^{2}}=F_{0}+B\left([T]-T_{0}\right) \tag{12.1.8}
\end{equation*}
$$

where $F_{0}$ and $B$ are empirically determined constants and $T_{0}$ is a reference temperature (e.g., $T_{0}=273.15 \mathrm{~K}$ ). The effects of vertical distributions of temperature and absorbing quantities are represented by these constants. If the mean temperature $[T]$ is close to the effective temperature $T_{e}$, we obtain the values of $F_{0}$ and $B$ by linearizing (12.1.5) about $T_{0}$. Using $[T]=T_{0}+\Delta T$, we have

$$
\begin{equation*}
\sigma_{B}[T]^{4}=\sigma_{B}\left(T_{0}+\Delta T\right)^{4} \approx \sigma_{B} T_{0}^{4}+4 \sigma_{B} T_{0}^{3} \Delta T \tag{12.1.9}
\end{equation*}
$$

Thus, in this case, we have

$$
\begin{align*}
F_{0} & =\sigma_{B} T_{0}^{4}=315.7 \mathrm{~W} \mathrm{~m}^{-2}  \tag{12.1.10}\\
B & =4 \sigma_{B} T_{0}^{3}=4.6 \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~K}^{-1} \tag{12.1.11}
\end{align*}
$$

In practice, however, since $[T]$ is different from $T_{e}$, empirically determined values of $F_{0}$ and $B$ are used to estimate $\mathcal{F}^{\text {olr }}$. For instance, Crowley and North (1991) use $F_{0}=210 \mathrm{~W} \mathrm{~m}^{-2}$ and $B=2.1 \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~K}^{-1}$ for their energy budget analysis. Making use of (12.1.8), we rewrite the equation of the energy balance (12.1.6) as

$$
\begin{equation*}
F_{0}+B\left([T]-T_{0}\right)=(1-A) \frac{F^{\odot}}{4} \tag{12.1.12}
\end{equation*}
$$

This linearized equation will be used in the following theoretical analysis of the energy budget.

Let us introduce climate sensitivity, which is a measure of the sensitivity of the atmospheric mean state to changes in external parameters. For example, if we choose solar radiation $F^{\odot}$ as an external parameter, climate sensitivity can be defined by

$$
\begin{equation*}
\beta=\frac{F^{\odot}}{[T]} \frac{d[T]}{d F^{\odot}}, \tag{12.1.13}
\end{equation*}
$$

which represents the change in mean temperature $[T]$ for a given change in the external parameter $F^{\odot}$. Using the equation of energy balance (12.1.12) and assuming that $F_{0}, B$, and $A$ are constant, we estimate climate sensitivity with respect to solar radiation as

$$
\begin{equation*}
\beta=\frac{(1-A) F^{\odot}}{4 B[T]}=\frac{\sigma_{B} T_{e}^{4}}{B[T]} \tag{12.1.14}
\end{equation*}
$$

where the effective temperature (12.1.7) is used. In the case of $T_{0}=T_{e}=[T]$, we have $\beta=0.25$ if we use a theoretical value (12.1.11). If we instead use a more realistic value $B=2.1 \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~K}^{-1}$, we obtain $\beta=0.40$.

### 12.1.2 Energy conversion

The total energy of the atmosphere consists of kinetic energy, potential energy, and internal energy. The balance of each energy is given by (1.2.35), (1.2.39), and (1.2.42), respectively, and the conservation of total energy is given by (1.2.47). These equations are rewritten in advective form as

$$
\begin{align*}
\rho \frac{d}{d t} \frac{v^{2}}{2} & =-\frac{\partial}{\partial x_{j}}\left(p v_{j}-\sigma_{i j}^{\prime} v_{i}\right)+p \nabla \cdot \boldsymbol{v}-\rho \boldsymbol{v} \cdot \nabla \Phi-\varepsilon  \tag{12.1.15}\\
\rho \frac{d \Phi}{d t} & =\rho \boldsymbol{v} \cdot \nabla \Phi  \tag{12.1.16}\\
\rho \frac{d u}{d t} & =-\nabla \cdot \boldsymbol{F}^{e n e}-p \nabla \cdot \boldsymbol{v}+\varepsilon  \tag{12.1.17}\\
\rho \frac{d}{d t}\left(\frac{v^{2}}{2}\right. & +u+\Phi)=-\frac{\partial}{\partial x_{j}}\left(p v_{j}-v_{i} \sigma_{i j}^{\prime}+F_{j}\right) \tag{12.1.18}
\end{align*}
$$

where $\sigma_{i j}^{\prime}$ is the viscous stress tensor, $\varepsilon$ is the dissipation rate, and $\boldsymbol{F}^{e n e}$ is the heat flux given by the sum of the radiative flux $\boldsymbol{F}^{\text {rad }}$ and the thermal diffusion flux $\boldsymbol{F}^{\text {therm }}$ :

$$
\begin{equation*}
\boldsymbol{F}^{e n e}=\boldsymbol{F}^{\text {rad }}+\boldsymbol{F}^{\text {therm }} \tag{12.1.19}
\end{equation*}
$$

If the effect of the hydrological cycle is considered, the transport of internal energy contains a contribution from the transport of water vapor. In this case, the heat flux in (12.1.19) is further divided as

$$
\begin{equation*}
\boldsymbol{F}^{\text {therm }}=\boldsymbol{F}^{s h}+\boldsymbol{F}^{l h} \tag{12.1.20}
\end{equation*}
$$

$\boldsymbol{F}^{l h}$ is called the latent heat flux due to water vapor, and the thermal diffusion flux $\boldsymbol{F}^{s h}$ is called the sensible heat flux. The energy budget in the case that the hydrological cycle exists will be further considered in Section 12.2.

The energy budget of the whole atmosphere can be given by integrating (12.1.15)(12.1.18) over the whole domain of the atmosphere $D$. Let $S$ denote the boundaries of the atmosphere (i.e., the top and bottom boundaries, $S_{T}$ and $S_{B}$, respectively). The top boundary $S_{T}$ is set at a sufficiently high altitude, and the bottom boundary $S_{B}$ is the ground surface of the solid Earth or the sea surface. The integrals of the equations of kinetic energy, potential energy, internal energy, and total energy are respectively written as

$$
\begin{align*}
\frac{d}{d t} K & =\mathcal{B}_{S}+\mathcal{W}-\mathcal{C}_{G}-\mathcal{D}  \tag{12.1.21}\\
\frac{d}{d t} G & =\mathcal{C}_{G}  \tag{12.1.22}\\
\frac{d}{d t} I & =\mathcal{F}-\mathcal{W}+\mathcal{D}  \tag{12.1.23}\\
\frac{d}{d t} E^{t o t} & =\mathcal{B}_{S}+\mathcal{F} \tag{12.1.24}
\end{align*}
$$

where

$$
\begin{align*}
K & \equiv \int_{D} \rho \frac{v^{2}}{2} d V, \quad G \equiv \int_{D} \rho \Phi d V, \quad I \equiv \int_{D} \rho u d V \\
E^{t o t} & =\int_{D} \rho\left(\frac{v^{2}}{2}+u+\Phi\right) d V=K+I+G \tag{12.1.25}
\end{align*}
$$

$K, G, I$, and $E^{t o t}$ are the domain integrals of kinetic energy, potential energy, internal energy, and total energy of the atmosphere, respectively. ${ }^{\dagger}$ In (12.1.21)(12.1.24), the source and sink terms and the transformation terms of the energies are given by

$$
\begin{align*}
\mathcal{W} & =\int_{D} p \nabla \cdot \boldsymbol{v} d V, \quad \mathcal{C}_{G}=\int_{D} \rho \boldsymbol{v} \cdot \nabla \Phi d V, \quad \mathcal{D}=\int_{D} \varepsilon d V  \tag{12.1.26}\\
\mathcal{F} & =-\int_{D} \nabla \cdot \boldsymbol{F}^{e n e} d V=-\int_{S} \boldsymbol{F}^{e n e} \cdot \boldsymbol{n} d S  \tag{12.1.27}\\
\mathcal{B}_{S} & =-\int_{D} \frac{\partial}{\partial x_{j}}\left(p v_{j}-v_{i} \sigma_{i j}^{\prime}\right) d V=-\int_{S_{B}}\left(p \boldsymbol{v} \cdot \boldsymbol{n}-\sigma_{i j}^{\prime} v_{i} n_{j}\right) d S \tag{12.1.28}
\end{align*}
$$

where $\boldsymbol{n}$ denotes the outward unit vector normal to the boundaries; $\boldsymbol{n}$ is upward at the top boundary $S_{T}$, and is approximately downward at the bottom boundary $S_{B}$. These transformations of energies are schematically shown in Fig. 12.1.

[^25]

Figure 12.1: The transformations of energies. $K, G$, and $I$ are the domain integrals of kinetic energy, potential energy, and internal energy, respectively. The symbols $B_{S}, C_{G}, W, D$, and $F$ are energy transformation terms.

Over a long time average, the time derivatives on the left-hand side of (12.1.21)(12.1.24) become negligible. In this case, we have the following balances:

$$
\begin{align*}
\mathcal{B}_{S}+\mathcal{W}-\mathcal{C}_{G}-\mathcal{D} & =0  \tag{12.1.29}\\
\mathcal{C}_{G} & =0  \tag{12.1.30}\\
\mathcal{F}-\mathcal{W}+\mathcal{D} & =0  \tag{12.1.31}\\
\mathcal{B}_{S}+\mathcal{F} & =0 \tag{12.1.32}
\end{align*}
$$

The exchange of energy between the atmosphere and the outside of the atmosphere is in the form of $\mathcal{B}_{S}$ and $\mathcal{F}$. The term $\mathcal{B}_{S}$ exists only when the wind velocity of the atmosphere at the boundaries is nonzero (i.e., the interface between the atmosphere and the ocean generally has motion, which might have a contribution to $\mathcal{B}_{S}$ ). We neglect this term, however, by assuming that this contribution is small. Then, we have the following balances of energy transformation:

$$
\begin{align*}
\mathcal{F} & =0  \tag{12.1.33}\\
\mathcal{W} & =\mathcal{D} \tag{12.1.34}
\end{align*}
$$

The latter is an important consequence of the kinetic energy budget, and is the balance between the generation term of kinetic energy $\mathcal{W}$ and the dissipation term $\mathcal{D}$. $\mathcal{W}$ can also be interpreted as follows. Using hydrostatic pressure $p_{s}$ and density $\rho_{s}$ which satisfies

$$
\begin{equation*}
0=-\nabla p_{s}-\rho_{s} \nabla \Phi \tag{12.1.35}
\end{equation*}
$$

and $p^{\prime}=p-p_{s}, \rho^{\prime}=\rho-\rho_{s}$, the sum of the two source terms of kinetic energy is
rewritten from (12.1.26) as

$$
\begin{align*}
\mathcal{W}-\mathcal{C}_{G} & =\int_{D}(p \nabla \cdot \boldsymbol{v}-\rho \boldsymbol{v} \cdot \nabla \Phi) d V \\
& =-\int_{D} \boldsymbol{v} \cdot(\nabla p+\rho \cdot \nabla \Phi) d V=-\int_{D} \boldsymbol{v} \cdot\left(\nabla p^{\prime}+\rho^{\prime} \nabla \Phi\right) d V \\
& =-\int_{D} \boldsymbol{v} \cdot \nabla p^{\prime} d V-\int_{D} \rho\left(-\frac{\rho^{\prime}}{\rho} w g\right) d V \tag{12.1.36}
\end{align*}
$$

where $\Phi=g z$ is used. Although the choice of hydrostatic state is not unique, the second term on the right is regarded as the work done by the buoyancy force, and the first term is generally small. ${ }^{\dagger}$ Over a long time average, making use of (12.1.30), we have

$$
\begin{equation*}
\mathcal{W} \approx-\int_{D} \rho\left(-\frac{\rho^{\prime}}{\rho} w g\right) d V \tag{12.1.37}
\end{equation*}
$$

This means that $\mathcal{W}$ is interpreted as the work done by the buoyancy force in the whole domain. It may be noted that, since the potential energy $G$ is statistically constant in an equilibrium state, the work done by the buoyancy force has no contribution to the budget of potential energy.

Flux $\mathcal{F}$ gets contributions from radiation, sensible heat, and latent heat fluxes as given by (12.1.19) and (12.1.20). Sensible and latent heat fluxes exist only at the bottom boundary of the atmosphere $S_{B}$. As for radiative flux, we decompose it into solar flux and planetary flux according to its wavelength:

$$
\begin{equation*}
\boldsymbol{F}^{\text {rad }}=\boldsymbol{F}^{\text {radl }}+\boldsymbol{F}^{\text {rads }} \tag{12.1.38}
\end{equation*}
$$

$\boldsymbol{F}^{\text {radl }}$ is the radiative flux of the longer wavelength region, corresponding to planetary radiation, and $\boldsymbol{F}^{\text {rads }}$ is that of the shorter wavelength region, corresponding to solar radiation. We furthermore distinguish the contributions of each flux at the top and bottom boundaries:

$$
\begin{aligned}
\mathcal{F}_{B}^{\text {radl }} & \equiv-\int_{S_{B}} \boldsymbol{F}^{\text {radl }} \cdot \boldsymbol{n} d S, \quad \mathcal{F}_{B}^{\text {rads }} \equiv-\int_{S_{B}} \boldsymbol{F}^{\text {rads }} \cdot \boldsymbol{n} d S, \\
\mathcal{F}_{T}^{\text {radl }} & \equiv \int_{S_{T}} \boldsymbol{F}^{\text {radl }} \cdot \boldsymbol{n} d S, \\
\mathcal{F}^{\text {therm }} & \equiv-\mathcal{F}_{T}^{\text {rads }} \equiv \boldsymbol{F}^{\text {therm }} \cdot \boldsymbol{n} d S,
\end{aligned}
$$

and

$$
\begin{equation*}
\mathcal{F}=-\mathcal{F}_{T}^{\text {rads }}-\mathcal{F}_{T}^{\text {radl }}+\mathcal{F}_{B}^{\text {rads }}+\mathcal{F}_{B}^{\text {radl }}+\mathcal{F}^{\text {therm }} . \tag{12.1.39}
\end{equation*}
$$

Here, the fluxes at the top of the atmosphere $S_{T}$ and the bottom of the atmosphere $S_{B}$ are designated by subscripts $T$ and $B$, respectively. Note that in this convention,

[^26]each of the integrated fluxes on the boundaries is positive if it is upward. The two fluxes at the top boundary, $\mathcal{F}_{T}^{\text {rads }}$ and $\mathcal{F}_{T}^{\text {radl }}$, are related to net incoming solar flux $\mathcal{F}^{i s r}$ and the infrared flux emitted from the atmosphere $\mathcal{F}^{\text {olr }}$, respectively:
\[

$$
\begin{align*}
\mathcal{F}_{T}^{\text {radl }} & =\mathcal{F}^{\text {olr }}  \tag{12.1.40}\\
\mathcal{F}_{T}^{\text {rads }} & =-\mathcal{F}^{i s r}=-(1-A) \mathcal{F}^{\text {sol }} \tag{12.1.41}
\end{align*}
$$
\]

where (12.1.4) is used. The flux defined by (12.1.39) is the sum of incoming energy fluxes to the atmosphere at the top and bottom boundaries. These fluxes are also grouped into contributions at each of the top and bottom boundaries as

$$
\begin{align*}
\mathcal{F}_{T} & =\mathcal{F}_{T}^{\text {rads }}+\mathcal{F}_{T}^{\text {radl }}  \tag{12.1.42}\\
\mathcal{F}_{B} & =\mathcal{F}_{B}^{\text {rads }}+\mathcal{F}_{B}^{\text {radl }}+\mathcal{F}^{\text {therm }}  \tag{12.1.43}\\
\mathcal{F} & =-\mathcal{F}_{T}+\mathcal{F}_{B} \tag{12.1.44}
\end{align*}
$$

In general, heat transfer from the Earth's interior at the ground is negligible for the atmospheric energy budget. In the case of a long time average where the tendency of total energy is negligible, we have

$$
\begin{equation*}
\mathcal{F}_{T}=\mathcal{F}_{B}=0 \tag{12.1.45}
\end{equation*}
$$

(i.e., no net flux exists at both the top and bottom boundaries). This relation corresponds to (12.1.2).

The observed annual global mean energy budget is shown in Fig. 12.2 after Kiehl and Trenberth (1997). The values are shown by energy fluxes per unit area. Under the assumption that the depth of the atmosphere is sufficiently shallow compared with the radius of the Earth, let $\mathcal{S}$ denote the surface area of the Earth:

$$
\begin{equation*}
\mathcal{S}=\int_{S_{T}} d S=\int_{S_{B}} d S=4 \pi R^{2} \tag{12.1.46}
\end{equation*}
$$

The values of the terms in the energy balance (12.1.39) are estimated as

$$
\begin{aligned}
-\mathcal{F}_{T}^{\text {rads }} / \mathcal{S} & =\mathcal{F}_{T}^{\text {radl }} / \mathcal{S}=342-107=235 \mathrm{~W} \mathrm{~m}^{-2} \\
\mathcal{F}_{B}^{\text {rads }} / \mathcal{S} & =-168 \mathrm{Wm}^{-2} \\
\mathcal{F}_{B}^{\text {radl }} / \mathcal{S} & =390-324=66 \mathrm{Wm}^{-2} \\
\mathcal{F}_{B}^{\text {therm }} / \mathcal{S} & =78+24=102 \mathrm{~W} \mathrm{~m}^{-2}
\end{aligned}
$$

Each of the upward and downward radiative fluxes plays important roles in the global budget. This will be discussed in Chapter 14. It is also important to understand the relative magnitude of fluxes. Planetary albedo is the ratio of upward solar flux to downward solar flux at the top of the atmosphere, and is estimated as $A=107 / 342=31 \%$. Thermal flux at the surface $\mathcal{F}^{\text {therm }}$ is composed of sensible and latent heat fluxes at the surface, which will be described in Section 12.2.


Figure 12.2: Annual and global mean energy balance. Energy fluxes per unit area are shown with unit $\mathrm{W} \mathrm{m}^{-2}$. After Kiehl and Trenberth (1997). (c)American Meteorological Society. Used with permission.

### 12.1.3 Total potential energy

The sum of internal energy and potential energy is called total potential energy. The term, total potential energy, is in contrast to available potential energy which is defined in the next section. The global integral of total potential energy is defined as

$$
\begin{equation*}
P \equiv I+G=\int_{D} \rho(u+\Phi) d V \tag{12.1.47}
\end{equation*}
$$

In the case that the atmosphere is in hydrostatic balance, we can derive some useful relations on the total potential energy of an air column per unit square. We use the hydrostatic balance

$$
\begin{equation*}
0=-\frac{\partial p}{\partial z}-\rho g \tag{12.1.48}
\end{equation*}
$$

Dividing (12.1.25) by the area of the Earth's surface $\mathcal{S}=4 \pi R^{2}$, we obtain the energies of an air column as

$$
\begin{align*}
K_{c o l} & \equiv \frac{K}{\mathcal{S}}=\int_{z_{0}}^{\infty} \rho \frac{v^{2}}{2} d z=\int_{0}^{p_{0}} \frac{v^{2}}{2} \frac{d p}{g} \\
I_{c o l} & \equiv \frac{I}{\mathcal{S}}=\int_{0}^{p_{0}} u \frac{d p}{g}, \quad G_{c o l} \equiv \frac{G}{\mathcal{S}}=\int_{0}^{p_{0}} \Phi \frac{d p}{g} \\
E_{c o l}^{t o t} & \equiv \frac{E^{t o t}}{\mathcal{S}}=\int_{0}^{p_{0}}\left(\frac{v^{2}}{2}+u+\Phi\right) \frac{d p}{g}=K_{c o l}+I_{c o l}+G_{c o l}, \tag{12.1.49}
\end{align*}
$$

where $z_{0}$ is the height of the Earth's surface and $p_{0}$ is the surface pressure. Note that the right-hand side of these equations represents horizontally averaged quantities; we omit the symbol for the horizontal average ( ${ }^{-}$).

A simple relation holds between potential energy and internal energy under hydrostatic balance. Multiplying (12.1.48) by $z$ and integrating the product over an air column, we have

$$
\begin{align*}
0 & =-\int_{z_{0}}^{\infty} z \frac{\partial p}{\partial z} d z-\int_{z_{0}}^{\infty} \rho g z d z \\
& =p_{0} z_{0}+\int_{z_{0}}^{\infty} p d z-\int_{z_{0}}^{\infty} \rho z g d z \tag{12.1.50}
\end{align*}
$$

where we use $p \rightarrow 0$ as $z \rightarrow \infty$ at the top boundary. This relation is a special case of the virial theorem. ${ }^{\dagger}$ In particular, in the case $z_{0}=0$ and $g=$ const. such that $\Phi=g z$, we obtain ${ }^{\ddagger}$

$$
\begin{equation*}
G_{c o l}=\int_{0}^{\infty} \rho g z d z=\int_{0}^{\infty} p d z \tag{12.1.51}
\end{equation*}
$$

Thus, the total potential energy of a unit column is

$$
\begin{equation*}
P_{c o l} \equiv I_{c o l}+G_{c o l}=\int_{0}^{\infty}(\rho u+p) d z=\int_{0}^{\infty} \rho h d z=\int_{0}^{p_{0}} h \frac{d p}{g} \tag{12.1.52}
\end{equation*}
$$

where $h=u+p / \rho$ is enthalpy. ${ }^{\S}$ Total potential energy is determined as a thermodynamic quantity and does not depend on fluid motions. In particular, in the case of hydrostatic balance, total potential energy is uniquely determined by temperature distribution on isobaric surfaces. For the ideal gas with constant specific heats, we have

$$
\begin{equation*}
P_{c o l}=\int_{0}^{p_{0}} C_{p} T \frac{d p}{g} . \tag{12.1.53}
\end{equation*}
$$

In this case, we have simple relations

$$
\begin{equation*}
\frac{G_{c o l}}{I_{c o l}}=\frac{\int_{0}^{p_{0}} R_{d} T d p / g}{\int_{0}^{p_{0}} C_{v} T d p / g}=\frac{R_{d}}{C_{v}}, \quad \frac{G_{c o l}}{P_{c o l}}=\frac{R_{d}}{C_{p}}, \quad \frac{I_{c o l}}{P_{c o l}}=\frac{C_{v}}{C_{p}} \tag{12.1.54}
\end{equation*}
$$

Using potential temperature $\theta$ in (1.1.52), total potential energy is further rewritten
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$$
\begin{align*}
P_{c o l} & =\int_{0}^{p_{0}} C_{p} \theta\left(\frac{p}{p_{00}}\right)^{\kappa} \frac{d p}{g}=\frac{1}{1+\kappa} \frac{C_{p}}{g} \frac{1}{p_{00}^{\kappa}}\left(\left.\theta p^{\kappa+1}\right|_{0} ^{p_{0}}+\int_{\theta_{0}}^{\infty} p^{\kappa+1} d \theta\right) \\
& =\frac{1}{1+\kappa} \frac{C_{p}}{g} \frac{1}{p_{00}^{\kappa}} \int_{0}^{\infty} p^{\kappa+1} d \theta \tag{12.1.55}
\end{align*}
$$
\]

where $\kappa=R_{d} / C_{p}$ and $p_{00}=1,000 \mathrm{hPa}$. In this expression, we formally specify $p=p_{0}$ for $\theta<\theta_{0}$, where $p_{0}$ is the surface pressure.

The energy budget in the global domain is written as the exchange between total potential energy and kinetic energy. From (12.1.21)-(12.1.23), we have

$$
\begin{align*}
\frac{d}{d t} K & =\mathcal{W}-\mathcal{D}-\mathcal{C}_{G}  \tag{12.1.56}\\
\frac{d}{d t} P & =\mathcal{F}-\mathcal{W}+\mathcal{D}+\mathcal{C}_{G} \tag{12.1.57}
\end{align*}
$$

Here we have neglected the contributions of $\mathcal{B}_{S}$. Based on the exchange between the global integral of enthalpy and that of kinetic energy, we have different forms of the transformation from total potential energy to kinetic energy $\mathcal{W}-\mathcal{C}_{G}$ as shown below. From (1.2.34), the equation of kinetic energy is given as

$$
\begin{equation*}
\rho \frac{d}{d t} \frac{v^{2}}{2}=-\boldsymbol{v} \cdot \nabla p-\rho \boldsymbol{v} \cdot \nabla \Phi+\frac{\partial}{\partial x_{j}} \sigma_{i j}^{\prime} v_{i}-\varepsilon \tag{12.1.58}
\end{equation*}
$$

The sum of the first and the second terms on the right-hand side is rewritten as

$$
\begin{align*}
-\boldsymbol{v} \cdot \nabla p-\rho \boldsymbol{v} \cdot \nabla \Phi & =-\frac{d p}{d t}+\frac{\partial p}{\partial t}-\rho\left(\frac{d \Phi}{d t}-\frac{\partial \Phi}{\partial t}\right) \\
& =-\frac{d p}{d t}-\rho\left(\frac{d \Phi}{d t}-\left.\frac{\partial \Phi}{\partial t}\right|_{p}\right) \\
& =-\omega-\rho\left[\nabla_{H} \cdot\left(\Phi \boldsymbol{v}_{\boldsymbol{H}}\right)+\frac{\partial}{\partial p}(\Phi \omega)\right] \tag{12.1.59}
\end{align*}
$$

where $\omega=d p / d t$ and the symbol $\left.\right|_{p}$ denotes a derivative along a constant $p$-surface. From (1.2.64), the equation of enthalpy is given by

$$
\begin{equation*}
\rho \frac{d h}{d t}=\omega+\varepsilon-\nabla \cdot \boldsymbol{F}^{e n e} \tag{12.1.60}
\end{equation*}
$$

Using $\boldsymbol{v}=0$ at the boundary, the global integrals of (12.1.58) and (12.1.60) give

$$
\begin{align*}
\frac{d}{d t} K & =\mathcal{C}-\mathcal{D}+\mathcal{B}_{P}  \tag{12.1.61}\\
\frac{d}{d t} I_{h} & =\mathcal{F}-\mathcal{C}+\mathcal{D} \tag{12.1.62}
\end{align*}
$$

and the sum of the two is written as

$$
\begin{equation*}
\frac{d}{d t}\left(K+I_{h}\right) \quad=\mathcal{F}+\mathcal{B}_{P} \tag{12.1.63}
\end{equation*}
$$

where

$$
\begin{align*}
I_{h} & \equiv \int_{D} \rho h d V=\int_{S_{B}} \int_{z_{0}}^{\infty} \rho h d z d S=\int_{S_{B}} \int_{0}^{p_{0}} h \frac{d p}{g} d S  \tag{12.1.64}\\
\mathcal{C} & \equiv-\int_{D} \omega d V=-\int_{S_{B}} \int_{z_{0}}^{\infty} \omega d z d S=-\int_{S_{B}} \int_{0}^{p_{0}} \omega \alpha \frac{d p}{g} d S \tag{12.1.65}
\end{align*}
$$

$$
\begin{align*}
\mathcal{B}_{P} & \equiv-\int_{D} \rho\left[\nabla_{H} \cdot\left(\Phi \boldsymbol{v}_{\boldsymbol{H}}\right)+\frac{\partial}{\partial p}(\Phi \omega)\right] d V \\
& =-\int_{S_{B}} \int_{0}^{p_{0}}\left[\nabla_{H} \cdot\left(\Phi \boldsymbol{v}_{\boldsymbol{H}}\right)+\frac{\partial}{\partial p}(\Phi \omega)\right] \frac{d p}{g} d S \\
& =-\left.\int_{S_{B}} \omega\right|_{p=p_{0}} z_{0} d S \tag{12.1.66}
\end{align*}
$$

and $\alpha=1 / \rho$ is the specific volume. In (12.1.66), we have assumed that $\boldsymbol{v}_{H}=0$ at the surface and $g$ is constant. These equations are also given directly from the global integral of the energy equations in isobaric coordinates, (3.3.48), (3.3.50), and (3.3.51). By comparing (12.1.56) with (12.1.61), we generally have

$$
\begin{equation*}
\mathcal{W}-\mathcal{C}_{G}=\mathcal{C}+\mathcal{B}_{P} \tag{12.1.67}
\end{equation*}
$$

This is just the global integral of (12.1.59). In particular, in the case of $z_{0}=0$, we have $\mathcal{B}_{P}=0$ and the global integral of enthalpy agrees with total potential energy: $I_{h}=P$. We also have $\mathcal{W}-\mathcal{C}_{G}=\mathcal{C}$ in this case. Over a long time average, $\mathcal{C}_{G}=0$ from (12.1.30). Thus, using (12.1.34), we obtain

$$
\begin{equation*}
\mathcal{W}=\mathcal{D}=\mathcal{C} \tag{12.1.68}
\end{equation*}
$$

In Fig. 12.3, the latitudinal distributions of column-integrated energies are compared; these values are calculated for a typical atmospheric state. As shown


Figure 12.3: Latitudinal distributions of the various energies of an air column per unit square. $I_{c o l}$ : internal energy, $G_{c o l}$ : potential energy, $K_{c o l}$ : kinetic energy, $P_{c o l}$ : enthalpy, and $P_{c o l, s}$ : enthalpy of a reference state used to calculate available potential energy (see Fig. 12.4). The values of kinetic energy are multiplied by 100.
by (12.1.54), simple relations $G_{c o l} / I_{\text {col }}=R_{d} / C_{v} \approx 0.4$ and $I_{\text {col }} / P_{c o l}=C_{v} / C_{p} \approx 0.7$ hold. It can be found that the domain integral of kinetic energy of the atmosphere is much smaller than that of total potential energy. Using a typical velocity scale $V \approx 10 \mathrm{~m} \mathrm{~s}^{-1}$, average temperature $T \approx 250 \mathrm{~K}$, and the specific heat at constant pressure $C_{p} \approx 1,000 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$, the ratio of the two energies can be estimated as

$$
\begin{equation*}
\frac{K_{c o l}}{P_{c o l}} \approx \frac{V^{2}}{C_{p} T} \approx \frac{1}{2,500} \tag{12.1.69}
\end{equation*}
$$

### 12.1.4 Available potential energy

As shown in Fig. 12.3, total potential energy is a thousand times larger than kinetic energy; thus, direct comparison of the two energies is not appropriate for the energy budget of the atmosphere. This fact motivates us to define the available part of total potential energy that can be converted to kinetic energy so that we can consider the kinetic energy budget. Such a part of potential energy is called available potential energy. ${ }^{\dagger}$ The following characteristics are required for available potential energy.

- The sum of available potential energy and kinetic energy is conserved under adiabatic motion.
- Available potential energy is determined solely by the distribution of mass.
- Available potential energy is zero if stratification is horizontally uniform.
- Available potential energy is always positive unless stratification is horizontally uniform.

To fulfill the above requirements, available potential energy can be defined as the difference between the total potential energy of the atmospheric state to be considered and that of a suitably chosen reference state. Here, the choice of reference state introduces arbitrariness, so that available potential energy is not uniquely defined. In general, not all the available potential energy thus defined can be convertible into kinetic energy.

As a reference state, one can choose a state with adiabatic redistribution of mass; all the air parcels of a given state are kinematically redistributed to a horizontally uniform state by keeping their potential temperature. A typical example of the distributions of potential temperature of the two states is shown in Fig. 12.4. We can show that the average pressure over an isentropic surface $\bar{p}(\theta)$ does not change under adiabatic redistribution, where $\bar{p}(\theta)$ is defined as

$$
\begin{equation*}
\bar{p}(\theta) \equiv \frac{\int p\left(\boldsymbol{x}_{\boldsymbol{h}}, \theta\right) d S}{\mathcal{S}} \tag{12.1.70}
\end{equation*}
$$

$x_{h}$ is the horizontal projection of a position vector, and $d S$ that of an area element. In this expression, we formally assume that $p\left(\boldsymbol{x}_{\boldsymbol{h}}, \theta\right)$ is set to the surface pressure
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Figure 12.4: Meridional distribution of annually averaged potential temperature and its reference state given by adiabatic redistribution. The difference in total energy between the two states is available potential energy. The contour interval is 5 K .
$p_{0}$ below the ground (i.e., in the region where $\theta$ is smaller than the surface value $\theta_{0}$ ). Integrating the conservation of mass in isentropic coordinates (3.3.65) along an isentropic surface and integrating in the vertical direction, we have

$$
\begin{equation*}
\frac{d}{d t} \iint_{\theta}^{\infty} \rho_{\theta}\left(\boldsymbol{x}_{\boldsymbol{h}}, \theta^{\prime}\right) d \theta^{\prime} d S+\left.\int \rho_{\theta}\left(\boldsymbol{x}_{\boldsymbol{h}}, \theta^{\prime}\right) \dot{\theta} d S\right|_{\theta} ^{\infty}=0 \tag{12.1.71}
\end{equation*}
$$

Using (12.1.70) and (3.3.62), we have

$$
\begin{equation*}
\iint_{\theta}^{\infty} \rho_{\theta}\left(\boldsymbol{x}_{\boldsymbol{h}}, \theta^{\prime}\right) d \theta^{\prime} d S=-\frac{1}{g} \int d S \cdot \bar{p}(\theta) . \tag{12.1.72}
\end{equation*}
$$

For the adiabatic motion $\dot{\theta}=0$, therefore, (12.1.71) becomes

$$
\begin{equation*}
\frac{d}{d t} \bar{p}(\theta)=0 \tag{12.1.73}
\end{equation*}
$$

Now we add subscript $s$ to the quantities of the reference state. The pressure distribution of the reference state is denoted by $p_{s}(\theta)=\bar{p}(\theta)$. Available potential energy is defined as

$$
\begin{equation*}
A \equiv P-P_{s} \tag{12.1.74}
\end{equation*}
$$

and available potential energy per unit air column is

$$
\begin{equation*}
A_{c o l} \equiv P_{c o l}-P_{c o l, s} \tag{12.1.75}
\end{equation*}
$$

Since from (12.1.55)

$$
\begin{equation*}
P_{c o l, s}=\frac{1}{1+\kappa} \frac{C_{p}}{g} \frac{1}{p_{00}^{\kappa}} \int_{0}^{\infty} \bar{p}^{\kappa+1} d \theta \tag{12.1.76}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
A_{c o l}=\frac{1}{1+\kappa} \frac{C_{p}}{g} \frac{1}{p_{00}^{\kappa}} \int_{0}^{\infty}\left(\overline{p^{\kappa+1}}-\bar{p}^{\kappa+1}\right) d \theta \tag{12.1.77}
\end{equation*}
$$

It can be shown that this quantity is positive if the difference between pressure $p$ and $\bar{p}$ is small enough. Letting the average potential temperature on a pressure surface be denoted by $\theta=\bar{\theta}(p)$ and deviations from the reference state by $p^{\prime}=p-\bar{p}$ and $\theta^{\prime}=\theta-\bar{\theta}$, we have

$$
\begin{equation*}
p^{\prime} \approx \frac{d \bar{p}}{d \theta} \theta^{\prime} \approx\left(\frac{d \bar{\theta}}{d p}\right)^{-1} \theta^{\prime} \tag{12.1.78}
\end{equation*}
$$

Therefore, available potential energy is approximated as

$$
\begin{align*}
A_{c o l} & \approx \frac{\kappa}{2} \frac{C_{p}}{g} \frac{1}{p_{00}^{\kappa}} \int_{0}^{\infty} \bar{p}^{\kappa+1} \overline{\left(\frac{p^{\prime}}{\bar{p}}\right)^{2}} d \theta \\
& \approx \frac{\kappa}{2} \frac{C_{p}}{g} \frac{1}{p_{00}^{\kappa}} \int_{0}^{p_{0}} \bar{p}^{\kappa-1} \overline{\theta^{\prime 2}}\left(-\frac{d \bar{\theta}}{d p}\right)^{-1} d p \tag{12.1.79}
\end{align*}
$$

Since the atmosphere is stably stratified with $-\frac{d \bar{\theta}}{d p}>0$ in general, available potential energy takes a positive value.

If the reference state is independent of time, the tendency of available potential energy equals that of total potential energy. Using (12.1.67) under the condition $\mathcal{B}_{P}=0$ and (12.1.74), Eqs. (12.1.56) and (12.1.57) become

$$
\begin{align*}
\frac{d}{d t} A & =\mathcal{F}-\mathcal{W}+\mathcal{D}+\mathcal{C}_{G}=\mathcal{F}-\mathcal{C}+\mathcal{D}  \tag{12.1.80}\\
\frac{d}{d t}(K+A) & =\mathcal{F} \tag{12.1.81}
\end{align*}
$$

If $\mathcal{F}=0$, the sum of kinetic energy and available potential energy is conserved.
It should be remarked that all available potential energy is not necessarily available. Recall the conservation of angular momentum, another conserved quantity in the system: it is not always possible to transform a given atmospheric state to the reference state by adiabatic redistribution without friction. In this case, one may consider a zonally uniform axisymmetric state in geostrophic balance as a reference state. However, such a state is not uniquely determined.

### 12.2 Energy budget of a moist atmosphere

The energy budget of a moist atmosphere is formulated in two different ways. The first is by using the thermodynamic quantities of a dry atmosphere. In this case, the dry enthalpy $C_{p} T$ is used. When water vapor is condensed, a dry atmosphere gains its energy due to the latent heat release of water vapor. The other method is by using the thermodynamic quantities of a moist atmosphere, in which enthalpy is represented by $C_{p} T+L q$. A moist atmosphere gains its energy in the form of latent heat when water vapor is supplied by evaporation at the ground surface.

Let us formulate the global budget of a moist atmosphere using the above two methods. Integrating the water vapor equation (9.6.1) over the whole domain gives

$$
\begin{equation*}
\frac{d}{d t} I_{q}=\mathcal{E}_{v}-\mathcal{P}_{r} \tag{12.2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{q} \equiv \int_{D} \rho q d V, \quad \mathcal{E}_{v} \equiv-\int_{S_{B}} \boldsymbol{i} \cdot \boldsymbol{n} d S, \quad \mathcal{P}_{r} \equiv-\int_{D} S_{q} d V \tag{12.2.2}
\end{equation*}
$$

$\mathcal{E}_{v}$ is total evaporation from the surface, and $\mathcal{P}_{r}$ is total precipitation. The contribution of the diffusion of water vapor $\boldsymbol{i}$ is considered only at the bottom boundary $S_{B}$ (its contribution at the top boundary $S_{T}$ is thus neglected).

Rewriting the energy equation of a moist atmosphere (9.6.9) in the same form as (12.1.60) with $h=C_{p} T$, we obtain

$$
\begin{equation*}
\rho \frac{d}{d t} h=\omega+\varepsilon-\nabla \cdot \boldsymbol{F}^{e n e}-L S_{q} . \tag{12.2.3}
\end{equation*}
$$

The global integral of this equation gives

$$
\begin{equation*}
\frac{d}{d t} I_{h}=\mathcal{F}-\mathcal{C}+\mathcal{D}+L \mathcal{P}_{r} \tag{12.2.4}
\end{equation*}
$$

By comparison with (12.1.62), latent heat release $L \mathcal{P}_{r}$ is added on the right-hand side. This equation is the budget of dry enthalpy in a moist atmosphere.

Next, from the sum of (12.2.4) and (12.2.1) multiplied by $L$, we obtain

$$
\begin{equation*}
\frac{d}{d t}\left(I_{h}+L I_{q}\right) \quad=\quad \mathcal{F}-\mathcal{C}+\mathcal{D}+L \mathcal{E}_{v} \tag{12.2.5}
\end{equation*}
$$

$I_{h}+L I_{q}$ is the global integral of moist enthalpy $h_{m}=C_{p} T+L q$. Eq. (12.2.5) corresponds to the global integral of (9.6.8). $L \mathcal{E}_{v}$ is the supply of latent heat from the surface due to evaporation, and is expressed as

$$
\begin{equation*}
\mathcal{F}^{l h} \equiv L \mathcal{E}_{v}=-\int_{S_{B}} \boldsymbol{F}^{l h} \cdot \boldsymbol{n} d S=-L \int_{S_{B}} \boldsymbol{i} \cdot \boldsymbol{n} d S \tag{12.2.6}
\end{equation*}
$$

The energy budget of a moist atmosphere is formally given by replacing $\mathcal{F}$ by $\mathcal{F}+L \mathcal{P}_{r}$ in the energy budget of the dry atmosphere described in Section 12.1.2. In particular, the conservation of total energy (12.1.24) becomes

$$
\begin{equation*}
\frac{d E^{t o t}}{d t}=\mathcal{B}_{S}+\mathcal{F}+L \mathcal{P}_{r} \tag{12.2.7}
\end{equation*}
$$

Over a long time average, therefore, the energy balance is given by

$$
\begin{equation*}
\mathcal{F}+L \mathcal{P}_{r}=-\mathcal{F}_{T}^{\text {rads }}-\mathcal{F}_{T}^{\text {radl }}+\mathcal{F}_{B}^{\text {rads }}+\mathcal{F}_{B}^{\text {radl }}+\mathcal{F}^{s h}+L \mathcal{P}_{r}=0 \tag{12.2.8}
\end{equation*}
$$

where (12.1.39) is used and surface stress is neglected: $\mathcal{B}_{S}=0$. Since $\mathcal{F}^{l h}=L \mathcal{P}_{r}$, the energy balance is also written as

$$
\begin{equation*}
-\mathcal{F}_{T}^{\text {rads }}-\mathcal{F}_{T}^{\text {radl }}+\mathcal{F}_{B}^{\text {rads }}+\mathcal{F}_{B}^{\text {radl }}+\mathcal{F}^{s h}+\mathcal{F}^{l h}=0 \tag{12.2.9}
\end{equation*}
$$

According to Fig. 12.2, the observational values of sensible and latent heat fluxes and latent heat release are

$$
\begin{aligned}
\mathcal{F}^{s h} / \mathcal{S} & =24 \mathrm{Wm}^{-2} \\
L \mathcal{P}_{r} / \mathcal{S}=\mathcal{F}^{l h} / \mathcal{S} & =78 \mathrm{Wm}^{-2}
\end{aligned}
$$

The ratio of sensible heat flux to latent heat flux is called the Bowen ratio, and is estimated as $b=24 / 78=0.3$ for the global value.

### 12.3 Entropy budget and thermal efficiency

We can obtain a constraint on heating in the atmosphere by using the balance of entropy over a long-time-averaged state (i.e., a statistical equilibrium state). Quantities over a long time average are denoted by [] in this section. In order to generalize the thermal balance for both cases (i.e., dry and moist atmospheres), we include latent heat release in the diabatic term. Integrating the diabatic term (9.6.13) gives

$$
\begin{align*}
\int_{D} \rho C_{p} Q d V & =\int_{D} \varepsilon d V-\int_{D}\left(\nabla \cdot \boldsymbol{F}^{r a d}+\nabla \cdot \boldsymbol{F}^{s h}\right) d V-\int_{D} L S_{q} d V \\
& =\mathcal{D}+\mathcal{F}+L \mathcal{P}_{r} \tag{12.3.1}
\end{align*}
$$

We have $\left[\mathcal{F}+L \mathcal{P}_{r}\right]=0$ from (12.2.8). Since the dissipation term is always positive $\mathcal{D}>0$, we obtain

$$
\begin{equation*}
\left[\int_{D} \rho C_{p} Q d V\right]=[\mathcal{D}]>0 \tag{12.3.2}
\end{equation*}
$$

Letting diabatic terms other than the dissipation term be denoted by

$$
\begin{equation*}
Q_{n} \equiv-\frac{1}{\rho C_{p}}\left(\nabla \cdot \boldsymbol{F}^{\mathrm{rad}}+\nabla \cdot \boldsymbol{F}^{s h}+L S_{q}\right)=Q-\frac{\varepsilon}{\rho C_{p}}, \tag{12.3.3}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left[\int_{D} \rho C_{p} Q_{n} d V\right]=\left[\mathcal{F}+L \mathcal{P}_{r}\right]=0 \tag{12.3.4}
\end{equation*}
$$

To illustrate the role of the entropy budget, here we divide the whole atmosphere into two domains: one where $Q_{n}$ is positive and the other where $Q_{n}$ is negative; the former domain is denoted by $D_{+}$and the latter by $D_{-}$. From the energy balance (12.3.4), the total integral of heating over the domain $D_{+}$is equal to that of cooling over the domain $D_{-}$:

$$
\begin{equation*}
\left[\mathcal{F}_{+}\right]=\left[\mathcal{F}_{-}\right] \tag{12.3.5}
\end{equation*}
$$

where

$$
\begin{align*}
{\left[\mathcal{F}_{+}\right] } & \equiv \int_{D_{+}} \rho C_{p} Q_{n} d V>0  \tag{12.3.6}\\
{\left[\mathcal{F}_{-}\right] } & \equiv-\int_{D_{-}} \rho C_{p} Q_{n} d V>0 \tag{12.3.7}
\end{align*}
$$

Now let us consider the balance of entropy. In the case of a moist atmosphere, the equation of entropy (1.2.53) is written as

$$
\begin{align*}
\rho \frac{d s}{d t} & =\rho \frac{C_{p} Q}{T}=\frac{\varepsilon}{T}+\rho \frac{C_{p} Q_{n}}{T} \\
& =\frac{\varepsilon}{T}-\frac{\nabla \cdot\left(\boldsymbol{F}^{\text {rad }}+\boldsymbol{F}^{s h}\right)}{T}-\frac{L S_{q}}{T} . \tag{12.3.8}
\end{align*}
$$

Integrating over the whole atmosphere gives

$$
\begin{equation*}
\frac{d}{d t} \int_{D} \rho s d V=\int_{D} \rho \frac{C_{p} Q}{T} d V=\int_{D} \frac{\varepsilon}{T} d V+\int_{D} \rho \frac{C_{p} Q_{n}}{T} d V \tag{12.3.9}
\end{equation*}
$$

Since the left-hand side vanishes over a long time average, we obtain

$$
\begin{equation*}
\left[\int_{D} \rho \frac{C_{p} Q}{T} d V\right]=0 \tag{12.3.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[\int_{D} \frac{\varepsilon}{T} d V\right]=-\left[\int_{D} \rho \frac{C_{p} Q_{n}}{T} d V\right]>0 \tag{12.3.11}
\end{equation*}
$$

where its sign is determined from $\varepsilon>0$.
At this point, let us introduce thermal efficiency. We need to define the average temperatures in the heating region $D_{+}$and the cooling region $D_{-}$respectively by

$$
\begin{align*}
\frac{1}{T_{+}} & \equiv\left[\int_{D_{+}} \frac{\rho C_{p} Q_{n}}{T} d V\right] /\left[\int_{D_{+}} \rho C_{p} Q_{n} d V\right] \\
& =\left[\int_{D_{+}} \frac{\rho C_{p} Q_{n}}{T} d V\right] \cdot \frac{1}{\left[\mathcal{F}_{+}\right]},  \tag{12.3.12}\\
\frac{1}{T_{-}} & \equiv-\left[\int_{D_{-}} \frac{\rho C_{p} Q_{n}}{T} d V\right] /\left[\int_{D_{-}} \rho C_{p} Q_{n} d V\right] \\
& =-\left[\int_{D_{-}} \frac{\rho C_{p} Q_{n}}{T} d V\right] \cdot \frac{1}{\left[\mathcal{F}_{-}\right]} . \tag{12.3.13}
\end{align*}
$$

In addition, we define an average temperature $T_{D}$ over the whole domain as a weighted mean by the dissipation rate:

$$
\begin{equation*}
\frac{1}{T_{D}} \equiv\left[\int_{V} \frac{\varepsilon}{T} d V\right] /\left[\int_{V} \varepsilon d V\right]=\left[\int_{V} \frac{\varepsilon}{T} d V\right] \cdot \frac{1}{[\mathcal{D}]} \tag{12.3.14}
\end{equation*}
$$

Using these temperatures, (12.3.11) is written as

$$
\begin{equation*}
\frac{[\mathcal{D}]}{T_{D}}=-\frac{\left[\mathcal{F}_{+}\right]}{T_{+}}+\frac{\left[\mathcal{F}_{-}\right]}{T_{-}} . \tag{12.3.15}
\end{equation*}
$$

Thus, from (12.3.5), we have an expression,

$$
\begin{equation*}
\frac{[\mathcal{D}]}{\left[\mathcal{F}_{+}\right]}=\frac{\left(T_{+}-T_{-}\right) T_{D}}{T_{+} T_{-}}=\frac{\Delta T}{\langle T\rangle} \tag{12.3.16}
\end{equation*}
$$

where $\Delta T \equiv T_{+}-T_{-}$and $\langle T\rangle \equiv T_{+} T_{-} / T_{D} . \Delta T$ is the temperature difference between the heating and cooling regions, and $\langle T\rangle$ is another average temperature of the atmosphere. Eq. (12.3.16) can be viewed as a definition of thermal efficiency; $\left[\mathcal{F}_{+}\right]$is the heating source due to the convergence of thermal flux given to
the atmosphere and $[\mathcal{D}]$ is equal to work done by the atmosphere $[\mathcal{W}]$, as seen in (12.1.34). Eq. (12.3.16) states that the ratio of the work done by the atmosphere to total energy input is given by the ratio of temperature difference between the heating and cooling regions to average temperature.

We can obtain a different type of constraint on heating using the equation of potential temperature instead of that of entropy. The equation of potential temperature (1.2.56) is rewritten as

$$
\begin{equation*}
\rho \frac{d \theta}{d t}=\rho\left(\frac{p_{0}}{p}\right)^{\kappa} Q . \tag{12.3.17}
\end{equation*}
$$

Integrating this over the whole atmosphere gives

$$
\begin{equation*}
\frac{d}{d t} \int_{D} \rho \theta d V=\int_{D} \rho\left(\frac{p_{0}}{p}\right)^{\kappa} Q d V \tag{12.3.18}
\end{equation*}
$$

Since the left-hand side becomes zero over a long time average, we obtain

$$
\begin{equation*}
0=\left[\int_{D} \frac{\rho Q}{p^{\kappa}} d V\right] \tag{12.3.19}
\end{equation*}
$$

Thus, since $\varepsilon>0$, we have another relation of the heating source:

$$
\begin{equation*}
\left[\int_{D} \frac{\varepsilon}{C_{p} p^{\kappa}} d V\right]=-\left[\int_{D} \rho \frac{Q_{n}}{p^{\kappa}} d V\right]>0 \tag{12.3.20}
\end{equation*}
$$

We now consider the theorem of entropy production. The equation of entropy (12.3.8) is rewritten as

$$
\begin{equation*}
\rho \frac{d s}{d t}=\frac{\varepsilon}{T}+\boldsymbol{F}^{r a d} \cdot \nabla \frac{1}{T}-\nabla \cdot \frac{\boldsymbol{F}^{r a d}}{T}+\boldsymbol{F}^{s h} \cdot \nabla \frac{1}{T}-\nabla \cdot \frac{\boldsymbol{F}^{s h}}{T}-\frac{L S_{q}}{T} . \tag{12.3.21}
\end{equation*}
$$

Integrating this over the whole domain gives

$$
\begin{align*}
\frac{d}{d t} \int_{D} \rho s d V= & \int_{D} \frac{\varepsilon}{T} d V+\int_{D} \frac{1}{T^{2}} \boldsymbol{F}^{r a d} \cdot \nabla T d V-\int_{S} \frac{\boldsymbol{F}^{r a d}}{T} \cdot \boldsymbol{n} d S \\
& +\int_{D} \frac{1}{T^{2}} \boldsymbol{F}^{s h} \cdot \nabla T d V-\int_{S} \frac{\boldsymbol{F}^{s h}}{T} \cdot \boldsymbol{n} d S-\int_{D} \frac{L S_{q}}{T} d V \tag{12.3.22}
\end{align*}
$$

The first term on the right-hand side is entropy increase due to dissipation, and the second and fourth terms are the change in entropy due to thermal flux. The third and fifth terms are the inflows and outflows of entropy. The sixth term is the entropy production rate associated with latent heat release. The above equation is written in similar form to (1.2.58):

$$
\begin{equation*}
\frac{d S}{d t}=\frac{d_{i} S}{d t}+\frac{d_{e} S}{d t} \tag{12.3.23}
\end{equation*}
$$

where

$$
\begin{align*}
S= & \int_{D} \rho s d V  \tag{12.3.24}\\
\frac{d_{i} S}{d t}= & \int_{D} \frac{\varepsilon}{T} d V+\int_{D} \frac{1}{T^{2}} \boldsymbol{F}^{r a d} \cdot \nabla T d V+\int_{D} \frac{1}{T^{2}} \boldsymbol{F}^{s h} \cdot \nabla T d V \\
& -\int_{D} \frac{L S_{q}}{T} d V  \tag{12.3.25}\\
\frac{d_{e} S}{d t}= & -\int_{S} \frac{\boldsymbol{F}^{r a d}}{T} \cdot \boldsymbol{n} d S-\int_{S} \frac{\boldsymbol{F}^{s h}}{T} \cdot \boldsymbol{n} d S \tag{12.3.26}
\end{align*}
$$

$d_{e} S / d t$ is entropy change due to entropy flux at the boundaries of the atmosphere, and is given by two terms: radiative flux and sensible heat flux. $d_{i} S / d t$ is the rate of increase of entropy due to each process; the first term is the effect of dissipation and is always positive. The third term is the rate of increase due to sensible heat flux and is also always positive as shown by (1.2.62). In general, the fourth term is also positive since we generally have the convergence of water vapor $S_{q}<0$. This is the rate of increase due to the diffusion of water vapor. The second term is the change in entropy due to radiative flux, but it does not have a definite sign, in general. When there is no contribution from radiative flux, the production of entropy within the atmosphere must be positive or equal to zero:

$$
\begin{equation*}
\frac{d_{i} S}{d t} \geq 0 \text { (without radiative flux). } \tag{12.3.27}
\end{equation*}
$$

Neglecting the left-hand side of (12.3.23) over a long time average, we obtain the balance of entropy:

$$
\begin{equation*}
-\left[\frac{d_{e} S}{d t}\right]=\left[\frac{d_{i} S}{d t}\right] \geq 0, \quad \text { (without radiative flux). } \tag{12.3.28}
\end{equation*}
$$

This means that the total outflow of entropy through the boundaries of the atmosphere is larger than the total inflow of entropy through the boundaries, since the entropy production rate is always positive within the atmosphere if the contribution of radiative flux is negligible.

The gross entropy production rate of the atmosphere is estimated by assuming that the whole atmosphere is in thermal equilibrium. In this case, the production rate of entropy within the atmosphere is simply given by the radiation budget at the top of the atmosphere. The energy inflow to the atmosphere is by solar flux at the top of the atmosphere: $\mathcal{F}^{i s r}=\pi R^{2} \cdot(1-A) F^{\odot}$, which is the same amount of energy flux emitted from the atmosphere to outer space. The production of entropy within the atmosphere is given by the difference between the inward and outward entropy fluxes at the top of the atmosphere. Therefore, the production rate of entropy is given as

$$
\begin{equation*}
\frac{d_{i} S}{d t}=\frac{\mathcal{F}^{o l r}}{T_{e}}-\frac{\mathcal{F}^{i s r}}{T_{\odot}}=\pi R^{2} \cdot(1-A) F^{\odot}\left(\frac{1}{T_{e}}-\frac{1}{T_{\odot}}\right), \tag{12.3.29}
\end{equation*}
$$

where $T_{e}$ is the effective temperature of the atmosphere and $T_{\odot}$ is the surface temperature of the Sun. Using $(1-A) F^{\odot} / 4=\sigma_{B} T_{e}^{4}$ given by (12.1.7), the production rate of entropy per unit area is

$$
\begin{equation*}
\frac{1}{4 \pi R^{2}} \frac{d_{i} S}{d t}=\sigma_{B} T_{e}^{3}\left(1-\frac{T_{e}}{T_{\odot}}\right) \tag{12.3.30}
\end{equation*}
$$

In the case $T_{e}=255 \mathrm{~K}$ and $T_{\odot}=5760 \mathrm{~K}$, the production rate of entropy per unit area is about $0.90 \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~K}^{-1}$.

### 12.4 Similarity theory of general circulation

The characteristics of atmospheric general circulation is governed by a set of external parameters. Several nondimensional numbers can be constructed from external parameters. Golitsyn (1970) applied the concept of similarity theory to the general circulations of planetary atmospheres; if the values of nondimensional numbers are equal, atmospheric general circulations are in the same category. In this section, we introduce the nondimensional numbers used by Golitsyn, and describe some of the characteristics of general circulation inferred from similarity theory.

We restrict our consideration to an atmosphere in which the air consists of an ideal gas with constant specific heat and in which the acceleration due to gravity is constant. In this case, we assume that atmospheric circulations are governed by the following external parameters:

| $F_{s}$ | $\left[\mathrm{~W} \mathrm{~m}^{-2}\right]$ | : average solar radiation per unit area |
| :---: | :--- | :--- |
| $M$ | $\left[\mathrm{~kg} \mathrm{~m}^{-2}\right]$ | : mass of an air column per unit area |
| $C_{p}$ | $\left[\mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}\right]$ | : specific heat at constant pressure |
| $R$ | $[\mathrm{~m}]$ | : planetary radius |
| $\Omega$ | $\left[\mathrm{s}^{-1}\right]$ | : angular velocity of rotation |
| $g$ | $\left[\mathrm{~m} \mathrm{~s}^{-2}\right]$ | : acceleration due to gravity |

Using the solar constant $F^{\odot}$ and the planetary albedo $A$, solar radiation is given by

$$
\begin{equation*}
F_{s}=(1-A) \frac{F^{\odot}}{4} \tag{12.4.1}
\end{equation*}
$$

Under hydrostatic balance, the mass of an air column is given by

$$
\begin{equation*}
M=\frac{1}{4 \pi R^{2}} \int_{D} \rho d V=p_{s} g \tag{12.4.2}
\end{equation*}
$$

where $p_{s}$ is average surface pressure. We then construct nondimensional numbers from the above six parameters. Although there are four basic physical dimensions, $[\mathrm{kg}],[\mathrm{m}]$, $[\mathrm{s}]$, and $[\mathrm{K}]$, we use the Stefan-Boltzmann constant $\sigma_{B}\left[\mathrm{~W} \mathrm{~m} \mathrm{~m}^{-2} \mathrm{~K}^{-4}\right]$ to eliminate the unit $[\mathrm{K}]$. With this conversion rule, two parameters, $C_{p}$ and $\sigma_{B}$, appear in the form of $C_{p} / \sigma_{B}^{1 / 4}\left[\mathrm{~kg}^{-1 / 4} \mathrm{~m}^{2} \mathrm{~s}^{-5 / 4}\right]$ in nondimensional parameters. Thus, we have three independent nondimensional numbers from the six external
parameters. Golitsyn (1970) chose the following three numbers:

$$
\begin{align*}
\Pi_{M} & =\frac{\sigma_{B}^{3 / 8} F_{s}^{5 / 8}}{C_{p}^{3 / 2}} \frac{R}{M}  \tag{12.4.3}\\
\Pi_{\Omega} & =\frac{\sigma_{B}^{1 / 8} F_{s}^{-1 / 8}}{C_{p}^{1 / 2}} \Omega R  \tag{12.4.4}\\
\Pi_{g} & =\frac{C_{p} F_{s}^{1 / 4}}{\sigma_{B}^{1 / 4}} \frac{1}{g R} \tag{12.4.5}
\end{align*}
$$

which are thought to characterize $M, \Omega$, and $g$, respectively. If any of these nondimensional numbers is much larger or much smaller than one, we assume that atmospheric circulations do not depend on that number. This is the assumption of self-similarity.

The meaning of these nondimensional parameters can be given as follows. With the definition of the effective temperature $F_{s}=\sigma_{B} T_{e}^{4}$, we have

$$
\begin{equation*}
\frac{C_{p} F_{s}^{1 / 4}}{\sigma_{B}^{1 / 4}}=C_{p} T_{e} \tag{12.4.6}
\end{equation*}
$$

so that

$$
\begin{align*}
\Pi_{\Omega} & =\frac{\Omega a}{\left(C_{p} T_{e}\right)^{1 / 2}}=(\gamma-1)^{1 / 2} \frac{\Omega a}{c_{s}}  \tag{12.4.7}\\
\Pi_{g} & =\frac{C_{p} T_{e}}{g R}=\frac{\gamma}{\gamma-1} \frac{R_{d} T}{g R}=\frac{\gamma}{\gamma-1} \frac{H}{R} \tag{12.4.8}
\end{align*}
$$

where

$$
\begin{equation*}
c_{s}=\left(\gamma R_{d} T_{e}\right)^{1 / 2}, \quad H=\frac{R_{d} T_{e}}{g}, \quad \gamma=\frac{C_{p}}{C_{v}} \tag{12.4.9}
\end{equation*}
$$

$c_{s}$ is the speed of sound and $H$ is the scale height of the atmosphere. From these expressions, $\Pi_{\Omega}$ corresponds to the rotational Mach number, and $\Pi_{g}$ is the aspect ratio of the atmosphere. In general, the aspect ratio of the atmosphere is very small, $\Pi_{g} \ll 1$. From the assumption of self-similarity, therefore, we conclude that atmospheric circulations are independent of $\Pi_{g}$ (i.e., atmospheric circulations are insensitive to $g$ ).

Next, we have

$$
\begin{equation*}
\Pi_{M}=\frac{F_{s} a}{\left(C_{p} T_{e}\right)^{3 / 2} M}=\frac{R}{\left(C_{p} T_{e}\right)^{1 / 2} \tau_{R}}=(\gamma-1)^{1 / 2} \frac{R}{c_{s} \tau_{R}} \tag{12.4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{R} \equiv \frac{M C_{p} T_{e}}{F_{s}} \tag{12.4.11}
\end{equation*}
$$

is the radiative relaxation time of the atmosphere. This means the time required for the atmosphere to be heated up to temperature $T_{e} . R / c_{s}$ is the characteristic
time of sound waves. Thus, $\Pi_{M}$ is given by the ratio of radiation time to time of sound waves.

The aim of similarity theory is to express the characteristic quantities of atmospheric circulations in terms of nondimensional parameters. Here, we particularly consider the expressions of the energy budget. In the first case, we assume that $\Omega$ is small enough and $g$ large enough such that

$$
\Pi_{\Omega} \ll 1, \quad \Pi_{g} \ll 1
$$

This implies that the quantities of atmospheric circulations are independent of $\Pi_{\Omega}$ and $\Pi_{g}$ and can be expressed by the four parameters: $F_{s}, M, C_{p} / \sigma_{B}^{1 / 4}$, and $R$. From these parameters, we can construct only one quantity that has the unit of energy [J]:

$$
\begin{equation*}
E^{*} \equiv \frac{\sigma_{B}^{1 / 8}}{C_{p}^{1 / 2}} F_{s}^{7 / 8} R^{3} \tag{12.4.12}
\end{equation*}
$$

Note that this is independent of $M$. Using this quantity, total potential energy is expressed as

$$
\begin{equation*}
E_{h} \equiv 4 \pi R^{2} M C_{p} T_{e}=4 \pi \Pi_{M}^{-1} E^{*} \tag{12.4.13}
\end{equation*}
$$

We express the total kinetic energy of the atmosphere $E_{k}$ by using a factor $B$ as

$$
\begin{equation*}
E_{k} \equiv B E^{*} \tag{12.4.14}
\end{equation*}
$$

The ratio of kinetic energy to total potential energy is given by

$$
\begin{equation*}
\frac{E_{k}}{E_{h}}=\frac{B \Pi_{M}}{4 \pi} . \tag{12.4.15}
\end{equation*}
$$

The problem is: Which parameter does $B$ depend on?
We cannot proceed further with just the estimations of similarity theory. We need to ascertain the structure of atmospheric general circulations to estimate kinetic energy. According to Golitsyn, we can make the following assumptions about the energy budget. First, the convergence of latitudinal energy flux is balanced by the emission of planetary radiation:

$$
\begin{equation*}
\frac{1}{R} M C_{p} U \Delta T \approx F_{s} \tag{12.4.16}
\end{equation*}
$$

where $U$ is a characteristic velocity scale, and $\Delta T$ is a characteristic temperature difference. Second, the atmosphere is assumed to be turbulent such that $U$ is related to the dissipation rate $\epsilon$ as

$$
\begin{equation*}
U \approx(\epsilon L)^{1 / 3} \tag{12.4.17}
\end{equation*}
$$

where $L$ is a characteristic length scale of atmospheric motion. Using thermal efficiency, $\Delta T$ is related to $\epsilon$ as

$$
\begin{equation*}
\eta=\frac{\epsilon}{F_{s} / M}=k \frac{\Delta T}{T_{+}} \tag{12.4.18}
\end{equation*}
$$

where $T_{+}$is the characteristic temperature of the heating region and $\eta$ is the thermal efficiency. $k$ is the ratio of $\eta$ to maximum thermal efficiency $\Delta T / T_{+}$, and may be called the effective thermal efficiency. We hereafter assume $T_{+} \approx T_{e}$. From (12.4.16), (12.4.17), and (12.4.18), we have the relations:

$$
\begin{align*}
\Delta T & =\frac{F_{s}^{9 / 16}}{k^{1 / 4} \sigma_{B}^{1 / 16} C_{p}^{3 / 4}}\left(\frac{R}{M}\right)^{1 / 2}\left(\frac{R}{L}\right)^{1 / 4}  \tag{12.4.19}\\
\epsilon & =\frac{k^{3 / 4} \sigma_{B}^{3 / 16} F_{s}^{12 / 16}}{C_{p}^{3 / 4}}\left(\frac{R}{M^{3}}\right)^{1 / 2}\left(\frac{R}{L}\right)^{1 / 4}  \tag{12.4.20}\\
U & =\frac{k^{1 / 4} \sigma_{B}^{1 / 16} F_{s}^{7 / 16}}{C_{p}^{1 / 4}}\left(\frac{R}{M}\right)^{1 / 2}\left(\frac{R}{L}\right)^{-1 / 4} \tag{12.4.21}
\end{align*}
$$

Thus, kinetic energy is given by

$$
\begin{equation*}
E_{k}=4 \pi R^{2} M \frac{U^{2}}{2}=2 \pi k^{1 / 2}\left(\frac{R}{L}\right)^{-1 / 2} E^{*} \tag{12.4.22}
\end{equation*}
$$

Note that this quantity is also independent of the mass $M$. From (12.4.15), (12.4.14), and (12.4.18), we also have

$$
\begin{align*}
B & =2 \pi k^{1 / 2}\left(\frac{R}{L}\right)^{-1 / 2}  \tag{12.4.23}\\
\frac{E_{k}}{E_{h}} & =\frac{B \Pi_{M}}{4 \pi}=\frac{k^{1 / 2}}{2}\left(\frac{R}{L}\right)^{-1 / 2} \Pi_{M}  \tag{12.4.24}\\
\eta & =k^{3 / 4}\left(\frac{R}{L}\right)^{1 / 4} \Pi_{M}^{1 / 2} \tag{12.4.25}
\end{align*}
$$

The length scale $L$ might have different dependences according to rotation rate; we assume that

$$
L \approx \begin{cases}R, & \text { for } \Pi_{\Omega} \ll 1  \tag{12.4.26}\\ \frac{\sqrt{g H}}{\Omega}, & \text { for } \Pi_{\Omega} \gg 1\end{cases}
$$

where $H$ is the scale height given by (12.4.9). Thus, we have

$$
\frac{R}{L}= \begin{cases}1, & \text { for } \Pi_{\Omega} \ll 1  \tag{12.4.27}\\ \left(\frac{\gamma}{\gamma-1}\right)^{1 / 2} \Pi_{\Omega}, & \text { for } \Pi_{\Omega} \gg 1\end{cases}
$$

We summarize the values of $\Pi_{M}, \Pi_{\Omega}$, and $\Pi_{g}$ of the planetary atmospheres of the solar system in Tables 12.1 and 12.2. For application of the above discussion to real planetary atmospheres, we must note that we do not know the values of $U, \Delta T, L$, and $k$ in (12.4.16), (12.4.17), and (12.4.18). We nevertheless think that the above crude estimations are useful to clarify the relations between the various quantities that characterize atmospheric general circulations.

|  | $T_{e}$ <br> $[\mathrm{~K}]$ | $p_{s}=M g$ <br> $[\mathrm{~Pa}]$ | $C_{p}$ <br> $\left[\mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}\right]$ | $\gamma$ | $R$ <br> $[\mathrm{~km}]$ | $2 \pi / \Omega$ <br> $[\mathrm{day}]$ | $g$ <br> $\left[\mathrm{~m} \mathrm{~s}^{-2}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Venus | 215 | $9 \times 10^{6}$ | 850 | 1.31 | 6,052 | 243.01 | 8.93 |
| Earth | 255 | $10^{5}$ | 1,000 | 1.40 | 6,378 | 0.9973 | 9.81 |
| Mars | 202 | $7 \times 10^{2}$ | 850 | 1.31 | 3,397 | 1.0260 | 3.73 |
| Jupiter | 130 | $\left(7 \times 10^{4}\right)$ | 13,000 | 1.42 | 71,398 | 0.414 | 23.3 |
| Saturn | 80 | $\left(10^{5}\right)$ | 13,000 | 1.42 | 60,000 | 0.444 | 9.32 |
| Uranus | 57 | $\left(10^{5}\right)$ | 13,000 | 1.42 | 25,400 | 0.649 | 8.73 |
| Neptune | 45 | $\left(10^{5}\right)$ | 13,000 | 1.42 | 24,300 | 0.768 | 11.7 |

Table 12.1: The external parameters of planetary atmospheres. Note that the values of surface pressure $p_{s}$ in parentheses are not definite since the atmosphere is very deep.

|  | $\Pi_{M}$ | $\Pi_{\Omega}$ | $\Pi_{g}$ |
| :---: | :---: | :---: | :---: |
| Venus | $9.3 \times 10^{-6}$ | 0.004 | $3.4 \times 10^{-3}$ |
| Earth | $1.2 \times 10^{-3}$ | 0.92 | $4.1 \times 10^{-3}$ |
| Mars | $2.4 \times 10^{-2}$ | 0.58 | $1.4 \times 10^{-2}$ |
| Jupiter | $1.8 \times 10^{-4}$ | 9.6 | $1.0 \times 10^{-3}$ |
| Saturn | $1.2 \times 10^{-5}$ | 9.6 | $1.9 \times 10^{-3}$ |
| Uranus | $2.1 \times 10^{-6}$ | 3.3 | $2.1 \times 10^{-3}$ |
| Neptune | $1.5 \times 10^{-6}$ | 3.0 | $5 \times 10^{-4}$ |

Table 12.2: The nondimensional numbers of planetary atmospheres.
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## 13

## Latitudinal energy balance

Following on from the global energy balance described in the previous chapter, latitudinal energy balance is considered here. The energy balance of a zonally and vertically averaged atmosphere is described using the latitude-dependent energy balance model. The pole-to-equator temperature difference is evaluated with the energy balance model in which meridional heat transport is modeled using a diffusion coefficient. The latitudinal profiles of radiative fluxes and their balance are also described using the energy balance model. Furthermore, the possibility of multiple equilibrium states is investigated using the relation between solar flux and albedo. In the final section, a constraint on the latitudinal distribution of water vapor is argued using the balance of the latitudinal transport of water vapor.

### 13.1 Energy balance model

One can study the gross properties of temperature distribution, such as pole-toequator temperature difference, using a model in which only the energy balance in the latitudinal direction is considered. This type of model is called an energy balance model or $E B M$. EBM relates energy fluxes to a temperature that is defined at each latitude as a zonal mean using a differential equation with respect to latitude.

As shown below, EBM is thought to be based on the balance of total potential energy. If a representative temperature of an air column is related to its total potential energy, one obtains the latitudinal distribution of temperature from the balance of total potential energy. Total potential energy is given by the sum of internal energy $u$ and potential energy $\Phi$, and is generally much larger than kinetic energy. This implies that the contribution of kinetic energy is negligible to the first approximation when the temperature structure is considered using the energy balance.

First, we formulate the energy balance of a dry atmosphere. Neglecting kinetic energy and the contribution of viscous stress to total energy balance (1.2.47), we
have

$$
\begin{equation*}
\frac{\partial}{\partial t}[\rho(u+\Phi)]+\nabla \cdot\left(\rho \boldsymbol{v} \sigma+\boldsymbol{F}^{e n e}\right)=0 \tag{13.1.1}
\end{equation*}
$$

where $\sigma=h+\Phi$ is static energy. Rewriting this equation using spherical coordinates with longitude $\lambda$, latitude $\varphi$, and altitude $z$ and integrating in the zonal and vertical directions, we obtain the energy budget in the latitudinal direction. Here, the zonal average and the vertical integral are denoted by ${ }^{\dagger}$

$$
\begin{align*}
\bar{X} & =\frac{1}{2 \pi} \int_{0}^{2 \pi} X d \lambda  \tag{13.1.2}\\
\langle X\rangle & =\frac{1}{2 \pi} \int_{0}^{\infty} \int_{0}^{2 \pi} X d \lambda d z=\int_{0}^{\infty} \bar{X} d z \tag{13.1.3}
\end{align*}
$$

We generally have (12.1.52), which states that total potential energy is equal to the integral of enthalpy:

$$
\begin{equation*}
\langle\rho(u+\Phi)\rangle=\langle\rho h\rangle \tag{13.1.4}
\end{equation*}
$$

Although heat flux has three components $\boldsymbol{F}^{e n e}=\left(F_{\lambda}, F_{\varphi}, F_{z}\right)$, we neglect the latitudinal flux $F_{\varphi}$ in favor of advective flux in the latitudinal direction. In this case, the zonally averaged and vertically integrated energy balance equation is given from (13.1.1) as

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\rho h\rangle+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi\langle\rho v \sigma\rangle)+\overline{F_{z T}}-\overline{F_{z B}}=0 . \tag{13.1.5}
\end{equation*}
$$

where $F_{z T}$ and $F_{z B}$ are the vertical energy flux at the top and bottom of the atmosphere, respectively. Vertical advection is neglected at the top and bottom of the atmosphere.

Enthalpy is expressed as $h=C_{p} T$ where $C_{p}$ is the specific heat at constant pressure and assumed to be constant. Then we can define the zonal-mean temperature in a latitude belt as

$$
\begin{equation*}
\tilde{T}(\varphi, t) \equiv \frac{\left\langle\rho C_{p} T\right\rangle}{\left\langle\rho C_{p}\right\rangle}=\frac{\left\langle\rho C_{p} T\right\rangle}{C} \tag{13.1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
C \equiv\left\langle\rho C_{p}\right\rangle=C_{p} \frac{\overline{p_{0}}}{g}=C_{p} M \tag{13.1.7}
\end{equation*}
$$

is the zonal average of the heat capacity of an air column per unit area, $p_{0}$ is surface pressure, and $M=\overline{p_{0}} / g$ is the mass of an air column. We assume that $C$ is constant for simplicity, though $C$ is generally a function of time and latitude since surface pressure is variable. For the Earth's atmosphere, we have a typical value $C \approx 10^{7}$ $J K^{-1} \mathrm{~m}^{-2}$.

[^29]In a similar way to (12.1.42) and (12.1.43), vertical energy flux is divided into contributions from shortwave radiation, longwave radiation, and sensible heat fluxes:

$$
\begin{align*}
& \overline{F_{z T}}=\overline{F_{T}^{\text {radl }}}+\overline{F_{T}^{\text {rads }}}  \tag{13.1.8}\\
& \overline{F_{z B}}=\overline{F_{B}^{\text {radl }}}+\overline{F_{B}^{\text {rads }}}+\overline{F^{s h}} \tag{13.1.9}
\end{align*}
$$

where $F^{s h}$ is the sensible heat flux between the ground surface and the atmosphere. Note that latent heat flux is ignored at this moment since a dry atmosphere is assumed. Substituting these expressions into (13.1.5), we have the temperature equation as

$$
\begin{align*}
& C \frac{\partial}{\partial t} \tilde{T}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi\langle\rho v \sigma\rangle) \tag{13.1.10}
\end{align*}
$$

The terms on the left-hand side are the tendency term, the convergence of horizontal advection, and energy fluxes at the top and the bottom of the atmosphere, respectively. If we know the appropriate forms of energy fluxes, we obtain the equation for the latitudinal distribution of temperature.

Over a long time average, the tendency term is negligible. The global average of vertical energy flux at the bottom of the atmosphere becomes zero if the heat source within the solid earth is negligible. However, its latitudinal values are different from zero if there is latitudinal energy transport in the ocean below the atmosphere. Let $C_{a t m}$ denote the energy convergence of the atmosphere and $C_{o c e a n}$ that of the ocean. In a statistical equilibrium state, we have the balance

$$
\begin{align*}
\overline{F_{T}^{\text {radl }}}+\overline{F_{T}^{\text {rads }}} & =C_{a t m}+C_{\text {ocean }}  \tag{13.1.11}\\
\overline{F_{B}^{\text {radl }}}+\overline{F_{B}^{\text {rads }}}+\overline{F^{s h}} & =C_{o c e a n} \tag{13.1.12}
\end{align*}
$$

where

$$
\begin{equation*}
C_{a t m}=-\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi\langle\rho v \sigma\rangle) \tag{13.1.13}
\end{equation*}
$$

is the convergence of latitudinal energy transport in the atmosphere.

### 13.2 Latitudinal distribution of radiative balance

According to (13.1.11), the energy budget at the top of the atmosphere is expressed by the balance between the radiative fluxes $\overline{F_{T}^{\text {rads }}}$ and $\overline{F_{T}^{\text {radl }} \text {. The former is expressed }}$ as

$$
\begin{equation*}
\overline{F_{T}^{\text {rads }}}=-(1-A) \overline{F^{\text {sol }}} \tag{13.2.1}
\end{equation*}
$$

where $F^{s o l}$ is the incident solar radiation flux per unit area at the top of the atmosphere and $A$ is the zonal-mean albedo. ${ }^{\dagger}$ The global integral of $F^{\text {sol }}$ is equal

[^30]to (12.1.3). Dividing the global integral of $F^{\text {sol }}$ by $S=4 \pi R^{2}$, we obtain
\[

$$
\begin{equation*}
\frac{1}{S} \int_{S} F^{s o l} d S=\frac{1}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \overline{F^{s o l}}(\varphi) \cos \varphi d \varphi=\frac{F^{\odot}}{4} \tag{13.2.2}
\end{equation*}
$$

\]

Let us introduce the latitudinal distribution function of solar radiation $f(\varphi)$ and write

$$
\begin{equation*}
\overline{F^{s o l}}(\varphi)=\frac{F^{\odot}}{4} f(\varphi), \tag{13.2.3}
\end{equation*}
$$

where $f$ is normalized as

$$
\begin{equation*}
\frac{1}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f(\varphi) \cos \varphi d \varphi=1 \tag{13.2.4}
\end{equation*}
$$

For instance, at the equinox condition, the distribution function is given by

$$
\begin{equation*}
f(\varphi)=\frac{4}{\pi} \cos \varphi \tag{13.2.5}
\end{equation*}
$$

or at the annually averaged condition, it is approximated as

$$
\begin{equation*}
f(\varphi)=1-c P_{2}(\varphi)=1-\frac{c}{2}\left(3 \sin ^{2} \varphi-1\right) \tag{13.2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{2}(\varphi)=\frac{1}{2}\left(3 \sin ^{2} \varphi-1\right) \tag{13.2.7}
\end{equation*}
$$

is a second-order Legendre function. An empirical value is given to the constant $c$, such as 0.477 (North, 1975). Solar radiation actually has large seasonal variation. The left panel of Fig. 13.1 shows the seasonal variation of the latitudinal profiles of solar radiation at the top of the atmosphere.

Using $f(\varphi)$ with (13.2.1) and (13.2.3), the latitudinal distribution of net solar radiation at the top of the atmosphere is expressed as

$$
\begin{equation*}
\overline{F_{T}^{r a d s}}=-(1-A) \frac{F^{\odot}}{4} f(\varphi) \tag{13.2.8}
\end{equation*}
$$

Outgoing longwave radiation at the top of the atmosphere $\overline{F_{T}^{\text {radl }} \text { is determined by }}$ the vertical distributions of temperature and absorbing quantities in an air column (see Chapters 10 and 14). The right panel of Fig. 13.1 also shows the observed seasonal variation of the latitudinal profiles of outgoing longwave radiation. Here, we assume a simplified form of this dependence as

$$
\begin{equation*}
\overline{F_{T}^{\text {radl }}}=F_{0}+B\left(\tilde{T}-T_{0}\right), \tag{13.2.9}
\end{equation*}
$$

where $\tilde{T}$ is the zonal-mean temperature at each latitude given by (13.1.6). A similar relationship is also introduced for the global budget (12.1.8). The latitudinal


Figure 13.1: (Left) Calculated values of the seasonal and latitudinal distribution of daily mean incident solar radiation at the top of the atmosphere. The contour interval is $50 \mathrm{~W} \mathrm{~m}^{-2}$. Shaded areas represent regions of no insolation. (Right) The seasonal and latitudinal distribution of outgoing longwave radiation (OLR) for the period between 1979 and 1994. The contour interval is $10 \mathrm{~W} \mathrm{~m}^{-2}$. OLR is obtained from satellite data (Gruber and Krueger, 1984).
distribution of the effective temperature $T_{e}$, on the other hand, can be defined from $\overline{F_{T}^{\text {radl }}}$ by

$$
\begin{equation*}
\overline{F_{T}^{\text {radl }}}=\sigma_{B} T_{e}^{4}(\varphi) \tag{13.2.10}
\end{equation*}
$$

In general, $T_{e}$ is different from the average temperature of an air column $\tilde{T}$. The difference is derived from the greenhouse effect.

The global radiation balance is given by the latitudinal average of (13.1.11):

$$
\begin{equation*}
\frac{1}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \overline{F_{T}^{\text {radl }}} \cos \varphi d \varphi+\frac{1}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \overline{F_{T}^{\text {rads }}} \cos \varphi d \varphi=0 \tag{13.2.11}
\end{equation*}
$$

which corresponds to (12.1.2) or (12.1.45). Substituting (13.2.8) and (13.2.9) into this equation yields

$$
\begin{equation*}
F_{0}+B\left([\tilde{T}]-T_{0}\right)=(1-[A]) \frac{F^{\odot}}{4} \tag{13.2.12}
\end{equation*}
$$

where $[\tilde{T}]$ is the global-mean temperature and $[A]$ is the global-mean albedo (see (12.1.12)), defined by

$$
\begin{equation*}
[\tilde{T}]=\frac{1}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \tilde{T} \cos \varphi d \varphi, \quad[A]=\frac{1}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} A(\varphi) f(\varphi) \cos \varphi d \varphi \tag{13.2.13}
\end{equation*}
$$

From the radiation balance (13.2.12), therefore, the global-mean temperature is expressed as

$$
\begin{equation*}
[\tilde{T}]=T_{0}-\frac{F_{0}}{B}+(1-[A]) \frac{F^{\odot}}{4 B} \tag{13.2.14}
\end{equation*}
$$

Figure 13.2 shows the annually averaged latitudinal profiles of net incoming solar radiation $\overline{F_{T}^{\text {rads }}}$ (ISR) and outgoing longwave radiation $\overline{F_{T}^{\text {radl }}}$ (OLR) at the top of the atmosphere. The abscissa shows the sine of latitude. Since the energy balance is approximately established, the areas enclosed by the two curves are almost equal. Figure 13.3 shows northward energy transport in the atmosphere and the ocean. At a latitude about $35^{\circ}$, the energy transport of the atmosphere-ocean system is maximum for the annual mean. This indicates that $\overline{F_{T}^{\text {rads }}}=\overline{F_{T}^{\text {radl }}}$ holds at this latitude.


Figure 13.2: Annually averaged latitudinal profiles of net incoming solar radiation (ISR: solid curve) and outgoing longwave radiation (OLR: dashed curve) at the top of the atmosphere. The unit of the ordinate is $\mathrm{Wm}^{-2}$. The abscissa is the sine of latitude. NCEP/NCAR reanalysis data is used (see Appendix A3).


Figure 13.3: Latitudinal distribution of annual-mean northward energy transport for the atmosphere $\left(F_{A}\right)$, the ocean $F_{O}$, and the coupled atmosphere-ocean system $F_{A}+F_{O}$. The unit is $10^{15}$ W. After Oort and Peixoto (1983) by permission of Elsevier (copyright, 2003). Analyses by Oort and Vonder Haar (1976) and Trenberth (1979) are indicated by the symbols $\times$ and $\circ$, respectively.

### 13.3 Latitudinal temperature difference

If there is no latitudinal energy transport in the atmosphere and ocean system, the right-hand side of (13.1.11) is equal to zero. In this case, atmospheric temperature is completely determined by local net solar radiation, and the latitudinal difference of temperature in the atmosphere solely depends on that of the corresponding solar radiation. Here, we define latitudinal temperature difference as the difference in temperature between the equator and the pole, $\Delta T$. If the atmosphere and ocean system has latitudinal energy transport, on the other hand, $\Delta T$ is reduced compared with the case of no energy transport. Thus, $\Delta T$ is maximum if no energy transport occurs in the atmosphere and ocean system. In this section, we investigate the relation between latitudinal temperature difference $\Delta T$ and latitudinal energy transport by assuming that the albedo $A$ is constant irrespective of latitude. In particular, we introduce the diffusion model to EBM in which energy transport is proportional to the latitudinal temperature gradient.

First, if there is no latitudinal energy transport, the radiation balance at each latitude is given by setting the right-hand side of (13.1.11) to zero:

$$
\begin{equation*}
\overline{F_{T}^{\text {radl }}+\overline{F_{T}^{\text {rads }}}=0 . . . ~} \tag{13.3.1}
\end{equation*}
$$

Using (13.2.1), (13.2.3), and the effective temperature (13.2.10), we have

$$
\begin{equation*}
\sigma_{B} T_{e}^{4}(\varphi)=(1-A) \frac{F^{\odot}}{4} f(\varphi) \tag{13.3.2}
\end{equation*}
$$

Thus, the difference in effective temperature between the equator and the pole is expressed by

$$
\begin{align*}
\Delta T_{e} & =T_{e}(0)-T_{e}\left(\frac{\pi}{2}\right) \\
& =\left(f(0)^{\frac{1}{4}}-f\left(\frac{\pi}{2}\right)^{\frac{1}{4}}\right)\left[T_{e}\right] \equiv \Delta f^{\frac{1}{4}} \cdot\left[T_{e}\right] \tag{13.3.3}
\end{align*}
$$

where $\left[T_{e}\right]$ is the global-mean effective temperature defined by (12.1.7). The temperature difference is maximized if the equinox distribution function (13.2.4) is used for $f(\varphi)$. In this case, the factor in (13.3.3) is given by $\Delta f^{1 / 4}=(4 / \pi)^{1 / 4}=1.06$. If the annually averaged condition (13.2.6) is used for $f(\varphi)$ with $c=0.477$, we have $\Delta f^{1 / 4}=(3 c / 2)^{1 / 4}=0.920$. That is, the maximum difference in effective temperature in the case of no latitudinal energy transport is almost comparable with the magnitude of the global-mean effective temperature: $\Delta T_{e} \approx\left[T_{e}\right]$.

When a linear formula (13.2.9) is used for the relation between $\overline{F_{T}^{\text {radl }}}$ and zonalmean temperature $\tilde{T}$, the radiation balance (13.3.1) is written as

$$
\begin{equation*}
F_{0}+B\left(\tilde{T}(\varphi)-T_{0}\right) \quad=\quad(1-A) \frac{F^{\odot}}{4} f(\varphi) \tag{13.3.4}
\end{equation*}
$$

In this case, latitudinal temperature distribution is given by

$$
\begin{align*}
\tilde{T}(\varphi) & =T_{0}-\frac{F_{0}}{B}+(1-A) \frac{F^{\odot}}{4 B} f(\varphi) \\
& =[\tilde{T}]+(f(\varphi)-1) \cdot \Delta T_{\max } \equiv \tilde{T}_{R}(\varphi) \tag{13.3.5}
\end{align*}
$$

where $[\tilde{T}]$ is the global-mean temperature defined by (13.2.14) and

$$
\begin{equation*}
\Delta T_{\max } \equiv \frac{(1-A) F^{\odot}}{4 B} \approx 114.0 \mathrm{~K} . \tag{13.3.6}
\end{equation*}
$$

$\tilde{T}_{R}(\varphi)$ is determined only by the radiation process and can be viewed as the radiative equilibrium temperature of the energy balance model. Thus, latitudinal temperature difference is given by

$$
\begin{equation*}
\Delta T=\left(f(0)-f\left(\frac{\pi}{2}\right)\right) \cdot \Delta T_{\max } \equiv \Delta f \cdot \Delta T_{\max } \tag{13.3.7}
\end{equation*}
$$

For the equinox condition (13.2.4), we have $\Delta f=4 / \pi=1.27$, while for the annually averaged condition (13.2.6), we have $\Delta f=3 c / 2=0.716$. From this, the upper bound of latitudinal temperature difference is comparable with $\Delta T_{\max }$ when the linear formula is used.

Second, we consider the case when the atmosphere and ocean system has latitudinal energy transport. If we assume that the circulation of the atmosphere and ocean system is driven by latitudinal temperature difference, latitudinal energy transport becomes larger as $\Delta T$ becomes larger. This expectation motivates us to introduce a diffusion-type parameterization in which latitudinal energy transport is proportional to latitudinal temperature difference in order to reconcile energy balance (13.1.11) with (13.1.13). Using a diffusion coefficient $D$, we assume that latitudinal energy transport is proportional to the gradient of temperature as

$$
\begin{equation*}
\langle\rho v \sigma\rangle=-\frac{D}{R} \frac{\partial \tilde{T}}{\partial \varphi} . \tag{13.3.8}
\end{equation*}
$$

Alternatively, extending this type of diffusion flux to the latitudinal energy transport of the atmosphere and ocean system, we can set total energy convergence on the right-hand side of (13.1.11) as

$$
\begin{equation*}
C_{a t m}+C_{o c e a n}=\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{D}{R} \frac{\partial \tilde{T}}{\partial \varphi}\right) \tag{13.3.9}
\end{equation*}
$$

The value of the diffusion coefficient $D$ is determined such that the resultant latitudinal temperature difference gets close to that of the real atmosphere. Using this with (13.2.8), (13.2.9), and (13.3.5), the energy balance (13.1.11) is rewritten as

$$
\begin{equation*}
B\left(\tilde{T}-\tilde{T}_{R}\right)=\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{D}{R} \frac{\partial \tilde{T}}{\partial \varphi}\right) \tag{13.3.10}
\end{equation*}
$$

If $B$ and $D$ are constant and $f(\varphi)$ is expressed by the Legendre function as (13.2.6), we can analytically solve this equation for latitudinal distribution $\tilde{T}(\varphi)$. In general, an $n$-th order Legendre function $P_{n}$ satisfies $^{\dagger}$

$$
\begin{equation*}
\frac{1}{\cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{\partial P_{n}(\varphi)}{\partial \varphi}\right)=-n(n+1) P_{n}(\varphi) . \tag{13.3.11}
\end{equation*}
$$

[^31]Then, from (13.2.6), (13.3.5), and (13.3.10), we have

$$
\begin{equation*}
\tilde{T}(\varphi)=[\tilde{T}]-c \frac{B}{B+6 D / R^{2}} \Delta T_{\max } P_{2}(\varphi) \tag{13.3.12}
\end{equation*}
$$

In this case, latitudinal temperature difference is expressed as

$$
\begin{equation*}
\Delta T=\frac{3 c}{2} \frac{B}{B+6 D / R^{2}} \Delta T_{\max } \tag{13.3.13}
\end{equation*}
$$

This means that latitudinal temperature difference becomes smaller as the diffusion coefficient $D$ becomes larger; $\Delta T$ is equal to the maximum value (13.3.7) in the case $D=0$, while it becomes zero as $D \rightarrow \infty$.

Let us examine the meaning of the diffusion coefficient $D$ by comparing it with the energy transport of Golitsyn's model given by (12.4.16). We estimate the energy transport of the atmosphere in (13.3.8) as

$$
\begin{equation*}
\langle\rho v \sigma\rangle \approx C \overline{v^{\prime} T^{\prime}} \approx C_{p} M U \Delta T \tag{13.3.14}
\end{equation*}
$$

where $C$ is defined by (13.1.7), $M$ is the mass of an air column, and $v^{\prime}=v-\bar{v}$, $T^{\prime}=T-\bar{T}$ are deviations from the zonal-mean latitudinal velocity and temperature, respectively. The magnitude of $v^{\prime}$ is estimated as the velocity scale $U$, and that of $T^{\prime}$ is tentatively estimated as latitudinal temperature difference $\Delta T$. In general, however, $T^{\prime}$ is much smaller than $\Delta T$ in the Earth's atmosphere, so that the difference between $T^{\prime}$ and $\Delta T$ will cause an error. From (13.1.13) and (13.3.14), we have

$$
\begin{equation*}
C_{a t m}=-\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi\langle\rho v \sigma\rangle) \approx \frac{1}{R} M C_{p} U \Delta T \tag{13.3.15}
\end{equation*}
$$

On the other hand, the radiation balance at the top of the atmosphere is estimated as
where $F_{s}$ is defined by (12.4.1). In order to obtain the energy balance of Golitsyn's model (12.4.16), we need to assume $f \approx 1$ and neglect the contributions of longwave radiation and oceanic transport $C_{\text {ocean }}$. Using these assumptions, (13.3.9) is reduced to

$$
\begin{equation*}
\frac{1}{R} M C_{p} U \Delta T \approx F_{s} \tag{13.3.17}
\end{equation*}
$$

which is equivalent to (12.4.16). The right-hand side of this equation was originally the difference between solar radiation and planetary radiation, and oceanic energy transport is added to the left-hand side. Thus, it is thought that this equation gives the upper limit of the latitudinal energy transport of the atmosphere.

If energy transport is expressed as a diffusion-type formula (13.3.8), we have

$$
\begin{equation*}
C_{a t m} \approx \frac{D}{R^{2}} \Delta T \tag{13.3.18}
\end{equation*}
$$

where oceanic energy transport is neglected once again. By comparison with (13.3.15), the diffusion coefficient is estimated as

$$
\begin{equation*}
D \approx R M C_{p} U \tag{13.3.19}
\end{equation*}
$$

This shows that $D$ becomes larger as the atmospheric mass $M$ becomes larger. This in turn suggests that latitudinal temperature difference becomes smaller. We cannot reach any conclusion based just on this estimation, however, since the dependence of $U$ is not known.

Returning back to (13.1.10) where the tendency term remains, we rewrite it using (13.3.10) as

$$
\begin{equation*}
\frac{\partial}{\partial t} \tilde{T}=-\frac{1}{\tau_{R}}\left(\tilde{T}-\tilde{T}_{R}\right)+\frac{1}{\tau_{D}} \frac{1}{\cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{\partial}{\partial \varphi} \tilde{T}\right) \tag{13.3.20}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\tau_{R} \equiv \frac{C}{B}, \quad \tau_{D} \equiv \frac{R^{2} C}{D} \tag{13.3.21}
\end{equation*}
$$

These are called the radiation relaxation time and the diffusion time, respectively. Using (13.3.19) and $C \approx M C_{p}$, we obtain

$$
\begin{equation*}
\tau_{D} \approx \frac{R}{U} \tag{13.3.22}
\end{equation*}
$$

This means that the diffusion time is the advection time required to travel the latitudinal distance $R$ at velocity $U$. From the ratio between the two time scales, a nondimensional number can be defined as

$$
\begin{equation*}
\delta \equiv \frac{\tau_{R}}{\tau_{D}}=\frac{D}{R^{2} B} . \tag{13.3.23}
\end{equation*}
$$

As $\delta$ gets larger, the atmospheric temperature becomes more homogenized, while as $\delta$ gets smaller, the atmospheric temperature becomes ever closer to the radiative equilibrium temperature. According to North et al. (1981), a realistic temperature difference can be obtained at $\delta=0.31$. Figure 13.4 shows temperature distributions for three values of $\delta$.

### 13.4 Ice albedo feedback

If albedo depends on temperature, there may exist multiple equilibrium states of the atmosphere for a given solar flux. Let us first consider this situation with globally averaged states. We assume that albedo abruptly increases when temperature becomes colder than freezing point $T_{i}$,

$$
[A]=A([\tilde{T}])=\left\{\begin{array}{lll}
A_{f}, & \text { for } & {[\tilde{T}] \geq T_{i}}  \tag{13.4.1}\\
A_{i}, & \text { for } & {[\tilde{T}]<T_{i}}
\end{array}\right.
$$

where $A_{f}<A_{i}$. Typical values are $A_{f}=0.3$ and $A_{i}=0.62$ (North et al., 1981).


Figure 13.4: Latitudinal distribution of temperature using an energy balance model. Solid line: $\delta=0$ (radiative equilibrium temperature), dashed line: $\delta=0.31$, and dotted line: $\delta=2$. The Earth condition is $\delta=0.31$. The other parameters are $[\tilde{T}]=287.1 \mathrm{~K}, \Delta T_{\max }=114.0 \mathrm{~K}$, and

$$
c=0.477
$$

From (13.2.14), radiative equilibrium temperature is given by

$$
\begin{equation*}
[\tilde{T}]=T_{0}-\frac{F_{0}}{B}+(1-A([\tilde{T}])) \frac{F^{\odot}}{4 B} \tag{13.4.2}
\end{equation*}
$$

The relation between $F^{\odot}$ and $[\tilde{T}]$ is shown in Fig. 13.5, where the abscissa denotes the ratio of solar radiation to its present value $F_{0}^{\odot}$ and $T_{i}=-10{ }^{\circ} \mathrm{C}$ is used. If solar radiation is within the range

$$
\begin{equation*}
4 \frac{F_{0}+B\left(T_{i}-T_{0}\right)}{1-A_{f}}<F^{\odot}<4 \frac{F_{0}+B\left(T_{i}-T_{0}\right)}{1-A_{i}} \tag{13.4.3}
\end{equation*}
$$

there are two solutions for $[\tilde{T}]$ in (13.4.2). For example, in the case $T_{i}=-10{ }^{\circ} \mathrm{C}$ and $F_{0}=210 \mathrm{~W} \mathrm{~m}^{-2}$, two equilibrium states exist in the range of solar radiation between 1,080 and $1,989 \mathrm{~W} \mathrm{~m}^{-2}$. The present value of solar radiation $F_{0}^{\odot}$ is included in this range. If solar radiation decreases from a state with no ice, the global-mean temperature becomes colder (following the solid line in Fig. 13.5). When solar radiation becomes smaller than $1,080 \mathrm{~W} \mathrm{~m}^{-2}$, temperature abruptly changes to a state on the dashed line. In contrast, if solar radiation increases from the state in which all the globe is frozen, the temperature rises following the dashed line in Fig. 13.5. At the present value of solar radiation, the temperature is still as cold as -40 ${ }^{\circ} \mathrm{C}$ (i.e., the Earth is frozen). If solar radiation exceeds the value $1989 \mathrm{~W} \mathrm{~m}^{-2}$, the temperature abruptly rises from the state on the dashed line to that on the solid line.

Next, we consider ice albedo feedback by allowing latitudinal dependence using the energy balance model with diffusion-type energy transport. For simplicity, we assume that all conditions are symmetric about the equator and consider only the northern hemisphere. The albedo at each latitude has the same dependence on local temperature as (13.4.1). If solar radiation is sufficiently small, the Earth's surface is everywhere frozen, whereas if solar radiation is sufficiently large, all the Earth's surface is free from ice. In the intermediate case, there is a state in which


Figure 13.5: Ice albedo feedback. The solid line is the equilibrium state for $[\tilde{T}] \geq T_{i}$, and the dashed line is that for $[\tilde{T}]<T_{i}$. The abscissa is the ratio of solar radiation to its present value $F^{\odot} / F_{0}^{\odot}$ where $F_{0}^{\odot}=1,367.7 \mathrm{~W} \mathrm{~m}^{-2}$, and the ordinate is the global-mean temperature in degrees Celsius [ $\left.{ }^{\circ} \mathrm{C}\right]$. The dotted line is the freezing point and $T_{i}=-10^{\circ} \mathrm{C}$ is specified.
the polar region is frozen and the equatorial region has no ice. The boundary between the frozen region and the ice-free region is referred to as the ice line. What we want to know is the location of the ice line for a given amount of solar radiation. To investigate this problem, we try to find the relation between solar radiation and the latitudinal temperature profile assuming that the ice line is located at latitude $\varphi_{i}$. In this case, from (13.4.1), the albedo is given as

$$
A\left(\varphi ; \varphi_{i}\right)= \begin{cases}A_{f}, & \text { for } \varphi \leq \varphi_{i}  \tag{13.4.4}\\ A_{i}, & \text { for } \varphi>\varphi_{i}\end{cases}
$$

The energy balance (13.3.10) is written as

$$
\begin{equation*}
\tilde{T}-T_{0}+\frac{F_{0}}{B}-\left(1-A\left(\varphi ; \varphi_{i}\right)\right) \frac{F^{\odot}}{4 B} f(\varphi)=\delta \frac{1}{\cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{\partial}{\partial \varphi} \tilde{T}\right) \tag{13.4.5}
\end{equation*}
$$

where $\delta$ is the nondimensional diffusion coefficient defined by (13.3.23). We expand the temperature using Legendre functions:

$$
\begin{equation*}
\tilde{T}=\sum_{n} t_{n} P_{n}(\varphi) \tag{13.4.6}
\end{equation*}
$$

where $t_{n}$ 's are expansion coefficients. Since $\tilde{T}$ is symmetric about $\varphi=0$, the summation is taken only for even numbers of $n . P_{n}$ satisfies the orthogonality

$$
\begin{equation*}
\int_{0}^{1} P_{n}(\varphi) P_{m}(\varphi) \cos \varphi d \varphi=\frac{1}{2 n+1} \delta_{n m} \tag{13.4.7}
\end{equation*}
$$

where $\delta_{n m}$ equals one only when $n=m$ and is zero otherwise. $P_{n}$ also satisfies (13.3.11). From (13.4.5), therefore, we have

$$
\begin{align*}
t_{0} & =T_{0}-\frac{F_{0}}{B}+\frac{F^{\odot}}{4 B} a_{0}  \tag{13.4.8}\\
t_{n} & =\frac{F^{\odot}}{4 B} \frac{a_{n}}{n(n+1) \delta+1}, \quad \text { for } \quad n=\text { even } \geq 2 \tag{13.4.9}
\end{align*}
$$

where

$$
\begin{equation*}
a_{n}=(2 n+1) \int_{0}^{1}\left(1-A\left(\varphi ; \varphi_{i}\right)\right) f(\varphi) P_{n}(\varphi) \cos \varphi d \varphi \tag{13.4.10}
\end{equation*}
$$

In particular, we have $a_{0}=1-[A]$, where $[A]$ is given by (13.2.13). Thus, the temperature distribution is given by

$$
\begin{equation*}
\tilde{T}(\varphi)=T_{0}-\frac{F_{0}}{B}+\frac{F^{\odot}}{4 B} \sum_{n} \frac{a_{n}}{n(n+1) \delta+1} P_{n}(\varphi) \tag{13.4.11}
\end{equation*}
$$

If the temperature at the ice line is equal to $T_{i}$, the relation between solar radiation and the latitude of the ice line is given by

$$
\begin{equation*}
F^{\odot}\left(\varphi_{i}\right)=4\left[F_{0}+B\left(T_{i}-T_{0}\right)\right]\left(\sum_{n} \frac{a_{n}}{n(n+1) \delta+1} P_{n}\left(\varphi_{i}\right)\right)^{-1} \tag{13.4.12}
\end{equation*}
$$

The left panel of Fig. 13.6 shows this relation for the value $\delta=0.25$. The globalmean temperature, on the other hand, is simply given by (13.2.14); this relation is shown in the right panel of Fig. 13.6, in which the globally frozen condition and


Figure 13.6: Ice albedo feedback using an energy balance model with diffusion-type energy transport. The left panel shows the relation between solar radiation $F^{\odot} / F_{0}^{\odot}\left(F_{0}^{\odot}=1,367.7 \mathrm{~W}\right.$ $\mathrm{m}^{-2}$ ) (abscissa) and latitude of the ice line (ordinate). The right panel shows the relation between solar radiation (abscissa) and global-mean temperature (ordinate). The parameter values are $T_{i}=-10{ }^{\circ} \mathrm{C}, F_{0}=210 \mathrm{~W} \mathrm{~m}^{-2}, B=2.1 \mathrm{~W} \mathrm{~m}^{-2}{ }^{\circ} \mathrm{C}^{-1}, A_{f}=0.3, A_{i}=0.62$, and $\delta=0.25$.
the globally ice-free condition are shown by the same lines as in Fig. 13.5. The curve connecting these two lines corresponds to states in which the ice line exists. For the value of this parameter, there are three equilibrium solutions that are close to the present value of solar radiation. Among the multiple solutions, the intermediate solution for the ice line is thought to be stable and realizable. The stability of the solution provided by EBM is discussed in the review by Crowley and North (1991).

### 13.5 Water budget

In this final section on latitudinal balance, we continue to consider the transport of water vapor in a moist atmosphere, in which the phase change of water is included. The equation of water vapor (9.6.1) is written using spherical coordinates as

$$
\begin{align*}
& \frac{\partial}{\partial t} \rho q+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left(\rho u q+i_{\lambda}\right)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left[\cos \varphi\left(\rho v q+i_{\varphi}\right)\right] \\
& \quad+\frac{\partial}{\partial z}\left(\rho w q+i_{z}\right)=-S_{q} \tag{13.5.1}
\end{align*}
$$

where the diffusion flux vector is denoted by $\boldsymbol{i}=\left(i_{\lambda}, i_{\varphi}, i_{z}\right)$. Integrating this equation in the zonal and vertical directions, and neglecting the latitudinal component of diffusion $i_{\varphi}$ and the vertical component of the flux at the top of the atmosphere, we obtain the latitudinally one-dimensional water balance equation as

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\rho q\rangle+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi\langle\rho v q\rangle)=\overline{E_{v}}-\overline{P_{r}} \tag{13.5.2}
\end{equation*}
$$

where $E_{v}$ is evaporation from the ground surface to the atmosphere and $P_{r}$ is precipitation, defined by

$$
\begin{align*}
\overline{E_{v}} & \equiv \overline{i_{z}}\left(z_{0}\right),  \tag{13.5.3}\\
\overline{P_{r}} & \equiv-\left\langle S_{q}\right\rangle \tag{13.5.4}
\end{align*}
$$

where $z_{0}$ is the height of the surface. Over a long time average of (13.5.2), the global integral of the evaporation of water vapor is equal to that of precipitation:

$$
\begin{equation*}
\left[E_{v}\right]=\left[P_{r}\right] \tag{13.5.5}
\end{equation*}
$$

We can formulate an energy balance model of a moist atmosphere using the water budget. The zonal and vertical average of the energy equation of a moist atmosphere (9.6.12) gives

$$
\begin{align*}
& C \frac{\partial}{\partial t} \tilde{T}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi\langle\rho v \sigma\rangle) \\
& \quad=-\left(\overline{F_{T}^{\text {radl }}}+\overline{F_{T}^{\text {rads }}}\right)+\left(\overline{F_{B}^{\text {radl }}}+\overline{F_{B}^{\text {rads }}}+\overline{F^{s h}}\right)+L \overline{P_{r}}, \tag{13.5.6}
\end{align*}
$$

where we have used the same approximation as in Section 13.1 and the relation

$$
\begin{equation*}
\left\langle\rho C_{p} Q_{m}\right\rangle=-L\left\langle S_{q}\right\rangle=L \overline{P_{r}}, \tag{13.5.7}
\end{equation*}
$$

which is given from (9.6.10) and (13.5.4). An alternative form of the energy balance model is given by using moist enthalpy. Summing up (13.5.6) and (13.5.2) multiplied by $L$, we obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}\left\langle\rho\left(C_{p} T+L q\right)\right\rangle+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi\langle\rho v(\sigma+L q)\rangle) \\
& \quad=-\left(\overline{F_{T}^{\text {radl }}}+\overline{F_{T}^{\text {rads }}}\right)+\left(\overline{F_{B}^{\text {radl }}}+\overline{F_{B}^{\text {rads }}}+\overline{F^{s h}}\right)+L \overline{E_{v}} \tag{13.5.8}
\end{align*}
$$

where $C_{p} T+L q$ is moist enthalpy and $\sigma+L q$ is moist static energy. This equation corresponds to the zonal and vertical average of (9.6.8).

The first form of the energy balance model (13.5.6) can be written using diffusiontype energy transport and the assumptions that are used to derive (13.3.20) as

$$
\begin{equation*}
\frac{\partial}{\partial t} \tilde{T}=-\frac{1}{\tau_{R}}\left(\tilde{T}-\tilde{T}_{R}\right)+\frac{1}{\tau_{D}} \frac{1}{\cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{\partial}{\partial \varphi} \tilde{T}\right)+\tilde{Q}_{m} \tag{13.5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{Q}_{m} \equiv \frac{\left\langle\rho C_{p} Q_{m}\right\rangle}{\left\langle\rho C_{p}\right\rangle}=\frac{L \overline{P_{r}}}{C} \tag{13.5.10}
\end{equation*}
$$

$\underline{\text { is latent heat release. It is essential to know the latitudinal distribution of } \tilde{Q}_{m} \text { or }}$ $\overline{P_{r}}$ to use the above energy balance model. This is determined through the water budget (13.5.2). The latitudinal distribution of evaporation and precipitation is to be solved if the latitudinal transport of water $\langle\rho v q\rangle$ is given. In the real atmosphere, water vapor is more abundant in the lower layer where temperature is warmer and the direction of the latitudinal transport of water vapor is greatly dependent on that of the meridional wind in the lower layer. In particular, $\langle\rho v q\rangle$ is equatorward in low latitudes because of the equatorward flow of Hadley circulation (see Chapter 16). The atmospheric structure in the tropics can be examined by taking account of the lateral water transport associated with the overturning of atmospheric flows. ${ }^{\dagger}$

As stated above, the diffusion-type model used for temperature (13.3.8) is not a good approximation for water vapor. Nevertheless, a rough idea of the effect of water vapor transport can be captured by assuming water vapor transport occurs in diffusion-type formulas; we assume

$$
\begin{equation*}
\langle\rho v q\rangle=-D_{q} \frac{1}{R} \frac{\partial}{\partial \varphi} \tilde{q}, \tag{13.5.11}
\end{equation*}
$$

where $D_{q}$ is a diffusion coefficient of water vapor. In this case, a long time average of the balance of (13.5.2) becomes

$$
\begin{equation*}
-\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \cdot D_{q} \frac{1}{R} \frac{\partial}{\partial \varphi} \tilde{q}\right)=\overline{E_{v}}-\overline{P_{r}} \tag{13.5.12}
\end{equation*}
$$

[^32]In general, evaporation from the surface is proportional to the difference between water vapor at the surface and that of the lowest layer of the atmosphere (see Section 11.3.3). Precisely, we need to take account of the difference between the temperature of the atmosphere and surface temperature. We simplify the formula of evaporation as

$$
\begin{equation*}
\overline{E_{v}}=K\left(q_{s}-\tilde{q}\right) \approx K(1-r) q^{*}(\tilde{T}) \tag{13.5.13}
\end{equation*}
$$

where $K$ is a coefficient of evaporation, $r$ is a characteristic value of the relative humidity of the atmospheric boundary layer, $q_{s}$ is the saturation water vapor content at the surface, and $q^{*}(\tilde{T})$ is the saturation water vapor content at temperature $\tilde{T}$. Temperature must be obtained by simultaneously solving the equation of water balance and the equation of temperature (13.5.9). Here, in order to understand the qualitative characteristics of water vapor transport, we furthermore assume that temperature and water vapor are given independently. Since temperature is warmer in lower latitudes, water vapor is more abundant in lower latitudes in a global sense. This dependence is modeled as

$$
\begin{equation*}
q^{*}(\tilde{T})=q_{0}-q_{2} P_{2}(\sin \varphi) \tag{13.5.14}
\end{equation*}
$$

where $q_{0}$ and $q_{2}$ are appropriate constants. Global-mean evaporation is given by $K(1-r) q_{0}$ from (13.5.13). Thus, from (13.5.12), precipitation is given by

$$
\begin{equation*}
\overline{P_{r}}=K(1-r) q_{0}-\left[K(1-r)-\frac{D_{q}}{R^{2}}\right] q_{2} P_{2}(\sin \varphi) \tag{13.5.15}
\end{equation*}
$$

This shows that the coefficient of $P_{2}$ of precipitation is smaller than that of evaporation in the case $D_{q}>0$. This means that precipitation is larger than evaporation in higher latitudes. Therefore, the atmosphere has a net poleward transport of water vapor. If the Earth was covered by land and no sea, and if precipitated water did not flow out on the land, the diffusion process of water vapor would result in the concentration of water vapor in the polar region. This process may be applied to Mars, where ice is observed only in the polar region.
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## 14

## Vertical structure

In this chapter, the vertically one-dimensional structure of the atmosphere is investigated based on energy budget analysis in the vertical direction. The vertical thermal structure of the atmosphere is studied by introducing two key concepts: radiative equilibrium and radiative-convective equilibrium. First, as an introduction to the concept of radiative equilibrium, the greenhouse effect is described using a one-layer glass model. Next, the thermal structure in radiative equilibrium is calculated using a simplified radiation scheme. Then, the discussion on radiativeconvective equilibrium follows where the thermal structures of the troposphere and stratosphere are described with the definition of the tropopause. Finally, radiativeconvective equilibrium in the case of a moist atmosphere is argued for.

The radiative process plays a fundamental role in determination of the vertical thermal structure of the atmosphere. In this chapter, the gray radiation model described in Section 10.6 is used to show how the radiative process determines thermal structure. The thermal structure constrained solely by the radiative process is called radiative equilibrium. It will be found that a state in radiative equilibrium is in general statically unstable. As studied in Chapter 2, convective motion will occur in such a statically unstable atmosphere.

If convection occurs, both the radiative process and the convective process interact to establish a new thermal state, called radiative-convective equilibrium. In a dry atmosphere, convection will be in a form similar to turbulence in the boundary layer, described in Section 11.3 using different types of turbulence models. In this chapter, instead of using complex turbulence models, convective flux is estimated using the mixing length theory, which is the simplest type of turbulence model. It will be shown that the resultant thermal structure due to convective motion is close to the dry adiabat. This result implies that the effect of convection on thermal structure is equivalent to that of convective adjustment.

In the case of a moist atmosphere, since the latent heat release of water vapor is associated, convective motion is much more complicated. In the next chapter, the basic properties of moist convection will be described; it will be shown that,
even when moist convection occurs, the thermal structure of radiative-convective equilibrium can be determined by convective adjustment using the moist adiabat.

### 14.1 Vertically one-dimensional energy balance

In order to examine the vertical structure of the atmosphere, we begin by considering the vertical energy balance of a dry atmosphere. The equation of total energy is approximated as (13.1.1) by neglecting the contributions of kinetic energy and fluxes due to viscous stress. The horizontal average of (13.1.1) gives

$$
\begin{equation*}
\frac{\partial}{\partial t} \overline{\rho(u+\Phi)}+\frac{\partial}{\partial z}\left(\overline{F^{c o n v}}+\overline{F^{r a d}}+\overline{F^{s h}}\right)=0 \tag{14.1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
F^{c o n v}=\rho w \sigma, \tag{14.1.2}
\end{equation*}
$$

is convective energy flux and $\sigma$ is static energy. The overline $\left(^{-}\right)$is used to denote either the global average or zonal average on a horizontal surface. The global average of a quantity $X$ is defined by

$$
\begin{equation*}
\bar{X}=\frac{1}{S} \int_{S} X d S=\frac{1}{4 \pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{2 \pi} X \cos \varphi d \lambda d \varphi \tag{14.1.3}
\end{equation*}
$$

and the zonal average is defined by (13.1.2). Eq. (14.1.1) can also be regarded as a zonal-mean equation in the special case when latitudinal energy flux is assumed to be neglected. By omitting the tendency term in (14.1.1) for a long time average, the energy balance is written as

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\overline{F^{c o n v}}+\overline{F^{\text {rad }}}+\overline{F^{s h}}\right)=0 \tag{14.1.4}
\end{equation*}
$$

from which we obtain

$$
\begin{equation*}
\overline{F^{c o n v}}+\overline{F^{r a d}}+\overline{F^{s h}}=\overline{F^{e n e}}=\text { const. } \tag{14.1.5}
\end{equation*}
$$

In general, sensible heat flux $\overline{F^{s h}}$ is largest near the surface, and is almost negligible outside the boundary layer. ${ }^{\dagger}$ In the free atmosphere, the sum of the convective flux $\overline{F^{c o n v}}$ and the radiative flux $\overline{F^{r a d}}$ is constant irrespective of height. This state of the energy balance is called radiative-convective equilibrium. Furthermore, in the case when there is no contribution from convective flux $\overline{F^{\text {conv }}}$, the equilibrium state is called radiative equilibrium. In reality, convective flux is not at all negligible when compared with radiative flux particularly in the layer close to the surface. The concept of radiative equilibrium is useful, however, since it provides a first approximation to the thermal structure of the atmosphere.

[^33]In general, it will be found that the thermal structure in radiative equilibrium is statically unstable in the lowest layers of the atmosphere. This suggests that convective flux is required in the lower layers of the atmosphere, and thus that the atmospheric structure is described by radiative-convective equilibrium. In this case, the balance of radiative flux still holds at a sufficiently high altitude. The lower layer in radiative-convective equilibrium is called the troposphere and the upper layer in radiative equilibrium is called the stratosphere. The boundary between the two layers is called the tropopause.

Figure 14.1 shows the temperature profile of a standard atmosphere that is in a mean state in the midlatitudes together with the profile of pressure. ${ }^{\dagger}$ The left panel is the temperature structure, which indicates the atmospheric layered structure. In the stratosphere, temperature increases with height and the temperature maximum is located at around the altitude 50 km . This level is the top of the stratosphere and is called the stratopause. The region above the stratopause up to about 80 km is called the mesosphere, in which temperature decreases with height. Above the mesosphere is the thermosphere. In this book, the middle and upper atmosphere above the stratosphere is not further described.

According to the pressure distribution in Fig. 14.1, the pressure at the tropopause level $(11 \mathrm{~km})$ is about 200 hPa , which is one-fifth of surface pressure. This means that about $80 \%$ of atmospheric mass is contained in the troposphere. The latitudinal dependency of the tropopause will be further described in Section 18.2.3.


Figure 14.1: Temperature and pressure profiles of the standard atmosphere and the regions of the atmospheric layers (from the U.S. Standard Atmosphere, 1976).

[^34]
### 14.2 Greenhouse effect

The effective temperature introduced in Section 12.1.1 is different from surface temperature. The difference between effective temperature and surface temperature is caused by the greenhouse effect. The simplest model to illustrate the greenhouse effect is a one-layer glass model in which the atmosphere is represented as a sheet of glass. Only radiative transport is allowed as energy transport in this model. Glass is transparent to solar radiation, while it is completely opaque to planetary radiation. Glass is a blackbody and emits blackbody radiation in both upward and downward directions depending on the temperature of the glass. Here, we consider the radiation balance in a unit square of the surface (Fig. 14.2), assuming that the global atmosphere is horizontally uniform.

In equilibrium state, total radiative flux is zero (i.e., solar radiation is balanced by planetary radiation). Solar radiation is assumed to pass through the glass and be absorbed or reflected at the ground surface. The ratio of this reflected portion to incident solar radiation is the planetary albedo $A$. Let the temperature at the ground surface be $T_{s}$, and that of the glass $T_{e}$. Since outward radiation from the glass corresponds to outgoing planetary radiation at the top of the atmosphere, $T_{e}$ is equivalent to the effective temperature (12.1.7). Glass emits longwave radiation $\sigma_{B} T_{e}^{4}$ in both upward and downward directions. The ground surface, on the other hand, emits upward longwave radiation $\sigma_{B} T_{s}^{4}$, which is completely absorbed by the glass surface. The radiation balance at the top of the atmosphere is given by dividing (12.1.6) by $S=4 \pi R^{2}$ :

$$
\begin{equation*}
F^{i s r}-F^{o l r}=(1-A) \frac{F^{\odot}}{4}-\sigma_{B} T_{e}^{4}=0 \tag{14.2.1}
\end{equation*}
$$



Figure 14.2: Radiation balance of a one-layer glass model. The white rectangle is the glass which represents the atmosphere, and the lower shaded area is the ground. The temperature of the glass is $T_{e}$, and that of the ground is $T_{s}$; both emit blackbody radiation of the corresponding temperature. Solar radiation is $F^{s}=F^{\odot} / 4$ and $A$ is planetary albedo.
where

$$
\begin{align*}
F^{i s r} & =\frac{\mathcal{F}^{i s r}}{4 \pi R^{2}}=(1-A) \frac{F^{\odot}}{4}  \tag{14.2.2}\\
F^{o l r} & =\frac{\mathcal{F}^{o l r}}{4 \pi R^{2}}=\sigma_{B} T_{e}^{4} \tag{14.2.3}
\end{align*}
$$

The radiation balance at the glass and the ground surface is respectively given by

$$
\begin{align*}
\sigma_{B} T_{s}^{4}-2 \sigma_{B} T_{e}^{4} & =0  \tag{14.2.4}\\
(1-A) \frac{F^{\odot}}{4}+\sigma_{B} T_{e}^{4}-\sigma_{B} T_{s}^{4} & =0 \tag{14.2.5}
\end{align*}
$$

Thus, we obtain from (14.2.1) and (14.2.4) or (14.2.5),

$$
\begin{align*}
& T_{e}=\left[\frac{(1-A) F^{\odot}}{4 \sigma_{B}}\right]^{\frac{1}{4}}  \tag{14.2.6}\\
& T_{s}=2^{\frac{1}{4}} T_{e}=\left[\frac{(1-A) F^{\odot}}{2 \sigma_{B}}\right]^{\frac{1}{4}} \tag{14.2.7}
\end{align*}
$$

In the case $T_{e}=254.9 \mathrm{~K}$, we have $T_{s}=303.1 \mathrm{~K}$ (i.e., surface temperature is warmer than effective temperature). This warming effect on surface temperature due to the existence of the atmosphere, in this case represented by the glass, is called the greenhouse effect. This difference comes from the asymmetric property of atmospheric radiation, where the atmosphere is relatively transparent to solar radiation and opaque to planetary radiation. As shown below, the greenhouse effect depends on the distributions of absorbing gases and convective motions in the atmosphere.

The above argument is based on the assumption that the whole atmosphere is regarded as one sheet of glass. This argument can be extensible to multiple sheets of glass; it can be shown that if the number of sheets of glass is increased, the equilibrium surface temperature increases. In the next section, we further investigate the greenhouse effect by using the radiation model that considers the vertical structure of the atmosphere, and show that total optical depth corresponds to the number of sheets of the glass model.

### 14.3 Radiative equilibrium

### 14.3.1 Gray radiative equilibrium

In order to study the greenhouse effect using more realistic processes, we use the radiative transfer equation to obtain the relation between radiative flux and the vertical structure of temperature. We consider the vertically one-dimensional radiative equilibrium in which atmospheric temperature is a function of altitude $z$, and energy transfer is only in the form of radiative flux. We assume the gray atmosphere which enables analytic discussion of the radiative property. In a state of radiative equilibrium, the conservation of energy (14.1.4) is written as

$$
\begin{equation*}
\frac{\partial}{\partial z} \overline{F^{\text {rad }}}=0 \tag{14.3.1}
\end{equation*}
$$

where $\overline{F^{r a d}}$ is horizontal mean upward radiative flux.
Consistent with the assumption used for the glass model, solar radiation ( $1-A$ ) $\times F^{\odot} / 4$ is absorbed at the ground without being absorbed in the atmosphere. As for planetary radiation, the upward and downward fluxes satisfy (10.6.7) and (10.6.8), respectively:

$$
\begin{align*}
\frac{2}{3} \frac{d F^{\uparrow}(\tau)}{d \tau} & =F^{\uparrow}(\tau)-\pi B(\tau)  \tag{14.3.2}\\
-\frac{2}{3} \frac{d F^{\downarrow}(\tau)}{d \tau} & =F^{\downarrow}(\tau)-\pi B(\tau), \tag{14.3.3}
\end{align*}
$$

where $\pi B=\sigma_{B} T^{4}$. These fluxes are functions of the optical depth $\tau$, which is zero at the top of the atmosphere and $\tau_{s}$ at the ground. The net radiative flux of planetary radiation is given by

$$
\begin{equation*}
F(\tau)=F^{\uparrow}(\tau)-F^{\downarrow}(\tau) \tag{14.3.4}
\end{equation*}
$$

The boundary conditions for (14.3.2) and (14.3.3) are given such that downward planetary radiative flux is zero at the top of the atmosphere:

$$
\begin{equation*}
F^{\downarrow}(0)=0 \tag{14.3.5}
\end{equation*}
$$

and that upward flux at the ground is

$$
\begin{equation*}
F^{\uparrow}\left(\tau_{s}\right)=\pi B\left(\tau_{s}\right)=\sigma_{B} T_{s}^{4} \tag{14.3.6}
\end{equation*}
$$

where $T_{s}$ is surface temperature. Total radiative flux is given by the sum of solar radiation and planetary radiation. If solar radiation is not absorbed or reflected within the atmosphere, total radiative flux is written as

$$
\begin{equation*}
\overline{F^{r a d}}=-(1-A) \frac{F^{\odot}}{4}+F \tag{14.3.7}
\end{equation*}
$$

If this flux satisfies the equilibrium condition (14.3.1), the atmosphere is in a state of radiative equilibrium. In this case, $\overline{F^{r a d}}$ is independent of height. In particular, if there is no heat source in the atmosphere and solid Earth system, $\overline{F^{\text {rad }}=0 \text { must }}$ be satisfied. Therefore, the equilibrium condition reads

$$
\begin{equation*}
F=(1-A) \frac{F^{\odot}}{4} \tag{14.3.8}
\end{equation*}
$$

The solution to (14.3.2) and (14.3.3) can be easily found using the sum and the difference of the two equations:

$$
\begin{align*}
& \frac{2}{3} \frac{d}{d \tau}\left(F^{\uparrow}-F^{\downarrow}\right)=F^{\uparrow}+F^{\downarrow}-2 \pi B  \tag{14.3.9}\\
& \frac{2}{3} \frac{d}{d \tau}\left(F^{\uparrow}+F^{\downarrow}\right)=F^{\uparrow}-F^{\downarrow} \tag{14.3.10}
\end{align*}
$$

In the radiative equilibrium state, the left-hand side of (14.3.9) must vanish, then we have

$$
\begin{equation*}
F^{\uparrow}+F^{\downarrow}=2 \pi B \tag{14.3.11}
\end{equation*}
$$

Substituting this into (14.3.10) and using (14.3.4), we obtain

$$
\begin{equation*}
\frac{4 \pi}{3} \frac{d B}{d \tau}=F^{\uparrow}-F^{\downarrow}=F \tag{14.3.12}
\end{equation*}
$$

Integrating this along the optical path, we have

$$
\begin{equation*}
B=\frac{3}{4 \pi} F \tau+C, \tag{14.3.13}
\end{equation*}
$$

where $C$ is an integral constant. Substituting (14.3.13) into (14.3.11) by using (14.3.4) yields

$$
\begin{equation*}
F^{\uparrow}=\frac{1}{4}(3 F \tau+4 \pi C)+\frac{F}{2}, \quad F^{\downarrow}=\frac{1}{4}(3 F \tau+4 \pi C)-\frac{F}{2} . \tag{14.3.14}
\end{equation*}
$$

From the boundary condition (14.3.5), the integral constant is given as $C=F / 2 \pi$. Thus, (14.3.14) reduces to

$$
\begin{equation*}
F^{\uparrow}=\frac{F}{2}\left(\frac{3}{2} \tau+2\right), \quad F^{\downarrow}=\frac{F}{2} \cdot \frac{3}{2} \tau, \tag{14.3.15}
\end{equation*}
$$

and (14.3.13) becomes

$$
\begin{equation*}
\pi B=\frac{F}{2}\left(\frac{3}{2} \tau+1\right) \tag{14.3.16}
\end{equation*}
$$

Vertical profiles of these radiative fluxes are shown in Fig. 14.3. All these fluxes linearly depend on optical thickness $\tau$. The vertical profile of temperature is also given by a function of optical depth $\tau$. Substituting $\pi B=\sigma_{B} T^{4}$ (10.6.10) into (14.3.16), and using (14.3.8) and the effective temperature (14.2.6), we obtain the


Figure 14.3: The vertical profiles of radiative fluxes in radiative equilibrium of the gray atmosphere; $F^{u p}$ and $F^{d o w n}$ are the upward and downward longwave radiative fluxes, respectively. $\pi B$ is equal to $\sigma_{B} T^{4}$. The vertical ordinate is optical depth. Total optical depth $\tau_{s}=2$ is used for this figure.
temperature distribution with respect to optical thickness $\tau$

$$
\begin{align*}
T(\tau) & =\left[\frac{F}{2 \sigma_{B}}\left(\frac{3}{2} \tau+1\right)\right]^{\frac{1}{4}}=\left[\frac{(1-A) F^{\odot}}{8 \sigma_{B}}\left(\frac{3}{2} \tau+1\right)\right]^{\frac{1}{4}} \\
& =\left[\frac{1}{2}\left(\frac{3}{2} \tau+1\right)\right]^{\frac{1}{4}} T_{e} \tag{14.3.17}
\end{align*}
$$

From this, we can see that temperature at the altitude $\tau=2 / 3$ is equal to effective temperature: $T=T_{e}$. The temperature at the bottom of the atmosphere at $\tau=\tau_{s}$ is

$$
\begin{equation*}
T\left(\tau_{s}\right)=\left[\frac{F}{2 \sigma_{B}}\left(\frac{3}{2} \tau_{s}+1\right)\right]^{\frac{1}{4}} \tag{14.3.18}
\end{equation*}
$$

This is different from surface temperature, which is given from (14.3.6) and (14.3.15):

$$
\begin{equation*}
T_{s}=\left[\frac{F}{2 \sigma_{B}}\left(\frac{3}{2} \tau_{s}+2\right)\right]^{\frac{1}{4}} \tag{14.3.19}
\end{equation*}
$$

This means that temperature has a gap between the ground surface and the bottom of the atmosphere. This unrealistic result is derived from the assumption that no energy flux other than radiative flux is allowed as energy transport. If thermal diffusion is allowed to occur, the temperature gap disappears.

We need to specify the vertical distributions of absorbing constituents to obtain the dependence of temperature on height $z$. Here, for illustrative purposes, we assume that only one component of the absorbing constituents contributes to radiative flux. Let $q_{i}$ denote the mass concentration of absorbing constituents and assume that its vertical profile is expressed as the following function of pressure $p$ :

$$
\begin{equation*}
q_{i}=q_{i 0}\left(\frac{p}{p_{s}}\right)^{\alpha} \tag{14.3.20}
\end{equation*}
$$

where $\alpha$ is constant. If the atmosphere is isothermal, this relation is written as

$$
\begin{equation*}
q_{i}=q_{i 0} \exp \left(-\frac{z}{h}\right) \tag{14.3.21}
\end{equation*}
$$

where $h$ is the scale height of mass concentration $q_{i}$, which is relatable to the pressure scale height $H$ as $h=H / \alpha$. Substituting $\rho_{i}=\rho q_{i}$ in (10.5.1) and using hydrostatic balance, we express optical depth as

$$
\begin{align*}
\tau & =\int_{z}^{\infty} k \rho q_{i} d z=\int_{z}^{\infty} k \rho q_{i 0}\left(\frac{p}{p_{s}}\right)^{\alpha} d z \\
& =\frac{k q_{i 0}}{(\alpha+1) g p_{s}^{\alpha}} p^{\alpha+1}=\tau_{s}\left(\frac{p}{p_{s}}\right)^{\alpha+1} \tag{14.3.22}
\end{align*}
$$



Figure 14.4: The vertical profiles of temperature in radiative equilibrium of the gray atmosphere. The vertical ordinate is pressure. $F=239.3\left[\mathrm{~W} \mathrm{~m}^{-2}\right]$ is used. The left panel is for $\tau_{s}=2$ with $\alpha=10$ (solid), $\alpha=5$ (dashed), and $\alpha=1$ (dotted). The right panel is for $\alpha=5$ with $\tau_{s}=1$ (solid), $\tau_{s}=2$ (dashed), and $\tau_{s}=5$ (dotted).
where total optical depth is given as

$$
\begin{equation*}
\tau_{s}=\frac{k q_{i 0}}{(\alpha+1)} \frac{p_{s}}{g} \tag{14.3.23}
\end{equation*}
$$

The vertical distribution of temperature is given from the relation between (14.3.17) and (14.3.22). Examples of temperature profiles are shown in Fig. 14.4 for some values of $\alpha$ and $\tau_{s}$. For application to the real atmosphere, it is thought that $q_{i}$ represents water vapor as the most important absorbing constituent. Using typical values of the scale height of specific humidity $h=2 \mathrm{~km}$ and of the pressure scale height $H=8 \mathrm{~km}$, we have $\alpha=4$. Instead of using (14.3.23), however, the value of $\tau_{s}$ should be chosen so that the resultant temperature is close to a realistic value. Based on the temperature profile of radiative-convective equilibrium described later, the typical value of total optical depth is estimated as $\tau_{s}=4$.

### 14.3.2 Static stability of gray radiative equilibrium

Whether the state in radiative equilibrium is realized depends on the static stability of the thermal structure. In general, the temperature of gray radiative equilibrium decreases with height. According to Fig. 14.4, as $\alpha$ becomes larger, the lapse rate of the temperature $\frac{d T}{d p}$ in the lower layer of the atmosphere becomes larger. The lapse rate of gray radiative equilibrium can be calculated from (14.3.17) and (14.3.22)

$$
\begin{align*}
& \frac{d T}{d p}=\left(\frac{F}{2 \sigma_{B}}\right)^{\frac{1}{4}} \cdot \frac{1}{4}\left(\frac{3}{2} \tau+1\right)^{-\frac{3}{4}} \frac{3}{2} \frac{d \tau}{d p} \\
& \quad=\frac{\frac{3}{2} \tau}{\frac{3}{2} \tau+1} \frac{(\alpha+1) T}{4 p}=\frac{\frac{3}{2} \tau}{\frac{3}{2} \tau+1} \frac{(\alpha+1)}{4 \rho R_{d}} \tag{14.3.24}
\end{align*}
$$

where the equation of state $p=\rho R_{d} T$ is used. The dry adiabatic lapse rate of the ideal gas is given by (1.1.57):

$$
\begin{equation*}
\left(\frac{\partial T}{\partial p}\right)_{s}=\frac{1}{\rho C_{p}} \tag{14.3.25}
\end{equation*}
$$

The atmosphere is statically stable if the lapse rate is smaller than that of the dry adiabat. Thus, the condition for stability is given by comparison between (14.3.24) and (14.3.25); the stability condition of radiative equilibrium is given by

$$
\begin{equation*}
\frac{d T}{d p} /\left(\frac{\partial T}{\partial p}\right)_{s}=\frac{\frac{3}{2} \tau}{\frac{3}{2} \tau+1} \frac{(\alpha+1) C_{p}}{4 R_{d}}<1 \tag{14.3.26}
\end{equation*}
$$

Since $\frac{3}{2} \tau /\left(\frac{3}{2} \tau+1\right)<1$, the radiative equilibrium of the gray atmosphere is everywhere stable if

$$
\begin{equation*}
\alpha<4 \frac{R_{d}}{C_{p}}-1 \tag{14.3.27}
\end{equation*}
$$

is satisfied. This stability criterion is written as $\alpha<1 / 7=0.14$ for the case $C_{p} / R_{d}=7 / 2$. If this condition is not satisfied, there exists an unstable layer below the height where the optical depth is given by

$$
\begin{equation*}
\tau=\frac{2}{3}\left[\frac{(\alpha+1) C_{p}}{4 R_{d}}-1\right]^{-1} \tag{14.3.28}
\end{equation*}
$$

For example, for the values $\alpha=4, \tau_{s}=4$, and $C_{p} / R_{d}=7 / 2$, the top of the unstable layer is given by $\tau=0.20$ or $p=550 \mathrm{~Pa}$.

Even when the structure of radiative equilibrium is stable, surface temperature is generally warmer than the temperature at the bottom of the atmosphere, as can be seen from the difference between (14.3.18) and (14.3.19). This indicates that if thermal diffusion is allowed between the surface and the atmosphere, the lowest layer of the atmosphere has a large temperature lapse rate and is thought to be statically unstable. Thus, radiative equilibrium is not realizable in fact; instead, we need to consider a different equilibrium state that considers the effect of convection (i.e., radiative-convective equilibrium).

### 14.3.3 Approximations of radiative transfer

If radiative equilibrium breaks down, the convergence of radiative flux deviates from zero. In this case, the radiative transfer equations (14.3.2) and (14.3.3) are to be solved to obtain the heating rate due to radiation. Under certain circumstances, however, the heating rate due to radiation can be given by following approximate calculation methods.

If the total optical depth of the atmosphere is sufficiently thin, the magnitude of radiative flux at a given height is not affected by the surrounding temperature field and is determined by direct interaction with outer space. In this case, the heating rate is a function of the local value of temperature. From (14.3.4), (14.3.7), and
(14.3.9), the convergence of radiative flux with respect to optical thickness is given as

$$
\begin{equation*}
-\frac{2}{3} \frac{d}{d \tau} \overline{F^{r a d}}=-\left(F^{\uparrow}+F^{\downarrow}-2 \pi B\right) \tag{14.3.29}
\end{equation*}
$$

Since from (10.5.1)

$$
\begin{equation*}
d \tau=-\kappa \rho q_{i} d z \tag{14.3.30}
\end{equation*}
$$

the convergence of radiative flux is expressed as

$$
\begin{equation*}
-\frac{d}{d z} \overline{F^{r a d}}=\frac{3}{2} \kappa \rho q_{i}\left(F^{\uparrow}+F^{\downarrow}-2 \pi B\right) \tag{14.3.31}
\end{equation*}
$$

If optical depth $\tau$ is thin, we may have approximations $F^{\downarrow} \ll F^{\uparrow}$ and $F^{\uparrow} \approx$ const. In this case, $F^{\uparrow}$ is determined by surface temperature $T_{s}$ :

$$
\begin{equation*}
F^{\uparrow}=\sigma_{B} T_{s}^{4} \tag{14.3.32}
\end{equation*}
$$

Expanding $B$ with respect to $T$ around the radiative equilibrium temperature $T_{R}(z)$, we have

$$
\begin{align*}
2 \pi B & =2 \sigma_{B} T^{4}=2 \sigma_{B} T_{R}^{4}\left(1+\frac{T-T_{R}}{T_{R}}\right)^{4} \\
& \approx 2 \sigma_{B} T_{R}^{4}\left(1+4 \frac{T-T_{R}}{T_{R}}\right) \tag{14.3.33}
\end{align*}
$$

Thus, (14.3.31) is approximated as

$$
\begin{align*}
-\frac{d}{d z} \overline{F^{r a d}} & =\frac{3}{2} \kappa \rho q_{i}\left[\sigma_{B} T_{s}^{4}-2 \sigma_{B} T_{R}^{4}\left(1+4 \frac{T-T_{R}}{T_{R}}\right)\right] \\
& =-\rho C_{p} \frac{T-T_{e}}{\tau_{R}} \tag{14.3.34}
\end{align*}
$$

where

$$
\begin{equation*}
T_{e}=\frac{T_{s}^{4}+6 T_{R}^{4}}{8 T_{R}^{3}}, \quad \tau_{R}=\frac{C_{p}}{12 \kappa q_{i} \sigma_{B} T_{R}^{3}} \tag{14.3.35}
\end{equation*}
$$

$T_{e}$ is equilibrium temperature, and $\tau_{R}$ is radiative relaxation time. Note that $T_{e}$ is different from the radiative equilibrium temperature $T_{R}$ and that $\tau_{R}$ is slightly different from (12.4.11) and (13.3.21). For the above approximations, the convergence of radiative flux (14.3.34) is in the form of radiative relaxation. This form of radiation is called Newtonian cooling. Although these assumptions are not always applicable to the real atmosphere, Newtonian cooling is frequently used to represent the radiative effect for the theoretical consideration of atmospheric structure. In these cases, the profile of the equilibrium temperature $T_{e}$ is arbitrarily given depending on taking account of many factors other than those in (14.3.35).

In the other extreme case that optical depth is sufficiently thick, radiative flux is determined only by the surrounding temperature profiles. To zero-th order approximation, photons and the air are in local thermal equilibrium:

$$
\begin{equation*}
F^{\uparrow} \approx F^{\downarrow} \approx \pi B \tag{14.3.36}
\end{equation*}
$$

To the next order of approximation, from (14.3.2) and (14.3.3), we have

$$
\begin{align*}
F^{\uparrow} & =\frac{2}{3} \frac{d F^{\uparrow}}{d \tau}+\pi B \approx \frac{2}{3} \frac{d(\pi B)}{d \tau}+\pi B  \tag{14.3.37}\\
F^{\downarrow} & =-\frac{2}{3} \frac{d F^{\downarrow}}{d \tau}+\pi B \approx-\frac{2}{3} \frac{d(\pi B)}{d \tau}+\pi B . \tag{14.3.38}
\end{align*}
$$

From the difference between the two equations and using (14.3.30), we obtain

$$
\begin{align*}
F & =F^{\uparrow}-F^{\downarrow} \approx \frac{4}{3} \frac{d(\pi B)}{d \tau}=-\frac{4}{3 \kappa \rho q_{i}} \frac{d}{d z}\left(\sigma_{B} T^{4}\right) \\
& =-\frac{16 \sigma_{B} T^{3}}{3 \kappa \rho q_{i}} \frac{d T}{d z} \tag{14.3.39}
\end{align*}
$$

This indicates that radiative flux is in a diffusive form that is proportional to the local gradient of temperature. This kind of approximation is called diffusion approximation and is applicable to the interior of stars.

### 14.4 Radiative-convective equilibrium

The radiative equilibrium temperature profile is generally statically unstable as seen in Section 14.3.2. The lapse rate of temperature in radiative equilibrium is larger than that of the dry adiabat in the lower layer of the atmosphere for plausible values of optical parameters. Thus, convection will occur in unstable layers, so that a new equilibrium state is established instead of radiative equilibrium. To obtain the resultant new equilibrium, one needs to consider the effect of convection on the temperature profile in addition to the effect of radiation.

If convective and radiative fluxes co-exist in the free atmosphere, the energy balance over a long time average is expressed from (14.1.4) as:

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\overline{F^{c o n v}}+\overline{F^{r a d}}\right)=0 \tag{14.4.1}
\end{equation*}
$$

If there is no heat source within the Earth, net flux must vanish:

$$
\begin{equation*}
\overline{F^{c o n v}}+\overline{F^{r a d}}=0 \tag{14.4.2}
\end{equation*}
$$

In general, in the framework of a vertically one-dimensional structure, one needs to introduce a convective model to obtain an expression for convective flux $\overline{F^{\text {conv }}}$, since convection is inherently two- or three-dimensional. There are basically two types of convective models: the first is to directly give the expression of $\overline{F^{c o n v}}$, and the second is to assume the resultant temperature profile. An example of the former method is the mixing length theory, while one for the latter is convective
adjustment. These were originally based on convection in a dry atmosphere. One needs to model a moist circulation that includes the phase changes of water to apply to the real atmosphere. The modeling of moist convection will be considered in Chapter 15. Here, we will explain the above two methods for a dry atmosphere.

### 14.4.1 Mixing length theory

The mixing length theory is based on the assumptions that air parcels associated with convection can be distinguished from the environmental field, and that convective energy flux is estimated as the vertical transport of heat by individual air parcels. The buoyancy force drives air parcels vertically up or down to a distance $l$ at which they are mixed with the environment. In the general formulation of the mixing length theory, convective flux is written as

$$
\begin{equation*}
\overline{F^{\text {conv }}}=-\rho C_{p} K^{\text {conv }} \frac{\partial \bar{\theta}}{\partial z} \tag{14.4.3}
\end{equation*}
$$

where $K^{c o n v}$ is the eddy diffusion coefficient and $\theta$ is potential temperature. From dimensional analysis, the eddy diffusion coefficient $K^{\text {conv }}$ can be set to a product of length scale $l$ and velocity scale $V: K^{\text {conv }}=l V$ (see (11.2.12)). The length scale $l$ is thought to be a typical height scale of convection and corresponds to the typical scale of an air parcel. $l$ is called the mixing length.

The choice of mixing length $l$ depends on many factors. In the boundary layer near the ground, for instance, the mixing length is generally given proportional to $z .^{\dagger}$ In a deep atmosphere, on the other hand, there is no typical length scale other than the pressure scale height $H=C_{p} T / g$, so that $l$ is usually set to $H$. As for the velocity scale, we assume that the magnitude of vertical velocity is given by the buoyancy force

$$
\begin{equation*}
V=\left(l \frac{\theta^{\prime}}{\bar{\theta}} g\right)^{\frac{1}{2}} \tag{14.4.4}
\end{equation*}
$$

where $\theta^{\prime}$ is the deviation of potential temperature from the environmental field possessed by an air parcel. Assuming that the vertical motion of the air parcel is adiabatic, we can relate the deviation of potential temperature to the gradient of potential temperature in the environment, as shown in Fig. 14.5:

$$
\begin{equation*}
\theta^{\prime}=-l \frac{\partial \bar{\theta}}{\partial z} \tag{14.4.5}
\end{equation*}
$$

where positive deviation $\theta^{\prime}>0$ (i.e., positive buoyancy) is realized only in the case $\frac{\partial \bar{\theta}}{\partial z}<0$. Thus, we obtain the eddy diffusion coefficient:

$$
\begin{equation*}
K^{c o n v}=l V=l^{2}\left(-\frac{g}{\bar{\theta}} \frac{\partial \bar{\theta}}{\partial z}\right)^{\frac{1}{2}} \tag{14.4.6}
\end{equation*}
$$
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Figure 14.5: The thermodynamic paths of air parcels for the mixing length theory. Left: relation between temperature of the environment and that of upward and downward-moving air parcels. Right: relation between potential temperature or entropy of the environment and that of air parcels. Dotted lines are environmental states, and solid arrows are the paths of air parcels. Air parcels are mixed with environmental air after vertical displacement $l$.

The above formula can be rewritten using temperature. Using hydrostatic balance and the equation of state of the ideal gas, we generally have

$$
\begin{align*}
\frac{1}{\bar{\theta}} \frac{\partial \bar{\theta}}{\partial z} & =\frac{1}{\bar{T}} \frac{\partial \bar{T}}{\partial z}-\frac{R_{d}}{C_{p}} \frac{1}{\bar{p}} \frac{\partial \bar{p}}{\partial z}=\frac{1}{\bar{T}} \frac{\partial \bar{T}}{\partial z}+\frac{R_{d}}{C_{p}} \frac{\rho g}{\bar{p}} \\
& =\frac{1}{\bar{T}}\left(\frac{\partial \bar{T}}{\partial z}+\Gamma_{d}\right) \tag{14.4.7}
\end{align*}
$$

Therefore, (14.4.3) and (14.4.6) are written as

$$
\begin{align*}
\overline{F^{c o n v}} & =\rho C_{p} l^{\prime 2}\left(\frac{g}{\bar{T}}\right)^{\frac{1}{2}}\left[-\left(\frac{\partial \bar{T}}{\partial z}+\Gamma_{d}\right)\right]^{\frac{3}{2}}  \tag{14.4.8}\\
& =-\rho C_{p} K^{c o n v^{\prime}}\left(\frac{\partial \bar{T}}{\partial z}+\Gamma_{d}\right)  \tag{14.4.9}\\
K^{c o n v^{\prime}} & =l^{\prime 2}\left[-\frac{g}{\bar{T}}\left(\frac{\partial \bar{T}}{\partial z}+\Gamma_{d}\right)\right]^{\frac{1}{2}} \tag{14.4.10}
\end{align*}
$$

where $l^{\prime}=l(\bar{\theta} / \bar{T})^{1 / 4}$. We may think of $l^{\prime}$ as the usual mixing length by ignoring the difference in the factor.

The diffusion coefficient is positive $K^{\text {conv }}>0$ if stratification is unstable. This means that convective flux exists only in the unstable layer if the mixing length theory is applied. We refer to this unstable layer as the convective layer. Even if convection motion occurs, stratification is still unstable; the convective flux of the mixing length theory does not completely eliminate unstable stratification of the convective layer. In general, however, as will soon be shown, the convective layer is marginally unstable and very close to neutral. From the balance of the energy flux in the equilibrium state (14.4.2) and convective flux (14.4.8), the ratio of the lapse
rate to the dry adiabat is estimated as

$$
\begin{equation*}
\frac{-\left(\frac{\partial \bar{T}}{\partial z}+\Gamma_{d}\right)}{\Gamma_{d}}=\left(\frac{\overline{F^{r a d}} \sqrt{C_{p} \bar{T}}}{\rho g^{2} l^{2}}\right)^{\frac{2}{3}} \tag{14.4.11}
\end{equation*}
$$

In the case of radiative equilibrium, $\overline{F^{r a d}}$ is everywhere equal to zero. Within the convective layer, however, its value is unknown in advance. Here, we use a representative value of incident solar radiation $\overline{F^{r a d}} \approx 300 \mathrm{Wm}^{-2}$ to estimate the above ratio. Using $C_{p} \approx 10^{3} \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}, \bar{T} \approx 300 \mathrm{~K}, g \approx 10 \mathrm{~m} \mathrm{~s}^{-2}$, and $l \approx 8 \mathrm{~km}$, Eq. (14.4.11) is about $10^{-3}$. Thus, the difference of the lapse rate from that of the dry adiabat is very small if the mixing length theory is applicable.

Now, we may relate the above ratio to the non-dimensional parameters of Golit-
 $\rho l \approx M_{\text {col }}$ (horizontally averaged mass of an air column per unit area), ${ }^{\dagger}$

$$
\begin{align*}
\frac{-\left(\frac{\partial \bar{T}}{\partial z}+\Gamma_{d}\right)}{\Gamma_{d}} & \approx\left(\frac{F_{s}}{\sqrt{C_{p} T_{e}} M_{c o l} g}\right)^{\frac{2}{3}}=\left(\frac{\sigma_{B}^{1 / 8} F_{s}^{7 / 8}}{C_{p}^{1 / 2} M_{c o l} g}\right)^{\frac{2}{3}} \\
& =\left(\Pi_{M} \Pi_{g}\right)^{\frac{2}{3}} \tag{14.4.12}
\end{align*}
$$

Since $\Pi_{M} \ll 1$ and $\Pi_{g} \ll 1$ in most planets, the lapse rate in the convective layer of radiative-convective equilibrium is close to neutral. Gierasch and Goody (1968) applied the mixing length theory to the atmosphere of Mars. Matsuda and Matsuno (1978) discussed the radiative-convective equilibrium of the atmosphere of Venus using mixing length theory. They found that the lapse rate of the convective layer is close to that of the dry adiabat.

In the boundary layer, the mixing length $l$ is thought to be proportional to the distance from the surface and is shorter than the mixing length in the free atmosphere used above. So, we can estimate the typical height at which the lapse rate is appreciably different from that of the dry adiabat. Assuming that the ratio (14.4.11) equals one at height $l=z_{m}$, we obtain

$$
\begin{equation*}
l=\left(\frac{\overline{F^{r a d}} \sqrt{C_{p} \bar{T}}}{\rho g^{2}}\right)^{\frac{1}{2}} \equiv z_{m} \tag{14.4.13}
\end{equation*}
$$

For the same parameters used above, we have $z_{m} \approx 40 \mathrm{~m}$. This leads us to believe that the lapse rate of radiative-convective equilibrium is different from that of the dry adiabat between the surface and the height $z_{m}$. Letting $\theta_{m}$ denote the potential temperature at $z_{m}$, and $\theta_{s}$ the surface value of potential temperature, we express convective flux as

$$
\begin{equation*}
\overline{F^{c o n v}}=-\rho C_{p} \frac{K^{c o n v}}{z_{m}}\left(\theta_{m}-\theta_{s}\right) \tag{14.4.14}
\end{equation*}
$$

[^36]Introducing a typical velocity scale $u_{*}$ which is driven by buoyancy in the boundary layer, we can estimate the diffusion coefficient using (14.4.4)-(14.4.6) as

$$
\begin{equation*}
\frac{K^{\text {conv }}}{z_{m}} \approx\left(-\frac{g}{\bar{\theta}} \frac{\partial \bar{\theta}}{\partial z}\right)^{\frac{1}{2}} z_{m} \propto u_{*} \tag{14.4.15}
\end{equation*}
$$

Therefore, we can express convective flux in the boundary layer as

$$
\begin{equation*}
\overline{F^{c o n v}}=\rho C_{p} C_{D} u_{*}\left(\theta_{s}-\theta_{m}\right) \tag{14.4.16}
\end{equation*}
$$

In this form, the coefficient $C_{D}$ is called the bulk coefficient. The value $C_{D} u_{*}$ is typically $0.01 \mathrm{~m} \mathrm{~s}^{-1}{ }^{\dagger}$

### 14.4.2 Convective adjustment

We have found, based on an evaluation using the mixing length theory, that the lapse rate in the convective layer in radiative-convective equilibrium is very close to that of the dry adiabat $\Gamma_{d}$. This suggests that the temperature structure of radiative-convective equilibrium can be determined by setting the lapse rate of the convective layer to $\Gamma_{d}$ without the explicit expression of convective flux. This method is called convective adjustment.

In the case of the gray radiation model, the temperature structure of radiative equilibrium is statically unstable in the layer close to the surface if absorbing constituents are more abundant in the lower layer; the layer is unstable below the level where the optical depth is equal to (14.3.28). The convective layer of radiativeconvective equilibrium, therefore, exists at least between the surface and the level given by (14.3.28). Because of the energy balance and the requirement for continuity of temperature, the top level of the convective layer is located at a higher level than this. The atmospheric structure of radiative-convective equilibrium can be divided into the convective layer and the layer above the convective layer. The convective layer corresponds to the troposphere, the top level of the convective layer is the tropopause, and the layer above the tropopause is the stratosphere. In the stratosphere, only radiative flux exists as the energy transport; thus the stratosphere is in radiative equilibrium. The schematic relation between the temperature structure of radiative-convective equilibrium and that of radiative equilibrium is displayed in Fig. 14.6. It should be noted that the stratosphere is actually defined as a layer in which temperature increases with height as shown in Fig. 14.1. In the case of the gray radiation model, the stratosphere is simply defined as a layer in radiative equilibrium. Since absorption by ozone is not considered in this case, the temperature in the stratosphere approaches a constant value with height.

The convective adjustment method determines the temperature structure in the convective layer using the externally specified lapse rate of temperature. In the case of a dry atmosphere, the mixing length theory suggests that the lapse rate in the convective layer is very close to that of the dry adiabat $\Gamma_{d}$. Although the lapse rate
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Figure 14.6: Schematic temperature profiles of radiative equilibrium and radiative-convective equilibrium with convective adjustment. If the gray radiation model is used with the same optical parameters, the temperature profile in the stratosphere of radiative-convective equilibrium agrees with that of radiative equilibrium.
near the surface is larger than $\Gamma_{d}$, the difference is appreciable only in the very thin layer below $z_{m}$, (14.4.13). Thus, in the layer below $z_{m}$, we represent the sum of thermal diffusive flux and turbulent flux due to small convective eddies as sensible heat flux from the surface to the atmosphere. We assume the formula (14.4.16) for sensible heat flux.

In the equilibrium state, the sum of convective flux, radiative flux, and sensible heat flux is constant irrespective of height as shown by (14.1.5). On the assumption described above, sensible heat flux $\overline{F^{s h}}$ exists only in the layer just above the surface. On the other hand, convective flux $\overline{F^{c o n v}}$ becomes zero at the surface, and radiative flux continuously varies near the surface. Thus, if we neglect the structure within the surface layer, we may set the boundary condition of convective flux at the surface as

$$
\begin{equation*}
\overline{F^{c o n v}}(0)=\overline{F^{s h}}=\overline{\rho C_{p} C_{D} u_{*}\left(T_{s}-T_{0}\right)}, \tag{14.4.17}
\end{equation*}
$$

where (14.4.16) is used and the depth of the boundary layer is neglected: the surface temperature $T_{s}$ and the temperature at the bottom of the atmosphere $T_{0}$ are used instead of potential temperature. The temperature gap between the surface and the atmosphere depends on the magnitude of the coefficient $C_{D} u_{*}$. In the limit $C_{D} u_{*} \rightarrow$ $\infty$, for instance, the temperature gap approaches zero and $F^{\uparrow}(0)=\pi B(0)=\sigma_{B} T_{s}^{4}$.

The profiles of radiative flux and convective flux in the limit $C_{D} u_{*} \rightarrow \infty$ are schematically shown in Fig. 14.7. The tropopause height is denoted by $z^{T}$. Radiative flux consists of the net solar radiation flux $\overline{F^{\text {rads }}}$ and the infrared planetary radiation $\overline{F^{\text {radl }}}$. Throughout all the layer in radiative-convective equilibrium, energy flux satisfies the relation $\overline{F^{\text {conv }}}+\overline{F^{\text {rads }}}+\overline{F^{\text {radl }}}=0$. We assume that solar radiation is not absorbed in the atmosphere and is given by $\overline{F^{\text {rads }}}=(1-A) F^{\odot} / 4$. Convective flux $\overline{F^{c o n v}}$ is different from zero within the troposphere (i.e., between the surface and the tropopause, where the tropopause height is denoted by $z^{T}$ ).


Figure 14.7: Schematic profiles of radiative flux and convective flux in radiative-convective equilibrium in the case of $C_{D} u_{*} \rightarrow \infty$. $z^{T}$ is the tropopause. $F^{\text {rads }}$ is solar radiative flux, $F^{r a d l}$ is planetary radiative flux, $F^{c o n v}$ is convective flux, and $F^{s h}$ is sensible heat flux from the surface. $F^{r a d l}$ is equal to the difference between the upward planetary radiative flux $F^{u p}$ and the downward planetary radiative flux $F^{\text {down }} . \pi B$ is equal to $\sigma_{B} T^{4}$. The dotted lines show the profiles in radiative equilibrium.

At the surface, convective flux is equal to $\overline{F^{s h}}$. Longwave radiation is given by $F^{\text {radl }}=F^{\uparrow}-F^{\downarrow}$, and is equal to $-\overline{F^{\text {rads }}}-\overline{F^{s h}}$ at the surface. $F^{\text {radl }}$ increases with height from the surface to $z^{T}$, and is equal to $-\overline{F^{\text {rads }}}$ above $z^{T}$. In the stratosphere above $z^{T}$, the variations of the fluxes, $F^{\uparrow}, F^{\downarrow}$, and $\pi B$, follow those of radiative equilibrium shown in Fig. 14.3. In the troposphere below $z^{T}, F^{\downarrow}$ is larger than that of radiative equilibrium, and $F^{\uparrow}$ is smaller than that of radiative equilibrium. Since surface temperature and the temperature at the bottom of atmosphere is assumed to be equal, $F^{\uparrow}=\pi B$ is satisfied at the surface.

The vertical temperature profiles for the case when a more realistic radiative process is used are shown in the left panel of Fig. 14.8 (Manabe and Strickler 1964). This shows the vertical temperature profiles in radiative equilibrium, radiativeconvective equilibrium with dry adiabatic adjustment, and that with a critical lapse rate of $6.5 \mathrm{~K} \mathrm{~km}^{-1}$, which represents the average lapse rate in midlatitudes. The tropopause gets higher and the surface temperature gets lower as the critical lapse rate becomes smaller (i.e., upward convective energy flux is larger in the case with the dry adiabat (about $10 \mathrm{~K} \mathrm{~km}^{-1}$ ) than in the case with the lapse rate 6.5 K $\mathrm{km}^{-1}$ ). Different from the temperature profiles with the gray radiation model in Fig. 14.6, the temperature profiles in the stratosphere differ between pure radiative equilibrium and radiative-convective equilibrium. The right panel of Fig. 14.8 shows the vertical distributions of the heating rate due to radiation for each component of gases. In the troposphere, the cooling effect of water vapor on longwave radiation is most important; net cooling amounts to about $1.5 \mathrm{~K}^{\text {day }}{ }^{-1}$ through the troposphere. In the stratosphere, solar heating due to $\mathrm{O}_{3}$ is balanced by longwave cooling due to $\mathrm{CO}_{2}$.


Figure 14.8: Vertical distributions of the temperature and heating rate in radiative equilibrium and in radiative-convective equilibrium. Left: temperature distributions of radiative equilibrium (dashed), radiative-convective equilibrium with a dry adiabatic lapse rate (dotted), and radiative-convective equilibrium with a critical lapse rate of $6.5 \mathrm{~K} \mathrm{~km}^{-1}$ (solid). Right: the rate of temperature change due to radiation for radiative-convective equilibrium. Heating rates due to gas components, $\mathrm{CO}_{2}, \mathrm{H}_{2} \mathrm{O}$, and $\mathrm{O}_{3}$, for longwave radiation ( L ) and shortwave radiation ( S ) are shown. After Manabe and Strickler (1964). (c)American Meteorological Society. Used with permission.

### 14.5 Radiative-convective equilibrium in a moist atmosphere

### 14.5.1 Energy balance

The vertical one-dimensional energy balance of a moist atmosphere is given by the horizontal and time average of the equation of total moist energy (9.6.17):

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\overline{F^{c o n v}}+\overline{F^{r a d}}+\overline{F^{s h}}+\overline{F^{l h}}\right)=0 \tag{14.5.1}
\end{equation*}
$$

where $\overline{F^{l h}}$ is latent heat flux due to the diffusion of water vapor. In this case, the convective energy flux $F^{\text {conv }}$ is given by (14.1.2)

$$
\begin{equation*}
F^{c o n v}=\rho w \sigma=\rho w\left(\sigma_{d}+L q\right)=\rho w\left(C_{p} T+g z+L q\right), \tag{14.5.2}
\end{equation*}
$$

where $\sigma$ is moist static energy and $\sigma_{d}$ is the dry static energy. If the contributions of thermal diffusion and the diffusion of water vapor are confined in a thin layer very close to the surface, the energy balance in the free atmosphere can be written as

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\overline{F^{c o n v}}+\overline{F^{r a d}}\right)=0 . \tag{14.5.3}
\end{equation*}
$$

In this form, the energy balance of a moist atmosphere is apparently the same as that of a dry atmosphere; the difference is hidden in convective flux, which has a contribution of latent heat flux in the case of a moist atmosphere.

To consider the vertical one-dimensional balance of a moist atmosphere, we need to add the equation of water vapor. The balance of water vapor is given by the
horizontal and time average of (9.6.1):

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\overline{\rho w q}+\overline{i_{z}}\right)=-\overline{S_{q}}, \tag{14.5.4}
\end{equation*}
$$

where $S_{q}$ is the source term of water vapor and $i_{z}$ is the vertical component of the diffusion of water vapor. At the surface, this flux is equal to evaporation from the surface; we assume that it is given by a bulk formula similar to that of sensible heat flux (14.4.17):

$$
\begin{equation*}
\overline{\rho w q}(0)=\overline{E_{v}}=\overline{\rho C_{D} u_{*}\left(q_{s}-q_{0}\right)}, \tag{14.5.5}
\end{equation*}
$$

where $q_{s}$ is specific humidity at the surface, and $q_{0}$ is that at the bottom of the atmosphere. We have assumed that coefficient $C_{D}$ is the same as that of thermal diffusion (14.4.17) for simplicity. ${ }^{\dagger}$ We further assume that diffusive flux $\overline{i_{z}}$ is smaller than convective flux $\overline{\rho w q}$ in the free atmosphere. Neglecting the thickness of the boundary layer, we can equate the boundary value of $\overline{\rho w q}$ at the bottom of the atmosphere to (14.5.5). Thus, at the bottom of the atmosphere, the value of convective flux (14.5.2) is given by the sum of sensible heat flux and latent heat flux from the surface and is given by the following bulk formula:

$$
\begin{equation*}
\overline{F^{c o n v}}(0)=\overline{F^{s h}}+\overline{F^{l h}}=\overline{F^{s h}}+L \overline{E_{v}}=\overline{\rho C_{p} C_{D} u_{*}\left(\sigma_{s}-\sigma_{0}\right)} \tag{14.5.6}
\end{equation*}
$$

where $\sigma_{s}=C_{p} T_{s}+L q_{s}$ and $\sigma_{0}=C_{p} T_{0}+L q_{0}$.
We may have an alternative form of the energy balance of a moist atmosphere; the effect of the latent heat release of water vapor can be interpreted as the heating of the dry atmosphere. In this case, multiplying $L$ by (14.5.4) and subtracting it from (14.5.1), we obtain

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\overline{F_{d}^{c o n v}}+\overline{F^{r a d}}+\overline{F^{s h}}\right)=\overline{\rho C_{p} Q_{m}} \tag{14.5.7}
\end{equation*}
$$

where $Q_{m}$ is heating due to latent heat release, given by (9.6.10). $F_{d}^{c o n v}$ is the convective energy flux of a dry atmosphere, given by (14.1.2). If diffusive fluxes are negligible outside the boundary layer, the energy balance in the free atmosphere is written as

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\overline{F_{d}^{c o n v}}+\overline{F^{r a d}}\right)=\overline{\rho C_{p} Q_{m}} \tag{14.5.8}
\end{equation*}
$$

This is the balance between latent heat release and the divergence of radiative and convective fluxes.

### 14.5.2 Convective adjustment

One needs to take account of the transport of water vapor to obtain the convective flux of the radiative-convective equilibrium of a moist atmosphere. However, if we assume that moist air parcels retain constant moist entropy during their motion, the

[^38]mixing length theory that was used for a dry atmosphere can be utilized to obtain the temperature structure of a moist atmosphere without explicitly considering the transport of water vapor. In this case, strictly speaking, we need to assume that an equal amount of water is contained in all the air parcels and, if water vapor is condensed, that the condensed water is held in the air parcels without precipitating as rain. According to the mixing length theory on these assumptions, the temperature structure in the convective layer almost becomes neutral as described in Section 14.4.1. Specifically, in this case, it is neutral in a saturated moist atmosphere and the lapse rate should be close to the moist adiabat that is given in Sections 8.1.7 or 8.2.4. An approximate equation of the moist adiabat (8.2.49) is convenient for the qualitative discussion here. The moist adiabatic lapse rate of temperature per unit height is given by
\[

$$
\begin{equation*}
\Gamma_{m}=\Gamma_{d} \frac{1+\frac{\varepsilon L}{R_{d} T} \frac{p^{*}(T)}{p}}{1+\frac{\varepsilon^{2} L^{2}}{C_{p} R_{d} T^{2}} \frac{p^{*}(T)}{p}}, \tag{14.5.9}
\end{equation*}
$$

\]

which is a function of $T$ and $p$, and $\Gamma_{d}=g / C_{p}$. In fact, this is the pseudo-moist adiabat. In general, we have $\left|\Gamma_{m}\right|<\left|\Gamma_{d}\right|$ (i.e., the lapse rate in the convective layer of a moist atmosphere is smaller than that of a dry atmosphere). This means that the tropopause height of a moist atmosphere is in general higher than that in a dry atmosphere if other conditions including radiative property are the same. Figure 14.9 shows the relation between the dry adiabat and the moist adiabat. As temperature increases, the difference between the moist adiabat and the dry adiabat becomes larger, while the two lapse rates get closer as temperature gets colder or altitude gets higher.

In reality, precipitation occurs with moist convection, and air parcels in a moist


Figure 14.9: Temperature profiles according to the dry adiabat (dotted), the pseudo-moist adiabat (solid), and the saturated moist adiabat (dashed) whose water content is conserved as the saturation value at the surface.
atmosphere have different water content. This means that the assumption used for the mixing length theory is not appropriate for a moist atmosphere, and that the theoretical basis for use of the moist adiabat as the lapse rate of convective adjustment is lost. In addition, moist convection has a very complicated structure if precipitation is associated. For numerical simulations of the global-scale circulation, for instance, the statistical models of the effect of cumulus convection are introduced. In the next chapter, the vertical one-dimensional structure of a moist atmosphere will be considered using a schematic model of moist convection which consists of an upward motion region and a downward motion region. According to such a simplified model, it will be found that the lapse rate of the moist convective layer is close to the moist adiabat even if precipitation is associated.

### 14.6 Runaway greenhouse effect

In the case of a moist atmosphere, if incident solar radiation is larger than some critical value, there is a regime in which no liquid phase is allowed at the surface. This kind of regime is caused by the runaway greenhouse effect, which is qualitatively explained as follows. Suppose that solar radiation is increased. In this case, the surface temperature given in the solution to radiative-convective equilibrium becomes warmer. If water vapor is just saturated at the ground, the atmosphere contains more water vapor and thus the total optical depth of the atmosphere becomes more opaque. If the atmosphere becomes more opaque, in turn, the surface temperature becomes warmer because of the greenhouse effect, and then the atmosphere contains more water vapor. This positive feedback will continue until all liquid water (i.e., the oceans) evaporates. In the very early stages of Earth's history, some modeling studies show that the Earth could have been in a state in which all oceans evaporated (Kasting, 1989; Abe and Matsui, 1988).

It is found that positive feedback for a runaway greenhouse effect works only if incident solar radiation is larger than some critical value. This critical point can be estimated by the following procedure. To simplify the argument, we assume that only water vapor contributes to radiation and that water vapor has a constant absorbing coefficient $k$ which is independent of wavelength (gray radiation). Total optical depth is given by (10.5.1):

$$
\begin{equation*}
\tau=\int_{\infty}^{z} k \rho q d z=\int_{0}^{p} k q \frac{d p}{g} \tag{14.6.1}
\end{equation*}
$$

We assume that specific humidity $q$ is constant in the stratosphere irrespective of height and that it is saturated at the tropopause. Letting $T_{T}$ and $p_{T}$ denote temperature and pressure at the tropopause, respectively, we have specific humidity at the tropopause given by

$$
\begin{equation*}
q_{T}=\varepsilon \frac{p^{*}\left(T_{T}\right)}{p_{T}} . \tag{14.6.2}
\end{equation*}
$$

Thus, the optical depth at the tropopause is given by (14.6.1) using (8.2.11):

$$
\begin{equation*}
\tau_{T}=k q_{T} \frac{p_{T}}{g}=k \varepsilon \frac{p^{*}\left(T_{T}\right)}{g}=\frac{k \varepsilon p_{0}^{*}}{g} \exp \left[\frac{L_{0}}{\varepsilon R_{d}}\left(\frac{1}{T_{0}}-\frac{1}{T}\right)\right] . \tag{14.6.3}
\end{equation*}
$$

If the stratosphere is in radiative equilibrium with the gray atmosphere, we have a relation between the optical depth and temperature in the stratosphere using (14.3.16) and $\pi B=\sigma_{B} T^{4}$ :

$$
\begin{equation*}
\tau=\frac{4}{3}\left(\frac{\sigma_{B} T^{4}}{F}-\frac{1}{2}\right) \tag{14.6.4}
\end{equation*}
$$

where $F$ is net incident solar flux given by (14.3.8). Therefore, water vapor at the tropopause can be in a saturated state if (14.6.3) has a solution to (14.6.4) (i.e., the runaway greenhouse effect does not occur). Figure 14.10 shows three profiles of gray radiative equilibrium and the tropopause temperature given by (14.6.3). For the smallest value of $F=240 \mathrm{~W} \mathrm{~m}^{-2}$, Eq. (14.6.3) has two solutions to (14.6.4). The upper point is regarded as the tropopause. For the largest value of $F=320$ $\mathrm{W} \mathrm{m}{ }^{-2}$, on the other hand, no solution exists. This means that, if solar radiation is large enough, there is no solution for radiative-convective equilibrium in which the air is saturated at the tropopause. This mechanism of the runaway greenhouse effect was found by Komabayashi (1968) and Ingersoll (1969), and the critical value of solar radiation is called the Komabayashi-Ingersoll limit (Nakajima et al., 1992). Figure 14.11 shows the relationship between temperature and pressure for different values of sea surface temperature (Nakajima et al., 1992). This calculation is done using simplified gray radiation. As sea surface temperature


Figure 14.10: Relation between temperature and optical depth for the runaway greenhouse effect. The solid curves are the temperature structure of gray radiative equilibrium for solar radiation $F=240,280$, and $320 \mathrm{~W} \mathrm{~m}^{-2}$, while the dotted curves relate the optical depth at the tropopause to the tropopause temperature under the saturation condition (14.6.3). In the case of $F=240$ $\mathrm{W} \mathrm{m}{ }^{-2}$, the tropopause can be saturated, while there is no solution to a saturated tropopause in the case of $F=320 \mathrm{~W} \mathrm{~m}^{-2}$.


Figure 14.11: Relation between temperature and pressure for various sea surface temperatures.
After Nakajima et al. (1992). (c)American Meteorological Society. Used with permission.
temperature increases, the total mass of the atmosphere increases due to the increased abundance of water. At a sea surface temperature of 450 K , atmospheric mass is 10 times larger than the present value.
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## 15

## Moist convection

In the previous chapter, we examined the vertical structure of the atmosphere based on the balance between energy transports due to radiation and convection. If convective motion is described by the mixing length theory, the effect of convection is almost equivalent to adjusting the temperature profile to an adiabatic profile. As for a moist atmosphere, convective motion has asymmetry between upward motion and downward motion because latent heat release is associated with upward motion. Since such asymmetry is generally not taken into account for the mixing length theory, we must reconsider the effect of moist convection on the temperature profile in a moist atmosphere. This leads to the construction of a cumulus model that is based on the characteristic motion of moist convection in nature (i.e., cumulus convection).

In this chapter, to consider the vertical structure of a moist atmosphere, we examine the fundamental characteristics of moist circulation that is observed as cumulus convection in the tropics. Using a simplified cumulus model, we present a schematic view of the thermodynamic structure that is associated with moist circulation. We will find that the horizontal mean temperature profile of a moist atmosphere that has asymmetry between upward motion and downward motion is also close to the moist adiabat.

In a moist atmosphere, the condensation of water vapor occurs in the layer above a particular level, called the cloud base or the lifting condensation level. Thus, the troposphere of a moist atmosphere is further divided into two layers: the upper layer is associated with water vapor condensation and is characterized by moist convection, and the lower layer is free from water vapor condensation and is characterized by dry convection. The latter is called the mixed layer and plays fundamental roles in the transport of heat and water vapor from the surface to the atmosphere. We examine the properties of the mixed layer in vertical, one-dimensional, statistical equilibrium states using the above simplified cumulus model. The concept of this chapter is related to the cumulus parameterization used
for general circulation models. We will briefly describe a mass flux scheme that is a representative cumulus parameterization.

### 15.1 Circulation structures of convection

The vertical structure of the Earth's atmosphere is maintained by moist circulation, particularly in the tropics. We need to analyze the structure of this moist circulation to understand the vertical profiles of temperature and water vapor in the tropics. Moist circulation in the tropics is viewed as the convection associated with hydrological circulation. Moist convection is quite different from more fundamental forms of convection, such as Bénard convection and that in a dry atmosphere. We begin by comparing moist convection with dry convection and Bénard convection.

The energy balance of an equilibrium state of a moist atmosphere is written as the balance between convective flux and radiative flux as shown by (14.5.3); in this equation, the latent heat of water vapor is included in moist enthalpy. In a radiative-convective equilibrium state, heating due to convection occurs in the form of supply of latent and sensible heat fluxes from the surface and cooling due to radiation that occurs in the free atmosphere (i.e., the troposphere). In the same way, we can consider convection in a dry atmosphere without the hydrological cycle. If a dry atmosphere is heated from the surface and cooled in the free atmosphere, dry convection will occur in the free atmosphere and the radiative-convective equilibrium of the dry atmosphere will be established as described in Section 14.4. We furthermore consider convection in the Boussinesq fluid. This is known as Bénard convection, which is theoretically described in Section 5.2.1. The theory underlying Bénard convection can be formulated as a fluid surrounded by rigid walls at the top and bottom of the fluid. The fluid is heated from the bottom boundary and cooled at the top boundary. Unlike the atmosphere, the Boussinesq fluid has a very narrow depth such that the difference between temperature and potential temperature is negligible.

We examine the temperature structures of the three types of convection by introducing a simplified convective model; we assume that the convections have a steady cycle, that upward and downward motion regions are clearly distinguished, and that the exchange between upward and downward motion regions is negligible except for the top and bottom boundary layers. These assumptions are oversimplified for quantitative discussion of the effect of convection. Nevertheless, such a conceptual model is still useful because it provides constraints for possible temperature profiles.

First, we consider the temperature structure of Bénard convection, which is schematically shown in Fig. 15.1. Temperatures at the bottom and top boundaries are specified as $T_{1}$ and $T_{2}$, respectively. We can assume that the temperatures in upward and downward motion regions are vertically uniform and given by $T_{1}$ and $T_{2}$, respectively. In this case, the vertical profile of the horizontal mean temperature follows the dotted curve in the right panel of Fig. 15.1. In the middle of the convective layer, horizontal mean temperature is the average between the top and bottom


Bénard convection


Figure 15.1: Schematic temperature structure and circulation structure of Bénard convection. $T_{1}$ and $T_{2}$ are temperatures at the bottom and top boundaries, respectively. $F$ is heat flux from the surface and $M$ is the mass flux of the circulation. The dotted line in the right panel is horizontal mean temperature.
boundaries, $\left(T_{1}+T_{2}\right) / 2$. We also assume that there are thin boundary layers near the top and bottom boundaries, within which temperature abruptly changes from mean values to $T_{1}$ or $T_{2}$.

Horizontal mean upward heat transport $F$ is independent of height in the equilibrium state. Convective mass flux per unit area $M$ is defined as mass transport in either the upward motion region or the downward motion region. In the steady state, $M$ is equal in both regions. It is also assumed that $M$ is independent of height except for the thin boundary layers. Using a constant density $\rho_{0}$ of the Boussinesq fluid, mass flux is related to upward velocity $w^{u}$ and downward velocity $w_{d}$ as

$$
\begin{equation*}
\frac{M}{\rho_{0}}=\frac{w^{u}}{2}=-\frac{w^{d}}{2} \tag{15.1.1}
\end{equation*}
$$

The factor $1 / 2$ comes from the assumption that the upward motion region occupies the same areal fraction as that of the downward motion region. Convective heat flux is also expressed by

$$
\begin{equation*}
F \equiv \overline{T w}=\frac{T_{1} w^{u}+T_{2} w^{d}}{2}=\frac{M}{\rho_{0}} \Delta T \tag{15.1.2}
\end{equation*}
$$

where the overline denotes the horizontal average. In principle, convective motion is driven by the buoyancy force. Thus, we assume that vertical velocity is bounded by the work done by the buoyancy force along the fluid depth $H$ :

$$
\begin{equation*}
w^{u}=-w^{d}=A \sqrt{\frac{g H \Delta T}{\bar{T}}} \tag{15.1.3}
\end{equation*}
$$

where $\Delta T=T_{1}-T_{2}, \bar{T}=\left(T_{1}+T_{2}\right) / 2$, and $A$ is a coefficient which may depend on viscosity, and will be smaller than one. In this case, heat transport is expressed as

$$
\begin{equation*}
F=A \sqrt{\frac{g H}{\bar{T}}} \Delta T^{\frac{3}{2}} . \tag{15.1.4}
\end{equation*}
$$

Coefficient $A$ is included as an unknown factor in this equation. In Chapter 5, we estimated the heat transport associated with the Rayleigh-Taylor instability by (5.2.53). By equating the Nusselt number $N u=F H / \kappa \Delta T$ to experimental values (see (5.2.53)), we may be able to estimate coefficient $A$.

Second, let us examine radiative-convective equilibrium in a dry atmosphere. It should be noted, however, that the dry radiative-convective equilibrium that was considered in Section 14.4 does not exist in the real atmosphere of the Earth in the pure sense, although dry convection itself is observed in the planetary boundary layer and in the mixed layer. The concept of a dry radiative-convective equilibrium may be, nevertheless, applicable to the atmospheres of Venus or Mars, and is a step toward understanding moist radiative-convective equilibrium. We consider an idealistic situation where a dry atmosphere exists over a horizontally uniform landmass that has constant temperature. ${ }^{\dagger}$ In this case, we assume that a troposphere has formed above the land; in the troposphere, the atmosphere is cooled by radiation and its cooling is balanced by heat transport from the surface through dry convection. The top of the layer is the tropopause. The upper part above the tropopause is in radiative equilibrium. The troposphere is occupied by dry convection, and the atmosphere is as a whole in dry radiative-convective equilibrium.

In order to clarify the argument, we assume that convective motion in the troposphere has a steady cellular circulation. Dry convection differs from Bénard convection in that the upper rigid boundary does not exist in the case of dry convection and that cooling occurs throughout the troposphere due to radiation instead of thermal diffusion near the top boundary in the case of Bénard convection. In addition, the atmosphere is sufficiently deep such that adiabatic temperature decreases with height owing to the pressure effect. A schematic structure of convective circulation and temperature profiles is shown in Fig. 15.2. Since cooling is not confined in the thin layer near the upper boundary, streamlines are not concentrated near the tropopause. The atmospheric temperature near the ground is heated up close to the ground temperature $T_{s}$. Air parcels are always cooled by radiation above the lower boundary layer both in the upward and downward motion regions. Thus, the lapse rate in the upward motion region is steeper than that of the dry adiabat, while that in the downward motion region is more stable than that of the dry adiabat. If the temperature change is symmetric between the upward and downward motion regions and deviations of the lapse rates from the dry adiabat are the same magnitude in the two regions, the horizontally averaged temperature over the upward and downward motion regions is close to that of
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Figure 15.2: The same as Fig. 15.1 but for dry convection. $Q$ is radiative cooling and $M$ is the mass flux of circulation. The dotted line in the right panel is horizontal mean temperature which is close to that of the dry adiabat.
the dry adiabat. As a result, average temperature in the convective layer will be close to the dry adiabatic temperature structure as shown in Fig. 15.2 (right).

In the case of dry convection, deviations of the lapse rate from the dry adiabat in the upward and downward motion regions are affected by radiative cooling and the ratio of upward velocity to downward velocity. If the radiative cooling rate is denoted by $Q\left[\mathrm{~K} \mathrm{~s}^{-1}\right]$ and the vertical velocity of the upward or downward motion is denoted by $w\left[\mathrm{~m} \mathrm{~s}^{-1}\right.$ ], the difference between the realized lapse rate and the dry adiabat is given by $\Delta \Gamma=Q / w\left[\mathrm{~K} \mathrm{~m}^{-1}\right]$. In a similar way to (15.1.4), if we assume that the energy gained by the buoyancy force is transformed to kinetic energy, we can estimate vertical velocity,

$$
\begin{equation*}
w=A \sqrt{\frac{g H \Delta T}{T}} \tag{15.1.5}
\end{equation*}
$$

where $\Delta T$ is the temperature difference between the upward and downward motion regions, $H$ is the depth of the troposphere, and $A$ is an appropriate coefficient satisfying $A<1$. Since the convective energy flux is equal to the radiative cooling rate

$$
\begin{equation*}
w \Delta T=Q H \tag{15.1.6}
\end{equation*}
$$

thus we obtain

$$
\begin{equation*}
\Delta T=\left(\frac{T Q^{2} H}{A^{2} g}\right)^{\frac{1}{3}} \tag{15.1.7}
\end{equation*}
$$

and the difference of the lapse rate between the upward and downward motion
regions

$$
\begin{equation*}
\Delta \Gamma=\frac{Q}{w}=\left(\frac{T Q^{2}}{A^{2} g H^{2}}\right)^{\frac{1}{3}} \tag{15.1.8}
\end{equation*}
$$

For the values $T=300 \mathrm{~K}, Q=2 \mathrm{~K}_{\text {day }}{ }^{-1}, H=8 \mathrm{~km}$, and $A=1$, we obtain a very small difference $\Delta T=0.05 \mathrm{~K}$ and $\Delta \Gamma=0.006 \mathrm{~K} \mathrm{~km}^{-1}$. Thus, the lapse rate of the dry convective region is close to that of the dry adiabat; this result is similar to the temperature difference estimated by the mixing length theory (14.4.11).

In the third case, we consider the characteristics of moist convection. Here, we introduce the following simplifications to clarify its differences from Bénard convection or from dry convection. By neglecting the mixed layer, the convective region is assumed to be just above the surface up to the tropopause and is divided into upward and downward motion regions. (The structure of the mixed layer will be considered in Section 15.4.) Latent heat release of water vapor occurs only in the upward motion region, and the upward motion region is everywhere saturated; thus the upward motion region is thought to be the cloud region. There is no latent heat release or absorption in the downward motion region.

On the above assumptions, we can find that moist convection has an asymmetry between upward and downward motion regions because of latent heat release; this characteristic is different from dry convection. If upward motion is sufficiently fast, the temperature in the upward motion region is close to the moist adiabat since the cooling due to radiation is small. If downward motion is sufficiently fast, on the other hand, the temperature in the downward motion region becomes closer to the dry adiabat. In Fig. 15.3, the dry adiabat of the downward motion region thus obtained is indicated by the dotted line, which starts from the top of the convective



Figure 15.3: The same as Fig. 15.1 but for moist convection. $Q$ is the radiative cooling rate and the hatched region is the cloud region. The dotted line is the dry adiabat and the temperature profile of the upward motion region is given by the moist adiabat.
layer. If the temperature profile of the downward motion region follows such a dry adiabatic profile, however, the temperature in the downward motion region is warmer than that of the upward motion region so that air parcels in the upward motion region cannot gain buoyancy. We conclude from this consideration that downward motion must be slow enough to be cooled by radiation; the temperature in the downward motion region must be colder than the moist adiabatic temperature in the upward motion region (i.e., upward velocity must be faster than downward velocity). This also indicates that the area of the upward motion region is smaller than that of the downward motion region.

In reality, in the tropics the temperature difference between the upward motion region inside cumulus clouds and the downward motion region in the environment of cumulus is very small, so that the horizontal mean temperature profile is almost prescribed by the moist adiabat of the upward branch of cumulus convection particularly in low latitudes. In Section 15.3 , we further examine the thermodynamic structure of moist circulation in more detail.

### 15.2 Static stability of a moist atmosphere

### 15.2.1 Conditional instability

Before examination of the circulation structure of moist convection, we review the static stability of a moist atmosphere. The parcel method is used to consider the static stability of a moist atmosphere. As described in Section 2.3, the parcel method is based on the following assumptions; an air parcel ascends or descends without exchanging heat and moisture with its environment and keeps its entropy and water vapor component at the same values as those of the originating level. It is also assumed that the air parcel does not affect the stratification of the environment and that its pressure is always the same as that of the environment. If displacement of the air parcel is infinitesimal, the stability criterion is given by the moist adiabat for a saturated air parcel, while it is given by the dry adiabat for an unsaturated air parcel. Here, we use the lapse rate of temperature with respect to pressure $\gamma=d T / d p$; the following argument still holds for the lapse rate with respect to height $\Gamma=-d T / d z$. The lapse rate of the dry adiabat is denoted by $\gamma_{d}$, and that of the moist adiabat is denoted by $\gamma_{m}$. Precisely, $\gamma_{d}$ depends on water vapor, but we use an approximate value $1 / \rho C_{p d}$ as given by (1.1.57), for simplicity. $\gamma_{m}$ is a function of temperature, pressure, and water vapor, and is approximately given by (8.2.49). Let $\gamma$ denote the lapse rate of the environment. If $\gamma$ is larger than $\gamma_{d}$, the atmospheric state is absolutely unstable; in this case, the atmosphere is always statically unstable regardless of whether the air parcel is saturated or not. Contrary to this, if $\gamma$ is smaller than $\gamma_{m}$, the atmospheric state is absolutely stable; the atmosphere is always statically stable regardless of whether the air parcel is saturated or not. In the intermediate case when $\gamma$ is between $\gamma_{d}$ and $\gamma_{m}$, the atmospheric state is conditionally unstable. That is, the static stability of the


Figure 15.4: The stability criterion of a moist atmosphere showing the relation between temperature structure and stability in the temperature-pressure diagram. The hatched region between the dry adiabat $\gamma_{d}$ and the moist adiabat $\gamma_{m}$ is conditionally unstable.
atmosphere is categorized as

$$
\begin{array}{rll}
\gamma>\gamma_{d} & : & \text { absolutely unstable, }  \tag{15.2.1}\\
\gamma_{m}<\gamma<\gamma_{d} & : & \text { conditionally unstable, } \\
\gamma<\gamma_{m} & \text { absolutely stable }
\end{array}
$$

as shown in Fig. 15.4. If stratification is conditionally unstable, actual stability depends on whether the air parcel is saturated or not. If the air parcel is not saturated, stratification is stable for an infinitesimal displacement. If the air parcel is saturated, on the other hand, it is unstable for an infinitesimal displacement. Even if the air parcel is not saturated initially, however, it can be unstable for a finite displacement. During ascending motion, the temperature of the air parcel follows the dry adiabat up to the saturation level and becomes colder than the environment. Above the saturation level, however, it follows the most adiabat. Furthermore, if the air parcel ascends, it becomes warmer than the environment; in the end, the air parcel gains buoyancy and its upward motion is accelerated. This case is schematically shown later in Fig. 15.5.

### 15.2.2 Convective available potential energy: CAPE

The stability of a finite displacement of an air parcel in a conditional unstable environment can be formulated by the buoyancy experienced by the air parcel as it is lifted upward. Let us consider an air parcel which is displaced upward from level $z_{B}$. The air parcel is assumed to be unsaturated initially but contains a moderate amount of water vapor. No heat or moisture exchange is allowed between the air parcel and the environment, and its pressure is always the same as that of the environment during its ascent. If the density of the air parcel is smaller than that of the environment, it gains positive buoyancy, while if its density is greater, it
gains negative buoyancy. The buoyancy of the air parcel is written as

$$
\begin{equation*}
B=-\frac{\rho_{p}-\bar{\rho}}{\bar{\rho}} g \tag{15.2.4}
\end{equation*}
$$

where $\rho_{p}$ and $\bar{\rho}$ are the densities of the air parcel and the environment, respectively. In the case that the environment is conditionally unstable and the air parcel is not saturated at the starting level, the buoyancy of the air parcel is negative as long as the upward displacement of the air parcel is small enough. If the air parcel is lifted upward continuously, it becomes saturated and follows the moist adiabat. The level where the air parcel begins to be saturated is called the lifting condensation level, which is denoted by $z_{L C L}$. If the air parcel is lifted further, the temperature of the air parcel becomes warmer than that of the environment, and it gains buoyancy. This height is called the level of free convection and is denoted by $z_{L F C}$. Since the lapse rate of the environment generally tends to be smaller at higher levels near the tropopause and temperature increases with height in the stratosphere, the buoyancy of the air parcel becomes smaller and eventually reaches zero at a sufficiently high level. The level where buoyancy vanishes is denoted by $z_{T}$. Generally, an integral of buoyancy between the starting level $z_{B}$ and $z_{T}$ is called convective available potential energy (CAPE). CAPE $W$ is given by

$$
\begin{equation*}
W=\int_{z_{B}}^{z_{T}} B d z=-\int_{z_{B}}^{z_{T}} \frac{\rho_{p}-\bar{\rho}}{\bar{\rho}} g d z \tag{15.2.5}
\end{equation*}
$$

or

$$
\begin{equation*}
W=-\int_{p_{T}}^{p_{B}} \frac{\rho_{p}-\bar{\rho}}{\bar{\rho}^{2}} d p \tag{15.2.6}
\end{equation*}
$$



Figure 15.5: Finite displacement of an air parcel in a conditionally unstable environment. The thick solid curve is the temperature change of the air parcel, and the thin curve is environmental temperature. Buoyancy in the hatched region is used to calculate CAPE. If the effect of water vapor is neglected, warmer temperature means increased buoyancy.
where hydrostatic balance in the environment is used and pressures at the levels $z_{B}$ and $z_{T}$ are denoted by $p_{B}$ and $p_{T}$, respectively. The relation between the temperature change of the air parcel and buoyancy is depicted in Fig. 15.5.

If the air parcel is lifted upward and becomes buoyant in a conditionally unstable atmosphere, the buoyancy force works on the air parcel; the work applied to the air parcel per unit mass is given by CAPE. Assuming that all the work is converted to kinetic energy, we can estimate the possible vertical velocity of the air parcel as

$$
\begin{equation*}
w_{\max }=\sqrt{2 W} \tag{15.2.7}
\end{equation*}
$$

In reality, of course, all the CAPE is not convertible to kinetic energy due to dissipative processes. This estimation only gives the maximum of the upward velocity of an air parcel lifted upward in a given state of the atmosphere.

CAPE is not solely determined by the thermal structure of the environment, but it also depends on the originating level of an air parcel and the processes the air parcel experiences along its displacement. The buoyancy of an air parcel depends on how the water content of the air parcel changes. Two extreme cases are the moist adiabatic process in which all the water content is conserved and the pseudo-moist adiabatic process in which water falls as precipitation if it exceeds the saturation vapor pressure. For the former case, the air parcel keeps its moist entropy and mass concentration of water during its ascent. In particular, the sum of all the water substance (i.e., vapor and liquid water or ice) does not change even after the air parcel is saturated.

### 15.2.3 Saturation condition in the direction of vertical motion

In the Earth's atmosphere, an air parcel can be saturated only if it is displaced in the upward direction and cannot be saturated if it is displaced in the downward direction. As shown below, this relation may be different for other types of gas components. Here, we examine the saturation condition of an air parcel for adiabatic displacement in the vertical direction.

In general, an air parcel can be saturated either when temperature decreases or when pressure increases, as can be seen from the equation of saturation-specific humidity (8.2.22). If the effect of temperature is dominant, the air parcel becomes saturated when it is displaced upward, while if the effect of pressure is dominant, it becomes saturated when it is displaced downward. The relation between the pressure and temperature of the air parcel for adiabatic motion is given by the adiabat (14.5.9). We consider the adiabatic process in the case when water vapor content is sufficiently small. Under this condition, the lapse rate is close to the dry adiabat:

$$
\begin{equation*}
\frac{d p}{d T}=\frac{1}{\gamma_{d}}=\frac{C_{p d} p}{R_{d} T} \tag{15.2.8}
\end{equation*}
$$

Since the partial pressure of water vapor is given from (8.2.25), it is approximated as

$$
\begin{equation*}
p_{v}=\frac{\varepsilon^{-1} q}{1+\left(\varepsilon^{-1}-1\right) q} p \approx \varepsilon^{-1} q p \tag{15.2.9}
\end{equation*}
$$

Since the specific humidity of the air parcel $q$ is conserved until it is saturated, change in the partial pressure of water vapor is given by an equation similar to (15.2.8):

$$
\begin{equation*}
\frac{d p_{v}}{d T}=\frac{C_{p d} p_{v}}{R_{d} T} \tag{15.2.10}
\end{equation*}
$$

At saturation point, partial pressure is equal to the saturation pressure of water vapor: $p_{v}=p^{*}$. The saturation pressure is given by the Clapeyron-Clausius equation (8.1.64) as

$$
\begin{equation*}
\frac{d p^{*}}{d T}=\frac{\varepsilon L p^{*}}{R_{d} T^{2}} \tag{15.2.11}
\end{equation*}
$$

By comparing the change in saturation condition and the adiabat near the saturation point of the air parcel, we can judge whether the air parcel is saturated during upward displacement or during downward displacement. At the saturation point $p_{v}=p^{*}$, we have

$$
\begin{equation*}
\frac{\frac{d p^{*}}{d T}}{\frac{d p_{v}}{d T}}=\frac{\varepsilon L}{C_{p d} T} \tag{15.2.12}
\end{equation*}
$$

If this ratio is greater than one, the air parcel is saturated if it is displaced upward, while if this ratio is smaller than one, the air parcel is saturated if it is displaced downward. These relations are schematically shown in Fig. 15.6. In the case of the Earth's atmosphere, since

$$
\frac{\varepsilon L}{C_{p d} T} \approx 5.2
$$

for $T=300 \mathrm{~K}$, then the air parcel can be saturated only if it is displaced upward, in general. This ratio, however, may be smaller than one if thermodynamic variables are different.


Figure 15.6: Relation between the saturation condition and the dry adiabat. Left: the air parcel is saturated in its upward displacement. Right: the air parcel is saturated in its downward displacement. The left panel corresponds to the case of the Earth's atmosphere.

### 15.3 Circulation structure of moist convection

### 15.3.1 Thermal structure

Let us now consider the circulation structure of moist convection in more detail, following the schematic model shown in Fig. 15.3. Here, we assume that moist circulation is modeled like Fig. 15.7 (Satoh and Hayashi, 1992), in which circulation is steady and the convective layer, or the troposphere, is divided into two regions: the upward motion region corresponding to the interior of cumulus clouds and the downward motion region to the environment of cumulus. At a first consideration, mass exchange between the upward and downward motion regions is allowed only in the top and bottom boundary layers. Although boundary layers are required at the top and bottom of the convective layer, these inner structures are not explicitly treated. We assume that the fractional area of the upward motion region $f$ is smaller than that of the downward motion region:

$$
\begin{equation*}
f \ll 1 \tag{15.3.1}
\end{equation*}
$$

The following simplifications are introduced to the equations of mass, energy (static energy), and water vapor within the respective regions. The mass flux $M_{c}$ of the circulation associated with cumulus convection is defined by

$$
\begin{equation*}
M_{c} \equiv f \rho^{u}(z) w^{u}(z) \tag{15.3.2}
\end{equation*}
$$

where $w^{u}$ and $\rho^{u}$ are vertical velocity and density in the upward motion region. In this simple model, no mass exchange is allowed between the upward and downward motion regions, and the mass flux $M_{c}$ is constant irrespective of height:

$$
\begin{equation*}
M_{c}=\text { const. } \tag{15.3.3}
\end{equation*}
$$

Mass exchange occurs only at the top and bottom boundary layers as shown in Fig. 15.7. In the steady state, since the horizontally averaged mass flux $\overline{\rho w}$ is zero, the magnitude of mass flux in the downward motion region is equal to (15.3.2):

$$
\begin{equation*}
M_{c}=-(1-f) \rho^{d}(z) w^{d}(z) \tag{15.3.4}
\end{equation*}
$$

Using these relations for $M_{c}$, we can express the vertical flux of $\phi$, which is a physical quantity per unit mass, as

$$
\begin{align*}
\overline{\rho w \phi}(z) & \equiv f \rho^{u}(z) w^{u}(z) \phi^{u}(z)+(1-f) \rho^{d}(z) w^{d}(z) \phi^{d}(z) \\
& =M_{c}\left[\phi^{u}(z)-\phi^{d}(z)\right] . \tag{15.3.5}
\end{align*}
$$

The upward motion region is assumed to be the pseudo-moist adiabat; water vapor is assumed to be saturated everywhere in the upward motion region and condensed water to immediately fall to the ground. In contrast, water vapor is conserved during downward motion

$$
\begin{align*}
q^{u}(z) & =q^{*}\left(\bar{p}(z), T^{u}(z)\right),  \tag{15.3.6}\\
q^{d} & =\text { const. } \tag{15.3.7}
\end{align*}
$$



Figure 15.7: Schematic figure of a simple model of moist convection. $f$ is the fractional area of the upward motion region, and $z_{T}$ is tropopause height.
where $q$ is specific humidity, $q^{*}(p, T)$ is the saturation-specific humidity at pressure $p$ and temperature $T$, given by (8.2.22). At the tropopause, both specific humidities in the upward and downward motion regions are equal and, thus, $q^{d}$ is given by the tropopause value in the upward motion region:

$$
\begin{equation*}
q^{d}=q^{u}\left(z_{T}\right) \tag{15.3.8}
\end{equation*}
$$

In the upward motion region, the effect of radiative cooling is neglected and motion is assumed to be adiabatic. Then, from (8.2.17), moist static energy $\sigma$ is constant irrespective of height in the upward motion region:

$$
\begin{equation*}
\sigma^{u}=C_{p} T^{u}(z)+L q^{u}(z)+g z=\text { const. } \tag{15.3.9}
\end{equation*}
$$

In the downward motion region, however, moist static energy changes due to radiative cooling. Thus, it can be written as

$$
\begin{equation*}
\sigma^{d}(z)=C_{p} T^{d}(z)+L q^{d}+g z \tag{15.3.10}
\end{equation*}
$$

The vertical energy flux associated with moist convection $F^{c o n v} \equiv \overline{\rho w \sigma}$ is given by (15.3.5):

$$
\begin{equation*}
F^{c o n v}(z) \equiv \overline{\rho w \sigma}(z)=M_{c}\left[\sigma^{u}-\sigma^{d}(z)\right] . \tag{15.3.11}
\end{equation*}
$$

The solution to radiative-convective equilibrium in a moist atmosphere is given by the balance between radiative flux and convective flux as shown by (14.5.3). In the equilibrium state, we assume that there is no net energy flux at the surface. In this case, vertical energy flux is everywhere zero irrespective of height: in the troposphere $\left(0<z<z_{T}\right)$,

$$
\begin{equation*}
F^{r a d}(z)+F^{c o n v}(z)=0 \tag{15.3.12}
\end{equation*}
$$

and in the stratosphere $\left(z>z_{T}\right)$,

$$
\begin{equation*}
F^{r a d}(z)=0 \tag{15.3.13}
\end{equation*}
$$

(i.e., the stratosphere is in radiative equilibrium). At the tropopause, in particular, convective energy flux vanishes:

$$
\begin{equation*}
F^{c o n v}\left(z_{T}\right)=0 \tag{15.3.14}
\end{equation*}
$$

Using this and (15.3.11), or (15.3.8)-(15.3.10), we obtain

$$
\begin{align*}
\sigma^{u} & =\sigma^{d}\left(z_{T}\right)  \tag{15.3.15}\\
T^{u}\left(z_{T}\right) & =T^{d}\left(z_{T}\right) \tag{15.3.16}
\end{align*}
$$

Temperatures in the upward and downward motion regions take the same value at the tropopause. As shown below, however, at the bottom of the two regions $(z=0)$, the two temperatures are generally different.

Balance in the radiative-equilibrium state is rewritten using radiative cooling $Q^{\text {rad }}$ and convective heating $Q^{\text {conv }}$, which are respectively defined as

$$
\begin{align*}
Q^{r a d}(z) & =\frac{d}{d z} F^{r a d}(z)  \tag{15.3.17}\\
Q^{c o n v}(z) & =-\frac{d}{d z} F^{c o n v}(z)=C_{p} M_{c}\left[\frac{d}{d z} T^{d}(z)+\frac{g}{C_{p}}\right] \tag{15.3.18}
\end{align*}
$$

where (15.3.11) and (15.3.10) are used. The equation of balance (14.5.3) is rewritten as

$$
\begin{equation*}
Q^{r a d}(z)=C_{p} M_{c}\left[\frac{d}{d z} T^{d}(z)+\frac{g}{C_{p}}\right] \tag{15.3.19}
\end{equation*}
$$

This means that adiabatic warming in the environment of the cumulus region is balanced by radiative cooling $Q^{\text {rad }}$ in radiative-convective equilibrium.

In the above simple model, one needs to externally specify the value of mass flux $M_{c}$ to obtain an equilibrium solution. An additional equation such as the balance of kinetic energy is required to determine a unique solution, which will be explained in the next subsection. Here, we show possible solutions by giving parametric values to mass flux. We use the gray radiation model with no scattering with $F_{s}=350 \mathrm{~W} / \mathrm{m}^{2}, \tau_{s}^{*}=2.0$, and $\alpha=1.0$ in (14.3.22), and surface temperature is simply given by $T_{s}=T^{u}(0)$. Figure 15.8 shows temperatures and lapse rates in radiative-convective equilibrium solutions for $M_{c}=1.7,2.6,4.0$, and $6.5 \times 10^{-3}$ $\mathrm{kg} \mathrm{m}^{-2} \mathrm{~s}^{-1}$. Values in the upward motion region are indicated by dashed curves and those in the downward motion region by solid curves. As $M_{c}$ becomes larger, the temperature in the downward motion region becomes warmer. In particular, the temperature in the downward motion region is everywhere warmer than that in the upward motion region (i.e., $T^{u}<T^{d}$ ); at the largest value $M_{c}=6.5 \times 10^{-3} \mathrm{~kg}$ $\mathrm{m}^{-2} \mathrm{~s}^{-1}$. This implies that buoyancy in the upward motion region is everywhere negative if the contribution of water vapor to buoyancy is negligible. This means that solutions for such large values of $M_{c}$ are inappropriate for radiative-convective equilibrium states. As for smaller values of $M_{c}$, the temperature in the upward motion region becomes warmer and is thought to be realizable. Just below the tropopause, however, temperature in the upward motion region is in general colder


Figure 15.8: Vertical profiles of temperatures (left) and lapse rates $-\frac{d T}{d z}$ (right) of radiativeconvective equilibrium using the simple cumulus model. Solid curves are those of the horizontal average (downward motion region in the case of the troposphere), and dashed curves are those of upward motion regions. The values of mass flux are $M_{c}=1.7,2.6,4.0$, and $6.5 \times 10^{-3} \mathrm{~kg} \mathrm{~m}^{-2}$ $\mathrm{s}^{-1}$ (from Satoh and Hayashi, 1992).
compared with temperature in the downward motion region. This characteristic is also unfavorable for the buoyancy of air parcels in the upward motion region. The constraint that mass flux be constant with height and time is the origin of this unrealistic characteristic, which will be described after considering determination of the value of $M_{c}$ in the next subsection.

The vertical profiles of temperature of radiative-convective equilibrium using the cumulus model shown in Fig. 15.8 are further examined using change in the thermodynamic quantities of an air parcel associated with moist circulation. Figure 15.9 shows the vertical profiles of temperature $T$, specific humidity $q$, and moist static energy $\sigma$ in the case of $M_{c}=2.9 \times 10^{-3} \mathrm{~kg} \mathrm{~m}^{-2} \mathrm{~s}^{-1}$. In Fig. 15.9, the direction of circulation is designated by arrows.

The circulation of an air parcel along the path of convective motion is described by the simple model of moist convection shown in Fig. 15.7. During upward motion (Fig. 15.9, $\mathrm{A} \rightarrow \mathrm{B}$ ), the air parcel is always saturated by releasing latent heat. Its upward velocity is so fast that cooling due to radiation is negligible. Thus, moist static energy $\sigma^{u}$ is conserved; temperature $T^{u}$ changes according to the moist adiabat; and humidity $q^{u}$ is always at the saturated value. During downward motion (Fig. 15.9, $\mathrm{B} \rightarrow \mathrm{C}$ ), on the other hand, there is no release or absorption of latent heat. Downward velocity is slow enough that it is cooled by radiation. Thus, static energy $\sigma^{d}$ decreases as the air parcel goes down; temperature $T^{d}$ changes according to the lapse rate which is smaller than that of the dry adiabat (Fig. 15.9, B $\rightarrow \mathrm{D}$ ), while humidity $q^{d}$ is conserved. When the air parcel enters the mixed layer, sensible and latent heat fluxes are supplied from the surface (Fig. 15.9, C $\rightarrow \mathrm{A}$ ). Thus, in the mixed layer, temperature changes from $T^{d}(0)$ to $T^{u}(0)$, specific humidity changes from $q^{d}$ to $q^{u}(0)$, and moist static energy changes from $\sigma^{d}(0)$ to $\sigma^{u}$. Then, the state of the air parcel returns to its initial state.


Figure 15.9: Changes in temperature $T$ (top left), specific humidity $q$ (top right), and moist static energy $h$ (bottom) along the circulation path of moist convection in the case of $M_{c}=2.9$ $\times 10^{-3} \mathrm{~kg} \mathrm{~m}^{-2} \mathrm{~s}^{-1}$. Solid curves are the horizontal average (downward motion regions in the troposphere), and dashed curves are profiles of upward motion regions. Dotted curves are the change in boundary layer. Symbols A and C are at the lowest level of the upward motion region and the downward motion region, respectively, and B is the tropopause. The arrows show the direction of circulation. Dashed-dotted curves $(B \rightarrow D)$ represent the dry adiabat, and $E$ is the height at which the air parcel loses its buoyancy in the upward motion region (from Satoh and Hayashi, 1992).

The lapse rate in the upward motion region is equal to the moist adiabat, while the lapse rate in the downward motion region depends on the profiles of radiative cooling, and on the magnitude of the mass flux $M_{c}$. As $M_{c}$ is larger and thus vertical velocity $w^{d}$ is larger (see (15.3.4)), the time required for the air parcel to travel from the tropopause to the surface (the advective time) becomes shorter, and the temperature change due to radiative cooling becomes smaller. In this case, therefore, the lapse rate in the downward motion region becomes closer to that of the dry adiabat. As $M_{c}$ becomes smaller, advective time becomes larger and the temperature change due to radiation becomes larger. Thus, the lapse rate becomes
larger when compared with that of the dry adiabat.
Near the tropopause, the lapse rate in the downward motion region is about 10 $\mathrm{K} \mathrm{km}{ }^{-1}$ irrespective of $M_{c}$. Since radiative cooling is small near the tropopause, the lapse rate is close to that of the dry adiabat as shown by (15.3.19). Since the lapse rate in the upward motion region matches that of the moist adiabat, the temperature in the upward motion region is generally lower than the temperature in the downward motion region just below the tropopause.

The profiles of specific humidity are given by (15.3.6) and (15.3.7) for upward and downward motion regions, respectively. Specific humidity in the downward motion region thus obtained has the observed characteristic that it rapidly decreases just above the mixed layer, but its value is much smaller than observed. Over a statistically long time average, in general, specific humidity gradually increases with height, and the sharp decrease at the top of the mixed layer becomes obscure. The actual increase in specific humidity in the downward motion region is due to water supply by shallow convection.

### 15.3.2 Mass flux

Mass flux $M_{c}$ is related to various balance equations. First, we derive relations to satisfy the requirement of energy and water vapor fluxes at the ground. Let sensible heat flux at the surface be denoted by $F^{s h}$, and evaporation at the surface by $E_{v}$. The relation of energy flux (14.5.6) is expressed as

$$
\begin{equation*}
M_{c}\left[\sigma^{u}-\sigma^{d}(0)\right]=F^{s h}+L E_{v} \tag{15.3.20}
\end{equation*}
$$

and the relation of water vapor flux (14.5.5) is expressed as

$$
\begin{equation*}
M_{c}\left[q^{u}(0)-q^{d}\right]=E_{v} \tag{15.3.21}
\end{equation*}
$$

Using (15.3.20) and (15.3.21), we obtain the following three relations for $M_{c}$ :

$$
\begin{align*}
M_{c} & =\frac{F^{s h}+L E_{v}}{\sigma^{u}-\sigma^{d}(0)}  \tag{15.3.22}\\
& =\frac{F^{s h}}{C_{p}\left[T^{u}(0)-T^{d}(0)\right]}  \tag{15.3.23}\\
& =\frac{E_{v}}{q^{u}(0)-q^{d}} \tag{15.3.24}
\end{align*}
$$

Up to this point, only the balances of static energy and water vapor are used; we have not introduced any assumptions additional to those in the previous subsection. To obtain an appropriate value for $M_{c}$, we need an additional requirement for buoyancy; for this purpose, we can use the balance of kinetic energy which contains the condition of buoyancy. In this simple model where $M_{c}$ is independent of height, the balance of the kinetic energy of the air column per unit area is given as

$$
\begin{equation*}
M_{c} W-D=0 \tag{15.3.25}
\end{equation*}
$$

where $M_{c} W$ is the production rate of kinetic energy and $D$ is the dissipation rate per unit column. $W$ is the total work done by buoyancy, or CAPE defined by
(15.2.5), and is given in this case by

$$
\begin{equation*}
W \equiv-\int_{0}^{z_{T}} \frac{\rho^{u}(z)-\rho^{d}(z)}{\rho^{d}(z)} g d z \approx \int_{0}^{z_{T}} \frac{T^{u}(z)-T^{d}(z)}{T^{d}(z)} g d z \tag{15.3.26}
\end{equation*}
$$

Here, just for simplicity, we have neglected the contribution of water vapor to buoyancy, and thus the difference of densities between the upward and downward motion regions, $\rho^{u}$ and $\rho^{d}$, are approximated by the temperature difference between the two regions. Since the dissipation rate $D$ is always positive, the necessary condition is $W>0$ in order for the solution to be appropriate (i.e., the work done by buoyancy must be positive). If $D$ is expressed by the quantities used in this model based on appropriate closure assumptions, (15.3.25) gives an additional relation between $M_{c}$ and $W$. It is difficult, however, to quantify all the dissipation processes within the troposphere; a precise expression for $D$ is unknown in such a simple framework as the cumulus model. Observationally, the mass flux associated with the environment of cumulus is about $3 \times 10^{-3} \mathrm{~kg} \mathrm{~m}^{-2} \mathrm{~s}^{-1}$, and the temperature difference between the cloud region and the environment is about $\Delta T \approx 3 \mathrm{~K}$, so we may estimate it as $W \approx(\Delta T / T) g z_{T} \approx 10^{3} \mathrm{~J} \mathrm{~kg}^{-1}$. Thus, from the product of the two, we may have $D \approx 30 \mathrm{~W} \mathrm{~m}^{-2}$. According to the above model for $M_{c}=3 \times 10^{-3}$ $\mathrm{kg} \mathrm{m}^{-2} \mathrm{~s}^{-1}$, we also have $W=500 \mathrm{~W} \mathrm{~m}^{-2}$, which is close to the value estimated from observation.

The work $W$ given by (15.2.5) is also a simplified form of the so-called cloud work function. Arakawa and Schubert (1974), whose parameterization is used in general circulation models, employ the assumption of quasi-equilibrium

$$
\begin{equation*}
\frac{d W}{d t}=0 \tag{15.3.27}
\end{equation*}
$$

to obtain the vertical distribution of $M_{c}$. In radiative-convective equilibrium problems, however, since the cloud work function is statistically time independent, the assumption of quasi-equilibrium does not give any constraint for determination of $M_{c}$.

In any case, if we obtain the value of the dissipation rate $D$, a unique equilibrium solution to the radiative-convective equilibrium can be determined using (15.3.25). Here, we give a crude estimation of $D$ from scaling analysis. Using a representative velocity scale of turbulence $v^{\prime}$ and its length scale $l$, the dissipation rate of kinetic energy in turbulence per unit mass is estimated as $v^{\prime 3} / l$. Thus, the dissipation rate per unit column may be written as

$$
\begin{equation*}
D=\int_{0}^{z_{T}} \overline{\rho \frac{v^{\prime 3}}{l}} d z \tag{15.3.28}
\end{equation*}
$$

If we assume that the dissipation of kinetic energy occurs mainly in the upward motion region and approximate $v^{\prime} \approx w^{u}, D$ is expressed by $M_{c}$ using (15.3.2):

$$
\begin{equation*}
D \approx \int_{0}^{z_{T}} f \rho^{u}(z) \frac{w^{u}(z)^{3}}{l^{u}} d z=M_{c}^{3} \int_{0}^{z_{T}} \frac{d z}{f^{2} \rho^{u}(z)^{2} l^{u}} \tag{15.3.29}
\end{equation*}
$$

where $l^{u}$ is the length scale of turbulence in clouds. We define a coefficient $C$ whose dimension is $\mathrm{kg} \mathrm{m}^{-3}$ by

$$
\begin{equation*}
C \equiv\left(\int_{0}^{z_{T}} \frac{d z}{f^{2} \rho^{u}(z)^{2} l^{u}}\right)^{-1 / 2} \approx f\langle\rho\rangle \sqrt{\frac{l^{u}}{z_{T}}}, \tag{15.3.30}
\end{equation*}
$$

where $\langle\rho\rangle$ is the vertically averaged density. From (15.3.25) and (15.3.29), we have

$$
\begin{equation*}
M_{c}=C \sqrt{W} \tag{15.3.31}
\end{equation*}
$$

Using the values $f \approx\left|w^{d} / w^{u}\right| \approx 10^{-3}, z^{T} \approx 10^{4} \mathrm{~m}, l^{u} \approx 10^{3} \mathrm{~m}$ and $\langle\rho\rangle \approx 0.5$ $\mathrm{kg} / \mathrm{m}^{3}$, we may have a typical value $C \approx 10^{-4} \mathrm{~kg} / \mathrm{m}^{3}$. Eq. (15.3.31) can be used as an additional equation for determination of a unique solution.

### 15.3.3 Implications for improved cumulus models

The simple cumulus model introduced in Fig. 15.7 is a highly idealistic model of the cumulus convection observed in reality. It is intended for the steady state for consideration of radiative-convective equilibrium. The results from the simple cumulus model have the following problems: First, buoyancy near the tropopause is negative. Second, near the top of the mixed layer, temperature in the downward motion region is colder than that of the upward motion region; this is contradicted by the view that the top of the mixed layer is capped by an inversion layer. Third, the temperature difference between upward and downward motion regions is as much as 10 K , which is much larger than observation (less than about 3 K ). These problems come about because of defects in the simple cumulus model. However, this information contains insights into what should be added to the simple model to get more realistic results.

One cause of the above problems is the assumption that $M_{c}$ is set constant irrespective of height. In reality, $M_{c}$ has vertical dependence since individual clouds entrain environmental air. Clouds have time dependence and horizontal structure, which are also attributable to the vertical profile of mass flux. In reality, the environmental air of cumulus is cooled by radiation, and stratification has both temporal and horizontal variation. The top level of cumulus is determined by the condition that the buoyancy of air parcels in cumulus vanishes with instantaneous stratification. Buoyancy drives convective mass flux in the cumulus and then the downward motion is associated in the environment. Such a downdraft is generated below the top level of cumulus, and brings adiabatic warming in the environment. In general, convective mass flux increases with height due to entrainment of environmental air. Even if convective mass flux is assumed to be constant in each cumulus cloud, the vertical profile of $M_{c}$ is generated if all the convective mass flux associated with each cumulus cloud is averaged in time and domain. These collective effects explain the vertical profile of $M_{c}$ at the equilibrium state. In such a view (i.e., with time and horizontal variation), the apparent contradiction that buoyancy is negative just below the tropopause will be resolved in the time and domain-averaged equilibrium state and the temperature difference between upward and downward motion regions will be much reduced. As a result, temperature in
the downward motion region will be much closer to that of the moist adiabat of the upward motion region. It is expected that the distribution of $M_{c}$ is sensitive to the cooling profile of radiation.

The lack of an inversion layer just above the mixed layer, or the boundary layer in the simple model, will not be resolved in the framework of a one-dimensional horizontal uniform perspective, even though time dependence is taken into consideration. This is because air parcels in the mixed layer cannot have buoyancy if it is capped by an inversion layer. The co-existence of the mixed layer capped by the inversion layer and tall cumulonimbus clouds rooted in the mixed layer is hardly realized under conditions of a horizontally uniform boundary. Thus, it is naturally thought that the inversion layer occurs under horizontally inhomogeneous conditions. For instance, if the surface temperature has large-scale variation, cumulus activity is enhanced at the warm surface temperature region, while only shallow cumulus clouds are generated at the cold region, which is capped by downward motion in the free atmosphere.

The cumulus model considered in this section has been deliberately simplified to ease investigation of the relation between atmospheric vertical structure and cumulus convection. Many more elements must be introduced to achieve realistic circulation. In particular, appropriate evaluation of the statistical effects of cumulus convection is required for general circulation models, in which the effects of many cumulus clouds must be considered within a region whose domain size is approximately 100 km . For example, the cumulus scheme proposed by Arakawa and Schubert (1974) is nowadays frequently used in many general circulation models. In Arakawa and Schubert, instead of a single type of cumulus convection, a spectrum of cumulus clouds with various size distributions is assumed. Each cumulus cloud entrains environmental air during its ascent; the entrainment determines the mixing of the cloud parcel and then the top level of the clouds. It is thought that the size distribution of a cumulus cloud is determined when buoyancy $W$ (i.e., the cloud work function) is in quasi-equilibrium. A similar condition is given by Eq. (15.3.19) for radiative-convective equilibrium experiments. Further improvements have been added for cumulus parameterization, such as introduction of the effects of downdraft due to rain and the effects of ice. A prognostic method for mass flux is also sought.

### 15.4 Mixed layer

In the simple cumulus model depicted in Fig. 15.7, we assumed that the entire troposphere is occupied by the upward motion region and the downward motion region, and that only a thin boundary layer is allowed between the surface and the atmosphere. In the real tropics, the cloud base is located at about a 1 km height in general, and water vapor condensation does not occur below the cloud base. Such a layer between the cloud base and the surface boundary layer is called the mixed layer. The boundary layer has a typical thickness of a few tens of meters and has a large gradient of temperature and water vapor. In the mixed layer, entropy and specific humidity are well homogenized in the vertical direction due to convective
mixing. Above the cloud base, a shallow cumulus layer is sometimes observed, called the trade wind cumulus. The trade wind cumulus can be viewed as a visible part of the mixed layer where condensation and evaporation of water vapor occurs. In general, however, the upper boundary of the mixed layer is defined as the cloud base either of shallow cumulus clouds or tall cumulonimbus clouds. The height at the cloud base corresponds to the lifting condensation level (LCL), where air parcels lifted upward in the mixed layer begin to condense.

In order to consider the energy and water budgets in the mixed layer, we modify the simple cumulus model in the previous section by adding a mixed layer below the upward and downward motion regions of cumulus as shown in Fig. 15.10. The cloud base agrees with the top of the mixed layer and its height is denoted by $z_{M}$. In the mixed layer, static energy and specific humidity are assumed to be constant irrespective of height; they are denoted by $\sigma_{M}$ and $q_{M}$, respectively. In this case, the temperature profile in the mixed layer follows the dry adiabat. We also assume that physical quantities in the mixed layer at $z_{M}$ are continuously connected to those of the upward motion region:

$$
\begin{equation*}
\sigma_{M}=\sigma^{u}\left(z_{M}\right), \quad q_{M}=q^{u}\left(z_{M}\right) \tag{15.4.1}
\end{equation*}
$$

The energy flux and water vapor flux from the surface, $F^{s h}$ and $E_{v}$, are given by the bulk formulas (14.4.17), (14.5.6):

$$
\begin{align*}
F^{s h} & =\rho_{0} C_{D} v_{*} C_{p}\left(T_{s}-T_{0}\right)=M_{b} C_{p}\left(T_{s}-T_{0}\right)  \tag{15.4.2}\\
E_{v} & =\rho_{0} C_{D} v_{*}\left(q_{s}-q_{M}\right)=M_{b}\left(q_{s}-q_{M}\right) \tag{15.4.3}
\end{align*}
$$

Here, we simply assume that the bulk coefficients for heat and water vapor take the same value $C_{D} v^{*}$, and define

$$
\begin{equation*}
M_{b} \equiv \rho_{0} C_{D} v_{*} . \tag{15.4.4}
\end{equation*}
$$

Typically, $M_{b} \approx 0.01 \mathrm{~kg} \mathrm{~m}^{-2} \mathrm{~s}^{-1} . T_{0}$ and $\rho_{0}$ are temperature and density at the bottom of the atmosphere (i.e., at the top of the boundary layer), respectively. At the surface, we assume that water vapor is saturated:

$$
\begin{equation*}
q_{s}=q^{*}\left(p_{s}, T_{s}\right) \tag{15.4.5}
\end{equation*}
$$

From (15.4.2) and (15.4.3), we have

$$
\begin{equation*}
F^{s h}+L E_{v}=M_{b}\left(\sigma_{s}-\sigma_{M}\right) \tag{15.4.6}
\end{equation*}
$$

On the other hand, water vapor flux and convective energy flux at the top of the mixed layer $z_{M}$ are written as

$$
\begin{align*}
\overline{\rho w q}\left(z_{M}\right) & =M_{c}\left[q^{u}\left(z_{M}\right)-q^{d}\right]=M_{c}\left(q_{M}-q^{d}\right),  \tag{15.4.7}\\
\overline{F^{c o n v}}\left(z_{M}\right) & =M_{c}\left[\sigma^{u}\left(z_{M}\right)-\sigma^{d}\left(z_{M}\right)\right]=M_{c}\left[\sigma_{M}-\sigma^{d}\left(z_{M}\right)\right] \tag{15.4.8}
\end{align*}
$$

The supply of water vapor from the surface to the mixed layer is equal to the upward transport of water vapor through the cloud base height $z_{M}$. Note that we neglect the lateral transport of water vapor or the evaporation of rain within the mixed


Figure 15.10: A simple cumulus model with the mixed layer (upper left), and the structures of temperature (upper right), specific humidity (lower left), and moist static energy (lower right). $z_{T}$ is the tropopause height and $z_{M}$ is the height of the mixed layer. The convective layer $z_{M}<z<z_{T}$ is composed of upward and downward motions, in which mass flux is denoted by $M_{c}$. In the mixed layer $0<z<z_{M}$, sensible heat flux $S_{h}$ and evaporation $E_{v}$ are supplied from the surface, and energy and water are exchanged with the convective layer through $M_{c}$.
layer in this simple model. Thus, the budget of water vapor in the mixed layer is written as

$$
\begin{equation*}
E_{v}=\overline{\rho w q}\left(z_{M}\right) \tag{15.4.9}
\end{equation*}
$$

From (15.4.3) and (15.4.7), specific humidity in the mixed layer is expressed as

$$
\begin{equation*}
q_{M}=\frac{M_{b} q_{s}+M_{c} q_{d}}{M_{b}+M_{c}} \approx \frac{M_{b}}{M_{b}+M_{c}} q_{s} \tag{15.4.10}
\end{equation*}
$$

where $q_{d} \ll q_{M}$ and $M_{c}<M_{b}$ is used in this approximation. We have $M_{c} / M_{b} \approx$
0.3 for typical values $M_{c} \approx 0.003 \mathrm{~kg} \mathrm{~m}^{-2} \mathrm{~s}^{-1}$ and $M_{b} \approx 0.01 \mathrm{~kg} \mathrm{~m}^{-2} \mathrm{~s}^{-1}$. If the temperature at the bottom of atmosphere is given by the surface temperature, $q_{s}=$ $q^{*}\left(p_{s}, T_{0}\right)$ represents specific humidity at the bottom of the atmosphere. Therefore, the ratio $q_{M} / q_{s}$ corresponds to relative humidity at the bottom of the atmosphere, and is written as

$$
\begin{equation*}
r=\frac{q_{M}}{q_{s}} \approx \frac{M_{b}}{M_{b}+M_{c}} \tag{15.4.11}
\end{equation*}
$$

For $M_{c} / M_{b}=0.3$, we have an estimation of relative humidity at the bottom of the atmosphere as $r=80 \%$. Since specific humidity $q$ is constant irrespective of height in the mixed layer, relative humidity increases with height up to $100 \%$ at the top of the mixed layer (i.e., the lifting condensation level).

In a similar way, we consider the energy budget in the mixed layer. Total energy fluxes at the surface, the top of the mixed layer, and the tropopause are written as

$$
\begin{align*}
\overline{F^{\text {rad }}}(0)+F^{s h}+L E_{v} & =0  \tag{15.4.12}\\
\overline{F^{\text {rad }}}\left(z_{M}\right)+\overline{F^{\text {conv }}}\left(z_{M}\right) & =0  \tag{15.4.13}\\
\overline{F^{r a d}}\left(z_{T}\right) & =0 \tag{15.4.14}
\end{align*}
$$

Using (15.4.8), the energy balance in the mixed layer and that in the convective layer are written respectively as

$$
\begin{align*}
& F^{s h}+L E_{v}-M_{c}\left[\sigma_{M}-\sigma^{d}\left(z_{M}\right)\right]=\overline{F^{\text {rad }}}\left(z_{M}\right)-\overline{F^{\text {rad }}}(0) \equiv R_{M}, \\
& M_{c}\left[\sigma_{M}-\sigma^{d}\left(z_{M}\right)\right]=\overline{F^{r a d}}\left(z_{T}\right)-\overline{F^{\text {rad }}}\left(z_{M}\right) \equiv R_{C}, \tag{15.4.15}
\end{align*}
$$

where $R_{M}$ and $R_{C}$ are divergences of the energy flux due to radiation in the mixed layer and the convective layer, respectively. They correspond to the vertical integrals of radiative cooling in respective layers. Using (15.4.9) and (15.4.7) to eliminate the contribution of water vapor, we obtain the equations of the energy balance as

$$
\begin{align*}
F^{s h}-M_{c} C_{p}\left[T_{M}\left(z_{M}\right)-T^{d}\left(z_{M}\right)\right] & =R_{M}  \tag{15.4.17}\\
L E_{v}+M_{c} C_{p}\left[T_{M}\left(z_{M}\right)-T^{d}\left(z_{M}\right)\right] & =R_{C} \tag{15.4.18}
\end{align*}
$$

In reality, the temperature difference between the upward and downward motion regions is very small. If we equate the temperature in the upward motion region to that in the downward motion region at the cloud base, and set $T_{M}\left(z_{M}\right)=T^{d}\left(z_{M}\right)$, we obtain $F^{s h}=R_{M}$ and $L E_{v}=R_{C}$. On this assumption, the Bowen ratio, which is defined as the ratio of sensible heat flux to latent heat flux, is written as

$$
\begin{equation*}
b \equiv \frac{F^{s h}}{L E_{v}}=\frac{R_{M}}{R_{C}}, \quad \text { if } T_{M}\left(z_{M}\right)=T^{d}\left(z_{M}\right) \tag{15.4.19}
\end{equation*}
$$

This relation is derived by Sarachik (1978) and implies that the portion of sensible heat supply from the surface is exactly cooled by radiation. However, the temperature difference between the upward and downward motion regions becomes
relatively large if the simple steady cumulus model is used, as shown in Fig. 15.10. The estimation of (15.4.19) does not generally hold.
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## 16

## Low-latitude circulations

The low-latitude circulations of the atmosphere are associated with hydrological circulations, and the large-scale circulations in low latitudes can be characterized by organized moist convection. In low latitudes, convection occurs in the form of moist convection associated with latent heat release. If the surface boundary has a laterally inhomogeneous condition with a horizontal scale of the order of several thousands of kilometers, moist convection is organized to have a large-scale circulation structure that has a specified horizontal scale. Examples of large-scale circulations in low latitudes are Walker circulation and Hadley circulation. Walker circulation is viewed as a large-scale circulation forced by longitudinal forcing along the equator, while Hadley circulation is viewed as that forced by latitudinal forcing between the equator and higher latitudes. These are in principle two-dimensional structures in a horizontal-vertical section, where the horizontal direction can be either latitudinal or longitudinal. In reality, however, the observed circulation is not at all two-dimensional. Figure 16.1 shows the horizontal distribution of vertical velocity at the middle level ( 500 hPa ). The data source is the same as shown in Appendix A3. Upward motions are seen in low latitudes in every season, though they are not horizontally uniform. The actual distribution of upward and downward motions has such a three-dimensional structure.

In this chapter, bearing in mind that circulation has a complicated structure in the real atmosphere, we consider the general properties of the two-dimensional cellular structures of steady large-scale circulations as representative circulations in low latitudes. We begin with large-scale circulation in a nonrotating frame, which is thought to correspond to Walker circulation. Next, in order to investigate the dynamics of Hadley circulation, we move on to large-scale circulation in a uniformly rotating frame ( $f$-plane), and, finally, the zonally symmetric large-scale circulation of a sphere.

The dynamics of Hadley circulation are directly related to understanding the zonally averaged meridional structure of the atmosphere. Hadley circulation prevails from the tropics to the midlatitudes, and has a zonally uniform meridional


Figure 16.1: Horizontal distribution of the vertical velocity $\omega$ at height 500 hPa . Monthly mean of January (top) and July (bottom). The contour interval is $0.02 \mathrm{~Pa} \mathrm{~s}^{-1}$, and the contour interval with thick curves is $0.04 \mathrm{~Pa} \mathrm{~s}^{-1}$. Solid: negative values (upward motion), dashed: positive values (downward motion), and dotted: zero.
cellular structure with the upward branch in the tropics and the downward branch in the subtropics. Hadley circulation is not only a representative structure of the meridional field in lower latitudes but also plays a key role in the interaction with midlatitude circulation. Meridional circulation primarily consists of the Hadley cell and the Ferrel cell, which will be considered in Chapter 17.

### 16.1 Dynamics of Walker circulation

### 16.1.1 Large-scale circulation as organized moist convection

Figure 16.2 shows the longitudinal-vertical section of the vertical velocity along the equator, which is analyzed from observed data and corresponds to Fig. 16.1. In the equatorial Pacific, upward motions are located around the longitudes 90-120E, while downward motions are located around the longitudes $90-120 \mathrm{~W}$. The upward motion region resides in the warmer sea surface temperature region. Such an east-


Figure 16.2: The same as Fig. 16.1 but for the longitudinal-vertical cross section of the vertical velocity $\omega$ along the equator.
west circulation on the equator is referred to as Walker circulation. An aspect of the dynamics of the Walker circulation is described by the thermally forced problem on the equator given in Section 6.5. Since diabatic heating due to latent heat release is associated with the upward motion regions, the Kelvin wave response prevails along the equator eastward of the heating region. Although the equatorial Kelvin wave response in the zonal-height section is regarded as Walker circulation, the argument of Section 6.5 is based on linear theory and simplified damping effects are introduced. In this section, by introducing a more realistic hydrological process, the dynamics of Walker circulation are considered by viewing it as a circulation driven by a horizontal temperature gradient.

If a vertically one-dimensional radiative equilibrium state is calculated at each latitude using the local condition of solar radiation and distributions of absorbing quantities including water vapor, the temperature structure of radiative equilibrium is generally statically unstable at any latitude. This implies that the radiative effect always has a tendency to generate convectively unstable states in the atmosphere. In reality, however, local convection does not necessarily occur in all places, since active and suppressed convective regions are distributed due to the lateral advection
associated with large-scale circulations. Here, local convection in the case of a moist atmosphere is in the form of cumulus convection whose lateral scale is of the order a few kilometers. In general, large-scale circulation appears as a result of horizontal filtering with an appropriate length scale which covers both active and suppressed convective regions. Although the averaging scale is not always clearly defined, it is much larger than individual cumulus scales. More active cumulus convection corresponds to the region of the upward branch of large-scale circulation, whereas the suppressed convective region corresponds to the region of the downward branch.

If external forcing, such as surface temperature, has inhomogeneity, large-scale circulation will be organized in the horizontal scale of the applied forcing. If external forcing is horizontally uniform, on the other hand, the typical horizontal scale cannot be defined in advance. Nevertheless, it may be expected that interactions between individual cumulus clouds will drive the organized circulation of cumulus convection to form large-scale circulation.

As the simplest framework, let us first consider moist convection on a uniform surface temperature in a nonrotating frame. Such moist convection can be compared with Bénard convection in a Boussinesq fluid or with dry convection described in Section 15.1. In reality, cumulus convection predominates in lowlatitudes where surface temperature is relatively uniform and the effect of rotation is small. In these regions, however, cumulus convection is very variable and does not have a cellular structure like Bénard convection. It is difficult to make a theory on moist convection on a uniform surface temperature in a nonrotating frame. Figure 16.3 shows a numerical example of moist convection in such a situation. Because of interaction in the precipitating process, each convective plume has a finite lifetime and is very variable.

We may think of moist convection on a uniform surface temperature in a rotating frame in a similar way. Although we can undertake theoretical analysis in the case of the Boussinesq fluid as described in Section 5.2.2, moist convection in the real atmosphere does not have such an organized structure. Instead, organization of the cloud clusters associated with easterly waves or tropical cyclones might be considered as large-scale structures of moist convection in a rotating frame.


Figure 16.3: Distributions of potential temperature deviation and specific humidity for a threedimensional numerical simulation of radiative-convective equilibrium at a height of 50 m . Gray scales range from -1.0 K to 1.0 K for potential temperature and from 12 to $18 \mathrm{~g} \mathrm{~kg}^{-1}$ for specific humidity. After Tompkins (2001). (c)American Meteorological Society. Used with permission.

Second, let us consider moist convection on a differentially distributed surface temperature. We may say that Walker circulation and Hadley circulation are largescale circulations forced by variation in surface temperature on the scale of a few thousand kilometers. For instance, a horizontally forced circulation in a nonrotating frame has a structure similar to Walker circulation, which is thought to be forced by longitudinal surface temperature variation near the equator. In contrast, the latitudinal difference in surface temperature can force meridional cellular circulation, which corresponds to Hadley circulation. Hadley circulation is affected by the rotation of the Earth, and is viewed as a horizontally forced circulation in the rotating frame, as will be studied in Section 16.2.

### 16.1.2 Large-scale circulation in a nonrotating frame

If the boundary conditions are horizontally uniform, there is no reason for the upward motion of moist convection to be located at a specific position. If the surface temperature has large-scale variation, on the other hand, the upward motion region tends to concentrate in the warmer surface temperature region and moist convection is suppressed in the colder region. In this case, large-scale circulation will be driven so as to have a horizontal scale comparable to that of the specified surface temperature variation. Such a large-scale circulation in a nonrotating frame can be viewed as a model of Walker circulation.

The organization of large-scale circulation is demonstrated using a horizontalheight two-dimensional numerical model. We consider a domain with horizontal length $L$ and assume that the surface temperature difference in $L$ is given by $\Delta T_{s}$. We take $10,000 \mathrm{~km}$ as a typical length of $L$ in the case of Walker circulation. We show below numerical examples of large-scale circulations in the domain $L=10,000$ km with $\Delta T_{s}=0,0.5$, and 1 K . The numerical model is a primitive equation model in hydrostatic balance. A uniform cooling rate $-2 \mathrm{~K} \mathrm{day}^{-1}$ is given below the level $\sigma=0.1$, where $\sigma$ denotes a vertical coordinate defined as pressure divided by surface pressure ( $\sigma$-coordinates; see Section 3.3.2). For comparison, experiments are carried out both for a moist atmosphere and a dry atmosphere. We use a relatively coarse resolution with grid interval 100 km , so that individual clouds cannot be resolved in the model. Thus, two methods of convective scheme are used: First, the effect of local moist convection is parameterized by moist adiabatic adjustment at each grid point. Second, no parameterization except for an explicit large-scale circulation is used. Figure 16.4 shows the time sequences of the distribution of precipitation for a moist atmosphere with moist convective adjustment. The precipitating area corresponds to the upward motion region. It is shown that precipitation is more concentrated on the warmer side as $\Delta T_{s}$ becomes larger.

Although the above model is very simple and idealized, we can argue some of the properties of tropical circulations. Despite the concentration of precipitation, the temperature in the free atmosphere is horizontally homogenized except for the lower boundary layer. The difference of temperature in the free atmosphere is rapidly smoothed out due to the propagation of gravity waves. As a result, a stable layer is established near the surface as $\Delta T_{s}$ becomes larger since the surface temperature is colder than the free atmosphere above. At the top of the boundary layer, water


Figure 16.4: Time sequences of the distribution of precipitation for the horizontal surface temperature difference $\Delta T_{s}=0,0.5$, and 1 K in a two-dimensional model, showing the concentration of precipitation in the warmer region of the surface temperature. The surface temperature is warmer on the left-hand side of each panel.
vapor is saturated and stratiform clouds prevail in the uppermost layer of the stable layer. This saturated layer is thought to correspond to the trade cumulus.

In the two-dimensional time mean field, the following streamfunction can be defined:

$$
\begin{equation*}
\Psi=\int_{z}^{\infty} \rho v d z=\int_{0}^{p} v \frac{d p}{g}=\frac{p_{s}}{g} \int_{\sigma}^{1} v d \sigma \tag{16.1.1}
\end{equation*}
$$

where hydrostatic balance is used. The dimension of the streamfunction is in $\mathrm{kg} \mathrm{s}^{-1} \mathrm{~m}^{-1}$. Except for the lower boundary layer, the vertical temperature structure is almost the same as that of the upward branch of large-scale circulation, and its lapse rate is described by the moist adiabatic lapse rate $\Gamma_{m}$. Using the difference between the lapse rates of the dry adiabat and the moist adiabat $\Gamma_{d}-\Gamma_{m} \approx$


Figure 16.5: Dependence of the maximum values of the streamfunction $\left[\mathrm{kg} \mathrm{s}^{-1} \mathrm{~m}^{-1}\right.$ ] (ordinate) on the surface temperature difference $\Delta T_{s}[\mathrm{~K}]$ (abscissa). A comparison between a moist atmosphere and a dry atmosphere both with the convective adjustment and without any convective scheme. ma: moist atmosphere with convective adjustment, ml: moist atmosphere without any parameterization, da: dry atmosphere with convective adjustment, and dl: dry atmosphere without any parameterization.
$2 \mathrm{~K} \mathrm{~km}^{-1}$, and the radiative cooling rate $Q^{\text {rad }} / C_{p} \rho=2 \mathrm{~K}$ day $^{-1}$ in (15.3.19), downward mass flux in the clear region on the colder side of temperature is given by

$$
\begin{equation*}
M=\frac{Q^{\text {rad }}}{C_{p}\left(\Gamma_{d}-\Gamma_{m}\right)} \tag{16.1.2}
\end{equation*}
$$

The strength of the streamfunction is maximized if the upward motion of large-scale circulation is concentrated in a small area at the warmest surface temperature:

$$
\begin{equation*}
\Psi_{\max }=M L=\frac{Q L}{C_{p}\left(\Gamma_{d}-\Gamma_{m}\right)} \approx 1 \times 10^{5} \mathrm{~kg} \mathrm{~s}^{-1} \mathrm{~m}^{-1} \tag{16.1.3}
\end{equation*}
$$

Figure 16.5 shows the dependence of the maximum values of the streamfunction on horizontal surface temperature difference. As the temperature difference increases, the streamfunction consists of a single cell covering the whole domain. In the case of a moist atmosphere, the maximum value of the streamfunction is very close to this uppermost value at a temperature difference of 2 K . In the case of a dry atmosphere, however, the maximum value of the streamfunction is much smaller than that of the moist case, though it becomes stronger as the temperature difference becomes larger. Note that even when the temperature difference is close to zero, convective motions result in smaller scale cells; this is why the streamfunction has a finite value at $\Delta T_{s}=0$.

### 16.2 Dynamics of Hadley circulation

Circulations of the atmosphere over low and midlatitudes are characterized by a relatively zonally symmetric meridional circulation called Hadley circulation. In practice, Hadley circulation is defined as the zonal average of meridional flows. Hadley circulation can be viewed as a large-scale meridional circulation driven by
the underlying meridional surface temperature difference. Because of the rotation of the Earth, angular momentum transport is associated with meridional circulation. The seasonal change in the distribution of the zonal-mean mass streamfunction is shown in Fig. A3.2.

In this section, we consider the dynamics of Hadley circulation by regarding Hadley circulation as a large-scale convective cell in a rotating frame. As a slightly different model of Hadley circulation, we also examine the dynamical balances of Hadley circulation as a radiatively driven circulation.

### 16.2.1 Cyclostrophic balance

In a rotating frame, lateral temperature difference does not necessarily drive meridional circulation as shown in Fig. 16.5, since there may be a state in the thermal wind balance with the prescribed surface temperature gradient. If the surface temperature has a meridional gradient, we can assume there exists a basic state that has a thermal wind balanced by the surface temperature gradient and has no meridional flow. The thermal structure in this case is given by the local radiative-convective equilibrium at each latitude. If the latitudinal distribution of solar radiation is specified using a latitudinal distribution function $f(\varphi)$ as in (13.2.3), for instance, a local radiative-convective equilibrium state can be determined by a vertically one-dimensional model at each latitude. The thermal structure of this atmospheric state is completely determined by the latitudinal distribution of the surface temperature and the vertical profiles of temperature. This thermal structure without a meridional flow can be thought of as the basic state for Hadley circulation. In this case, the energy balance at the surface can be arbitrarily constrained. One may assume a swamp boundary condition, under which no heat capacity is allowed at the ground. Instead of this, one may externally specify a distribution of surface temperature. Although the energy budget in the atmosphere will not be closed if surface temperature is prescribed, residual energy at the surface is regarded as energy transport in the ocean.

Here, we simply specify the distribution of surface temperature to find the distribution of zonal winds that are in thermal wind balance with surface temperature. Since rotation becomes zero near the equator, we need to consider the variation of the Coriolis parameter (i.e., we assume cyclostrophic balance instead of thermal wind balance in a uniform rotation). As a basic state, both profiles of the troposphere and stratosphere can be determined by radiative-convective equilibrium at each latitude. In the case of a moist atmosphere, temperature profiles in radiativeconvective equilibrium are approximately given by the moist adiabat, starting with surface temperature. Since the moist adiabat depends on temperature and pressure, the lapse rate changes in the vertical and horizontal directions. For simplicity, however, we neglect variation of the lapse rate and assume that it is given by a constant $\Gamma$. Surface temperature is denoted by $T_{s}$, and the temperature gap between the surface and the atmosphere is neglected. We further assume that tropopause height $H_{T}$ is externally specified as a constant value irrespective of latitude. The exact distribution of tropopause height could be determined if a realistic radiation model is used to calculate radiative-convective equilibrium; but we do not take this
approach.
First, we consider the case where surface temperature distribution is given by

$$
\begin{equation*}
T_{s}(\varphi)=T_{E}-\Delta T_{s} \sin ^{2} \varphi \tag{16.2.1}
\end{equation*}
$$

Using the Boussinesq approximation, the meridional structure of potential temperature is given by

$$
\begin{equation*}
\theta(\varphi, z)=T_{s}(\varphi)+\left(\Gamma-\Gamma_{d}\right) z=T_{E}-\Delta T_{s} \sin ^{2} \varphi+\gamma z \tag{16.2.2}
\end{equation*}
$$

where $\Gamma_{d}=g / C_{p}$, and $\gamma=\Gamma-\Gamma_{d}$ is the vertical lapse rate for potential temperature. Cyclostrophic balance with this thermal structure is written in spherical coordinates as ${ }^{\dagger}$

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(2 \Omega \sin \varphi u+\frac{\tan \varphi}{R} u^{2}\right)=-\frac{g}{\theta_{0}} \frac{1}{R} \frac{\partial \theta}{\partial \varphi} . \tag{16.2.3}
\end{equation*}
$$

We can solve it for zonal velocity $u$ by substituting (16.2.2) into this equation and using the boundary condition $u=0$ at $z=0$ :

$$
\begin{equation*}
u=\Omega R \cos \varphi\left(\sqrt{1+\frac{2 g \Delta T_{s}}{\Omega^{2} a^{2} \theta_{0}}} z-1\right) \tag{16.2.4}
\end{equation*}
$$

This atmospheric structure in cyclostrophic balance cannot be realized in fact. Angular momentum corresponding to (16.2.4) is given by

$$
\begin{equation*}
l=u R \cos \varphi+\Omega R^{2} \cos ^{2} \varphi=\Omega R^{2} \cos ^{2} \varphi \sqrt{1+\frac{2 g \Delta T_{s}}{\Omega^{2} a^{2} \theta_{0}} z} \tag{16.2.5}
\end{equation*}
$$

From this, $l$ takes the maximum value at the uppermost layer of the equator $\varphi=0$. This value is larger than values at the surface; $l$ takes the maximum value $\Omega R^{2}$ at the equator and the minimum value zero at the poles (at $z=0$ ). If a small diffusion in angular momentum is introduced to this cyclostrophic balance state, all the values of angular momentum in the atmosphere must lie within the range between the maximum and minimum values at the surface. This means that angular momentum distribution (16.2.5) is physically impossible (i.e., a state with cyclostrophic balance cannot be realized if diffusive transport is introduced and, therefore, meridional circulation must occur). This statement is referred to as Hide's theorem (Hide, 1969).

### 16.2.2 Large-scale circulation in a rotating system

From the above consideration, we conclude that meridional flow must occur in the low latitudes of the atmosphere (i.e., Hadley circulation inevitably exists). Hadley circulation can be viewed as a large-scale circulation driven by a surface temperature gradient in a rotating system. Thus, we first consider a simple case in a uniformly rotating frame in order to clarify the dynamics of Hadley circulation.

[^40]Let us consider two-dimensional meridional circulation on the $f$-plane in a limited domain. We assume that surface temperature has a difference $\Delta T_{s}$ in the domain length $L$ and that moist convection occurs mainly in the small concentrated region on the warmer side and is suppressed in the rest of the domain. In this case, it is expected that large-scale circulation occurs with a horizontal length $L$, which is the same length scale as the surface temperature gradient, if no rotation is applied. The moist convective region corresponds to the upward motion region of large-scale circulation, while the suppressed region corresponds to the downward motion region. Large-scale circulation has a two-dimensional steady flow in a statistical sense and is characterized as overturning circulation in a vertical-horizontal section.

Since overturning circulation is affected by rotation, zonal flow, which has a component normal to the meridional section, has a distribution affected by the Coriolis force. This can be described by angular momentum conservation. If friction is negligible in the free atmosphere, angular momentum is conserved along the lateral flow in the upper layer. We define the origin of the $y$-axis at the most concentrated region of the upward motion, and take the $y$-axis in the direction of the flow in the upper layer. The velocity component in this direction is denoted by $v$. The $x$-axis is perpendicular to circulation, and the velocity component in the $x$-direction is denoted by $u$. Angular momentum conservation reads

$$
\begin{equation*}
u-f y=0 \tag{16.2.6}
\end{equation*}
$$

In the lower layer, angular momentum is not conserved due to frictional force in the boundary layer. We assume that $u$ is zero at $z=0$ as a first approximation. In the lateral flow region in the upper layer, temperature is rapidly homogenized. In contrast to a nonrotating system in which temperature is horizontally homogenized, the thermal wind balance gives a constraint on temperature in the case of a rotating system; the horizontal temperature gradient is related to the vertical shear of velocity:

$$
\begin{equation*}
f \frac{\partial u}{\partial z}=-\frac{g}{\theta_{0}} \frac{\partial \theta}{\partial y} \tag{16.2.7}
\end{equation*}
$$

where $\theta$ is potential temperature and $\theta_{0}$ is a typical value of potential temperature. Thermal wind balance at the middle level is approximately written as

$$
\begin{equation*}
f \frac{u}{H}=-\frac{g}{\theta_{0}} \frac{\partial \hat{\theta}}{\partial y} \tag{16.2.8}
\end{equation*}
$$

where $H$ is the vertical depth of circulation and $\hat{\theta}$ is the vertical average of potential temperature. Using (16.2.6) and (16.2.8), we can estimate the difference of potential temperature

$$
\begin{equation*}
\Delta \hat{\theta}=\frac{f^{2} \theta_{0}}{2 g H} y^{2} \tag{16.2.9}
\end{equation*}
$$

which is the difference from the vertical average of potential temperature in the upward motion region $\hat{\theta}(0)$. If the distance from the origin of the $y$-axis is large
enough such that

$$
\begin{equation*}
\Delta \hat{\theta}>\frac{y}{L} \Delta T_{s} \tag{16.2.10}
\end{equation*}
$$

then the vertical average of potential temperature becomes lower than surface temperature and it becomes convectively unstable. This implies that the horizontal extent of large-scale circulation cannot reach such a region. Therefore, the horizontal length of large-scale circulation is given by

$$
\begin{equation*}
y_{\max }=\frac{2 g H}{f^{2} \theta_{0}} \frac{\Delta T_{s}}{L} \tag{16.2.11}
\end{equation*}
$$

which is given from (16.2.9) and (16.2.10). This is a typical length scale of largescale convection in the $f$-plane. Figure 16.6 is a schematic diagram of the relation between surface temperature and potential temperature in the middle layer of the atmosphere. This relation determines the horizontal length of large-scale circulation in the $f$-plane. We have $y_{\max } \approx 130 \mathrm{~km}$ for the parameters of midlatitude values: $H=10 \mathrm{~km}, f=\Omega\left(\Omega\right.$ is the angular velocity of the Earth), $\theta_{0}=300$ K , and $\Delta T_{s} / L=10 \mathrm{~K} / 10,000 \mathrm{~km}$. It does not seem, however, that such a twodimensional steady circulation with this horizontal length exists in the real atmosphere. Although squall lines or spiral bands of cyclones have a two-dimensional structure, their structures are more complicated than the steady circulation considered here. The above estimation should be regarded as no more than an introduction to Hadley circulation, which now follows.

As the above overturning flow gets closer to the equator and the Coriolis parameter $f$ becomes smaller, horizontal length increases. Horizontal length is infinite at


Figure 16.6: Horizontal scale of large-scale circulation in the $f$-plane, and the relation between surface temperature $T_{s}$ and potential temperature in the middle of the atmosphere $\hat{\theta} . L$ is the horizontal scale of the variation of surface temperature and $y_{\max }$ is the maximum lateral length of overturning circulation.
the equator. This means that we must take into account latitudinal variation of $f$ to obtain a finite horizontal scale. The horizontal scale of Hadley circulation is given in this situation. We also need to take into account spherical geometry using cyclostrophic balance instead of thermal wind balance.

Let us consider Hadley circulation symmetric about the equator on the same latitudinal distribution of surface temperature as (16.2.1). In this case, since surface temperature has a maximum at the equator, we assume that the upward motion of Hadley circulation is concentrated at the equator. Angular momentum conservation along the upper layer flow is written as

$$
\begin{equation*}
u R \cos \varphi+\Omega R^{2} \cos ^{2} \varphi=\Omega R^{2} \tag{16.2.12}
\end{equation*}
$$

where $R$ is the radius of the Earth. From this, the zonal wind distribution in the upper layer is given by

$$
\begin{equation*}
u=u_{M} \equiv \frac{\Omega R \sin ^{2} \varphi}{\cos \varphi} \tag{16.2.13}
\end{equation*}
$$

The vertical average of potential temperature is assumed to be in cyclostrophic balance with this zonal wind profile:

$$
\begin{equation*}
2 \Omega \sin \varphi \frac{\partial u}{\partial z}+\frac{\tan \varphi}{R} \frac{\partial u^{2}}{\partial z}=-\frac{g}{\theta_{0}} \frac{1}{R} \frac{\partial \hat{\theta}}{\partial \varphi} \tag{16.2.14}
\end{equation*}
$$

We can estimate the difference between zonal velocities at the levels $z=0$ and $H$ from the above equation. By neglecting zonal velocity near the surface, we obtain the cyclostrophic relation with respect to the zonal velocity at $H$ as

$$
\begin{equation*}
\frac{1}{H}\left(2 \Omega \sin \varphi u+\frac{\tan \varphi}{R} u^{2}\right)=-\frac{g}{\theta_{0}} \frac{1}{R} \frac{\partial \hat{\theta}}{\partial \varphi} \tag{16.2.15}
\end{equation*}
$$

Substituting (16.2.13) into this, and integrating with respect to latitude, we obtain the difference between the vertically averaged potential temperature $\hat{\theta}$ and the equatorial value as

$$
\begin{equation*}
\frac{\Delta \hat{\theta}}{\theta_{0}}=\frac{\Omega^{2} R^{2}}{g H} \frac{\sin ^{4} \varphi}{2 \cos ^{2} \varphi} \tag{16.2.16}
\end{equation*}
$$

Large-scale circulation extends as long as the vertically averaged potential temperature is larger than surface temperature. The latitude where the two temperatures agree is the horizontal extent of Hadley circulation (Fig. 16.7). Thus, the latitudinal width of Hadley circulation $\varphi_{H}$ is given by

$$
\begin{equation*}
\tan \varphi_{H}=\left(\frac{2 g H}{\Omega^{2} R^{2}} \frac{\Delta T_{s}}{\theta_{0}}\right)^{\frac{1}{2}} \tag{16.2.17}
\end{equation*}
$$

We have $\varphi_{H} \approx 17^{\circ}$ in the case $\Delta T_{s} / \theta_{0}=0.1$. This width is relatively smaller than the width of Hadley circulation in the real atmosphere $\left(\sim 30^{\circ}\right)$, but is a first approximation to reality. The difference is partly derived from the strong constraint of angular momentum conservation (16.2.12).


Figure 16.7: Latitudinal extent of Hadley circulation as a relation between surface temperature $T_{s}$ and potential temperature in the middle level of the atmosphere $\hat{\theta}$. The latitudinal width of Hadley circulation is denoted by $\varphi_{H}$.

The strength of Hadley circulation can be estimated by assuming that upward motion is concentrated in a small region near the equator and downward motion is uniform in the rest of the Hadley circulation region. The meridional mass streamfunction of Hadley circulation is defined by

$$
\begin{equation*}
\Psi=2 \pi R \cos \varphi \int_{z}^{\infty} \overline{\rho v} d z=2 \pi R \cos \varphi \int_{0}^{p} \bar{v} \frac{d p}{g} \tag{16.2.18}
\end{equation*}
$$

where ( ${ }^{-}$) denotes the zonal average; in this case it is not important since we are considering an axisymmetric circulation. In the Hadley circulation region, meridional flow is poleward $v>0$ in the upper half-layer of the troposphere and is equatorward $v<0$ in the lower half-layer (the sign is for the northern hemisphere). The altitude of the boundary of the two layers is denoted by $z_{H}$, which is assumed to be independent of latitude. At each latitude, the streamfunction takes a maximum value $\Psi_{M}(\varphi)$ at height $z_{H}$. Using mass continuity in a steady state

$$
\begin{equation*}
\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi \overline{\rho v})+\frac{\partial}{\partial z} \overline{\rho w}=0 \tag{16.2.19}
\end{equation*}
$$

we have an expression

$$
\begin{equation*}
\Psi_{M}(\varphi)=2 \pi R \cos \varphi \int_{z_{H}}^{\infty} \overline{\rho v} d z=2 \pi R^{2} \int_{\varphi}^{\varphi_{H}} \overline{\rho w} \cos \varphi d \varphi \tag{16.2.20}
\end{equation*}
$$

Assuming that the downward mass flux of Hadley circulation $M=\overline{\rho w}$ is given as a constant value by (16.1.3), and the outermost contour of the mass streamfunction is closed at the latitude $\varphi_{H}$, we have

$$
\begin{equation*}
\Psi_{M}(\varphi)=2 \pi R^{2} M\left(\sin \varphi_{H}-\sin \varphi\right) . \tag{16.2.21}
\end{equation*}
$$

From this, we see that the mass streamfunction takes the largest value at the equator, $2 \pi R^{2} M \sin \varphi_{H}$. We may obtain the upward mass flux of Hadley circulation
by dividing total mass flux by an area of the upward motion region. However, we have assumed that the upward motion region is concentrated in a small equatorial band. In reality, the upward motion region is broader by as much as 10 degrees in latitude. The upward motion region of Hadley circulation corresponds to the Intertropical Convergence Zone (ITCZ). It is a fundamental and unresolved problem of large-scale circulation to theoretically determine the width of the ITCZ.

Figure 16.8 compares the meridional streamfunctions obtained by a set of


Figure 16.8: Comparison of the streamfunctions given by a general circulation model. Left: a two-dimensional axisymmetric model; right: a three-dimensional model. From the top to the bottom, the figures correspond to the case when the rotation rate $\Omega / \Omega_{0}=0,1 / 3,1$, and 3 , respectively. The unit is $10^{10} \mathrm{~kg} \mathrm{~m}^{-1}$ and the contour interval is $5 \times 10^{10} \mathrm{~kg} \mathrm{~m}^{-1}$ for $\Omega / \Omega_{0}=0$, and $2 \times 10^{10} \mathrm{~kg} \mathrm{~m}^{-1}$ otherwise. After Satoh et al. (1995).
idealistic numerical experiments. These show the dependence on rotation rates for the two-dimensional axisymmetric model and for a three-dimensional model (Satoh et al., 1995). Both cases are calculated using a general circulation model that includes a hydrological cycle over an ocean surface with a latitudinal sea surface temperature distribution (16.2.1). (These are part of the so-called aquaplanet experiment; see Section 24.3.) Rotation rates are changed as $\Omega / \Omega_{0}=0,1 / 3,1$, and 3 , where $\Omega_{0}$ is the terrestrial rotation rate. In the case of no rotation $\left(\Omega / \Omega_{0}=\right.$ 0 ), streamfunctions are almost the same between the two-dimensional model and a three-dimensional model and they cover the entire hemisphere. In the case of slow rotation with $\Omega / \Omega_{0}=1 / 3$, the shape of the streamfunctions of Hadley circulation is very similar between the two models, and the streamfunctions reach about latitude $45^{\circ}$ from the equator. As the rotation rate is faster than the terrestrial case with $\Omega / \Omega_{0}=1$, the width of the Hadley circulation of the two-dimensional model becomes smaller than that of the three-dimensional model. This result implies that the above theory is more applicable as the rotation rate is slower than the terrestrial case.

### 16.2.3 The Held and Hou model

In the previous section, we obtained the width and intensity of Hadley circulation by assuming that Hadley circulation is an axisymmetric large-scale circulation in a moist atmosphere. Held and Hou (1980), in contrast, consider Hadley circulation as a circulation driven by diabatic forcing due to Newtonian radiation. Although the model of Held and Hou is formulated without explicitly considering the effect of latent heat release, it is useful for understanding the basic balance of Hadley circulation.

The diabatic heating of Newtonian radiation is given proportional to the difference between temperature and its reference value. In general, the profile of the reference temperature is arbitrarily specified. Using potential temperature, the reference profile of the Held and Hou model is given by

$$
\begin{align*}
\theta_{e}(\varphi, z) & =\theta_{0}\left[1-\frac{2}{3} \Delta_{H} P_{2}(\varphi)+\Delta_{V}\left(\frac{z}{H}-\frac{1}{2}\right)\right] \\
& =\theta_{0}\left[1-\Delta_{H}\left(\sin ^{2} \varphi-\frac{1}{3}\right)+\Delta_{V}\left(\frac{z}{H}-\frac{1}{2}\right)\right] \tag{16.2.22}
\end{align*}
$$

where $\Delta_{H}$ and $\Delta_{V}$ represent the ratios of the deviations of potential temperature in latitudinal and vertical directions from the basic value $\theta_{0}$, respectively. The latitudinal profile is based on that of solar heating (13.2.6). In the vertical direction, we set $\Delta_{V}>0$, so that Newtonian radiation tends to stabilize stratification. At each latitude, this profile is regarded as a radiative-convective equilibrium state without a large-scale circulation (i.e., a balanced state between convection and radiation at each local latitude). The interpretation of this reference state is not straightforward, however, since Hadley circulation suppresses local convection in the downward motion region. Local radiative-convective equilibrium has no counterpart in the real atmosphere. We should proceed to the following consideration with this reservation. Note that radiative equilibrium generally has unstable stratification in
lower layers as seen in Chapter 14. Thus, the reference state with $\Delta_{V}>0$ cannot be regarded as a radiative equilibrium state instead of a radiative-convective one.

Using Newtonian-type diabatic heating, the equation of potential temperature in a zonally symmetric two-dimensional system is expressed as

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(v \theta \cos \varphi)+\frac{\partial}{\partial z}(w \theta)=-\frac{\theta-\theta_{e}}{\tau_{R}} \tag{16.2.23}
\end{equation*}
$$

where $\tau_{R}$ is the damping time of radiation. We integrate this equation over the whole domain of Hadley circulation between $z=0$ and $z=H$ in the vertical direction and $\varphi=0$ and $\varphi=\varphi_{H}$ in the latitudinal direction. Integration on the left-hand side becomes zero under a steady state, since no normal flux is allowed at the boundary of Hadley circulation. Therefore, the domain-averaged heat balance is expressed as

$$
\begin{equation*}
\int_{0}^{\varphi_{H}} \hat{\theta} \cos \varphi d \varphi=\int_{0}^{\varphi_{H}} \hat{\theta}_{e} \cos \varphi d \varphi \tag{16.2.24}
\end{equation*}
$$

where $\hat{\theta}$ is the vertical average of potential temperature, and $\hat{\theta}_{e}$ is that of the reference value. If the reference profile of potential temperature is given by (16.2.22), we obtain

$$
\begin{equation*}
\hat{\theta}_{e}=\frac{1}{H} \int_{0}^{H} \theta_{e} d z=\theta_{0}\left[1-\Delta_{H}\left(\sin ^{2} \varphi-\frac{1}{3}\right)\right] . \tag{16.2.25}
\end{equation*}
$$

We assume that potential temperature is equal to the reference value at the boundary of Hadley circulation: $\hat{\theta}\left(\varphi_{H}\right)=\hat{\theta}_{e}\left(\varphi_{H}\right)$. The zonal wind in the upper layer has the same profile as (16.2.13) which is derived from the conservation of angular momentum. Temperature distribution is constrained by cyclostrophic balance (16.2.14). Thus, the latitudinal difference of the vertically averaged potential temperature is the same as (16.2.16):

$$
\begin{equation*}
\frac{\hat{\theta}(0)-\hat{\theta}(\varphi)}{\theta_{0}}=\frac{\Omega^{2} R^{2}}{g H} \frac{\sin ^{4} \varphi}{2 \cos ^{2} \varphi} . \tag{16.2.26}
\end{equation*}
$$

Eqs. (16.2.24), (16.2.25), and (16.2.26) determine the latitudinal distribution of potential temperature, which is depicted in Fig. 16.9. The width of Hadley circulation is determined by the constraint that the two areas enclosed by the curves $\hat{\theta}$ and $\hat{\theta}_{e}$ must be equal due to the energy balance in the Newtonian radiation model. This method to ascertain the width of Hadley circulation is called the equal area method. A similar method for the balance of energy was considered with the energy budget model (EBM) in Chapter 13 (see Fig. 13.4). In the case of the EBM, the balance between solar and planetary radiations was considered. In the present case, however, such a relation for radiation is not directly introduced. Substituting (16.2.25) and (16.2.26) into (16.2.24) and integrating over the domain of Hadley circulation, we obtain the equation for the width of Hadley circulation. Introducing $\mu_{H}=\sin \varphi_{H}$, we have a relation for the Hadley width:

$$
\begin{equation*}
\frac{1}{3}\left(4 R_{H}-1\right) \mu_{H}^{3}-\frac{\mu_{H}^{5}}{1-\mu_{H}^{2}}-\mu_{H}+\frac{1}{2} \ln \left(\frac{1+\mu_{H}}{1-\mu_{H}}\right)=0 \tag{16.2.27}
\end{equation*}
$$



Figure 16.9: Latitudinal extent of Hadley circulation in the Newtonian radiation model, and the relation between the reference potential temperature $\theta_{e}$ and the vertically averaged potential temperature $\hat{\theta}$. The areas enclosed by the two curves are equal. The width of Hadley circulation is given by the latitude $\varphi_{H}$.
where

$$
\begin{equation*}
R_{H} \equiv \frac{g H}{\Omega^{2} R^{2}} \Delta_{H} \tag{16.2.28}
\end{equation*}
$$

is a parameter related to latitudinal temperature difference.
If the width $\varphi_{H}$ is small enough that $\sin \varphi \approx \varphi$ and $\cos \varphi \approx 1$, Eqs. (16.2.25) and (16.2.26) are written as

$$
\begin{equation*}
\frac{\hat{\theta}(\varphi)}{\theta_{0}}=\frac{\hat{\theta}(0)}{\theta_{0}}-\frac{\Omega^{2} R^{2}}{2 g H} \varphi^{4}, \quad \frac{\hat{\theta}_{e}(\varphi)}{\theta_{0}}=\frac{\hat{\theta}_{e}(0)}{\theta_{0}}-\Delta_{H} \varphi^{2} \tag{16.2.29}
\end{equation*}
$$

Substituting these equations into (16.2.24) with $\cos \varphi \approx 1$, the width of Hadley circulation is given by

$$
\begin{equation*}
\varphi_{H}=\left(\frac{5}{3} \frac{g H}{\Omega^{2} R^{2}} \Delta_{H}\right)^{\frac{1}{2}}=\left(\frac{5}{3} R_{H}\right)^{\frac{1}{2}} \tag{16.2.30}
\end{equation*}
$$

This equation corresponds to (16.2.17) in the case of a moist atmosphere.
In this model, latitudinal energy transport exists only in the region between the equator and the latitude $\varphi_{H}$ where meridional circulation exists. Energy transport is calculated by the vertical average of the potential temperature equation (16.2.23), which is written as

$$
\begin{equation*}
\frac{\partial \hat{\theta}}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{1}{H} \int_{0}^{H} v \theta d z\right)=-\frac{\hat{\theta}-\hat{\theta}_{e}}{\tau_{R}} . \tag{16.2.31}
\end{equation*}
$$

This corresponds to (13.3.20) of the EBM. Assuming a steady balanced state and integrating with respect to latitude, we obtain latitudinal energy transport as

$$
\begin{equation*}
\frac{1}{H} \int_{0}^{H} v \theta d z=-\frac{R_{H}}{\cos \varphi} \int_{0}^{\varphi} \frac{\hat{\theta}-\hat{\theta}_{e}}{\tau_{R}} \cos \varphi d \varphi \tag{16.2.32}
\end{equation*}
$$

In the case of $R_{H} \ll 1$, in particular, substitution of (16.2.29) yields

$$
\begin{equation*}
\frac{1}{\theta_{0}} \int_{0}^{H} v \theta d z=\frac{5}{18}\left(\frac{5}{3}\right)^{\frac{1}{2}} \frac{H R \Delta_{H}}{\tau_{R}} R_{H}^{\frac{3}{2}}\left[\frac{\varphi}{\varphi_{H}}-2\left(\frac{\varphi}{\varphi_{H}}\right)^{3}+\left(\frac{\varphi}{\varphi_{H}}\right)^{5}\right] \tag{16.2.33}
\end{equation*}
$$

Latitudinal transport becomes zero at $\varphi=0$ and $\varphi_{H}$, and takes its maximum value at $\varphi=\varphi_{H} / \sqrt{5}$. From comparison of (16.2.31) and (13.3.20) of the EBM, $\hat{\theta}_{e}$ corresponds to solar flux $\tilde{T}_{R}$, while $\hat{\theta}$ corresponds to planetary flux $\tilde{T}$. In reality, solar flux is almost equal to planetary flux at about $45^{\circ}$ (Fig. 13.1). As for the Held and Hou model, however, since no heat transport is allowed on the poleward side of Hadley circulation, the curve of $\hat{\theta}_{e}$ crosses that of $\hat{\theta}$ within the region of Hadley circulation (Fig. 16.9). In this case, energy transport is maximized within Hadley circulation; this characteristic is unrealistic. One should be careful if the Held and Hou model is used for the interpretation of energy transport.

In the case of the Held and Hou model, the distribution of mass flux can be determined from the constraint of the energy balance. It is assumed that latitudinal flow is concentrated within the thin bottom and upper boundary layers, and that basic stratification does not change from that of the reference state. In this case, energy transport is written as

$$
\begin{equation*}
\frac{1}{\theta_{0}} \int_{0}^{H} v \theta d z=V \Delta_{V} \tag{16.2.34}
\end{equation*}
$$

where $V$ is latitudinal mass flux, and is given from the continuity equation as

$$
\begin{equation*}
V=-\int_{0}^{H / 2} v d z=\int_{H / 2}^{H} v d z \tag{16.2.35}
\end{equation*}
$$

Thus, from (16.2.33), we have

$$
\begin{equation*}
V(\varphi)=\frac{5}{18}\left(\frac{5}{3}\right)^{\frac{1}{2}} \frac{H R \Delta_{H}}{\tau_{R} \Delta_{V}} R_{H}^{\frac{3}{2}}\left[\frac{\varphi}{\varphi_{H}}-2\left(\frac{\varphi}{\varphi_{H}}\right)^{3}+\left(\frac{\varphi}{\varphi_{H}}\right)^{5}\right] \tag{16.2.36}
\end{equation*}
$$

Angular momentum transport is similarly calculated. The zonally averaged momentum equation is written as

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{1}{R \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left(u v \cos ^{2} \varphi\right)+\frac{\partial}{\partial z}(w u)+f v=-\frac{\partial \tau_{x}}{\partial z} \tag{16.2.37}
\end{equation*}
$$

where $\tau_{x}$ is vertical momentum flux due to friction, and lateral diffusive flux is neglected. The vertical average of the above equation in the steady state is written as

$$
\begin{equation*}
\frac{1}{R \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left(\frac{1}{H} \int_{0}^{H} u v d z \cos ^{2} \varphi\right)=\frac{\tau_{x}(0)}{H} \tag{16.2.38}
\end{equation*}
$$

where $\tau_{x}(0)$ is diffusion flux at the surface. Note that the contribution of the Coriolis parameter vanishes because of (16.2.35). Diffusion flux is proportional to the magnitude of the zonal wind near the surface with an opposite sign:

$$
\begin{equation*}
\tau_{x}(0)=-C u(0) \tag{16.2.39}
\end{equation*}
$$

If the sign of $\tau_{x}(0)$ is known, the direction of the surface wind can be determined. A characteristic behavior of $\tau_{x}(0)$ can be seen by assuming that zonal wind is given by the angular momentum conserving flow (16.2.13) in the upper layer and that the zonal wind near the surface is almost negligible compared with that in the upper layer. Consistent with the previous assumption, we assume that meridional flow is also concentrated in layers near both the surface and tropopause. In the case of $R_{H} \ll 1$, relative angular momentum transport is written as

$$
\begin{aligned}
\frac{1}{H} \int_{0}^{H} u v d z & =\frac{u_{M} V}{H} \\
& =\frac{25}{54} \frac{\Omega R^{2} \Delta_{H}}{\tau_{R} \Delta_{V}} R_{H}^{2} \frac{\varphi^{2}}{\varphi_{H}}\left[\frac{\varphi}{\varphi_{H}}-2\left(\frac{\varphi}{\varphi_{H}}\right)^{3}+\left(\frac{\varphi}{\varphi_{H}}\right)^{5}\right]
\end{aligned}
$$

From (16.2.38) and (16.2.39), diffusive flux is given as

$$
\begin{aligned}
-\tau_{x}(0) & =C u(z=0, \varphi) \\
& =-\frac{25}{18} \frac{\Omega R H \Delta_{H}}{\tau_{R} \Delta_{V}} R_{H}^{2}\left[\frac{\varphi}{\varphi_{H}}-\frac{10}{3}\left(\frac{\varphi}{\varphi_{H}}\right)^{3}+\frac{7}{3}\left(\frac{\varphi}{\varphi_{H}}\right)^{5}\right]
\end{aligned}
$$

where $\cos \varphi \approx 1$ is used. This flux changes $\operatorname{sign}$ at $\varphi=\sqrt{3 / 7} \varphi_{H}$. Thus, flow in the lowest layer is easterly on the equatorial side of Hadley circulation, and westerly on the polar side. This distribution is not similar to that which is characteristic of the real atmosphere; in the real atmosphere, the lower flow is everywhere easterly in the Hadley circulation region.

The Held and Hou model has the following difficulties if it is applied to the real atmosphere. First, the model is based on the assumption that the profile of the upper zonal wind is determined by conservation of angular momentum. In reality, the zonal wind is smaller than that determined by angular momentum conservation. This fact suggests the necessity for consideration of momentum transport due to asymmetric components.

Second, it is unclear what constitutes the counterpart of the reference potential temperature of Newtonian radiation in the real atmosphere. As already described, the reference potential temperature is defined as the radiative-convective equilibrium state in the case when Hadley circulation does not exist. If Hadley circulation exists, the radiative-convective equilibrium state does not have any meaning, and radiation cannot be modeled by Newtonian radiation with such a reference temperature. It may be true that the width of Hadley circulation is determined if the latitudinal profile of the vertically averaged reference potential temperature is related to that of solar radiation. However, it is difficult to assume that radiativeconvective equilibrium has a stably stratified vertical profile. For a more realistic
application, it is simpler to use the condition that surface temperature is prescribed rather than that the profile of solar radiation is given. In this case, the width of Hadley circulation is determined by the diagram depicted in Fig. 16.7. It is not necessary, however, to assume that the latitudinal profile of surface temperature is $\sin ^{2} \varphi$ (i.e., similar to that of solar radiation). A more realistic profile of surface temperature can be given to consider that which is characteristic of Hadley circulation.

In the Held and Hou model, the width of Hadley circulation is determined by the constraint that the energy budget is closed within the Hadley circulation region. The equal area method as shown in Fig. 16.9 determines the width; the integral of the difference between potential temperature and its reference temperature should be zero. In the energy budget of the real atmosphere, however, solar radiation is larger than planetary radiation equatorward of $45^{\circ}$, and planetary radiation is larger than solar radiation poleward of $45^{\circ}$ (i.e., energy transport extends from the equator to the pole) so that the energy budget is not closed if the global atmosphere is not considered. In the Hadley circulation region, energy inflow is positive, and its inflow is balanced by energy outflow from the Hadley circulation region to mid and high latitudes. Energy transport to the midlatitudes is needed for constraint on the energy budget.
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## 17

## Circulations on a sphere

In this chapter, some characteristics of circulations on a sphere, particularly the latitudinal distribution of zonal-mean angular momentum, are considered using a one-layer model on a sphere. Midlatitude circulations on the scale of extratropical cyclones are almost geostrophic and nondivergent and their motions are almost isentropic. As shown in Section 3.4, shallow-water equations can be used to describe the motion along isentropic surfaces. Thus, isentropic motions in the midlatitudes can be studied using shallow-water equations or barotropic equations.

Low-latitude circulations can also be examined by using shallow-water equations, where they are characterized by divergent motions associated with latent heat release. Roughly speaking, the direction of meridional flow in the upper layer is opposite to that in the lower layer in low latitudes (i.e., the flow is baroclinic). If such divergent or convergent motions exist, each layer is relatable to the shallowwater system.

In the first section, we formulate divergent shallow-water equations on a sphere in general form. It will be shown that the same method for studying the characteristics of Hadley circulation described in Section 16.2 is applicable to the shallow-water system. Then, Hadley circulation is formulated in a one-layer model and its role in angular momentum transport is examined. Next, the propagation of Rossby waves is considered using the nondivergent barotropic system, based on the assumption that Rossby waves are excited in the region of baroclinic instability. This is an aspect of the interaction between low and midlatitude circulations through the angular momentum budget. We will not explicitly consider the source of Rossby waves in this chapter; it will be studied in the next chapter. In the last section, the energy spectrum and meridional scale of jet streams are examined in terms of two-dimensional turbulence.

The one-layer model on a sphere is a basis for general circulation modeling. A method for numerical discretization on a sphere will be described in Chapter 21. Characteristic flows of shallow-water or nondivergent systems on a sphere can be used for testing the validation of general circulation models (see Chapter 27).

### 17.1 Shallow-water equations on a sphere

First, we present various forms of shallow-water equations on a sphere. Let $u$ denote the longitudinal velocity component, $v$ the latitudinal velocity component, and $\eta$ the surface height of shallow-water. Shallow-water equations on a sphere are generally given as

$$
\begin{align*}
\frac{\partial u}{\partial t}+\frac{u}{R \cos \varphi} \frac{\partial u}{\partial \lambda}+\frac{v}{R} \frac{\partial u}{\partial \varphi}-\frac{u v \tan \varphi}{R}-2 \Omega v \sin \varphi & =-\frac{g}{R \cos \varphi} \frac{\partial \eta}{\partial \lambda}+F_{\lambda},  \tag{17.1.1}\\
\frac{\partial v}{\partial t}+\frac{u}{R \cos \varphi} \frac{\partial v}{\partial \lambda}+\frac{v}{R} \frac{\partial v}{\partial \varphi}+\frac{u^{2} \tan \varphi}{R}+2 \Omega u \sin \varphi & =-\frac{g}{R} \frac{\partial \eta}{\partial \varphi}+F_{\varphi},
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial \eta}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}(u \eta)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(v \eta \cos \varphi)=Q \tag{17.1.2}
\end{equation*}
$$

where $R$ is the radius of the Earth, $\left(F_{\lambda}, F_{\varphi}\right)$ is an external force, and $Q$ is a source term of mass. These terms will be given with appropriate assumptions (see Section 17.2). Here, we assume conservation of mass: $Q=0$.

The vector-invariant form of shallow-water equations is given from (17.1.1) and (17.1.2) using vorticity $\zeta$ as

$$
\begin{align*}
\frac{\partial u}{\partial t} & =(\zeta+2 \Omega \sin \varphi) v-\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left(g \eta+\frac{u^{2}+v^{2}}{2}\right)+F_{\lambda}  \tag{17.1.4}\\
\frac{\partial v}{\partial t} & =-(\zeta+2 \Omega \sin \varphi) u-\frac{1}{R} \frac{\partial}{\partial \varphi}\left(g \eta+\frac{u^{2}+v^{2}}{2}\right)+F_{\varphi} \tag{17.1.5}
\end{align*}
$$

Vorticity $\zeta$ and divergence $\delta$ are given by

$$
\begin{align*}
\zeta & =\frac{1}{R \cos \varphi} \frac{\partial v}{\partial \lambda}-\frac{1}{R \cos \varphi} \frac{\partial(u \cos \varphi)}{\partial \varphi}=\nabla_{H}^{2} \psi  \tag{17.1.6}\\
\delta & =\frac{1}{R \cos \varphi} \frac{\partial u}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial(v \cos \varphi)}{\partial \varphi}=\nabla_{H}^{2} \chi \tag{17.1.7}
\end{align*}
$$

where $\psi$ is the streamfunction, $\chi$ is the velocity potential, and $\nabla_{H}^{2}$ is the Laplacian on a sphere, expressed as

$$
\begin{equation*}
\nabla_{H}^{2}=\left[\frac{1}{R^{2} \cos ^{2} \varphi} \frac{\partial^{2}}{\partial \lambda^{2}}+\frac{1}{R^{2} \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{\partial}{\partial \varphi}\right)\right] . \tag{17.1.8}
\end{equation*}
$$

$\psi$ and $\chi$ are related to the horizontal components of velocity as

$$
\begin{align*}
u & =-\frac{1}{R} \frac{\partial \psi}{\partial \varphi}+\frac{1}{R \cos \varphi} \frac{\partial \chi}{\partial \lambda}  \tag{17.1.9}\\
v & =\frac{1}{R \cos \varphi} \frac{\partial \psi}{\partial \lambda}+\frac{1}{R} \frac{\partial \chi}{\partial \varphi} \tag{17.1.10}
\end{align*}
$$

The vorticity equation and the divergence equation can be directly derived from the equations of motion (17.1.4) and (17.1.5):

$$
\begin{align*}
\frac{\partial \zeta}{\partial t}= & -\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left[(\zeta+2 \Omega \sin \varphi) u+F_{\varphi}\right] \\
& -\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left\{\left[(\zeta+2 \Omega \sin \varphi) v+F_{\lambda}\right] \cos \varphi\right\}  \tag{17.1.11}\\
\frac{\partial \delta}{\partial t}= & \frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left[(\zeta+2 \Omega \sin \varphi) v+F_{\lambda}\right] \\
& -\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left\{\left[(\zeta+2 \Omega \sin \varphi) u+F_{\varphi}\right] \cos \varphi\right\} \\
& -\nabla_{H}^{2}\left(g \eta+\frac{u^{2}+v^{2}}{2}\right) \tag{17.1.12}
\end{align*}
$$

These are flux-form equations. Advective-form equations are given by

$$
\begin{align*}
\frac{\partial \zeta}{\partial t}+\frac{u}{R \cos \varphi} \frac{\partial \zeta}{\partial \lambda}+\frac{v}{R} \frac{\partial \zeta}{\partial \varphi}+\frac{2 \Omega \cos \varphi}{R} v+(\zeta+2 \Omega \sin \varphi) \delta & =F_{\zeta}  \tag{17.1.13}\\
\frac{\partial \delta}{\partial t}-\frac{v}{R \cos \varphi} \frac{\partial}{\partial \lambda}(\zeta+2 \Omega \sin \varphi)+\frac{u}{R} \frac{\partial}{\partial \varphi}(\zeta+2 \Omega \sin \varphi) & \\
-(\zeta+2 \Omega \sin \varphi) \zeta+\nabla_{H}^{2}\left(g \eta+\frac{u^{2}+v^{2}}{2}\right) & =F_{\delta} \tag{17.1.14}
\end{align*}
$$

where $F_{\zeta}$ and $F_{\delta}$ are the dissipation terms of vorticity and divergence, respectively, given by

$$
\begin{align*}
F_{\zeta} & =\frac{1}{R \cos \varphi} \frac{\partial F_{\varphi}}{\partial \lambda}-\frac{1}{R \cos \varphi} \frac{\partial\left(F_{\lambda} \cos \varphi\right)}{\partial \varphi}  \tag{17.1.15}\\
F_{\delta} & =\frac{1}{R \cos \varphi} \frac{\partial F_{\lambda}}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial\left(F_{\varphi} \cos \varphi\right)}{\partial \varphi} \tag{17.1.16}
\end{align*}
$$

If the frictional force is expressed as the convergence of the viscous stress tensor on a sphere with a constant viscous coefficient $\nu$, it can be written in the following form (see the appendix to this chapter, Section 17.5):

$$
\begin{align*}
& F_{\lambda}=\nu\left[\left(\nabla_{H}^{2}+\frac{2}{R^{2}}\right) u-\frac{2 \sin \varphi}{R^{2} \cos ^{2} \varphi} \frac{\partial v}{\partial \lambda}-\frac{u}{R^{2} \cos ^{2} \varphi}\right]  \tag{17.1.17}\\
& F_{\varphi}=\nu\left[\left(\nabla_{H}^{2}+\frac{2}{R^{2}}\right) v+\frac{2 \sin \varphi}{R^{2} \cos ^{2} \varphi} \frac{\partial u}{\partial \lambda}-\frac{v}{R^{2} \cos ^{2} \varphi}\right] \tag{17.1.18}
\end{align*}
$$

In this case, the following relations can be derived:

$$
\begin{align*}
F_{\zeta} & =\nu\left(\nabla_{H}^{2}+\frac{2}{R^{2}}\right) \zeta  \tag{17.1.19}\\
F_{\delta} & =\nu\left(\nabla_{H}^{2}+\frac{2}{R^{2}}\right) \delta \tag{17.1.20}
\end{align*}
$$

It is convenient to use absolute vorticity $\zeta_{a}$ and potential vorticity $q$, which are defined by

$$
\begin{equation*}
\zeta_{a}=\zeta+2 \Omega \sin \varphi, \quad q=\frac{\zeta_{a}}{\eta} \tag{17.1.21}
\end{equation*}
$$

From (17.1.13), the equation of absolute vorticity is written as

$$
\begin{equation*}
\frac{d \zeta_{a}}{d t}+\zeta_{a} \delta=F_{\zeta} \tag{17.1.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial}{\partial t}+\frac{u}{R \cos \varphi} \frac{\partial}{\partial \lambda}+\frac{v}{R} \frac{\partial}{\partial \varphi} \tag{17.1.23}
\end{equation*}
$$

Using $Q=0$, the equation of mass (17.1.3) is rewritten as

$$
\begin{equation*}
\frac{d \eta}{d t}+\eta \delta=0 \tag{17.1.24}
\end{equation*}
$$

Thus, the equation of potential vorticity is given by

$$
\begin{equation*}
\frac{d q}{d t}=\frac{F_{\zeta}}{\eta} \tag{17.1.25}
\end{equation*}
$$

Multiplying this equation by $\eta$ and using (17.1.15), we obtain the flux-form equation of potential vorticity as

$$
\begin{equation*}
\frac{\partial}{\partial t}(\eta q)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left(\eta q u-F_{\varphi}\right)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left[\left(\eta q v+F_{\lambda}\right) \cos \varphi\right]=0 . \tag{17.1.26}
\end{equation*}
$$

This is the conservative form of potential vorticity. Since $\eta q=\zeta_{a}$, this equation can be viewed as the flux-form equation of absolute vorticity.

We next introduce relative angular momentum $l$ and absolute angular momentum $l_{a}$ by

$$
\begin{equation*}
l=u R \cos \varphi, \quad l_{a}=u R \cos \varphi+\Omega R^{2} \cos ^{2} \varphi \tag{17.1.27}
\end{equation*}
$$

Multiplying the zonal component of the equation of motion (17.1.1) by $\cos \varphi$, we obtain the conservation of angular momentum:

$$
\begin{equation*}
\frac{d l}{d t}=\frac{d}{d t}(u \cos \varphi)-2 \Omega v \sin \varphi \cos \varphi=-\frac{g}{R} \frac{\partial \eta}{\partial \lambda}+\cos \varphi F_{\lambda} \tag{17.1.28}
\end{equation*}
$$

Multiplying this equation by $\eta$ and using (17.1.3), we obtain the flux-form equation of angular momentum:

$$
\begin{align*}
& \frac{\partial}{\partial t}(\eta u \cos \varphi)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}[\eta u(u+\Omega R \cos \varphi) \cos \varphi] \\
& \quad+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left[\eta v(u+\Omega \cos \varphi) \cos ^{2} \varphi\right] \\
& =-\frac{g}{R} \frac{\partial}{\partial \lambda} \frac{\eta^{2}}{2}+\cos \varphi \eta F_{\lambda} \tag{17.1.29}
\end{align*}
$$

With the aid of (17.1.4), this equation is further rewritten using vorticity as

$$
\begin{align*}
\frac{\partial}{\partial t}(u \cos \varphi)= & (\zeta+2 \Omega \sin \varphi) v \cos \varphi \\
& -\frac{1}{R} \frac{\partial}{\partial \lambda}\left(g \eta+\frac{u^{2}+v^{2}}{2}\right)+\cos \varphi F_{\lambda} \tag{17.1.30}
\end{align*}
$$

From the equations of angular momentum (17.1.29) and (17.1.30), the zonally averaged budget of angular momentum is written, respectively, as

$$
\begin{align*}
& \frac{\partial}{\partial t}(\overline{\eta u} \cos \varphi)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\overline{\eta u v} \cos ^{2} \varphi+\overline{\eta v} \Omega \cos ^{3} \varphi\right)=\cos \varphi \overline{\eta F_{\lambda}} \\
& \frac{\partial}{\partial t}(\bar{u} \cos \varphi)-\overline{\zeta_{a} v} \cos \varphi=\cos \varphi \overline{F_{\lambda}} \tag{17.1.31}
\end{align*}
$$

where the zonal average of a quantity $A$ is defined as

$$
\begin{equation*}
\bar{A}=\frac{1}{2 \pi} \int_{0}^{2 \pi} A d \lambda \tag{17.1.33}
\end{equation*}
$$

If the dissipation term is written as (17.1.17), we can express the frictional term as

$$
\begin{equation*}
\cos \varphi \overline{F_{\lambda}}=\nu \frac{1}{R^{2} \cos \varphi} \frac{\partial}{\partial \varphi}\left[\cos ^{3} \varphi \frac{\partial}{\partial \varphi}\left(\frac{\bar{u}}{\cos \varphi}\right)\right] \tag{17.1.34}
\end{equation*}
$$

where (17.5.1) from the appendix is used. In this form, $\bar{u} /(R \cos \varphi)$ is relative angular velocity. If angular velocity is constant over a sphere, there is no loss of angular momentum due to the frictional force. This is consistent with the fact that a fluid is in steady state if circulation is rigid body rotation.

### 17.2 The Hadley cell model

Motion in the upper layer of Hadley circulation can be modeled by shallow-water equations on a sphere. We consider the zonally symmetric flow of the shallow-water model. Neglecting longitudinal dependence in (17.1.4), (17.1.5), and (17.1.3), we have the shallow-water equations for zonal symmetric flow:

$$
\begin{align*}
\frac{\partial u}{\partial t} & =(\zeta+2 \Omega \sin \varphi) v+F_{\lambda}  \tag{17.2.1}\\
\frac{\partial v}{\partial t} & =-(\zeta+2 \Omega \sin \varphi) u-\frac{1}{R} \frac{\partial}{\partial \varphi}\left(g \eta+\frac{u^{2}+v^{2}}{2}\right)+F_{\varphi}  \tag{17.2.2}\\
\frac{\partial \eta}{\partial t} & =-\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(v \eta \cos \varphi)+Q \tag{17.2.3}
\end{align*}
$$

From (17.1.6), vorticity in zonal symmetric flow is reduced to

$$
\begin{equation*}
\zeta=-\frac{1}{R \cos \varphi} \frac{\partial(u \cos \varphi)}{\partial \varphi} \tag{17.2.4}
\end{equation*}
$$

If we assume that the source or sink terms of momentum are given by diffusiontype equations (17.1.17) and (17.1.18), the frictional forces in zonal symmetric flow become (see (17.5.1))

$$
\begin{align*}
& F_{\lambda}=\nu \frac{1}{R^{2} \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left[\cos ^{3} \varphi \frac{\partial}{\partial \varphi}\left(\frac{u}{\cos \varphi}\right)\right],  \tag{17.2.5}\\
& F_{\varphi}=\nu \frac{1}{R^{2} \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left[\cos ^{3} \varphi \frac{\partial}{\partial \varphi}\left(\frac{v}{\cos \varphi}\right)\right] . \tag{17.2.6}
\end{align*}
$$

From (17.2.5), momentum transport due to the frictional force occurs when angular velocity $\omega=u /(R \cos \varphi)$ has latitudinal variation. Only for flow with rigid body rotation, does the frictional force vanish. We may use another type of the source or sink of momentum given by Rayleigh friction:

$$
\begin{align*}
& F_{\lambda}=-\kappa_{M} u  \tag{17.2.7}\\
& F_{\varphi}=-\kappa_{M} v, \tag{17.2.8}
\end{align*}
$$

where $\kappa_{M}$ is constant.
For zonal symmetric flow, the conservation of angular momentum is given by neglecting longitudinal dependence in (17.1.28):

$$
\begin{equation*}
\frac{d}{d t}\left(u \cos \varphi+\Omega R \cos ^{2} \varphi\right)=\cos \varphi F_{\lambda} \tag{17.2.9}
\end{equation*}
$$

Total angular momentum integrated over the whole domain on a sphere is conserved if the frictional force is given by the diffusion-type equation (17.2.5), since the latitudinal integral $\int \cos \varphi d \varphi \cdot F_{\lambda} \cos \varphi$ vanishes. In the case of Rayleigh friction (17.2.7), however, total angular momentum is not conserved since the integral of $F_{\lambda} \cos \varphi$ does not generally vanish. In this case, since the integral of $F_{\lambda} \cos \varphi$ is proportional to that of relative angular momentum $u \cos \varphi$, the frictional force has the effect of reducing zonal motion relative to the Earth's rotation. It can be thought that this type of frictional force expresses the bulk effect of momentum transport between the ground and the atmosphere.

In order to consider Hadley circulation using the shallow-water model, we assume that the mass sink term has a distribution similar to that of the potential temperature (16.2.22) used in the Held and Hou model described in Section 16.2.3; surface height $\eta$ is relaxed to the following latitudinal reference profile $\eta_{e}$ :

$$
\begin{align*}
Q & =-\kappa_{T}\left(\eta-\eta_{e}\right)  \tag{17.2.10}\\
\eta_{e} & =\eta_{0}\left(1-\frac{2}{3} \Delta_{H} P_{2}(\varphi)\right)=\eta_{0}\left[1-\Delta_{H}\left(\sin ^{2} \varphi-\frac{1}{3}\right)\right] \tag{17.2.11}
\end{align*}
$$

where $\kappa_{T}$ is the inverse of relaxation time, $\eta_{0}$ is the reference surface height, and $\Delta_{H}$ is the typical scale of latitudinal variation of $\eta_{e}$.

Once the relaxation-type mass source is given as (17.2.10), the balance of the steady state is described as

$$
\begin{align*}
& 0=(\zeta+2 \Omega \sin \varphi) v+F_{\lambda}  \tag{17.2.12}\\
& 0=-(\zeta+2 \Omega \sin \varphi) u-\frac{1}{R} \frac{\partial}{\partial \varphi}\left(g \eta+\frac{u^{2}+v^{2}}{2}\right)+F_{\varphi} \tag{17.2.13}
\end{align*}
$$

$$
\begin{equation*}
0=-\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(v \eta \cos \varphi)-\kappa_{T}\left(\eta-\eta_{e}\right) \tag{17.2.14}
\end{equation*}
$$

From (17.2.14), if there is no meridional flow $v=0$, the water depth is equal to the relaxation profile: $\eta=\eta_{e}$. In this case, since $F_{\varphi}=0$ according to (17.2.6) or (17.2.8), (17.2.13) is rewritten as

$$
\begin{equation*}
\frac{1}{R \tan \varphi} u^{2}+2 \Omega \sin \varphi u=-\frac{g}{R} \frac{\partial \eta_{e}}{\partial \varphi} . \tag{17.2.15}
\end{equation*}
$$

Substituting (17.2.11) into $\eta_{e}$, we can solve it for $u$ as

$$
\begin{equation*}
u=\Omega R \cos \varphi\left(\sqrt{1+\frac{2 g \Delta_{H}}{\Omega^{2} R^{2}}}-1\right) \approx \frac{g \Delta_{H}}{\Omega R} \cos \varphi \tag{17.2.16}
\end{equation*}
$$

where $\frac{g \Delta_{H}}{\Omega^{2} R^{2}} \ll 1$ is used. This profile of $u$ has a maximum at the equator $\varphi=0$.
Next, we assume that $v \neq 0$ from the equator to the latitude $\varphi_{H}$ when meridional flow exists. If the friction term is negligible $F_{\lambda}=0,(17.2 .12)$ is reduced to

$$
\begin{equation*}
\zeta+2 \Omega \sin \varphi=0 \tag{17.2.17}
\end{equation*}
$$

(i.e., absolute vorticity is zero). It is thought that this zero-vorticity region corresponds to the latitudinal extent of the Hadley cell in the shallow-water system. The similar argument given in Section 16.2.3 is applicable to various quantities in the region of Hadley circulation. Using (17.2.4), Eq. (17.2.17) can be rewritten as

$$
\begin{equation*}
-\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(u \cos \varphi+\Omega R \cos ^{2} \varphi\right)=0 \tag{17.2.18}
\end{equation*}
$$

Thus, the absolute angular momentum $l_{a}$ given by (17.1.27) is constant. If we assume that $u=0$ at the equator $\varphi=0$, the zonal wind profile is given by

$$
\begin{equation*}
u=\Omega R \frac{\sin ^{2} \varphi}{\cos \varphi} \tag{17.2.19}
\end{equation*}
$$

If we neglect $v$ in (17.2.13), the profile of $\eta$ is given by

$$
\begin{equation*}
\eta=\eta(0)-\frac{u^{2}}{2 g}=\eta(0)-\frac{\Omega^{2} R^{2}}{2 g} \frac{\sin ^{4} \varphi}{\cos ^{2} \varphi} \tag{17.2.20}
\end{equation*}
$$

where $\eta(0)$ is water depth at the equator. Since water depth $\eta$ must be continuous, $\eta=\eta_{e}$ is required at the polar boundary of the Hadley cell $\varphi=\varphi_{H}$. The width of the Hadley cell $\varphi_{H}$ can be given by the mass balance (17.2.14). Multiplying $\cos \varphi$ by (17.2.14), and integrating from $\varphi=0$ to $\varphi_{H}$, we have

$$
\begin{equation*}
\int_{0}^{\varphi_{H}} \eta \cos \varphi d \varphi=\int_{0}^{\varphi_{H}} \eta_{e} \cos \varphi d \varphi \tag{17.2.21}
\end{equation*}
$$

This equation is equivalent to (16.2.27) if one notes the definitions $\mu_{H}=\sin \varphi_{H}$ and $R_{H}=g \eta_{0} \Delta_{H} / \Omega^{2} R^{2}$. In particular, for the case $\varphi_{H} \ll 1$, the Hadley width is approximated as $\varphi_{H}=\left(5 R_{H} / 3\right)^{1 / 2}$, which is the same as (16.2.30).

In the case of Rayleigh friction, (17.2.7) is used for the friction term. We use the following set of equations, which are approximations of (17.2.12)-(17.2.14):

$$
\begin{align*}
0 & =(\zeta+2 \Omega \sin \varphi) v-\kappa_{M} u,  \tag{17.2.22}\\
0 & =-(\zeta+2 \Omega \sin \varphi) u-\frac{1}{R} \frac{\partial}{\partial \varphi}\left(g \eta+\frac{u^{2}}{2}\right)-\kappa_{M} v \\
& =-2 \Omega \sin \varphi-\frac{\tan \varphi}{R^{2}} u^{2}-\frac{g}{R} \frac{\partial \eta}{\partial \varphi}-\kappa_{M} v,  \tag{17.2.23}\\
0 & =-\frac{\eta_{0}}{R \cos \varphi} \frac{\partial}{\partial \varphi}(v \cos \varphi)-\kappa_{T}\left(\eta-\eta_{e}\right) . \tag{17.2.24}
\end{align*}
$$

Following Held and Phillips (1990), we solve the above equations using the following parameters: $g \eta_{0}=10^{3} \mathrm{~m}^{2} \mathrm{~s}^{-2}, \Delta_{H}=20, \kappa_{T}^{-1}=10$ days, $\Omega=2 \pi$ day $^{-1}$, and $R=6.37 \times 10^{4} \mathrm{~m}$. Solutions to the above equation set for various values of the coefficient $\kappa_{M}$ are shown in Fig. 17.1. The coefficients of Rayleigh friction are given as $\kappa_{M}^{-1}=40,20,10,5$ days, and $\kappa_{M}=0$. At the limit of no friction $\kappa_{M} \rightarrow 0$, which is denoted by NF, the Hadley cell is extended to the latitude $\varphi_{H}=21.4^{\circ}$. As shown by (17.2.18) and (17.2.17), within the Hadley cell region $|\varphi|<\varphi_{H}$, absolute angular momentum is constant and absolute vorticity is zero. As $\kappa_{M}$ becomes larger (stronger friction), the meridional wind becomes stronger and the Hadley cell width becomes wider. In this case, however, the polar boundary of the Hadley cell becomes less clear.

Let us introduce diffusion-type friction in addition to Rayleigh friction. Let us add (17.2.5) and (17.2.6) to the right-hand sides of (17.2.22) and (17.2.23), respectively. The distribution of zonal winds is shown in Fig. 17.2 for the diffusion coefficients $\nu=0,1 \times 10^{5}, 2 \times 10^{5}$, and $4 \times 10^{5} \mathrm{~m}^{2} \mathrm{~s}^{-1}$. It can be seen that the zonal wind is westerly at the equator; the role of latitudinal diffusion which brings the equatorial westerly is called the Gierasch effect, which is a possible mechanism to explain the super-rotation of Venus's atmosphere. The balance of zonal wind at the equator is written as

$$
\begin{equation*}
0=-\kappa_{M} u+\nu \frac{1}{R^{2} \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left[\cos ^{3} \varphi \frac{\partial}{\partial \varphi}\left(\frac{u}{\cos \varphi}\right)\right] . \tag{17.2.25}
\end{equation*}
$$

From this, we can see that $u$ becomes stronger as $\kappa_{M}$ becomes smaller. If shallowwater equations are used as a model for two layers with opposite meridional flows, the supply of angular momentum from the lower layer is parameterized as Rayleigh friction. The larger $\kappa_{M}$ corresponds to larger momentum transport from the lower layer to the upper layer.

Observed zonal wind profiles in the upper layer ( 200 hPa ) are shown in Fig. 17.3. Actually, equatorial winds are almost always easterly in every season, particularly in boreal summer. The profile of zonal winds almost follows that of the angular momentum conserving flow $R \Omega \sin ^{2} \varphi$ in low latitudes.
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Figure 17.1: From top to bottom: latitudinal distributions of (a) zonal wind $u$ [ m$]$, (b) meridional wind $v[\mathrm{~m}]$, (c) surface height $\phi=g \eta\left[\mathrm{~m}^{2} \mathrm{~s}^{-1}\right]$, and (d) absolute vorticity $\zeta\left[\mathrm{s}^{-1}\right]$ given by an axisymmetric shallow-water model using Rayleigh friction: $\kappa_{M}^{-1}=40$ days (solid), 20 days (dash), 10 days (dash-dot), and 5 days (dot). NF is the profile for $\kappa_{M}=0$ and RE is the relaxation profile.


Figure 17.2: Dependence of zonal wind on the diffusion coefficient $\nu$ given by an axisymmetric shallow-water model with diffusion-type friction: $\nu=0$ (solid), $1 \times 10^{5}$ (dash), $2 \times 10^{5}$ (dashdot), and $4 \times 10^{5}$ (dot). The coefficient of Rayleigh friction is $\kappa_{M}^{-1}=40$ days. NF is the profile for $\kappa_{M}=0$ and RE is the relaxation profile.


Figure 17.3: Observed latitudinal profiles of zonal winds at 200 hPa . Solid curve: January; dashed curve: July. The dotted curve is the zonal wind for the angular momentum conserving flow $u_{a n g}=R \Omega \sin ^{2} \varphi$. See Appendix A3 for data source.

### 17.3 Midlatitude circulations

Since geostrophic motions prevail in midlatitudes, some characteristics of midlatitude circulations are described by a nondivergent one-layer model or a barotropic model. In this section, we begin by summarizing barotropic equations including several forms of angular momentum equations. In the following subsections, the propagation of Rossby waves is considered in our discussion of zonal wind distribution in terms of wave and mean flow interactions.

### 17.3.1 Momentum balance of barotropic flow

In a nondivergent system, divergence defined by (17.1.7) equals zero:

$$
\begin{equation*}
\delta=\frac{1}{R \cos \varphi} \frac{\partial u}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial(v \cos \varphi)}{\partial \varphi}=0 \tag{17.3.1}
\end{equation*}
$$

In this case, the velocity potential $\chi$ can be set as a constant from (17.1.7). Thus, from (17.1.9) and (17.1.10), velocity components are expressed using the streamfunction:

$$
\begin{equation*}
u=-\frac{1}{R} \frac{\partial \psi}{\partial \varphi}, \quad v=\frac{1}{R \cos \varphi} \frac{\partial \psi}{\partial \lambda} \tag{17.3.2}
\end{equation*}
$$

The relation between vorticity and the streamfunction is given by (17.1.6):

$$
\begin{equation*}
\zeta=\frac{1}{R \cos \varphi} \frac{\partial v}{\partial \lambda}-\frac{1}{R \cos \varphi} \frac{\partial(u \cos \varphi)}{\partial \varphi}=\nabla_{H}^{2} \psi \tag{17.3.3}
\end{equation*}
$$

and the vorticity equation (17.1.13) is written as

$$
\begin{equation*}
\frac{\partial \zeta}{\partial t}+\frac{u}{R \cos \varphi} \frac{\partial \zeta}{\partial \lambda}+\frac{v}{R} \frac{\partial \zeta}{\partial \varphi}+\frac{2 \Omega \cos \varphi}{R} v=F_{\zeta} \tag{17.3.4}
\end{equation*}
$$

This equation can be rewritten using the streamfunction as

$$
\begin{equation*}
\frac{\partial}{\partial t} \nabla_{H}^{2} \psi-\frac{1}{R^{2} \cos \varphi} \frac{\partial \psi}{\partial \varphi} \frac{\partial \nabla_{H}^{2} \psi}{\partial \lambda}+\frac{1}{R^{2} \cos \varphi} \frac{\partial \psi}{\partial \lambda} \cdot \frac{\partial \nabla_{H}^{2} \psi}{\partial \varphi}+\frac{2 \Omega}{R^{2}} \frac{\partial \psi}{\partial \lambda}=F_{\zeta} . \tag{17.3.5}
\end{equation*}
$$

The dissipation term $F_{\zeta}$ is expressed as (17.1.19), for instance.
Under nondivergent conditions, the flux form of the angular momentum equation (17.1.29) becomes ${ }^{\dagger}$

$$
\begin{align*}
& \frac{\partial}{\partial t}(u \cos \varphi)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}[u(u+\Omega R \cos \varphi) \cos \varphi] \\
& \quad+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left[v(u+\Omega \cos \varphi) \cos ^{2} \varphi\right]=-\frac{g}{R} \frac{\partial \eta}{\partial \lambda}+\cos \varphi F_{\lambda} \tag{17.3.6}
\end{align*}
$$

Since $\bar{v}=0$, the zonal average of the angular momentum equation is reduced to

$$
\begin{equation*}
\frac{\partial}{\partial t}(\bar{u} \cos \varphi)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\overline{u v} \cos ^{2} \varphi\right)=\cos \varphi \overline{F_{\lambda}} . \tag{17.3.7}
\end{equation*}
$$

An alternative form of conservation of angular momentum is given using vorticity as (17.1.32), which becomes

$$
\begin{equation*}
\frac{\partial}{\partial t}(\bar{u} \cos \varphi)-\overline{\zeta v} \cos \varphi=\cos \varphi \overline{F_{\lambda}} . \tag{17.3.8}
\end{equation*}
$$

[^41]At this point, it should be noted that, from comparison of (17.3.7) and (17.3.8), we obtain

$$
\begin{equation*}
\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\overline{u v} \cos ^{2} \varphi\right)=-\overline{\zeta v} \cos \varphi \tag{17.3.9}
\end{equation*}
$$

This relation is called Taylor's identity, and corresponds to Eq. (5.5.176) of the quasi-geostrophic equations.

From (17.3.4), the equation of absolute vorticity $\zeta_{a}=\zeta+2 \Omega \sin \varphi$ is written as

$$
\begin{equation*}
\frac{d \zeta_{a}}{d t}=F_{\zeta} \tag{17.3.10}
\end{equation*}
$$

In particular, in the case that $F_{\zeta}=0, \zeta_{a}$ is conservative in the Lagrangian sense. Multiplying the above equation by $\zeta_{a}$, we obtain the conservation of absolute enstrophy $\zeta_{a}^{2} / 2$ :

$$
\begin{equation*}
\frac{d}{d t} \frac{\zeta_{a}^{2}}{2}=\zeta_{a} F_{\zeta} \tag{17.3.11}
\end{equation*}
$$

From this, the equation of enstrophy $\zeta^{2} / 2$ (i.e., the square of relative vorticity) is written as

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{\zeta^{2}}{2}+\frac{u}{R \cos \varphi} \frac{\partial}{\partial \lambda} \frac{\zeta^{2}}{2}+\frac{v}{R} \frac{\partial}{\partial \varphi} \frac{\zeta^{2}}{2}+\frac{2 \Omega \cos \varphi}{R} v \zeta=\zeta_{a} F_{\zeta} \tag{17.3.12}
\end{equation*}
$$

From the corresponding flux-form equation, the zonal average of the enstrophy equation is given by

$$
\begin{equation*}
\left.\frac{\partial}{\partial t} \overline{\zeta^{2}} \frac{1}{2}+\frac{\partial}{R \cos \varphi} \frac{\overline{v \zeta^{2}}}{\partial \varphi} \cos \varphi\right)+\frac{2 \Omega \cos \varphi}{R} \overline{v \zeta}=\overline{\zeta_{a} F_{\zeta}} . \tag{17.3.13}
\end{equation*}
$$

Using this equation and angular momentum conservation (17.3.8) to eliminate the term $\overline{v \zeta}$, we obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\bar{u} \cos \varphi+\frac{R}{2 \Omega} \frac{\overline{\zeta^{2}}}{2}\right)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\frac{R}{2 \Omega} \frac{\overline{v \zeta^{2}}}{2} \cos \varphi\right) \\
& \quad=\cos \varphi \overline{F_{\lambda}}+\frac{R}{2 \Omega} \overline{\zeta_{a} F_{\zeta}} . \tag{17.3.14}
\end{align*}
$$

This is the equation of pseudo-momentum of the barotropic system. It is found that the domain integral of the pseudo-momentum,

$$
\begin{equation*}
A=\bar{u} \cos \varphi+\frac{R}{2 \Omega} \frac{\overline{\zeta^{2}}}{2} \tag{17.3.15}
\end{equation*}
$$

conserves if the dissipation terms $F_{\lambda}$ and $F_{\zeta}$ are negligible.

### 17.3.2 Weak nonlinear theory of Rossby waves

Propagation of midlatitude disturbances in the nondivergent system of a sphere can be described by the theory of Rossby waves. Let us consider the characteristics of propagation of Rossby waves and the roles of Rossby waves in the momentum balance of midlatitude circulations in the following subsections.

Let us divide the flow field into a zonally uniform basic field $u_{B}(\varphi)$ and the deviation from it. Expanding the deviation field into a series of the amplitude of the disturbance, we obtain

$$
\begin{align*}
u & =u_{B}+u^{\prime}+u^{(2)}+\cdots  \tag{17.3.16}\\
v & =v^{\prime}+v^{(2)}+\cdots \tag{17.3.17}
\end{align*}
$$

where $\left(^{\prime}\right)$ denotes deviation from the zonal mean ( ${ }^{-}$). We assume that the amplitude of the disturbance is much smaller than that of the basic field, such that, for instance, $u^{\prime} / u_{B}=O(\varepsilon)$ and $u^{(2)} / u_{B}=O\left(\varepsilon^{2}\right)$ where $\varepsilon \ll 1$. Note that, since $u$ is timedependent, $\overline{u(t)}$ is not equal to the basic field $u_{B}$, but its difference is second order. Similarly, vorticity and divergence are expanded as

$$
\begin{align*}
\zeta & =\zeta_{B}+\zeta^{\prime}+\zeta^{(2)}+\cdots  \tag{17.3.18}\\
\psi & =\psi_{B}+\psi^{\prime}+\psi^{(2)}+\cdots \tag{17.3.19}
\end{align*}
$$

The first-order terms of the vorticity equation (17.3.4) are collected as

$$
\begin{equation*}
\frac{\partial \zeta^{\prime}}{\partial t}+\frac{\bar{u}}{R \cos \varphi} \frac{\partial \zeta^{\prime}}{\partial \lambda}+\hat{\beta} v^{\prime}=F_{\zeta}^{\prime} \tag{17.3.20}
\end{equation*}
$$

where $\hat{\beta}$ is a generalized $\beta$ effect expressed by

$$
\begin{equation*}
\hat{\beta}=\frac{2 \Omega \cos \varphi}{R}+\frac{1}{R} \frac{\partial \zeta_{B}}{\partial \varphi}=\frac{2 \Omega \cos \varphi}{R}-\frac{1}{R^{2}} \frac{\partial}{\partial \varphi}\left[\frac{1}{\cos \varphi} \frac{\partial}{\partial \varphi}\left(u_{B} \cos \varphi\right)\right] . \tag{17.3.21}
\end{equation*}
$$

Multiplying (17.3.20) by $\zeta^{\prime}$ gives

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{\zeta^{\prime 2}}{2}+\frac{\bar{u}}{R \cos \varphi} \frac{\partial}{\partial \lambda} \frac{\zeta^{\prime 2}}{2}+\hat{\beta} v^{\prime} \zeta^{\prime}=\zeta^{\prime} F_{\zeta}^{\prime} \tag{17.3.22}
\end{equation*}
$$

Here, the third term on the left-hand side is written by using the nondivergent condition (17.3.1)

$$
\begin{equation*}
v^{\prime} \zeta^{\prime}=\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left(\frac{v^{\prime 2}-u^{\prime 2}}{2}\right)-\frac{1}{R \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left(u^{\prime} v^{\prime} \cos ^{2} \varphi\right) \tag{17.3.23}
\end{equation*}
$$

Therefore, we have

$$
\begin{align*}
& \frac{\partial}{\partial t} \frac{\zeta^{\prime 2}}{2}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left(\frac{\zeta^{\prime 2}}{2} \bar{u}+\hat{\beta} \frac{v^{\prime 2}-u^{\prime 2}}{2}\right)-\frac{\hat{\beta}}{R \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left(u^{\prime} v^{\prime} \cos ^{2} \varphi\right) \\
& \quad=\zeta^{\prime} F_{\zeta}^{\prime} \tag{17.3.24}
\end{align*}
$$

In the case $\hat{\beta} \neq 0$, this becomes

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\frac{\cos \varphi}{\hat{\beta}} \frac{\zeta^{\prime 2}}{2}\right)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left(\frac{\cos \varphi}{\hat{\beta}} \frac{\zeta^{\prime 2}}{2} \bar{u}+\cos \varphi \frac{v^{\prime 2}-u^{\prime 2}}{2}\right) \\
& \quad-\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(u^{\prime} v^{\prime} \cos ^{2} \varphi\right)=\frac{\cos \varphi}{\hat{\beta}} \zeta^{\prime} F_{\zeta}^{\prime} \tag{17.3.25}
\end{align*}
$$

or

$$
\begin{equation*}
\frac{\partial A}{\partial t}+\nabla_{H} \cdot \boldsymbol{F}=\frac{\cos \varphi}{\hat{\beta}} \zeta^{\prime} F_{\zeta}^{\prime}, \tag{17.3.26}
\end{equation*}
$$

where

$$
\begin{align*}
A & =\frac{\cos \varphi}{\hat{\beta}} \frac{\zeta^{\prime 2}}{2}  \tag{17.3.27}\\
\boldsymbol{F} & =\left(A \bar{u}+\frac{1}{2} \cos \varphi\left(v^{\prime 2}-u^{\prime 2}\right), \cos \varphi u^{\prime} v^{\prime}\right) \tag{17.3.28}
\end{align*}
$$

In the case $F_{\zeta}^{\prime}=0$ in (17.3.26), $A$ is conservative in the flux-form sense.
Next, let us consider the second-order balance of the zonal-mean equation of angular momentum conservation. From (17.3.8), we have

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\overline{u^{(2)}} \cos \varphi\right)-\overline{\zeta^{\prime} v^{\prime}} \cos \varphi=\cos \varphi \overline{F_{\lambda}^{(2)}} \tag{17.3.29}
\end{equation*}
$$

The zonal average of the equation of enstrophy (17.3.22) is given by

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{\overline{\zeta^{\prime 2}}}{2}+\hat{\beta} \overline{v^{\prime} \zeta^{\prime}}=\overline{\zeta^{\prime} F_{\zeta}^{\prime}} \tag{17.3.30}
\end{equation*}
$$

Using (17.3.29) and (17.3.30) to eliminate $\overline{v^{\prime} \zeta^{\prime}}$, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\overline{u^{(2)}} \cos \varphi+\frac{\cos \varphi}{\hat{\beta}} \frac{\overline{\zeta^{\prime 2}}}{2}\right)=\cos \varphi \overline{F_{\lambda}^{(2)}}+\frac{\cos \varphi}{\hat{\beta}} \overline{\zeta^{\prime} F_{\zeta}^{\prime}} \tag{17.3.31}
\end{equation*}
$$

Here, we define

$$
\begin{equation*}
\bar{A} \equiv \frac{\cos \varphi}{\hat{\beta}} \frac{\overline{\zeta^{\prime 2}}}{2} . \tag{17.3.32}
\end{equation*}
$$

The quantity $-\bar{A}$ is called pseudo-angular momentum and (17.3.31) is called the conservation of pseudo-angular momentum. This equation is similar to the exact equation of the nonlinear system (17.3.14). If there is no basic zonal flow $u_{B}=0$, since $\hat{\beta}=2 \Omega \cos \varphi / R$ from (17.3.21), this equation agrees with the exact solution up to second-order terms.

In the case that frictional forces vanish $F_{\lambda}=F_{\zeta}=0,(17.3 .31)$ can be solved as

$$
\begin{equation*}
\overline{u^{(2)}} \cos \varphi+\bar{A}=\text { const. } \tag{17.3.33}
\end{equation*}
$$

(i.e., the quantity on the left-hand side is constant irrespective of time). As an example, we consider the case when a disturbance of vorticity is given around some latitude initially under the constraint $\overline{u^{(2)}}=0$. Pseudo-angular momentum at the initial state is denoted by $\overline{A_{0}}(>0)$. After sufficient time has passed, the disturbance will propagate to remote latitudes, and pseudo-angular momentum $\bar{A}$ will tend to zero around the latitude where the initial disturbance is given. Thus, from the conservation of pseudo-angular momentum (17.3.33), we have

$$
\begin{equation*}
\overline{A_{0}}=\overline{u^{(2)}} \cos \varphi \tag{17.3.34}
\end{equation*}
$$

This means that the westerly $\overline{u^{(2)}}>0$ is induced at initially disturbed latitudes.

### 17.3.3 Propagation of Rossby waves: WKBJ theory

Let us formulate the propagation of Rossby waves on a sphere using the WKBJ theory (see Chapter 4). Using (17.3.2) and (17.3.3), the linearized vorticity equation (17.3.20) is expressed with the streamfunction $\psi$ :

$$
\begin{equation*}
\frac{\partial}{\partial t} \nabla_{H}^{2} \psi+\frac{\bar{u}}{R \cos \varphi} \frac{\partial}{\partial \lambda} \nabla_{H}^{2} \psi+\frac{\hat{\beta}}{R \cos \varphi} \frac{\partial \psi}{\partial \lambda}=0 \tag{17.3.35}
\end{equation*}
$$

Here, we assumed no dissipation $F_{\zeta}^{\prime}=0$. Introducing a phase function $\Theta$ and a small parameter $\varepsilon$, we expand the streamfunction $\psi$ as

$$
\begin{equation*}
\psi=\sum_{n=0}^{\infty} \varepsilon^{n} \psi_{n}(\varphi, \lambda, t) e^{i \frac{\Theta(\varphi, \lambda, t)}{\varepsilon}} \tag{17.3.36}
\end{equation*}
$$

where the wave numbers $(k, l)$ and the frequency $\omega$ are defined by

$$
\begin{equation*}
\omega \equiv-\frac{1}{\varepsilon} \frac{\partial \Theta}{\partial t}, \quad k \equiv \frac{1}{\varepsilon} \frac{1}{R \cos \varphi} \frac{\partial \Theta}{\partial \lambda}, \quad l \equiv \frac{1}{\varepsilon} \frac{1}{R} \frac{\partial \Theta}{\partial \varphi} . \tag{17.3.37}
\end{equation*}
$$

Substituting (17.3.36) into the vorticity equation (17.3.35), we write down the equations for each order of $\varepsilon$. From the $O\left(\varepsilon^{0}\right)$ equation, we obtain the dispersion relation ${ }^{\dagger}$

$$
\begin{equation*}
P \equiv(\omega-\bar{u} k)\left(k^{2}+l^{2}\right)+k \hat{\beta}=0 \tag{17.3.39}
\end{equation*}
$$

This corresponds to the dispersion relation of Rossby waves on a $\beta$-plane. It can be solved for $\omega$ :

$$
\begin{equation*}
\omega=\bar{u} k-\frac{\hat{\beta} k}{k^{2}+l^{2}} \equiv \Omega(k, l ; \varphi) . \tag{17.3.40}
\end{equation*}
$$

${ }^{\dagger}$ Actually, the $O\left(\varepsilon^{0}\right)$ equation is slightly different from (17.3.39), and given by

$$
\begin{equation*}
(\omega-\bar{u} k)\left(k^{2}+l^{2}-i \frac{\tan \varphi}{R} l\right)+k \hat{\beta}=0 \tag{17.3.38}
\end{equation*}
$$

To derive the precise dispersion relation, we need to use Mercator coordinates $(x, y)$ :

$$
d x=R d \lambda, \quad d y=\frac{R d \varphi}{\cos \varphi}
$$

From this, group velocity is expressed as

$$
\begin{align*}
& c_{g \lambda}=\frac{\partial \Omega}{\partial k}=\bar{u}+\frac{\hat{\beta}\left(k^{2}-l^{2}\right)}{\left(k^{2}+l^{2}\right)^{2}}=\bar{u}+\left(k^{2}-l^{2}\right) \frac{\hat{\omega}^{2}}{\hat{\beta} k^{2}}  \tag{17.3.41}\\
& c_{g \varphi}=\frac{\partial \Omega}{\partial l}=\frac{2 \hat{\beta} k l}{\left(k^{2}+l^{2}\right)^{2}}=\frac{2 l}{k} \frac{\hat{\omega}^{2}}{\hat{\beta}}, \tag{17.3.42}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{\omega}=-\frac{\hat{\beta} k}{k^{2}+l^{2}} \tag{17.3.43}
\end{equation*}
$$

is called intrinsic frequency, or Doppler-shifted frequency. Using (17.3.37), the conservations of wave numbers are given as

$$
\begin{align*}
& \frac{\partial(k \cos \varphi)}{\partial t}=-\frac{1}{R} \frac{\partial \omega}{\partial \lambda}, \quad \frac{\partial l}{\partial t}=-\frac{1}{R} \frac{\partial \omega}{\partial \varphi},  \tag{17.3.44}\\
& \frac{\partial(k \cos \varphi)}{\partial \varphi}=\frac{\partial l}{\partial \lambda} . \tag{17.3.45}
\end{align*}
$$

If we regard the dispersion relation as a function $\omega=\Omega(k \cos \varphi, l ; \lambda, \varphi, t)$, its derivatives with respect to $\lambda, \varphi$, and $t$ are given, respectively, as

$$
\begin{align*}
\frac{\partial \omega}{\partial \lambda} & =\frac{\partial(k \cos \varphi)}{\partial \lambda} \frac{\partial \Omega}{\partial(k \cos \varphi)}+\frac{\partial l}{\partial \lambda} \frac{\partial \Omega}{\partial l}+\frac{\partial \Omega}{\partial \lambda} \\
& =\frac{c_{g \lambda}}{\cos \varphi} \frac{\partial(k \cos \varphi)}{\partial \lambda}+c_{g \varphi} \frac{\partial(k \cos \varphi)}{\partial \varphi}+\frac{\partial \Omega}{\partial \lambda}  \tag{17.3.46}\\
\frac{\partial \omega}{\partial \varphi} & =\frac{\partial(k \cos \varphi)}{\partial \varphi} \frac{\partial \Omega}{\partial(k \cos \varphi)}+\frac{\partial l}{\partial \varphi} \frac{\partial \Omega}{\partial l}+\frac{\partial \Omega}{\partial \varphi} \\
& =\frac{c_{g \lambda}}{\cos \varphi} \frac{\partial l}{\partial \lambda}+c_{g \varphi} \frac{\partial l}{\partial \varphi}+\frac{\partial \Omega}{\partial \varphi}  \tag{17.3.47}\\
\frac{\partial \omega}{\partial t} & =\frac{\partial(k \cos \varphi)}{\partial t} \frac{\partial \Omega}{\partial(k \cos \varphi)}+\frac{\partial l}{\partial t} \frac{\partial \Omega}{\partial l}+\frac{\partial \Omega}{\partial t} \\
& =-\frac{c_{g \lambda}}{R \cos \varphi} \frac{\partial \omega}{\partial \lambda}-\frac{c_{g \varphi}}{R} \frac{\partial \omega}{\partial \varphi}+\frac{\partial \Omega}{\partial t} \tag{17.3.48}
\end{align*}
$$

Since $\Omega$ is independent of $\lambda$ and $t$ due to (17.3.40). From (17.3.44), the following equations of wave numbers are obtained:

$$
\begin{align*}
\frac{\partial(k \cos \varphi)}{\partial t}+\frac{c_{g \lambda}}{R \cos \varphi} \frac{\partial(k \cos \varphi)}{\partial \lambda}+\frac{c_{g \varphi}}{R} \frac{\partial(k \cos \varphi)}{\partial \varphi} & =0  \tag{17.3.49}\\
\frac{\partial l}{\partial t}+\frac{c_{g \lambda}}{R \cos \varphi} \frac{\partial l}{\partial \lambda}+\frac{c_{g \varphi}}{R} \frac{\partial l}{\partial \varphi} & =-\frac{1}{R} \frac{\partial \Omega}{\partial \varphi}  \tag{17.3.50}\\
\frac{\partial \omega}{\partial t}+\frac{c_{g \lambda}}{R \cos \varphi} \frac{\partial \omega}{\partial \lambda}+\frac{c_{g \varphi}}{R} \frac{\partial \omega}{\partial \varphi} & =0 \tag{17.3.51}
\end{align*}
$$

The path of a wave packet moving with group velocity $\left(c_{g \lambda}, c_{g \varphi}\right)$ is called a ray. Eqs. (17.3.49) and (17.3.51) state that $k \cos \varphi$ and $\omega$ are conserved along rays. In
contrast, the meridional wave number $l$ is not conserved along rays. From (17.3.40), $l$ is given by

$$
\begin{equation*}
l^{2}=-\frac{\hat{\beta} k}{\omega-\bar{u} k}-k^{2} \tag{17.3.52}
\end{equation*}
$$

from which we find that $l$ changes with latitude $\varphi$ since $\bar{u}$ is a function of $\varphi$.
Next, the $O\left(\varepsilon^{1}\right)$ terms of the vorticity equation (17.3.35) give

$$
\begin{equation*}
P A_{1}-\frac{\partial P}{\partial \omega} \frac{\partial \psi_{0}}{\partial t}+\frac{\partial P}{\partial k} \frac{1}{R \cos \varphi} \frac{\partial \psi_{0}}{\partial \lambda}+\frac{\partial P}{\partial l} \frac{1}{R} \frac{\partial \psi_{0}}{\partial \varphi}+D \psi_{0}=0 \tag{17.3.53}
\end{equation*}
$$

where

$$
\begin{align*}
D= & \frac{1}{2}\left[-2 \frac{\partial^{2} P}{\partial \omega \partial k} \frac{\partial k}{\partial t}-2 \frac{\partial^{2} P}{\partial \omega \partial l} \frac{\partial l}{\partial t}+\frac{\partial^{2} P}{\partial k^{2}} \frac{1}{R \cos \varphi} \frac{\partial k}{\partial \lambda}\right. \\
& \left.+2 \frac{\partial^{2} P}{\partial k \partial l} \frac{1}{R \cos \varphi} \frac{\partial l}{\partial \lambda}+\frac{\partial^{2} P}{\partial l^{2}} \frac{1}{R \cos \varphi} \frac{\partial(l \cos \varphi)}{\partial \varphi}\right] \\
= & -2 k \frac{\partial k}{\partial t}-2 l \frac{\partial l}{\partial t}+\frac{\omega-3 \bar{u} k}{R \cos \varphi} \frac{\partial k}{\partial \lambda}+\frac{2 \bar{u} l}{R \cos \varphi} \frac{\partial l}{\partial \lambda}+\frac{\omega-\bar{u} k}{R \cos \varphi} \frac{\partial(l \cos \varphi)}{\partial \varphi} . \tag{17.3.54}
\end{align*}
$$

Using $P=0$ and (17.3.45) to rewrite (17.3.53), and multiplying the result by $-\left(k^{2}+l^{2}\right) / \hat{\beta} \psi_{0} \cos \varphi$, we obtain the equation of amplitude:

$$
\begin{equation*}
\frac{\partial \mathcal{A}}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left(c_{g \lambda} \mathcal{A}\right)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi c_{g \varphi} \mathcal{A}\right)=0 \tag{17.3.55}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{A}=\frac{\left(k^{2}+l^{2}\right)^{2} \cos \varphi \psi_{0}^{2}}{2 \hat{\beta}} \tag{17.3.56}
\end{equation*}
$$

is pseudo-angular momentum, (17.3.32). Eq. (17.3.55) states that $\mathcal{A}$ is conserved along rays.

The kinetic energy of the disturbance $E$ is expressed by

$$
\begin{equation*}
E=\frac{u^{\prime 2}+v^{\prime 2}}{2}=\frac{\left|\nabla_{H} \psi\right|^{2}}{2} \tag{17.3.57}
\end{equation*}
$$

Using the WKBJ approximation, averaging over the phase gives

$$
\begin{align*}
\langle E\rangle & =\frac{1}{2 \pi} \int_{0}^{2 \pi} E d \theta \\
& =-\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(k^{2}+l^{2}\right) \psi_{0}^{2} \cos ^{2} \theta d \theta=-\frac{\left(k^{2}+l^{2}\right) \psi_{0}^{2}}{2} \tag{17.3.58}
\end{align*}
$$

where $\theta=\Theta / \varepsilon$. Thus, from (17.3.43) and (17.3.56), pseudo-angular momentum is expressed as

$$
\begin{equation*}
\mathcal{A}=\frac{k\langle E\rangle}{\hat{\omega}} . \tag{17.3.59}
\end{equation*}
$$

Substituting (17.3.59) into (17.3.55), and using the conservation of the wave number $k \cos \varphi$, (17.3.49), we obtain the conservation of the wave action of Rossby waves on the sphere:

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{\langle E\rangle}{\hat{\omega}}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left(c_{g \lambda} \frac{\langle E\rangle}{\hat{\omega}}\right)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi c_{g \varphi} \frac{\langle E\rangle}{\hat{\omega}}\right)=0 . \tag{17.3.60}
\end{equation*}
$$

### 17.3.4 Latitudinal propagation of Rossby waves

We next consider the latitudinal propagation of Rossby waves based on the equation of the latitudinal wave number; (17.3.52) is rewritten as

$$
\begin{equation*}
\tilde{l}^{2}=\tilde{k}_{s}^{2}-\tilde{k}^{2} \tag{17.3.61}
\end{equation*}
$$

where $\tilde{k}=k \cos \varphi, \tilde{l}=l \cos \varphi$, and

$$
\begin{equation*}
\tilde{k}_{s}^{2}=-\frac{\tilde{\beta} \tilde{k}}{\omega-\tilde{u} \tilde{k}}=\frac{\cos ^{2} \varphi}{\bar{u}-c}\left(\frac{2 \Omega \cos \varphi}{R}-\frac{1}{R^{2}} \frac{\partial}{\partial \varphi}\left[\frac{1}{\cos \varphi} \frac{\partial}{\partial \varphi}(\bar{u} \cos \varphi)\right]\right) \tag{17.3.62}
\end{equation*}
$$

in which $\tilde{u}=\frac{\bar{u}}{\cos \varphi}, \tilde{\beta}=\hat{\beta} \cos \varphi$, and $c=\omega / k$ is the phase speed in the $\lambda$-direction. From (17.3.61), we have

$$
\begin{equation*}
\tilde{l}= \pm \sqrt{\tilde{k}_{s}^{2}-\tilde{k}^{2}} \tag{17.3.63}
\end{equation*}
$$

Since $\tilde{k}$ is conserved along rays due to (17.3.49), we can fix the value of $\tilde{k}$ to consider the propagation of a wave packet. Thus, if the meridional distribution of zonal winds $\bar{u}$ is given, the characteristics of wave propagation are described by the distribution of $\tilde{k}_{s}$. The regions where the wave packet can propagate are the latitudinal belts satisfying $\tilde{l}^{2}>0$. This means $\tilde{k}_{s}>\tilde{k}$ from (17.3.61). The latitude where $\tilde{l}^{2}=0$ is satisfied is called the turning latitude, and the latitude where $\tilde{l}^{2}=\infty$ is satisfied is called the critical latitude. In general, we have $\tilde{k}_{s} \rightarrow 0$ in the limit $\varphi \rightarrow \pm \frac{\pi}{2}$, so that $\tilde{l}^{2}<0$ near the poles. Thus, the turning latitude $\tilde{l}=0$ always exists and the wave packet does not reach the poles.

For stationary waves with $c=0$, we have $\bar{u}=\hat{\beta} / k_{s}^{2}$. Thus, the two components of group velocity (17.3.41) and (17.3.42) are written as

$$
\begin{equation*}
c_{g \lambda}=\cos \varphi \frac{2 \tilde{\beta} \tilde{k}^{2}}{\tilde{k}_{s}^{4}}, \quad c_{g \varphi}=\cos \varphi \frac{2 \tilde{\beta} \tilde{k} \tilde{l}}{\tilde{k}_{s}^{4}} \tag{17.3.64}
\end{equation*}
$$

This means that $\left(c_{g \lambda}, c_{g \varphi}\right)$ is parallel to the wave number vector $(\tilde{k}, \tilde{l})$. If we define the angle between the wave number vector and the $\lambda$-direction by $\alpha$, we have

$$
\begin{equation*}
\tilde{k}_{s} \cos \alpha=\tilde{k}=\text { const. } \tag{17.3.65}
\end{equation*}
$$

Thus, $\cos \alpha$ becomes smaller in the region of larger $\tilde{k}_{s}$, whereas $\cos \alpha$ becomes larger in the region of smaller $\tilde{k}_{s}$. In the stationary case $c=0, \alpha$ is equal to the direction of group velocity. In this case, $\tilde{k}_{s}$ plays the role of reflectivity.

As an illustrative example of the notions introduced above, Fig. 17.4 shows reflectivity $\tilde{k}_{s} R$ when there exists a distribution of zonal winds with two jet streams around $30^{\circ}$ and $60^{\circ}$ :

$$
\begin{equation*}
\bar{u}=35 \sin ^{3}(\pi \mu)+10 \sin ^{2}\left(\pi \mu^{5}\right)-5\left(1-\mu^{2}\right)^{2} \tag{17.3.66}
\end{equation*}
$$

where $\mu=\sin \varphi$. Reflectivity $\tilde{k}_{s}$ becomes larger if the latitude becomes closer to the maximum of the jet steams, and also becomes larger near the equator. For a specified value of the wave number $\tilde{k} R=1,2, \cdots$, the wave can propagate only in the region $\tilde{k}_{s}>\tilde{k}$. It can be seen that $\tilde{k}_{s}^{2}$ is negative on the polar side of latitude $73.3^{\circ}$ and the equatorial side of latitude $9.9^{\circ}$; wave packets with any wave number $\tilde{k}$ cannot enter these latitude belts. The wave number $\tilde{k} R=3$ is shown by the dotted line in Fig. 17.4 (b). A wave with $\tilde{k} R=3$ can propagate only in the region where the curve of $\tilde{k}_{s} R$ is larger than the dotted line. There are two wave propagation regions; one is latitudes lower than about $45^{\circ}$ and the other is around $60^{\circ}$. Since there are two turning latitudes at both the equatorial and the polar side of the wave propagation region around $60^{\circ}$, Rossby waves are trapped in this latitude belt if a Rossby wave packet exists around $60^{\circ}$. This kind of wave propagation region is called wave duct.

Wave packets of stationary waves $c=0$ do not propagate into the region of an easterly $\bar{u}<0$. The critical latitude is the latitude where the zonal wind vanishes $\bar{u}=0$. In the wave propagation region between the critical latitude and the turning latitude, all the wave packets eventually propagate toward the critical latitude since those wave packets propagating toward the turning latitude turn back toward the critical latitude. As shown below, it takes an infinite amount of time for wave packets to reach the critical latitude. Thus, we may say that all wave packets are absorbed into the background field near the critical latitude.


Figure 17.4: Distributions of zonal winds $\bar{u}$ (left), and reflectivity $\tilde{k}_{s} R$ (right). The dotted line is the wave number $\tilde{k}_{s} R=3$. The dashed lines are boundaries between the region where $\tilde{k}_{s}$ is positive and that where $\tilde{k}_{s}$ is negative.

Let us consider a wave packet that is stationary and has zonally uniform properties in the equation of amplitude (17.3.55); thus we have

$$
\begin{equation*}
\cos \varphi c_{g \varphi} \mathcal{A}=\text { const. } \tag{17.3.67}
\end{equation*}
$$

Using (17.3.42), (17.3.56), and $\tilde{k}=$ const., we obtain

$$
\begin{equation*}
\psi_{0} \propto \tilde{l}^{-\frac{1}{2}} \tag{17.3.68}
\end{equation*}
$$

Therefore, amplitude becomes smaller near the critical latitude where $\tilde{l}$ approaches infinity, while amplitude tends to infinity near the turning latitude where $\tilde{l}$ approaches zero. Letting $y=y_{c}$ denote the critical latitude, we generally have

$$
\begin{equation*}
\bar{u}-c \propto y-y_{c} . \tag{17.3.69}
\end{equation*}
$$

In this case, near the critical latitude, from (17.3.61) and (17.3.42),

$$
\begin{equation*}
l \propto\left(y-y_{c}\right)^{-\frac{1}{2}}, \quad c_{g \varphi} \propto l^{-3} \propto\left(y-y_{c}\right)^{\frac{3}{2}} \tag{17.3.70}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\int \frac{d y}{c_{g \varphi}} \propto\left(y-y_{c}\right)^{-\frac{1}{2}} \rightarrow \infty \tag{17.3.71}
\end{equation*}
$$

(i.e., it takes an infinite amount of time for a wave packet to reach the critical latitude).

It can be shown, however, that the WKBJ approximation breaks down near the critical latitude. The change in amplitude $\psi_{0}$ in the latitudinal direction is, from (17.3.68) and (17.3.70),

$$
\begin{equation*}
\psi_{0} \propto\left(y-y_{c}\right)^{\frac{1}{4}} \tag{17.3.72}
\end{equation*}
$$

From this, the ratio between the scale of change in amplitude and wavelength is given by

$$
\begin{equation*}
\frac{1}{l \psi_{0}} \frac{d \psi_{0}}{d y} \propto\left(y-y_{c}\right)^{-\frac{1}{2}} \tag{17.3.73}
\end{equation*}
$$

This ratio becomes infinite as $y \rightarrow y_{c}$. Since this means that the amplitude oscillates very rapidly in one wavelength, the WKBJ approximation breaks down near the critical latitude.

### 17.3.5 Angular momentum change

Let us evaluate angular momentum change when Rossby waves propagate in the meridional direction using the linearized vorticity equation (17.3.20). Following Held and Hoskins (1985), we take an example in which the basic state of zonal winds $\bar{u}$ and the disturbance of initial vorticity are given as

$$
\begin{align*}
\bar{u} & =A \sin \left[\frac{3 \pi}{2}(1+\sin \varphi)\right]+B \cos ^{2} \varphi  \tag{17.3.74}\\
\zeta^{\prime}(\lambda, \varphi) & =C \cos \varphi \cos (M \lambda) \exp \left[-\left(\frac{\varphi-\varphi_{0}}{\Delta \varphi}\right)^{2}\right] \tag{17.3.75}
\end{align*}
$$

where $A=18 \mathrm{~m} \mathrm{~s}^{-1}, B=14 \mathrm{~m} \mathrm{~s}^{-1}, C=5.0 \times 10^{-5} \mathrm{~s}^{-1}, \varphi=45^{\circ}, \Delta \varphi=10^{\circ}$, and $M=6$. The vorticity equation is given from (17.3.20) in the form:

$$
\begin{equation*}
\frac{\partial \zeta^{\prime}}{\partial t}+\frac{\bar{u}}{R \cos \varphi} \frac{\partial \zeta^{\prime}}{\partial \lambda}+\hat{\beta} v^{\prime}=\nu \nabla_{H}^{2} \zeta^{\prime} \tag{17.3.76}
\end{equation*}
$$

Here, $\hat{\beta}$ is defined by (17.3.21). A diffusion-type dissipation term is assumed; however, following Held and Hoskins (1985), the second term in (17.1.19) is omitted.

The change in zonal winds can be given by time integration of (17.3.31). It can be thought that pseudo-angular momentum associated with the initial vorticity disturbance $\bar{A}$ will be dissipated in a sufficiently large $t$, where $\bar{A}$ is given by (17.3.32). From (17.3.31), we have the change in zonal winds as

$$
\begin{equation*}
\left[\overline{u^{(2)}}(t)-\overline{u^{(2)}}(0)\right] \cos \varphi=\bar{A}(t=0)+\frac{\nu \cos \varphi}{\hat{\beta}} \int_{0}^{t} \overline{\zeta^{\prime} \nabla_{H}^{2} \zeta^{\prime}} d t \tag{17.3.77}
\end{equation*}
$$

where the term $F_{\lambda}^{(2)}$ is neglected. In general, we have $\bar{A}(t=0)>0$ at the region where the initial disturbance is given. If $\bar{A}$ becomes smaller as the disturbance evolves and propagates, the change in zonal winds is given by (17.3.34). Therefore, westerlies are induced as the initial disturbance decays, if the contribution of the dissipation term is negligible. An example of such a change in zonal winds is given by Fig. 17.5. This figure shows the change in pseudo-angular momentum $\bar{A}$ and total change in zonal winds $\lim _{t \rightarrow \infty} \overline{u^{(2)}}(t) \cos \varphi$ for $\nu=10^{4} \mathrm{~m}^{2} \mathrm{~s}^{-1}$.

### 17.3.6 Barotropic instability

The possible distributions of zonal winds can be constrained under the condition that zonal winds are stable in terms of barotropic instability. Let the latitudinal distribution of zonal winds be $\bar{u}(\varphi)$. From (17.1.21) and (17.1.6), the absolute angular momentum is written as

$$
\begin{equation*}
\zeta_{a}=-\frac{1}{R \cos \varphi} \frac{\partial(\bar{u} \cos \varphi)}{\partial \varphi}+2 \Omega \sin \varphi \tag{17.3.78}
\end{equation*}
$$

If the gradient of absolute vorticity does not change sign, zonal flow is barotropically stable. In addition, inertial instability does not occur if $\zeta_{a}>0$ for $\varphi>0$ and $\zeta_{a}<0$ for $\varphi<0$. Thus, in order for the basic field to be stable, the condition,

$$
\begin{equation*}
\frac{\partial \zeta_{a}}{\partial \varphi}=-\frac{\partial}{\partial \varphi}\left[\frac{1}{R \cos \varphi} \frac{\partial(\bar{u} \cos \varphi)}{\partial \varphi}\right]+2 \Omega \cos \varphi>0 \tag{17.3.79}
\end{equation*}
$$

must be satisfied. If $\bar{u}$ does not satisfy this condition (i.e., if absolute vorticity decreases poleward in some region), the flow is unstable and disturbances will develop; then, the arrangement of zonal winds will occur so as to satisfy the condition (17.3.79). As a result, the resultant distribution of zonal winds is marginally stable or neutral for barotropic instability. In this case, the neutral state is given by a constant profile of absolute vorticity in the latitudinal direction. This type of neutralization is called barotropic adjustment, similar to convective adjustment, or baroclinic adjustment, which will be described in Section 18.2.2.


Figure 17.5: Left: change in pseudo-angular momentum $\bar{A}$. The contour interval is $0.25 \mathrm{~m} \mathrm{~s}^{-1}$. Right: total change in zonal winds. Solid: $\nu=10^{4} \mathrm{~m}^{2} \mathrm{~s}^{-1}$, and dashed: $\nu=10^{5} \mathrm{~m}^{2} \mathrm{~s}^{-1}$. Reprinted from Held and Hoskins (1985) by permission of Elsevier (copyright, 2003).

As an example, we consider the case in which barotropic adjustment occurs in the latitude band $\varphi_{1}<\varphi<\varphi_{2}$. We refer to zonal wind distribution after the adjustment as $u_{a d j}$, and that of absolute vorticity as $\zeta_{a d j}$. For a barotropic adjustment state, we have

$$
\begin{equation*}
\frac{\partial \zeta_{a d j}}{\partial \varphi}=0 \tag{17.3.80}
\end{equation*}
$$

It is required that zonal winds be continuous at the two latitudes $\varphi_{1}$ and $\varphi_{2}$, $\bar{u}_{a d j}=\bar{u}$, while vorticity does not need to be continuous. From (17.3.78) and $\zeta_{a d j}=$ const., the zonal wind distribution is expressed as

$$
\begin{equation*}
\bar{u}_{a d j} \cos \varphi=-\zeta_{a d j} R \sin \varphi+\Omega R \sin ^{2} \varphi+C \tag{17.3.81}
\end{equation*}
$$

where $C$ is constant. Using zonal winds at latitudes $\varphi_{1}$ and $\varphi_{2}, \bar{u}_{1}=\bar{u}\left(\varphi_{1}\right)$, $\bar{u}_{2}=\bar{u}\left(\varphi_{2}\right)$, the adjusted vorticity and zonal winds are given, respectively, by

$$
\begin{align*}
\zeta_{a d j}= & -\frac{\bar{u}_{1} \cos \varphi_{1}-\bar{u}_{2} \cos \varphi_{2}}{R\left(\sin \varphi_{1}-\sin \varphi_{2}\right)}+\Omega\left(\sin \varphi_{1}+\sin \varphi_{2}\right), \\
\bar{u}_{a d j} \cos \varphi= & -\frac{\bar{u}_{1} \cos \varphi_{1}\left(\sin \varphi-\sin \varphi_{2}\right)-\bar{u}_{2} \cos \varphi_{2}\left(\sin \varphi_{1}-\sin \varphi\right)}{\sin \varphi_{1}-\sin \varphi_{2}} \\
& +\Omega R\left(\sin \varphi-\sin \varphi_{2}\right)\left(\sin \varphi-\sin \varphi_{2}\right), \tag{17.3.82}
\end{align*}
$$

and

$$
C=-\frac{\bar{u}_{1} \cos \varphi_{1} \sin \varphi_{2}-\bar{u}_{2} \cos \varphi_{2} \sin \varphi_{1}}{\sin \varphi_{1}-\sin \varphi_{2}}+\Omega R \sin \varphi_{1} \sin \varphi_{2}
$$

Since angular momentum is conserved during the adjustment process, we have

$$
\begin{equation*}
\int_{\varphi_{1}}^{\varphi_{2}} \bar{u} \cos \varphi d \varphi=\int_{\varphi_{1}}^{\varphi_{2}} \bar{u}_{a d j} \cos \varphi d \varphi \tag{17.3.83}
\end{equation*}
$$

From (17.3.82) and (17.3.83), we obtain the relation between $\varphi_{2}$ and $\varphi_{1}$. The set of latitudes $\varphi_{1}$ and $\varphi_{2}$ cannot uniquely be determined from this procedure alone.

Figure 17.6 shows an example of the zonal wind distribution that is barotropically unstable. The basic distribution of zonal winds is specified as a jet stream type:

$$
\begin{equation*}
\bar{u}=u_{0} \sin ^{3}\left(\pi \sin ^{2} \varphi\right), \tag{17.3.84}
\end{equation*}
$$

where $u_{0}=50 \mathrm{~m} \mathrm{~s}^{-1}$. Zonal winds have a maximum at $\varphi=45^{\circ}$. At $\varphi=57.8^{\circ}$, the absolute vorticity $\zeta_{a}$ becomes maximum, and the gradient of angular momentum changes its sign. Thus, the region near the jet maximum is unstable in terms of barotropic instability. After the disturbance has fully developed, zonal winds will be close to (17.3.81) near the adjusted region. The latitudinal width of the disturbances due to barotropic instability is extended until any local unstable profiles are dissolved. The figure shows the distributions of zonal wind and absolute vorticity after adjustment by the dashed-dotted curves where the adjusted region is between $47.4^{\circ}$ and $82.8^{\circ}$.

### 17.4 Turbulence on a sphere

### 17.4.1 Turbulence on a $\beta$-plane

The midlatitude jet stream of the atmosphere sometimes emerges as a multiplejet structure. Such a multiple-jet structure is familiar in the Jovian atmosphere. The theory of two-dimensional turbulence on a sphere gives an explanation for a multiple-jet structure. Before describing two-dimensional turbulence on a sphere, we overview two-dimensional turbulence on a $\beta$-plane. We have already considered the two-dimensional turbulence without the effect of rotation in Section 11.1.2; the energy cascade and energy spectrum on two-dimensional turbulence are derived


Figure 17.6: Latitudinal distributions of (a) zonal winds $\bar{u}$, (b) absolute vorticity $\zeta_{a}$, and (c) gradient of absolute vorticity $d \zeta_{a} / d(\sin \varphi)$. In (b), the dashed curve is relative vorticity and the dotted curve is the Coriolis component. In (c), the dashed curve is relative vorticity, and the dotted line is the $\beta$-term. In (a) and (b), dashed-dotted curves express profiles in the adjustment region.
from similarity theory. Turbulence on a $\beta$-plane can be considered as an extension of two-dimensional turbulence.

The vorticity equation on a $\beta$-plane is given by

$$
\begin{equation*}
\frac{\partial}{\partial t} \nabla^{2} \psi+J\left(\psi, \nabla^{2} \psi\right)+\beta \frac{\partial \psi}{\partial x}=0 \tag{17.4.1}
\end{equation*}
$$

where $\psi$ is the streamfunction and $J$ is the Jacobian defined by

$$
\begin{equation*}
J(A, B)=\frac{\partial A}{\partial x} \frac{\partial B}{\partial y}-\frac{\partial A}{\partial y} \frac{\partial B}{\partial x} \tag{17.4.2}
\end{equation*}
$$

The second term on the left-hand side of (17.4.1) is the nonlinear term, and the
third term is the $\beta$-effect. In order to examine the possible statistical equilibrium states of the system described by (17.4.1), we start from the following two extreme regimes.
(I) If the nonlinear term is larger than the $\beta$-effect, we can omit the $\beta$-term in (17.4.1) to obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} \nabla^{2} \psi+J\left(\psi, \nabla^{2} \psi\right)=0 \tag{17.4.3}
\end{equation*}
$$

Thus, the argument of two-dimensional turbulence in Section 11.1.2 is applicable to the statistical equilibrium of this system. In this case, energy is transferred to smaller wave number regions and an upward energy cascade occurs. Note that (17.4.3) is satisfied in the case on an $f$-plane (i.e., turbulence in the rotating frame). On an $f$-plane, it is thought that the upward cascade occurs in scales that are smaller than the Rossby radius of deformation.
(II) In contrast, if the $\beta$-term is larger than the nonlinear term, neglecting the nonlinear term in (17.4.1) gives

$$
\begin{equation*}
\frac{\partial}{\partial t} \nabla^{2} \psi+\beta \frac{\partial \psi}{\partial x}=0 \tag{17.4.4}
\end{equation*}
$$

This is a linear equation and can be described by superpositions of linear Rossby waves. In this case, if a basic solution is written as

$$
\begin{equation*}
\psi=\psi_{k} \exp [i(\boldsymbol{k} \cdot \boldsymbol{x}-\omega t)] \tag{17.4.5}
\end{equation*}
$$

the dispersion relation is given by

$$
\begin{equation*}
\omega=-\frac{\beta k_{x}}{|\boldsymbol{k}|^{2}} \tag{17.4.6}
\end{equation*}
$$

where $\boldsymbol{k}=\left(k_{x}, k_{y}\right)$. If motions are described by such a linear equation, no energy transfer occurs between different wave numbers and an energy cascade does not occur.

As shown above, it can be expected that the cascades of energy and enstrophy are different between regimes (I) and (II). This means that it is important to know whether the flow field of a given system described by (17.4.1) is closer to (I) or (II). To characterize the flow field, we introduce a parameter that represents the ratio of the nonlinear term to the $\beta$-term:

$$
\begin{equation*}
\varepsilon=\frac{\text { nonlinear term }}{\beta \text { term }}=\frac{U}{\beta L^{2}} \tag{17.4.7}
\end{equation*}
$$

where $U$ is a characteristic scale of mean velocity and $L$ is a characteristic horizontal scale of motion. $U$ can be defined by the square of mean kinematic energy, and $L$ is the inverse of the average wave number weighted by the energy spectrum $E(k)$ :

$$
\begin{align*}
U^{2} & =\frac{1}{S} \int \frac{|\nabla \psi|^{2}}{2} d S  \tag{17.4.8}\\
\frac{1}{L} & =\langle k\rangle=\frac{\int k E(k) d k}{\int E(k) d k} \tag{17.4.9}
\end{align*}
$$

where $S$ is the area of the system. In the case of $\varepsilon \gg 1$, the flow field is closer to regime (I), whereas in the case of $\varepsilon \ll 1$, the flow field is essentially linear and closer to regime (II). If total energy is conserved, $U$ is independent of time and is determined by the initial value. Therefore, the parameter $\varepsilon$ changes with the value of $L$.

Based on the fact that turbulence on a $\beta$-plane has two extreme characteristic regimes described by (I) and (II), the following picture of time evolution can be shown:

1. First, initial energy is given as $\varepsilon \gg 1$.
2. Based on the two-dimensional turbulence of regime (I), an upward cascade of energy occurs.
3. The typical length scale $L$ becomes larger and $\langle k\rangle$ becomes smaller.
4. Then, $\varepsilon$ also becomes smaller.
5. If $\varepsilon$ is small enough such that $\varepsilon \approx 1$, Rossby waves emerge as described by (II).

According to the above scenario, two-dimensional turbulence on a $\beta$-plane experiences a transition from (I) to (II).

As the flow field evolves from (I) to (II), it is expected that the time scale of the upward cascade of energy becomes slower. Typical time scale of regime (I) is given by

$$
\begin{equation*}
T \approx \frac{L}{U} \tag{17.4.10}
\end{equation*}
$$

This indicates that as $L$ becomes larger due to the energy cascade, time scale $T$ becomes larger. Although the time scale of regime (II) is constrained by the dispersion relation of Rossby waves (17.4.6), its value cannot be determined solely by the dispersion relation. For instance, if the upward cascade of energy continues and keeps isotropy at $k_{x}=k_{y}, \omega$ would get larger because of (17.4.6). It is known, however, that $\omega$ becomes even smaller in regime (II) according to the weakly nonlinear theory whose details we do not describe here (Rhines, 1975). Because of the dispersion relation, if $\omega$ becomes smaller, the zonal wave number $k_{x}$ becomes smaller compared with $k_{y}$, which brings anisotropy to the turbulence. In regime (II), therefore, turbulence is no longer isotropic and a zonal flow emerges. The characteristic length of the width of zonal winds is given by setting $\varepsilon=1$ in (17.4.7); thus

$$
\begin{equation*}
L=\sqrt{\frac{U}{\beta}}, \tag{17.4.11}
\end{equation*}
$$

This length is called the Rhines scale. Based on numerical calculations of dissipative turbulence on a $\beta$-plane, Rhines (1975) demonstrates the above scenario.

The Rhines scale is different from the Rossby radius of deformation, which is the natural horizontal length of a rotating fluid. The Rossby radius of deformation is given by

$$
\begin{equation*}
L_{R}=\frac{c}{f}, \tag{17.4.12}
\end{equation*}
$$

where $c$ is the speed of a gravity wave and $f$ is the Coriolis parameter. In a stratified fluid, the speed of a gravity wave is given by $c=N H$ where $H$ is the depth of atmosphere and $N$ is the buoyancy frequency. In a shallow-water system, it is given by $c=\sqrt{g H}$. The typical horizontal scale of turbulence on a $\beta$-plane corresponds to the latitudinal length scale of zonal winds (i.e., the width of the jet), when zonal winds have a band structure. The width of the jet can be closer to either the Rhines scale or the Rossby length in extreme cases.

### 17.4.2 Two-dimensional turbulence on a sphere

Arguments similar to turbulence on a $\beta$-plane can be applicable to fluid motions on a sphere. From (17.3.4), the vorticity equation on a sphere is written as

$$
\begin{equation*}
\frac{\partial \zeta}{\partial t}+\frac{1}{R^{2}} J(\psi, \zeta)+\frac{2 \Omega}{R^{2}} \frac{\partial \psi}{\partial \lambda}=\nu\left(\nabla_{H}^{2}+\frac{2}{R^{2}}\right)^{N} \zeta \tag{17.4.13}
\end{equation*}
$$

where $R$ is the radius of the sphere and the dissipation term on the right-hand side is assumed to be the $N$-th power of the Laplacian of vorticity instead of (17.1.19). Such a high power of $N$ with $N \geq 2$ is required for numerical calculations. The Jacobian on a sphere is written as

$$
\begin{equation*}
J(A, B)=\frac{\partial A}{\partial \lambda} \frac{\partial B}{\partial \varphi}-\frac{\partial A}{\partial \varphi} \frac{\partial B}{\partial \lambda} \tag{17.4.14}
\end{equation*}
$$

The equation system described by (17.4.13) has conservative quantities; total energy, total enstrophy, and angular momentum are respectively defined by

$$
\begin{align*}
E & =\frac{1}{2} \int|\boldsymbol{u}|^{2} d S=\frac{1}{2} \int|\nabla \psi|^{2} d S  \tag{17.4.15}\\
Q & =\frac{1}{2} \int|\zeta|^{2} d S=\frac{1}{2} \int\left|\nabla^{2} \psi\right|^{2} d S  \tag{17.4.16}\\
A & =\int u \cos \varphi d S \tag{17.4.17}
\end{align*}
$$

where only those parts that are relative to rigid body rotation $\Omega$ are considered.
Expanding the streamfunction using spherical harmonics gives

$$
\begin{equation*}
\psi(\lambda, \varphi, t)=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} \psi_{n}^{m}(t) P_{n}^{m}(\sin \varphi) e^{i m \lambda} \tag{17.4.18}
\end{equation*}
$$

where $\psi_{n}^{m}$ are amplitudes of the streamfunction with zonal wave number $m$ and latitudinal wave number $n-m$, and $P_{n}^{m}$ are the associated Legendre functions.

Integrating the energy (17.4.15) by part, we obtain

$$
\begin{equation*}
E(t)=\frac{1}{2} \int \psi \nabla^{2} \psi d S=\frac{1}{2 R^{2}} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} n(n+1)\left|\psi_{n}^{m}(t)\right|^{2} \tag{17.4.19}
\end{equation*}
$$

From this, the energy spectrum defined as a function of total wave number $n$ is given by

$$
\begin{equation*}
E(n, t)=\frac{n(n+1)}{2 R^{2}} \sum_{m=-n}^{n}\left|\psi_{n}^{m}(t)\right|^{2} \tag{17.4.20}
\end{equation*}
$$

The observed power spectra obtained from aircraft data are shown in Fig. 17.7. This shows the relations between power spectra density and horizontal wavelength for zonal wind, meridional wind, and potential temperature. Between about the $1,000 \mathrm{~km}$ to $3,000 \mathrm{~km}$ wavelength, all spectra have a slope near -3 . This implies an enstrophy cascade from longer to shorter scales of the two-dimensional turbulence described in Section 11.1.2. The spectra have a different slope regime $(-5 / 3)$ at shorter wavelengths below about 400 km .


Figure 17.7: Variance power spectra of wind and potential temperature near the tropopause from aircraft data. The spectra for meridional wind and potential temperature are shifted to the $10^{1}$ and $10^{2}$ shorter scales on the right. After Nastrom and Gage (1985). (c)American Meteorological Society. Used with permission.

Yoden and Yamada (1993) calculated dissipative turbulence on a sphere. Figure 17.8 shows the results of their calculations on the energy spectrum. Time is nondimensionalized by $T=R / U$ where $U$ is the average velocity defined by the square of kinetic energy. Numerical dissipation is given by (17.4.13) with $N=2$ and the dissipation coefficient is set to $\nu=10^{-6}$. The figure shows the ensemble average of 48 cases. When the rotation velocity $\Omega$ is equal to zero, the energy spectrum has a dependence $n^{-6}$ for $n>10$ and $n^{-3}$ for $n<10$. As $\Omega$ becomes larger, the wave


Figure 17.8: Energy spectrum of two-dimensional turbulence on a sphere. Left: without rotation $\Omega=0$. Right: dependence on the rotation velocity $\Omega$. The ensemble average of 48 cases is shown. After Yoden and Yamada (1993). (c)American Meteorological Society. Used with permission.


Figure 17.9: Zonal-mean angular momentum $u \cos \varphi$ of two-dimensional turbulence on a sphere. Left: 48 cases for $\Omega=100$ at $t=5$. Right: dependence on $\Omega$ at $t=5$. The ensemble average is defined as a result of averaging 48 cases. After Yoden and Yamada (1993). (c)American Meteorological Society. Used with permission.


Figure 17.10: Streamfunctions for the two-dimensional turbulence experiment on a sphere at 1,000 Jovian days. The contour interval is $2.5 \times 10^{8} \mathrm{~m}^{2} \mathrm{~s}^{-1}$. Negative values are dotted. After Nozawa and Yoden (1997) by permission of the American Institute of Physics.
number of the maximum energy spectrum $n_{\max }$ becomes larger. This suggests that the upward energy cascade is suppressed in the smaller scale. Wave numbers larger than $n_{\max }$ have a dependence as $n^{-6}$. Figure 17.9 shows snapshots of the latitudinal distributions of the zonal-mean angular momentum for different cases and their ensemble averages for different rotation rates. The multiple-jet structure appears in these snapshot figures. It is interesting that zonal winds are easterly in high latitudes when there are large rotation rates.

It is argued that the above theory for two-dimensional turbulence on a sphere can be used to explain the jet structure of the Jovian atmosphere. Such numerical experiments were conducted by Williams (1978) and were revisited by Nozawa and Yoden (1997). Figure 17.10 shows streamfunctions on a sphere with dependence on the rotation rate. The Jovian case is $\Omega / \Omega_{J}=1$. As the rotation rate increases, the zonal band structure becomes dominant.

### 17.5 Appendix: Expressions of friction terms on a sphere

The Laplacian of a vector quantity $\boldsymbol{v}=\left(v_{\lambda}, v_{\varphi}, v_{r}\right)$ is expressed as (A1.5.5) in Appendix A1. Let us substitute $\boldsymbol{v}=(u, v, 0)$ and assume that the horizontal components $u$ and $v$ are proportional to the radius $r$ to help us consider the Laplacian
on a sphere. We have, for instance, for $u$,

$$
\begin{aligned}
\nabla^{2} u & =\left[\frac{1}{r^{2} \cos ^{2} \varphi} \frac{\partial^{2}}{\partial \lambda^{2}}+\frac{1}{r^{2} \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{\partial}{\partial \varphi}\right)+\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial}{\partial r}\right)\right] u \\
& =\left[\frac{1}{r^{2} \cos ^{2} \varphi} \frac{\partial^{2}}{\partial \lambda^{2}}+\frac{1}{r^{2} \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{\partial}{\partial \varphi}\right)\right] u+\frac{2}{r^{2}} u
\end{aligned}
$$

By replacing $r$ by $R$, we obtain

$$
\nabla^{2} u=\left(\nabla_{H}^{2}+\frac{2}{R^{2}}\right) u
$$

A similar expression also holds for $v$. Thus, from (A1.5.5), we have

$$
\begin{aligned}
\nabla^{2} \boldsymbol{v}= & \left(\left(\nabla_{H}^{2}+\frac{2}{R^{2}}\right) u-\frac{2 \sin \varphi}{R^{2} \cos ^{2} \varphi} \frac{\partial v}{\partial \lambda}-\frac{u}{R^{2} \cos ^{2} \varphi}\right. \\
& \left(\nabla_{H}^{2}+\frac{2}{R^{2}}\right) v-\frac{v}{R^{2} \cos ^{2} \varphi}+\frac{2 \sin \varphi}{R^{2} \cos ^{2} \varphi} \frac{\partial u}{\partial \lambda} \\
& \left.-\frac{2}{R^{2} \cos \varphi} \frac{\partial u}{\partial \lambda}-\frac{2}{R^{2} \cos \varphi} \frac{\partial(v \cos \varphi)}{\partial \varphi}\right)
\end{aligned}
$$

In particular, using the expression for divergence $\delta$ in (17.1.7), we can find $\left(\nabla^{2} \boldsymbol{v}\right)_{r}=$ $-2 \delta$. The following relation also holds if $u$ is independent of $\lambda$ :

$$
\left(\nabla_{H}^{2}+\frac{2}{R^{2}}\right) u-\frac{u}{R^{2} \cos ^{2} \varphi}=\frac{1}{R^{2} \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left[\cos ^{3} \varphi \frac{\partial}{\partial \varphi}\left(\frac{u}{\cos \varphi}\right)\right] .
$$

This transformation corresponds to that of the frictional forces in spherical coordinates given by (A1.5.9). If we assume that the velocity components are uniform in the $\lambda$-direction and $\sigma_{\lambda r}^{\prime}$ is negligible in these equations, we obtain

$$
f_{\lambda}=\frac{1}{\rho} \frac{1}{R \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left(\cos ^{2} \varphi \sigma_{\lambda \varphi}^{\prime}\right)=\frac{\nu}{\rho}\left(\nabla_{H}^{2} u-\frac{u}{R^{2} \cos ^{2} \varphi}\right)
$$

Here, the symbol of the dissipation coefficient is written as $\nu$ instead of $\eta$ and the zonal winds are represented by $u$ instead of $v_{\lambda}$. If the dependence of velocity components on $\lambda$ is negligible, the stress tensor is given from (A1.5.8) as

$$
\sigma_{\lambda \varphi}^{\prime}=\nu \frac{\cos \varphi}{R} \frac{\partial}{\partial \varphi}\left(\frac{u}{\cos \varphi}\right)
$$

If we express the dissipation term using vorticity and divergence, we obtain (17.1.19) and (17.1.20). These relations can be easily derived if a three-dimensional vector form is used. That is, since we generally have

$$
\nabla^{2} \boldsymbol{A}=\nabla(\nabla \cdot \boldsymbol{A})-\nabla \times \nabla \times \boldsymbol{A}
$$

then

$$
\begin{align*}
\nabla \times \nabla^{2} \boldsymbol{v} & =-\nabla \times \nabla \times \nabla \times \boldsymbol{v}=-\nabla \times \nabla \times \boldsymbol{\omega}=\nabla^{2} \boldsymbol{\omega}  \tag{17.5.1}\\
\nabla \cdot \nabla^{2} \boldsymbol{v} & =\nabla \cdot \nabla(\nabla \cdot \boldsymbol{v})=\nabla^{2} \delta \tag{17.5.2}
\end{align*}
$$

Note here that $u$ and $v$ are proportional to the radius $r$ whereas $\boldsymbol{\omega}$ and $\delta$ are independent of $r$, when mapping onto a two-dimensional spherical surface. As for vorticity, since from (A1.5.3),

$$
\begin{aligned}
\boldsymbol{\omega} & =\left(\omega_{\lambda}, \omega_{\varphi}, \omega_{r}\right)=\left(-\frac{2 v}{R}, \frac{2 u}{R}, \frac{1}{R \cos \varphi} \frac{\partial v}{\partial \lambda}-\frac{1}{R \cos \varphi} \frac{\partial(u \cos \varphi)}{\partial \varphi}\right) \\
& =\left(-\frac{2 v}{R}, \frac{2 u}{R}, \zeta\right)
\end{aligned}
$$

the radial component of the Laplacian of the vorticity vector gives (17.1.19) using (17.5.1). For divergence, since

$$
\nabla \cdot \nabla^{2} \boldsymbol{v}=\nabla_{H} \cdot\left(\nabla^{2} \boldsymbol{v}\right)_{H}+\frac{1}{r^{2}} \frac{\partial}{\partial r}\left[r^{2}\left(\nabla^{2} \boldsymbol{v}\right)_{r}\right]=\nabla_{H} \cdot\left(\nabla^{2} \boldsymbol{v}\right)_{H}-\frac{2 \delta}{r^{2}}
$$

we obtain using (17.5.2) and $\nabla^{2} \delta=\nabla_{H}^{2} \delta$

$$
\begin{equation*}
\nabla_{H} \cdot\left(\nabla^{2} \boldsymbol{v}\right)_{H}=\left(\nabla_{H}^{2}+\frac{2}{R^{2}}\right) \delta \tag{17.5.3}
\end{equation*}
$$

from which we have (17.1.20).
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## 18

## Midlatitude circulations

Some properties of midlatitude circulation are described in this chapter by comparing zonally averaged meridional circulations using various averaging methods to study angular momentum and energy budgets. In particular, baroclinic waves and their associated meridional circulations are examined.

In general, Eulerian mean circulation associated with baroclinic waves is indirect where its direction is opposite to that of Hadley circulation. Such an indirect circulation in midlatitudes is called the Ferrel cell. The Ferrel cell plays an important role in the global angular momentum budget. On the other hand, if circulation is zonally averaged on isentropic surfaces, a hemispheric one-cellular direct circulation emerges with no indirect circulation. Hemispheric circulation in isentropic coordinates is relevant to heat transport. It is also related to material transport, which will be described in Chapter 19.

The statistical equilibrium states of baroclinic waves are also discussed. The dynamics of tropopause height and static stability in midlatitudes are closely related to the statistics of baroclinic waves. The chapter concludes with a description of the typical life cycle of extratropical cyclones caused by baroclinic instability.

### 18.1 Meridional circulation

### 18.1.1 Eulerian mean circulation

We start with zonally averaged circulation using pressure coordinates. In order to describe midlatitude circulation in particular, we use the quasi-geostrophic equations on a sphere. Zonal-mean quasi-geostrophic equations in spherical and pressure coordinates are given by ${ }^{\dagger}$

[^42]\[

$$
\begin{align*}
\frac{\partial \bar{u}}{\partial t}+\frac{1}{R \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left(\cos ^{2} \varphi \overline{u^{\prime} v^{\prime}}\right)-f \bar{v} & =-\overline{G_{x}}  \tag{18.1.1}\\
f \frac{\partial \bar{u}}{\partial p}-\frac{\mathcal{R}_{p}}{R} \frac{\partial \bar{\theta}}{\partial \varphi} & =0  \tag{18.1.2}\\
\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\bar{v} \cos \varphi)+\frac{\partial \bar{\omega}}{\partial p} & =0  \tag{18.1.3}\\
\frac{\partial \bar{\theta}}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \overline{v^{\prime} \theta^{\prime}}\right)+\bar{\omega} \frac{\partial \bar{\theta}}{\partial p} & =\overline{\mathcal{Q}} \tag{18.1.4}
\end{align*}
$$
\]

Eq. (18.1.1) is the momentum equation in the longitudinal direction, (18.1.2) is thermal wind balance, (18.1.3) is the continuity equation, and (18.1.4) is the equation of potential temperature. ( $\left.{ }^{( }\right)$denotes the zonal average on isobaric surfaces and (') denotes the deviation from zonal average. The diabatic heating $\mathcal{Q}$ and the coefficient $\mathcal{R}_{p}$ are defined by

$$
\begin{equation*}
\mathcal{Q}=Q\left(\frac{p_{0}}{p}\right)^{\kappa}, \quad \mathcal{R}_{p}=\frac{R_{d}}{p}\left(\frac{p}{p_{0}}\right)^{\kappa}=\frac{R_{d}}{p_{0}}\left(\frac{p_{0}}{p}\right)^{\frac{1}{\gamma}} \tag{18.1.5}
\end{equation*}
$$

where $Q$ is the original diabatic term, $\kappa=R_{d} / C_{p}$, and $\gamma=C_{p} / C_{v}$. The thermal wind balance (18.1.2) is given from the hydrostatic balance (3.3.43) using the specific volume $\alpha=\mathcal{R}_{p} \theta$. The frictional forcing $G_{x}$ is given by

$$
\begin{equation*}
G_{x}=\frac{1}{\rho} \frac{\partial \tau_{x}}{\partial z}=\frac{\partial \tau_{p x}}{\partial p} \tag{18.1.6}
\end{equation*}
$$

where $\tau_{x}$ is the stress tensor and $\tau_{p x}=-g \tau_{x}$. We assume that the contributions from topographic torque are included in $G_{x}$ (Peixoto and Oort, 1992).

From the continuity equation (18.1.3), the meridional streamfunction $\Psi$ can be defined as

$$
\begin{equation*}
\bar{v}=\frac{g}{2 \pi R \cos \varphi} \frac{\partial \Psi}{\partial p}, \quad \bar{\omega}=-\frac{g}{2 \pi R^{2} \cos \varphi} \frac{\partial \Psi}{\partial \varphi} \tag{18.1.7}
\end{equation*}
$$

Assuming $\Psi=0$ at the top of the atmosphere $p=0$, we integrate the first equation of (18.1.7) vertically to obtain

$$
\begin{equation*}
\Psi=2 \pi R \cos \varphi \int_{0}^{p} \bar{v} \frac{d p}{g} . \tag{18.1.8}
\end{equation*}
$$

Over a long time average, in particular, vertical velocity is $\bar{\omega}=0$ at the surface $p=p_{s}$. Thus, the total vertical integral gives $\Psi\left(p_{s}\right)=0$.

We consider a long time averaged state such that tendency terms can be neglected (i.e., a statistical equilibrium state). In this case, the angular momentum balance is given from (18.1.1) as

$$
\begin{equation*}
\frac{1}{R \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left(\cos ^{2} \varphi \overline{u^{\prime} v^{\prime}}\right)-f \bar{v}=-\overline{G_{x}} \tag{18.1.9}
\end{equation*}
$$

in which the latitudinal transport of relative angular momentum is expressed as $\overline{u^{\prime} v^{\prime}}$. Here, we define a streamfunction of the transport of zonal-mean relative angular momentum by

$$
\begin{equation*}
\Psi_{a n g}=2 \pi R^{2} \cos ^{2} \varphi \int_{0}^{p} \overline{u^{\prime} v^{\prime}} \frac{d p}{g} \tag{18.1.10}
\end{equation*}
$$

Integrating (18.1.9) from the top of the atmosphere to a pressure level $p$ yields

$$
\begin{equation*}
\frac{\partial}{\partial \varphi} \Psi_{a n g}-R^{2} \cos \varphi f \Psi=-\frac{2 \pi R^{3}}{g} \cos ^{2} \varphi \overline{\tau_{p x}} \tag{18.1.11}
\end{equation*}
$$

Generally, frictional force in the atmosphere has an appreciable value only in the lower boundary layer. Thus, the angular momentum balance in the free atmosphere is expressed by neglecting the right-hand side of (18.1.11) as

$$
\begin{equation*}
\frac{\partial}{\partial \varphi} \Psi_{a n g}(p)-R^{2} \cos \varphi f \Psi(p)=0 \tag{18.1.12}
\end{equation*}
$$

In the upper layer of the troposphere, in general, angular momentum is transported from lower latitudes to midlatitudes, so that angular momentum transport $\overline{u^{\prime} v^{\prime}}$ is convergent in midlatitudes while it is divergent in lower latitudes. In this situation, we have $f \Psi(p)<0$ in midlatitudes from (18.1.12). This means that equatorward mass transport exists in the upper layer of midlatitudes. This kind of zonal-mean circulation is called indirect circulation, or the Ferrel cell, and is a general characteristic of midlatitude circulation.

If we extend the integration of (18.1.11) to the surface $p=p_{s}$, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial \varphi} \Psi_{a n g}\left(p_{s}\right)=-2 \pi R^{3} \cos ^{2} \varphi C \bar{u}\left(p_{s}\right) \tag{18.1.13}
\end{equation*}
$$

where $\Psi\left(p_{s}\right)=0$ and the bulk method

$$
\begin{equation*}
g \tau_{p x}=C \bar{u}\left(p_{s}\right), \tag{18.1.14}
\end{equation*}
$$

is used following (16.2.39). $C$ is a constant. In midlatitudes, since the left-hand side of (18.1.13) is positive in general, surface winds are westerly (i.e., surface winds in latitudes where indirect circulation resides must be westerly). This situation is schematically depicted in the left panel of Fig. 18.1.

From (18.1.4), thermal balance over a long time average is represented by

$$
\begin{equation*}
\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \overline{v^{\prime} \theta^{\prime}}\right)+\bar{\omega} \frac{\partial \bar{\theta}}{\partial p}=\overline{\mathcal{Q}} \tag{18.1.15}
\end{equation*}
$$

The second term on the left-hand side is the adiabatic heating or cooling due to vertical winds. Stratification is stable in midlatitudes, $\frac{\partial \bar{\theta}}{\partial p}<0$, in general. Since the equator side of the indirect circulation region has downward motions $\bar{\omega}>0$ and the polar side of the indirect circulation region has upward motions $\bar{\omega}<0$, adiabatic warming occurs in the equator side and adiabatic cooling occurs in the


Figure 18.1: Schematic relations between the indirect cell and angular momentum transport or heat transport. Left: direction of the Ferrel cell and angular momentum transport. Right: heat flux due to the Ferrel cell. The symbol + represents the convergence of heat flux or angular momentum flux, and the symbol - represents divergence.
polar side of indirect circulation. If the diabatic term on the right-hand side is negligible, the eddy heat flux $\overline{v^{\prime} \theta^{\prime}}$ must be poleward in midlatitudes to balance the adiabatic heating term; thus heat flux is divergent in the equator side and convergent in the polar side. This type of heat flux is characteristic of baroclinic waves. Although the diabatic effects due to radiative cooling and latent heat release are important, these effects are not so strong as to overcome the direction of the eddy heat flux. This relation between heat flux and indirect circulation is schematically shown in the right panel of Fig. 18.1.

Figure 18.2 shows the observational meridional distributions of the mass streamfunction $\Psi$, the eddy momentum transport $\overline{u^{\prime} v^{\prime}}$, and the eddy heat transport $\overline{v^{\prime} T^{\prime}}$. The schematic relations shown in Fig. 18.1 can be confirmed from the three panels of this figure. In general, eddy momentum transport becomes greater in upper layers, while eddy heat transport becomes greater in the lower layers.

### 18.1.2 Angular momentum balance between the Hadley cell and the Ferrel cell

We next consider the angular momentum transport between the Hadley cell in low latitudes and the Ferrel cell in midlatitudes. Meridional circulations over low and midlatitudes are related through the angular momentum budget. We use primitive equations on a sphere to consider Hadley circulation, instead of the quasigeostrophic equations used in the previous section. The equation for zonal-mean zonal winds in pressure coordinates on a sphere is written as

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}+\frac{1}{R \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left(\cos ^{2} \varphi \overline{u v}\right)+\frac{\partial}{\partial p}(\overline{u \omega})-2 \Omega \sin \varphi \bar{v}=-\overline{G_{x}} \tag{18.1.16}
\end{equation*}
$$

From this, using angular momentum $l=u R \cos \varphi+\Omega R^{2} \cos ^{2} \varphi$, we obtain the


Figure 18.2: Meridional distributions of the mass streamfunction $\Psi$ (top), eddy momentum transport $\overline{u^{\prime} v^{\prime}}$ (middle), and eddy heat transport $\overline{v^{\prime} T^{\prime}}$ (bottom). The contour interval of each figure is $10^{10} \mathrm{~kg} \mathrm{~s}^{-1}, 5 \mathrm{~m}^{2} \mathrm{~s}^{-2}$, and $2 \mathrm{~K} \mathrm{~m} \mathrm{~s}^{-1}$, respectively: solid curves represent positive values, dashed curves negative values, and dotted curves zero. The data are from annual averages between 1985 and 1994 based on the same source as Appendix A3.
equation of angular momentum in flux form as

$$
\begin{equation*}
\frac{\partial \bar{l}}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\cos \varphi \overline{l v})+\frac{\partial}{\partial p}\left(\overline{l \omega}+R \cos \varphi \overline{\tau_{p x}}\right)=0 \tag{18.1.17}
\end{equation*}
$$

where (18.1.6) and (18.1.3) are used. Thus, angular momentum transport across a latitudinal belt $\varphi$ is given by

$$
\begin{equation*}
F_{\text {ang }}(\varphi)=2 \pi R \cos \varphi \int_{0}^{p_{s}} \overline{l v} \frac{d p}{g} \approx 2 \pi R^{2} \cos ^{2} \varphi \int_{0}^{p_{s}} \overline{u v} \frac{d p}{g} \tag{18.1.18}
\end{equation*}
$$

whose approximation is based on the assumption that net mass latitudinal transport
is zero over a long time average. This means that net angular momentum transport is expressed by the transport of relative angular momentum, defined by $u R \cos \varphi$. In this case, the streamfunction of zonal-mean angular momentum flux can be defined by

$$
\begin{equation*}
\Psi_{a n g}(\varphi, p)=2 \pi a^{2} \cos ^{2} \varphi \int_{0}^{p} \overline{u v} \frac{d p}{g} \tag{18.1.19}
\end{equation*}
$$

Thus, $F_{\text {ang }}$ and $\Psi_{\text {ang }}$ are related as

$$
\begin{equation*}
F_{a n g}(\varphi)=\Psi_{a n g}\left(\varphi, p_{s}\right) \tag{18.1.20}
\end{equation*}
$$

This indicates that the surface value of $\Psi_{\text {ang }}$ is equal to total angular momentum transport across the latitude belt $\varphi$.

Although the above relation is a general form of angular momentum transport irrespective of latitude, the corresponding formula in midlatitudes becomes a simpler relation if quasi-geostrophic approximation is used. The equation of zonal winds in quasi-geostrophic approximation is described by (18.1.1), which is given by neglecting vertical advection in the primitive equation system (18.1.16) and all momentum transport except for the eddy component. Using (18.1.3), we rewrite (18.1.1) in the following form for angular momentum conservation:

$$
\begin{align*}
\frac{\partial \bar{l}}{\partial t} & +\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(R \cos ^{2} \varphi \overline{u^{\prime} v^{\prime}}+\Omega R^{2} \cos ^{3} \varphi \bar{v}\right) \\
& +\frac{\partial}{\partial p}\left(\Omega R^{2} \cos ^{2} \varphi \bar{\omega}+R \cos \varphi \overline{\tau_{p x}}\right)=0 \tag{18.1.21}
\end{align*}
$$

According to this approximation, the vertical transport of angular momentum is mainly explained by zonal-mean advection $\bar{\omega}$ of the rigid body component $l_{0} \equiv$ $\Omega R^{2} \cos ^{2} \varphi$ in the free atmosphere. In this case, the lateral transport of angular momentum is expressed by (18.1.10).

Figure 18.3 shows the mass streamfunction and zonal-mean zonal winds, and Fig. 18.4 shows the streamfunction of the relative component of angular momentum flux. As shown in Fig. 18.3, the boundary between the Hadley and Ferrel cells is located at a latitude where zonal-mean zonal winds are zero at the surface. Since the low-level winds of Hadley circulation are easterly, angular momentum is supplied from the surface to the atmosphere in the Hadley circulation region. Angular momentum is transported upward within the Hadley cell, and transported to the Ferrel cell by the eddy component $\overline{u^{\prime} v^{\prime}}$. The fact that the contour of the mass streamfunction is almost vertical at the boundary between the two cells indicates that the zonal-mean component of lateral transport $\bar{u} \bar{v}$ is small at the boundary. The exchange of angular momentum between the two cells occurs mainly in the upper layer of the troposphere between 200 hPa and 500 hPa (Fig. 18.4). Within the Ferrel cell, eddy components have net downward angular momentum transport. This has a tendency to reduce westerly shear and maintains surface westerlies. At the surface in midlatitudes, angular momentum is transferred from the atmosphere to the surface.


Figure 18.3: Meridional structure of the mass streamfunction and zonal-mean zonal winds. The contour interval of the streamfunction is $10^{10} \mathrm{~kg} \mathrm{~s}^{-1}$ : solid curves represent positive values, dashed curves negative values, and dashed-dotted curves zero. The contour interval of zonal winds is 5 $\mathrm{m} \mathrm{s}^{-1}$. The dashed-dotted-dotted curves are contours of $0 \mathrm{~m} \mathrm{~s}^{-1}$. The region of positive zonal winds is shown by shading. The source of data is the same as Fig. 18.2.


Figure 18.4: Meridional structure of momentum transport due to eddies $\overline{u^{\prime} v^{\prime}}$ and the streamfunction of the relative component of zonal-mean angular momentum transport. The contour interval of the streamfunction is $2 \times 10^{18} \mathrm{~kg} \mathrm{~m}^{2} \mathrm{~s}^{-2}$ : solid curves represent positive values, dashed curves negative values, and dashed-dotted curves zero. The contour interval of momentum transport is $10 \mathrm{~m}^{2} \mathrm{~s}^{-2}$. The region where the absolute value of $\overline{u^{\prime} v^{\prime}}$ is greater than $10 \mathrm{~m}^{2} \mathrm{~s}^{-2}$ is shown by shading. The contours of the zero value of momentum transport are omitted. The source of data is the same as Fig. 18.2.

The statistically balanced state of angular momentum transport shown in Fig. 18.4 is modeled as Fig. 18.5, in which only angular momentum transport between four regions in the meridional section are considered. Regions A and B are in the Hadley cell, while the regions C and D are in the Ferrel cell. Regions A and D are in the boundary layers where the vertical turbulent diffusion of momentum is dominant. Regions B and C are in the free atmosphere, where vertical diffusion is negligible. The latitude of the boundary between AB and CD is denoted by $\varphi_{H}$, and the polar boundary of CD is denoted by $\varphi_{F}$. The pressure level between the layers AD and BC is denoted by $p_{B}$, and that of the top level of BC is denoted by $p_{T}$. The level $p_{M}$ corresponds to the top of the mixing layer, and the level $p_{T}$


Figure 18.5: Schematic model of angular momentum transport between the Hadley and Ferrel cells. See text for symbols.
corresponds to the tropopause. Although there is a distinct difference between the tropopause in low latitudes and that in midlatitudes in reality, we neglect the difference in this model by assuming that latitudinal variation of the tropopause does not play a significant role in the angular momentum budget. We also assume that the lateral transport of angular momentum across the latitude $\varphi_{H}$ occurs only in the free atmosphere at the boundary between B and C and that angular momentum transport between A and D is negligible. According to Fig. 18.4, this can be satisfied if $p_{M}$ is taken as about 800 hPa . We further assume that there is no lateral transport at the polar boundary of CD nor at the equatorial boundary of AB , and neglect transport due to seasonal change or exchange between the stratosphere and the troposphere. The surface is denoted by G, and angular momentum transport from G to A is denoted by $F_{G A}$. In a similar way, transport from A to $\mathrm{B}, \mathrm{B}$ to $\mathrm{C}, \mathrm{C}$ to D , and D to G is denoted by $F_{A B}, F_{B C}, F_{C D}$, and $F_{D G}$, respectively. Angular momentum balance can be written as

$$
\begin{equation*}
F_{M} \equiv F_{G A}=F_{A B}=F_{B C}=F_{C D}=F_{D G} \tag{18.1.22}
\end{equation*}
$$

In the respective regions, the main contribution from transport is the stress flux $\overline{\tau_{p x}}$ in $F_{G A}$ and $F_{D G}$, vertical momentum advection $\overline{l \omega}$ in $F_{A B}$ and $F_{C D}$, and lateral transport $\overline{l v}$ in $F_{B C}$.

### 18.1.3 Transformed Eulerian mean circulation

In the heat balance of Eulerian mean formulation (18.1.15), the eddy component $\overline{v^{\prime} \theta^{\prime}}$ and vertical transport by zonal-mean circulation $\bar{\omega} \frac{\partial \bar{\theta}}{\partial p}$ are the main terms. In this formulation, however, the relation between these two main terms and the diabatic term $\overline{\mathcal{Q}}$ is not clear. If Transformed Eulerian Mean (TEM) equations are used, the relation between the diabatic term and meridional circulation is more direct. TEM
equations in the quasi-geostrophic approximation are derived in Section 7.4.2. Here, we use the TEM equations in pressure coordinates on a sphere in a similar way to Section 18.1.1. Using (18.1.1)-(18.1.4), TEM equations in the quasi-geostrophic approximation on a sphere are written as

$$
\begin{align*}
\frac{\partial \bar{u}}{\partial t}-f \bar{v}^{*} & =-\overline{G_{x}}+\frac{1}{R \cos \varphi} \nabla \cdot \boldsymbol{F}  \tag{18.1.23}\\
f \frac{\partial \bar{u}}{\partial p}-\frac{\mathcal{R}_{p}}{R} \frac{\partial \bar{\theta}}{\partial \varphi} & =0  \tag{18.1.24}\\
\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\bar{v}^{*} \cos \varphi\right)+\frac{\partial \bar{\omega}^{*}}{\partial p} & =0  \tag{18.1.25}\\
\frac{\partial \bar{\theta}}{\partial t}+\bar{\omega}^{*} \frac{\partial \bar{\theta}}{\partial p} & =\overline{\mathcal{Q}} \tag{18.1.26}
\end{align*}
$$

The vector $\boldsymbol{F}$ is the Eliassen-Palm flux (EP flux), which satisfies

$$
\begin{align*}
\nabla \cdot \boldsymbol{F} & =\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(F_{\varphi} \cos \varphi\right)+\frac{\partial F_{p}}{\partial p}  \tag{18.1.27}\\
F_{\varphi} & =-R \cos \varphi \overline{u^{\prime} v^{\prime}}  \tag{18.1.28}\\
F_{p} & =f R \cos \varphi \frac{\overline{v^{\prime} \theta^{\prime}}}{\frac{\partial \bar{\theta}}{\partial p}} \tag{18.1.29}
\end{align*}
$$

$\bar{v}^{*}$ and $\bar{\omega}^{*}$ are called the residual circulation defined by

$$
\begin{equation*}
\bar{v}^{*}=\bar{v}-\frac{\partial}{\partial p}\left(\frac{\overline{v^{\prime} \theta^{\prime}}}{\frac{\partial \bar{\theta}}{\partial p}}\right), \quad \bar{\omega}^{*}=\bar{\omega}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\frac{\overline{v^{\prime} \theta^{\prime}} \cos \varphi}{\frac{\partial \bar{\theta}}{\partial p}}\right) \tag{18.1.30}
\end{equation*}
$$

As can be seen from (18.1.25), the residual circulation is nondivergent, so that the streamfunction $\Psi^{*}$ can be introduced as

$$
\begin{equation*}
\bar{v}^{*}=\frac{g}{2 \pi R \cos \varphi} \frac{\partial \Psi^{*}}{\partial p}, \quad \bar{\omega}^{*}=-\frac{g}{2 \pi R^{2} \cos \varphi} \frac{\partial \Psi^{*}}{\partial \varphi} \tag{18.1.31}
\end{equation*}
$$

The value of $\Psi^{*}$ can be calculated from the vertical integral of $\bar{v}^{*}$ by setting $\Psi^{*}$ to zero at the top of the atmosphere. Using (18.1.30) and (18.1.8), the streamfunction of the residual circulation $\Psi^{*}$ is related to the Eulerian mean streamfunction $\Psi$ as

$$
\begin{equation*}
\Psi^{*}=2 \pi R \cos \varphi \int_{0}^{p} \bar{v}^{*} \frac{d p}{g}=\Psi-\frac{2 \pi R \cos \varphi}{g} \frac{\overline{v^{\prime} \theta^{\prime}}}{\frac{\partial \bar{\theta}}{\partial p}} \tag{18.1.32}
\end{equation*}
$$

Figure 18.6 shows the meridional distribution of the annual-mean residual circulation calculated using (18.1.32). This figure also shows the meridional distribution of potential temperature. In a statistically steady state, as seen from (18.1.26), diabatic heating $\mathcal{Q}$ is balanced by the vertical advection of potential temperature due to the residual circulation. In this sense, residual circulation can be viewed as thermal


Figure 18.6: Meridional distributions of the mass streamfunction of the residual circulation $\Psi^{*}$. The contour interval of the streamfunction is $10^{10} \mathrm{~kg} \mathrm{~s}^{-1}$ : solid curves represent positive values, dashed curves negative values, and dashed-dotted curves zero. The zonal-mean potential temperature is also shown by dashed curves with a contour interval of 20 K . (The 300 K -contour is solid.) Data are from the annual average of 1993 based on the same source as Appendix A3.
circulation. Since the troposphere is stably stratified in general with $\frac{\partial \bar{\theta}}{\partial p}<0$, the direction of $\bar{\omega}$ can be determined if the distribution of $\mathcal{Q}$ is specified in the meridional section. In the troposphere, the diabatic term is negative $\mathcal{Q}<0$ due to radiative cooling except for the tropics and the lower layers of the baroclinic zone in midlatitudes. In the tropics, we have $\mathcal{Q}>0$ because of latent heat release and $\mathcal{Q}>0$ in midlatitudes because of latent heat release due to precipitation associated with extratropical baroclinic waves. Except for these regions in the tropics and midlatitudes, the diabatic term is negative so that residual circulation is downward $\bar{\omega}^{*}>0$ over wide areas.

### 18.1.4 Isentropic mean circulation

Equations averaged along isentropic surfaces are analogous to TEM equations, as described in Section 7.5. Isentropic mean meridional circulation can also be viewed as thermal circulation, similarly to TEM circulation. From (3.3.63)-(3.3.66), the hydrostatic equations in isentropic coordinates on a sphere are written as

$$
\begin{align*}
\frac{d u}{d t}-\frac{u v}{R} \tan \varphi-f v & =-\frac{1}{R \cos \varphi} \frac{\partial M}{\partial \lambda}+G_{\lambda}  \tag{18.1.33}\\
\frac{d v}{d t}+\frac{u^{2}}{R} \tan \varphi+f u & =-\frac{1}{R} \frac{\partial M}{\partial \varphi}+G_{\varphi}  \tag{18.1.34}\\
0 & =\frac{\partial M}{\partial \theta}-\frac{C_{p} T}{\theta}  \tag{18.1.35}\\
\frac{\partial \rho_{\theta}}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}\left(\rho_{\theta} u\right) & +\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\rho_{\theta} v \cos \varphi\right)+\frac{\partial}{\partial \theta}\left(\rho_{\theta} \dot{\theta}\right)=0  \tag{18.1.36}\\
\dot{\theta} & =\mathcal{Q} \tag{18.1.37}
\end{align*}
$$

In this section, $M$ represents the Montgomery function, or static energy. Partial derivatives with respect to time, latitude, and longitude are taken along isentropic
surfaces. To consider the zonal average of the above equations, we define the zonal mean along isentropic surfaces by $\bar{A}$, and introduce the following notations:

$$
\begin{equation*}
A^{\prime}=A-\bar{A}, \quad \bar{A}^{*}=\frac{\overline{\rho_{\theta} A}}{\overline{\rho_{\theta}}} \tag{18.1.38}
\end{equation*}
$$

from which we have

$$
\begin{equation*}
\overline{\rho_{\theta} A}=\overline{\rho_{\theta}} \bar{A}+\overline{\rho_{\theta}^{\prime} A^{\prime}}=\overline{\rho_{\theta}} \bar{A}^{*} . \tag{18.1.39}
\end{equation*}
$$

First, using (18.1.39), the zonal average of the continuity equation (18.1.36) becomes

$$
\begin{equation*}
\frac{\partial \overline{\rho_{\theta}}}{\partial t}+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\overline{\rho_{\theta}} \bar{v}^{*} \cos \varphi\right)+\frac{\partial}{\partial \theta}\left(\overline{\rho_{\theta}} \overline{\dot{\theta}}^{*}\right)=0 \tag{18.1.40}
\end{equation*}
$$

We assume that $\rho_{\theta}=0$ below the surface of the ground if isentropic surfaces intersect with the ground.

Second, by using the vector-invariant form (3.3.74), the zonal average of the momentum equation (18.1.33) becomes

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}-\overline{v \omega_{a \theta}}=-\overline{\dot{\theta} \frac{\partial u}{\partial \theta}}+\overline{G_{\lambda}} . \tag{18.1.41}
\end{equation*}
$$

Here, absolute vorticity $\omega_{a \theta}$ is written as

$$
\begin{equation*}
\omega_{a \theta}=\frac{1}{R \cos \varphi} \frac{\partial v}{\partial \lambda}-\frac{1}{R} \frac{\partial(u \cos \varphi)}{\partial \varphi}+f=\rho_{\theta} P \tag{18.1.42}
\end{equation*}
$$

where $P$ is potential vorticity. Thus, (18.1.41) is rewritten as

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}=\overline{\rho_{\theta} v P}-\overline{\dot{\theta} \frac{\partial u}{\partial \theta}}+\overline{G_{\lambda}} . \tag{18.1.43}
\end{equation*}
$$

We should note that the right-hand side is equal to the zonal average of the latitudinal flux of PV that appeared in (3.3.78), the zonal average of which is written as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\overline{\rho_{\theta}} \bar{P}^{*}\right)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}\left(\overline{\rho_{\theta} v P}-\overline{\dot{\theta} \frac{\partial u}{\partial \theta}}+\overline{G_{\lambda}}\right)=0 . \tag{18.1.44}
\end{equation*}
$$

Making use of expression (3.3.69), we can write the equation of momentum (18.1.33) in flux form by multiplying by $\rho_{\theta}$ :

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\rho_{\theta} u\right) & +\frac{1}{R \cos ^{2} \varphi} \frac{\partial}{\partial \lambda}\left(\rho_{\theta} u^{2}\right)+\frac{1}{R \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left(\rho_{\theta} u v \cos ^{2} \varphi\right) \\
& +\frac{\partial}{\partial \theta}\left(\rho_{\theta} u \dot{\theta}\right)-f \rho_{\theta} v \\
= & -\frac{1}{g R \cos \varphi} \frac{\partial}{\partial \lambda}\left(\frac{\kappa}{\kappa+1} p \pi\right)+\frac{1}{g R \cos \varphi} \frac{\partial}{\partial \theta}\left(p \frac{\partial M}{\partial \lambda}\right)+\rho_{\theta} G_{\lambda} . \tag{18.1.45}
\end{align*}
$$

The zonal average of this becomes

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\overline{\rho_{\theta} u}\right)+\frac{1}{R \cos ^{2} \varphi} \frac{\partial}{\partial \varphi}\left(\overline{\rho_{\theta} u v} \cos ^{2} \varphi\right)+\frac{\partial}{\partial \theta}\left(\overline{\rho_{\theta} u \dot{\theta}}\right)-f \overline{\rho_{\theta} v} \\
& \quad=\frac{1}{g R \cos \varphi} \frac{\partial}{\partial \theta}\left(\overline{p \frac{\partial M}{\partial \lambda}}\right)+\overline{\rho_{\theta} G_{\lambda}} \tag{18.1.46}
\end{align*}
$$

This equation can be rewritten in a form analogous to the TEM equation (18.1.23):

$$
\begin{align*}
& \frac{\partial \bar{u}}{\partial t}+\bar{v}^{*}\left[\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(\bar{u} \cos \varphi)-f\right]+\stackrel{\rightharpoonup}{\theta}^{*} \frac{\partial \bar{u}}{\partial \theta}-\overline{G_{\lambda}} \\
& \quad=-\frac{1}{\overline{\rho_{\theta}}} \frac{\partial}{\partial t}\left(\overline{\rho_{\theta}^{\prime} u^{\prime}}\right)+\frac{1}{\overline{\rho_{\theta}} R \cos \varphi} \nabla_{\theta} \cdot \boldsymbol{F}_{\theta} \tag{18.1.47}
\end{align*}
$$

where

$$
\begin{align*}
\nabla_{\theta} \cdot \boldsymbol{F}_{\theta} & =\frac{1}{R \cos \varphi}\left(\frac{\partial}{\partial \varphi} F_{\theta, \varphi} \cos \varphi\right)+\frac{\partial}{\partial \theta} F_{\theta, \theta}  \tag{18.1.48}\\
F_{\theta, \varphi} & =-R \cos \varphi \overline{\left(\rho_{\theta} v\right)^{\prime} u^{\prime}}  \tag{18.1.49}\\
F_{\theta, \theta} & =\frac{1}{g} \overline{p^{\prime}} \frac{\partial M^{\prime}}{\partial \lambda}-R \cos \varphi \overline{\left(\rho_{\theta} \dot{\theta}\right)^{\prime} u^{\prime}} \tag{18.1.50}
\end{align*}
$$

In the case of statistically steady states, (18.1.40) becomes nondivergent, such that the meridional mass streamfunction $\Psi_{\theta}$ can be introduced to satisfy

$$
\begin{align*}
\overline{\rho_{\theta}} \bar{v}^{*} & =-\frac{1}{2 \pi R \cos \varphi} \frac{\partial \Psi_{\theta}}{\partial \theta}  \tag{18.1.51}\\
\overline{\rho_{\theta}} \overline{\dot{\theta}}^{*} & =\frac{1}{2 \pi R^{2} \cos \varphi} \frac{\partial \Psi_{\theta}}{\partial \varphi} \tag{18.1.52}
\end{align*}
$$

From (18.1.51), the streamfunction is given by

$$
\begin{equation*}
\Psi_{\theta}=2 \pi R \cos \varphi \int_{\theta}^{\infty} \overline{\rho_{\theta}} \bar{v}^{*} d \theta \tag{18.1.53}
\end{equation*}
$$

where we set the streamfunction at the top of the atmosphere $\theta=\infty$ to zero. In the case that the isentropic surface intersects with the ground, we assume $\rho_{\theta}=0$ in the region where $\theta$ is lower than the potential temperature at the ground. A typical distribution of the mass streamfunction in isentropic coordinates is depicted in Fig. 18.7. The dashed curve is the zonal-mean potential temperature at the surface. Above this curve, the streamlines are down-gradient of the isentropes except for the equatorial region, while, below the curve, the streamlines are equatorward and upgradient of the isentropes. This indicates that diabatic heating affects the equatorial region and the surface boundary layer.


Figure 18.7: Meridional distribution of the streamfunction of zonal-mean mass flux in isentropic coordinates. The unit is $10^{9} \mathrm{~kg} \mathrm{~s}^{-1}$. The data are based on results from a general circulation model. After Held and Schneider (1999). (c)American Meteorological Society. Used with permission.

In isentropic coordinates, zonal-mean mass transport just above the ground is related to heat flux. To show this, we estimate mass transport below a specified isentropic surface near the ground. We take $\theta_{I}$ as the value of potential temperature, the surface of which lies just above the ground and does not intersect the ground. The potential temperature at the ground is denoted by $\theta_{s}$. The corresponding pressure on the isentropic surface $\theta_{I}$ and that on the ground are denoted by $p_{I}$ and $p_{s}$, respectively. Mass transport between the ground and the surface $\theta_{I}$ is given as

$$
\begin{align*}
\int_{\theta_{B}}^{\theta_{I}} \rho_{\theta} v d \theta & =-\int_{\theta_{B}}^{\theta_{I}} \frac{1}{g} \frac{\partial p}{\partial \theta} v d \theta=\int_{p_{s}}^{p_{I}} v \frac{d p}{g} \equiv \tilde{v} \frac{p_{s}-p_{I}}{g} \\
& \approx \rho_{\theta s} \tilde{v}\left(\theta_{I}-\theta_{s}\right), \tag{18.1.54}
\end{align*}
$$

where $\tilde{v}$ is the average of the meridional wind in the boundary layer between $\theta_{I}$ and $\theta_{s}$, and $\rho_{\theta}$ is assumed to be constant in the layer. If $\tilde{v}$ is approximated by the geostrophic component $\tilde{v}_{g}$, we have $\overline{\tilde{v}_{g}}=0$. By neglecting the longitudinal dependence of $\rho_{\theta s}$, we obtain the zonal average of the above equation as

$$
\begin{equation*}
\int_{\theta_{B}}^{\theta_{I}} \overline{\rho_{\theta}} \bar{v}^{*} d \theta \approx \overline{\rho_{\theta s} \tilde{v}\left(\theta_{I}-\theta_{s}\right)} \approx-\rho_{\theta s} \overline{\tilde{v}_{g}^{\prime} \theta_{s}^{\prime}} \tag{18.1.55}
\end{equation*}
$$

This indicates that mass flux in the boundary layer is equatorward if heat flux is poleward $\overline{\tilde{v}_{g}^{\prime} \theta_{s}^{\prime}}>0$ near the ground. ${ }^{\dagger}$ This status is schematically shown in Fig. 18.8 .

A similar relation holds near the tropopause. Here, we define the tropopause as a surface with constant potential vorticity. ${ }^{\ddagger}$ We assume that the tropopause

[^43]

Figure 18.8: Relation between mass transport and heat transport near the ground. The vertical axis is potential temperature and the shaded region is the ground. The air is warmer where the topography of the ground is convex (W), and colder where concave (C). The direction shown by $\odot$ is poleward, and the opposite direction shown by $\otimes$ is equatorward. In this case, zonal-mean heat transport is poleward, while zonal-mean mass transport is equatorward near the ground.
is confined between two isentropic surfaces $\theta_{-}$and $\theta_{+}\left(\theta_{-}<\theta_{+}\right)$and denote the potential temperature at the tropopause by $\theta_{T}$. The density above the tropopause (in the stratosphere) is denoted by $\rho_{\theta+}$, and that below the tropopause (in the troposphere) by $\rho_{\theta-}$. Since stratification in the stratosphere is more stable than that in the troposphere, we generally have $\rho_{\theta+}<\rho_{\theta_{-}}$. Mass transport in the layer between the isentropic surfaces $\theta_{-}$and $\theta_{+}$is approximately given by

$$
\begin{align*}
\int_{\theta_{-}}^{\theta_{+}} \rho_{\theta} v d \theta & =\int_{\theta_{T}}^{\theta_{+}} \rho_{\theta} v d \theta+\int_{\theta_{-}}^{\theta_{T}} \rho_{\theta} v d \theta \\
& \approx \rho_{\theta+} \tilde{v}\left(\theta_{+}-\theta_{T}\right)+\rho_{\theta-} \tilde{v}\left(\theta_{T}-\theta_{-}\right) \tag{18.1.56}
\end{align*}
$$

Thus, the zonally averaged mass transport near the tropopause is written as

$$
\begin{equation*}
\int_{\theta_{-}}^{\theta_{+}} \overline{\rho_{\theta}} \bar{v}^{*} d \theta \approx \overline{\rho_{\theta+} \tilde{v}\left(\theta_{+}-\theta_{T}\right)}+\overline{\rho_{\theta-} \tilde{v}\left(\theta_{T}-\theta_{-}\right)} \approx\left(\rho_{\theta-}-\rho_{\theta+}\right) \overline{\tilde{v}_{g} \theta_{T}^{\prime}} \tag{18.1.57}
\end{equation*}
$$

In general, heat flux is poleward near the tropopause in the midlatitude baroclinic zone as shown in Fig. 18.2. In this case, since $\overline{\tilde{v}_{g} \theta_{T}^{\prime}}>0$ and $\rho_{\theta-}-\rho_{\theta+}>0$, mass transport near the tropopause is poleward. Figure 18.9 shows this kind of situation.

Mass transport in the middle level of the troposphere is relatable to the angular momentum balance (18.1.43). In statistical steady states, we have

$$
\begin{equation*}
\overline{\rho_{\theta} v P}=\overline{\dot{\theta} \frac{\partial u}{\partial \theta}}-\overline{G_{\lambda}} . \tag{18.1.58}
\end{equation*}
$$

Since $G_{\lambda}$ is negligible in the free atmosphere and vertical advection is also negligible under geostrophic approximation, the right-hand side generally vanishes in this balance; thus we have

$$
\begin{equation*}
\overline{\rho_{\theta} v P}=0 . \tag{18.1.59}
\end{equation*}
$$



Figure 18.9: The same as Fig. 18.8 but for the relation between mass transport and heat transport near the tropopause. Since density in the stratosphere is smaller than in the troposphere in general, mass transport is poleward if heat transport is poleward near the tropopause.

Using the definition

$$
\begin{equation*}
\hat{A}=A-\bar{A}^{*}, \tag{18.1.60}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\overline{\rho_{\theta} v P} & =\overline{\rho_{\theta}} \overline{v P}^{*}=\overline{\rho_{\theta}} \bar{v}^{*} \bar{P}^{*}+\overline{\rho_{\theta}} \overline{\hat{v}} \hat{P}^{*} \\
& =\bar{v}^{*} \bar{\omega}_{a \theta}+\overline{\rho_{\theta}} \overline{\hat{v}}^{*} \approx f \bar{v}^{*}+\overline{\rho_{\theta}} \overline{\hat{v}} \hat{P}^{*} . \tag{18.1.61}
\end{align*}
$$

Thus, (18.1.59) is reduced to

$$
\begin{equation*}
\bar{v}^{*}=-\frac{\rho_{\theta}}{f}{\overline{\hat{v}} \hat{P}^{*} .}^{*} . \tag{18.1.62}
\end{equation*}
$$

In general, we can assume that the direction of eddy transport of PV along isentropic surfaces in the free atmosphere is opposite to the gradient of zonal-mean PV contours. This implies $\overline{\hat{v}}^{*}<0$ since PV increases with latitude. Thus, we have $\bar{v}^{*}>0$ (i.e., meridional circulation is poleward in the free atmosphere).

The above description is only for zonally averaged circulation. The motions of individual air parcels are different from mean circulation. We will discuss the Lagrangian perspective in Chapter 19.

### 18.2 Meridional thermal structure

### 18.2.1 Stability of a zonal symmetric state

In Chapter 16, we examined the conditions needed for Hadley circulation to exist by giving a simplified thermal structure (16.2.2). The discussion was based on axisymmetric circulation where eddies in mid and high latitudes are prohibited. In this section, we investigate the stability of the thermal structure in the extratropics under the same thermal conditions.

We consider the quasi-Boussinesq system in which the meridional potential temperature profile is given by (16.2.2). It is a hypothetical state where radiativeconvective equilibrium is satisfied at each latitude and no meridional circulation exists. The zonal wind profile balanced by this potential temperature field comprises the cyclostrophic winds given by (16.2.3). Here, for simplicity, we assume
that this balanced state comprises geostrophic winds instead of cyclostrophic winds,

$$
\begin{equation*}
2 \Omega \sin \varphi \frac{\partial u}{\partial z}=-\frac{g}{\theta_{0}} \frac{1}{R} \frac{\partial \theta}{\partial \varphi} \tag{18.2.1}
\end{equation*}
$$

Substituting the potential temperature profile (16.2.2) into $\theta$ on the right-hand side of (18.2.1), we obtain

$$
\begin{equation*}
\frac{\partial u}{\partial z}=\frac{g \Delta T_{s}}{\Omega R \theta_{0}} \cos \varphi \tag{18.2.2}
\end{equation*}
$$

This zonal wind profile has constant shear. We consider the stability of the above state based on the necessary conditions for baroclinic instability, which are given by (5.5.163).

Using (5.5.148), the gradient of quasi-geostrophic potential vorticity is written as

$$
\begin{align*}
\Pi_{y} & =\beta-\frac{\partial^{2} u}{\partial y^{2}}-\frac{1}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} \frac{f^{2}}{N^{2}} \frac{\partial u}{\partial z}\right) \\
& =\beta-\frac{\partial^{2} u}{\partial y^{2}}+\frac{f}{\rho_{s}} \frac{\partial}{\partial z}\left(\rho_{s} S\right), \tag{18.2.3}
\end{align*}
$$

where

$$
\begin{equation*}
S \equiv-\frac{f}{N^{2}} \frac{\partial u}{\partial z}=\left(\frac{\partial \theta}{\partial y}\right) /\left(\frac{\partial \theta}{\partial z}\right) \tag{18.2.4}
\end{equation*}
$$

represents the inclination of an isentropic surface, $f=2 \Omega \sin \varphi$ is the Coriolis parameter with $y=R \varphi$, and $\beta=\Omega \cos \varphi / R$. We assume that density is given by

$$
\begin{equation*}
\rho_{s}=\rho_{0} \exp \left(-\frac{z}{H}\right) \tag{18.2.5}
\end{equation*}
$$

where $H$ is the scale height of density. Using the potential temperature profile (16.2.2) and the thermal wind profile (18.2.1), the potential vorticity gradient is given by

$$
\begin{equation*}
\Pi_{y}=\beta+\frac{1}{H} \frac{f^{2}}{N^{2}} \frac{\partial u}{\partial z}=\beta\left(1+\frac{4 \Delta T_{s}}{\gamma H} \sin ^{2} \varphi\right) \tag{18.2.6}
\end{equation*}
$$

where (18.2.2) is used. $\gamma$ represents the vertical gradient of potential temperature that is used in (16.2.2); $\gamma H$ is the difference in potential temperature between the ground and the tropopause at height $H$. In general, the inequality $4 \Delta T_{s}>\gamma H$ holds, such that we have $\Pi_{y}>0$ in the inner region of the atmosphere. On the other hand, we generally have $\frac{\partial u}{\partial z}>0$ near the ground $z=0$. Under these conditions, (5.5.163) can be satisfied for a suitable choice of disturbance $P$, such that the necessary condition for instability is satisfied. Thus, this basic state is unstable with respect to baroclinic instability.

In this case, the Richardson number of the potential temperature field (16.2.2) is given by

$$
\begin{equation*}
R i=\frac{N^{2}}{\left(\frac{\partial u}{\partial z}\right)^{2}}=\frac{\Omega^{2} R^{2} \theta_{0} \gamma}{g \Delta T_{s}^{2}} \frac{1}{\cos ^{2} \varphi}=\frac{1}{\cos ^{2} \varphi} \frac{\Omega^{2} R^{2}}{g H} \frac{\gamma H \theta_{0}}{\Delta T_{s}^{2}} \tag{18.2.7}
\end{equation*}
$$

Using representative values of the atmosphere, $\Omega^{2} R^{2} / g H \approx 2.2$ and $\gamma H \theta_{0} / \Delta T_{s}^{2} \approx$ 12, we generally have $R i \gg 1$.

### 18.2.2 Baroclinic adjustment

As shown above, the local radiative-convective equilibrium state, represented by the thermal profile (16.2.2) and the thermal wind balance (18.2.2), is unstable for baroclinic instability, and thus does not exist as a statistical equilibrium state. In the extratropics of the real atmosphere, therefore, eddies due to baroclinic instability persistently evolve such that the meridional thermal structure becomes different from that assumed in the basic state. The question is then what is the meridional structure of temperature and other quantities in the new statistical equilibrium state.

There are a few but no satisfactory theories that explain the meridional structure of the statistical equilibrium state in which nonlinear baroclinic waves are fully developed. Among them, the theory called baroclinic adjustment is frequently invoked, though it is not well understood how much it describes the meridional structure of the atmosphere. Since the basic field given by local radiative-convective equilibrium satisfies the necessary conditions for baroclinic instability, nonaxisymmetric baroclinic eddies evolve in the real atmosphere. The statistical equilibrium state as a result of baroclinic instability is different from the basic field. Baroclinic adjustment hypothesizes that the statistical equilibrium state is maintained in a marginally unstable state for the necessary conditions of baroclinic instability. This idea is similar to convective adjustment in Section 14.4.2 or barotropic adjustment in Section 17.3.6. The convective adjustment method assumes that convective instability occurs in a statically unstable layer and that the resulting stratification of the layer becomes vertically isentropic. The barotropic adjustment method in turn assumes that the resultant absolute vorticity field is horizontally uniform. In the case of baroclinic adjustment, baroclinic instability occurs when both surface temperature and potential vorticity in the free atmosphere have latitudinal gradients. The adjusted state is given as the one in which these gradients are eliminated by eddies.

Baroclinic adjustment assumes homogeneity of potential vorticity in the free atmosphere. Baroclinic waves are basically adiabatic, such that air parcels move along isentropic surfaces. Thus, it is thought that baroclinic waves homogenize the potential vorticity on each isentropic surface. From this view, the resultant field of baroclinic equilibration is described by uniform potential vorticity on isentropic surfaces. This speculation implies that baroclinic adjustment corresponds to barotropic adjustment on each isentropic surface. Sun and Lindzen (1994) introduced such a homogenization mechanism to consider the meridional structure of the atmosphere. Mixing on isentropic surfaces and its relation to the tropopause will be further discussed in Chapter 19.

Here, we consider an example of baroclinic adjustment using the quasigeostrophic approximation from the previous subsection. We consider the case when the latitudinal dependence of $u$ is negligible in the equation of $\Pi_{y},(18.2 .3)$. The necessary conditions for instability no longer hold if we specify a state in which
$S(0)=0$ and $\Pi_{y}$ does not change its sign in the free atmosphere. We assume that the equilibrium state of baroclinic adjustment is given by a state where these two conditions hold. It will be found, however, that the equilibrium state is not uniquely determined. In order to obtain the thermal structure of the equilibrium state, we introduce a parameter $z_{A}$ and assume that the stability parameter $S(z)$ changes between the ground $z=0$ and $z_{A}$. The equilibrium state is given by the state that satisfies

$$
\begin{equation*}
S(0)=0 ; \quad \text { and } \quad \Pi_{y}=0, \quad \text { for } \quad 0<z<z_{A} \tag{18.2.8}
\end{equation*}
$$

In the upper layer, $z>z_{A}$, the equilibrium state remains the same as the basic state. Setting (18.2.3) to zero and neglecting the latitudinal gradient of $u$, we obtain a solution for $S$ which satisfies the above constraints as

$$
\begin{equation*}
S_{A}(z)=S_{A}(0) e^{\frac{z}{H}}+\frac{\beta H}{f}\left(1-e^{\frac{z}{H}}\right) \tag{18.2.9}
\end{equation*}
$$

where $S_{A}$ is the stability parameter $S$ after baroclinic adjustment. Letting $S_{0}$ denote the stability parameter of the basic state, since $S_{A}\left(z_{A}\right)=S_{0}\left(z_{A}\right)$, we can express height as

$$
\begin{equation*}
z_{A}=H \ln \left[\frac{1-\frac{f S_{0}\left(z_{A}\right)}{\beta H}}{1-\frac{f S_{A}(0)}{\beta H}}\right] . \tag{18.2.10}
\end{equation*}
$$

Substituting $S_{A}(0)=0$ and assuming that $S_{0}$ is constant in the basic state, we obtain

$$
\begin{equation*}
z_{A}=H \ln \left(1-\frac{f S_{0}}{\beta H}\right)=H \ln \left(1+\frac{h}{H}\right) \tag{18.2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
h=-\frac{f S_{0}}{\beta} \tag{18.2.12}
\end{equation*}
$$

is a parameter that characterizes the baroclinic instability of the Charney problem (5.5.113). This parameter is rewritten as

$$
\begin{equation*}
h=-\frac{f}{\beta \gamma} \frac{\partial T_{s}}{\partial y} \tag{18.2.13}
\end{equation*}
$$

where (18.2.4) and the potential temperature distribution of the basic field (16.2.2) are used.

Although the distribution of $S_{A}$ is given by (18.2.9), the distribution of potential temperature is not uniquely determined since $S_{A}$ contains both the vertical gradient and the latitudinal gradient of potential temperature. The latter is related to the vertical shear of zonal winds through the thermal wind balance. If just the vertical shear is variable and the stability parameter $N^{2}$ is constant, the zonal wind profile at the baroclinically adjusted state in the layer $z<z_{A}$ is given by

$$
\begin{equation*}
u(z)=-\frac{\beta H N^{2}}{f^{2}}\left[z-z_{A}-H\left(e^{\frac{z}{H}}-1\right)\right]+\left.\frac{\partial u}{\partial z}\right|_{0}\left(z_{A}-H\right) \tag{18.2.14}
\end{equation*}
$$

where $\left.\frac{\partial u}{\partial z}\right|_{0}$ represents constant vertical shear in the basic state. On the other hand, if just the vertical gradient of potential temperature is variable and the zonal wind is prescribed, the Brunt-Väisälä frequency of a baroclinically adjusted state is given by

$$
\begin{equation*}
N^{2}(z)=-\frac{f^{2}}{\beta H} \frac{\partial u}{\partial z} \frac{1}{1-e^{\frac{z}{H}}} \tag{18.2.15}
\end{equation*}
$$

This has a singularity since $N^{2} \rightarrow \infty$ as $z \rightarrow 0$. In reality, both vertical shear and stratification will be changed by baroclinic instability, such that the profiles of the zonal wind and potential temperature become different from those of the initial state.

The zonal velocity profiles for the baroclinic adjustment model with constant $N^{2}$ and the profiles of $N^{2}$ for the baroclinic adjustment model with constant shear are shown in Fig. 18.10. The dotted line is the profile in the basic state, which is assumed to have linear shear and constant static stability. The solid curve is the vertical profile after baroclinic adjustment. At the adjusted state with the $N^{2}$ constant model, vertical shear vanishes at the ground, while it approaches that of the basic state at $z_{A}$. For the constant shear model, $N^{2}$ diverges toward infinity near the ground. In this calculation, typical values at latitude $30^{\circ}$ are used: $h=8.0$ km and $z_{A}=5.6 \mathrm{~km}$ for $f=7.27 \times 10^{-5} \mathrm{~s}^{-1}, \beta=1.98 \times 10^{-11} \mathrm{~s}^{-1} \mathrm{~m}^{-1}, N=0.01$ $\mathrm{s}^{-1}$, and $\left.\frac{\partial u}{\partial z}\right|_{0}=3.0 \times 10^{-3} \mathrm{~s}^{-1}$.

### 18.2.3 Tropopause height

Tropopause height is a representative index of the thermal structure of the atmosphere. The tropopause is clearly defined by the vertically one-dimensional radiativeconvective equilibrium model, where the boundary between the stratosphere and the troposphere is called the tropopause. In this model, the stratosphere is the layer where only the radiative process contributes, while the tropopause is the layer where radiative and convective processes determine the temperature structure. Thus, the two layers are clearly defined in this model. In reality, however, it is difficult to identify the region where the convective process is active, so that this definition of the tropopause is not usable in practice.


Figure 18.10: Vertical profiles of zonal winds (left) and the square of the Brunt-Väisälä frequency (right) before/after baroclinic adjustment. Dotted: basic state; solid: the state after baroclinic adjustment.

In general, two kinds of definitions based on thermal and dynamical properties are used to identify the tropopause. The thermal definition uses the lapse rate of temperature; the thermal tropopause is defined as the lowest level at which the lapse rate becomes less than $2 \mathrm{~K} \mathrm{~km}^{-1}$, provided that the average lapse rate between this level and all higher levels within 2 km does not exceed $2 \mathrm{~K} \mathrm{~km}^{-1}$. Although the thermal tropopause is simply defined by the temperature structure, it is not a material surface. In contrast, the surface of a particular value of potential vorticity is used to define the dynamical tropopause. For instance, the surface of potential vorticity at $2 \mathrm{PVU}\left(\mathrm{PVU}=10^{-6} \mathrm{~m}^{2} \mathrm{~K} \mathrm{~s}^{-1} \mathrm{~kg}^{-1}\right.$ ) is used as the tropopause. Values around $2-4 \mathrm{PVU}$ are used depending on the purpose. Since potential vorticity is conserved along a fluid motion if motions are adiabatic and frictionless, air in the dynamical tropopause stays at the same surface under such conditions; thus, the dynamical tropopause is thought of as a material surface. The dynamical tropopause is not used in lower latitudes, however, since potential vorticity approaches zero near the equator.

Figure 18.11 shows the meridional distribution of the lapse rate of temperature. The meridional distribution of potential vorticity will be shown in Fig. 19.1. For both the thermal and dynamical tropopause, the tropopause is located at distinctly different altitudes between the tropics and the extratropics. From this, it is thought that tropopause height is constrained by different mechanisms in the two latitudinal regions. In the framework of one-dimensional radiative-convective equilibrium with convective adjustment, the temperature structure is determined if the lapse rate in the troposphere is specified. In this case, the tropopause is defined as the top of the adjusted layer. Making use of this idea and noticing the relationship between tropopause height and lapse rate, we will have a constraint on the latitudinal variation of tropopause height.

In low latitudes, vertical stratification is maintained by the moist process (i.e., cumulus convection in the Intertropical Convergence Zone (ITCZ) and Hadley


Figure 18.11: Meridional distribution of the lapse rate of temperature. The solid and dashed curves are the lapse rate with a contour interval of $2 \mathrm{~K} \mathrm{~km}^{-1}$. In particular, the solid curve is a contour of $-2 \mathrm{~K} \mathrm{~km}^{-1}$ and corresponds to the tropopause except for that in lower layers near the Arctic where a stable layer prevails. The shaded scale represents temperature distribution. The lapse rate is calculated from the monthly mean temperature distribution in January 1993.
circulation region). This means that the lapse rate $\Gamma$ is determined by the moist adiabat, $\Gamma=\Gamma_{m}$, in the whole low-latitudinal region covered by Hadley circulation. As latitude becomes higher and surface temperature becomes lower, tropopause height gradually becomes lower until the extratropics where tropopause height is abruptly changed. In mid and high latitudes, the moist process is no longer dominant, so that the lapse rate is different from the moist adiabat.

In order to depict how tropopause height is determined in the extratropics, we introduce the simple model presented by Held (1982). As investigated in the previous subsections, we assume that baroclinic adjustment determines a statistical equilibrium state as a result of baroclinic instability in midlatitudes. The uppermost level $z_{A}$ of baroclinic adjustment is given by (18.2.10) or (18.2.11). We assume that this height corresponds to tropopause height $H_{T}$ in the extratropics. Substituting (18.2.13) into (18.2.11) gives

$$
\begin{equation*}
H_{T}=H \ln \left(1+\frac{h}{H}\right)=H \ln \left[1-\frac{f}{\beta\left(\Gamma_{d}-\Gamma\right)} \frac{\partial T_{s}}{\partial y}\right] \tag{18.2.16}
\end{equation*}
$$

in which it is assumed that the lapse rate $\Gamma$ remains unchanged from that of the basic state. If surface temperature $T_{s}$ is specified, this equation gives the relation between lapse rate $\Gamma$ and tropopause height $H_{T}$.

One additional constraint is required to determine tropopause height. The radiative condition can be used for this purpose (i.e., radiative equilibrium holds in the stratosphere above the tropopause). To see how the tropopause is determined, we use the gray radiation model and assume that the atmosphere consists of the stratosphere in radiative equilibrium and the troposphere whose lapse rate of temperature is constant $\Gamma$. What we need to know is the dependence of tropopause height $H_{T}$ on surface temperature $T_{s}$ and lapse rate $\Gamma$. We specify the vertical distribution of the optical depth of the gray atmosphere by a function $\tau(z)$. In the stratosphere, from (14.3.2) and (14.3.3), upward radiation flux $F^{\uparrow}$ and downward radiation flux $F^{\downarrow}$ satisfy

$$
\begin{equation*}
\frac{2}{3} \frac{d F^{\uparrow}}{d \tau}=F^{\uparrow}-\pi B, \quad-\frac{2}{3} \frac{d F^{\downarrow}}{d \tau}=F^{\downarrow}-\pi B \tag{18.2.17}
\end{equation*}
$$

where $\pi B=\sigma_{B} T^{4}$. When net incident solar radiation flux $F$ is given, we can use (14.3.15) and (14.3.16) to solve the functions of radiative fluxes on optical depth $\tau$ :

$$
\begin{equation*}
F^{\uparrow}=\frac{F}{2}\left(\frac{3}{2} \tau+2\right), \quad F^{\downarrow}=\frac{F}{2} \cdot \frac{3}{2} \tau, \quad \pi B=\frac{F}{2}\left(\frac{3}{2} \tau+1\right) . \tag{18.2.18}
\end{equation*}
$$

Thus, the temperature profile in the stratosphere is

$$
\begin{equation*}
T(z)=\left[\frac{F}{2 \sigma_{B}}\left(\frac{3}{2} \tau(z)+1\right)\right]^{\frac{1}{2}}, \quad \text { for } z \geq H_{T} \tag{18.2.19}
\end{equation*}
$$

In particular, the temperature at the tropopause is given by substituting $z=H_{T}$.

Therefore, the temperature profile in the troposphere is

$$
\begin{equation*}
T(z)=\left[\frac{F}{2 \sigma_{B}}\left(\frac{3}{2} \tau\left(H_{T}\right)+1\right)\right]^{\frac{1}{2}}+\Gamma\left(H_{T}-z\right), \quad \text { for } z \geq H_{T} \tag{18.2.20}
\end{equation*}
$$

For simplicity, the ground temperature is assumed to be equal to that of the lowest level of the atmosphere: $T_{s}=T(0)$. If we integrate $F^{\uparrow}$ in (18.2.17) from the bottom to top of the atmosphere using the temperature profiles (18.2.19) and (18.2.20), we will have outward longwave radiative flux at the top of the atmosphere $F_{T}^{\text {radl }}$. At the equilibrium state, this flux must be equal to net incident solar radiation $F$. This constraint is what we call the radiation condition. The equilibrium solution can be found by changing $H_{T}$ if $\Gamma$ is given as a known parameter. Thus, the relation between tropopause height and lapse rate is written in the form

$$
\begin{equation*}
H_{T}=\mathcal{H}(\Gamma)=\tilde{\mathcal{H}}(\Gamma ; F,\{\tau\}) \tag{18.2.21}
\end{equation*}
$$

where $\tilde{\mathcal{H}}$ on the right-hand side indicates that tropopause height depends on solar radiation $F$ and the vertical distribution of $\tau$ together with the lapse rate $\Gamma$. The surface temperature is given by $(18.2 .20)$ as

$$
\begin{equation*}
T_{s}=T(0)=\left[\frac{F}{2 \sigma_{B}}\left(\frac{3}{2} \tau\left(H_{T}\right)+1\right)\right]^{\frac{1}{2}}+\Gamma H_{T} \tag{18.2.22}
\end{equation*}
$$

which is a function of $\Gamma$ using (18.2.21).
One may consider the condition that $T_{s}$ is externally specified instead of depending on solar flux $F$. Under such a condition, $F$ must be determined so as to satisfy (18.2.21) and (18.2.22). In general, this solar flux is different from actual solar flux. In such a case, one should regard this difference as contributing to heat transport and the tendency toward heat capacity in the ocean.

Figure 18.12 shows an example of the dependence of tropopause height on lapse rate for a fixed solar radiation condition (Held 1982). The radiation calculation is based on the gray radiation model. The radiation constraint given by (18.2.21) is denoted by $R(\Gamma)$. The figure shows another constraint on tropopause height given by baroclinic adjustment. Tropopause height is the depth at which baroclinic adjustment occurs and is given by (18.2.16) with $D_{M I D}=H_{T}$. The latitudinal temperature gradient $\frac{\partial T_{s}}{\partial y}$ is fixed at those values which yield $h / H=1$ and 2 when $\Gamma=6.5 \mathrm{~K} \mathrm{~km}^{-1}$. The scale height is set equal to $H=7.5 \mathrm{~km}$. This result indicates that tropopause height is expected to be in the range around $H_{T}=9-10 \mathrm{~km}$, though the results depend on many parameters.

### 18.3 Life cycle experiments of extratropical cyclones

Midlatitude circulation involves the evolution of extratropical cyclones. The development of extratropical cyclones is explained by the linear baroclinic instability theory described in Section 5.5. The whole process of this development,


Figure 18.12: Tropopause height given by the radiation constraint is shown by a solid curve with $R(\Gamma)$. The abscissa is the lapse rate $\Gamma\left[\mathrm{K} \mathrm{km}^{-1}\right]$. The dotted curves $D_{M I D}$ represent tropopause height given by the dynamical constraint in midlatitudes. The upper curve is for $h / H=2$ and the lower curve is for $h / H=1$. After Held (1982). (c)American Meteorological Society. Used with permission.
involving nonlinear processes and successive decay of extratropical cyclones, is known as the life cycle of extratropical cyclones. In this section, the life cycle of extratropical cyclones is described based on experiments using a general circulation model.

Let us imagine how atmospheric circulation would evolve if it started in a state of local radiative-convective equilibrium at each latitude. It is thought that both symmetric meridional circulation and asymmetric disturbance would grow; the former is Hadley circulation in low latitudes, and the latter is baroclinic instability in mid and high latitudes. When these circulations are fully developed, the atmosphere will achieve another statistical equilibrium state of general circulation. Circulations in the mid and high latitudes of such an equilibrium state cannot be described only by the linear growth of baroclinic instability. The statistical equilibrium state is a long time average of a balanced state between external forcing and the dissipation processes after baroclinic instability has developed. Baroclinic adjustment explained in Section 18.2.2 is a possible approach to understanding statistical equilibrium in the extratropics. However, the theory of baroclinic adjustment is not definitive, since the equilibrium state is not uniquely determined. As another approach, one can consider the time evolution of baroclinic instability from its initial development to the fully matured stage. Some of the characteristics of the extratropical atmospheric structure can be gained by following the whole life cycle of extratropical cyclones (i.e., linear growth of baroclinic instability, nonlinear saturation of cyclones, and their decay). This kind of approach is called the problem with the life cycle of extratropical cyclones. It is an initial value problem that concerns
how disturbances evolve for a given specific initial state. In general, however, it is not clear how the statistical equilibrium state of the atmosphere is related to the evolution of the atmospheric field as an initial value problem. The life cycle problem of extratropical cyclones is nevertheless very informative, since the dynamics of extratropical cyclones can be described in terms of the atmospheric mean field.

Various initial states can be chosen for the life cycle problem. As mentioned above, one can use a locally radiative-convective equilibrium state with zonal winds in the thermal wind balance. Alternatively, zonally uniform state with a symmetric Hadley circulation can be used as an initial state. Generally, to investigate the effects of baroclinic instability on the atmospheric mean field, one uses initial states with no meridional flow, giving a concentrated jet in the upper layer of the subtropics instead of Hadley circulation. The top panels of Fig. 18.13 are two examples of initial states; these show the meridional distributions of the zonal winds and potential temperature. In Fig. 18.13 (a), surface wind is set to zero and surface pressure is uniform, initially. In Fig. 18.13 (b), in contrast, it has a surface wind variation (i.e., a barotropic component). If we add random disturbance to these initial states, the most unstable baroclinic wave will emerge. The bottom figures of Fig. 18.13 are the meridional distributions of zonal-mean zonal winds and potential temperature at 7 days after the initial states. As shown below, disturbances with zonal wave number seven are predominant at this time.

The above two examples are frequently referred to as the two most characteristic life cycles of extratropical cyclones. Thorncroft et al. (1993) symbolically referred to the life cycle experiment in Fig. 18.13 (a), (c) as $L C 1$ and that of Fig. 18.13 (b), (d) as $L C 2$. Figure 18.14 shows the time evolution of surface pressure of LC1, while Fig. 18.15 shows that of LC2. In both cases, disturbances with zonal wave number 7 are predominant. As extratropical cyclones develop, the centers of low-pressure move poleward, and thus a low pressure belt is formed in higher latitudes at the final stage. On the other hand, when the barotropic component is added as in LC2, vortices remain for a long time after the development of extratropical cyclones,

The life cycle of an LC1-type extratropical cyclone experiences the following stages: At the linearly developing stage, the disturbances in extratropical cyclones concentrate in the lower layer. Then, this is followed by upward propagation of these disturbances. After that, the cyclones enter into the decaying stage associated with Rossby wave radiation from upper vortices and the convergence of angular momentum in the upper layer. At lower latitudes, in contrast, Rossby waves that propagate from midlatitudes are absorbed.

The above mentioned stages of the life cycle are schematically shown by EliassenPalm flux (EP flux) analysis. We introduced the expressions of EP flux in the spherical coordinates as (18.1.27)-(18.1.29). Here, for simplicity, we use Cartesian coordinates without any metric terms. The linearized equation of quasi-geostrophic potential vorticity is written as

$$
\begin{equation*}
\frac{\partial q^{\prime}}{\partial t}=-\bar{u} \frac{\partial q^{\prime}}{\partial x}-v^{\prime} \frac{\partial \bar{q}}{\partial y} \tag{18.3.1}
\end{equation*}
$$



Figure 18.13: Meridional structures of zonal winds and potential temperature of the initial state for the life cycle experiment (a), (b) and that at day 7 (c), (d). (c) corresponds to the initial state with no surface winds (a), and (d) corresponds to the initial state with the barotropic component (d). The contour intervals are $5 \mathrm{~m} \mathrm{~s}^{-1}$ and 5 K for zonal winds and potential temperature, respectively. The zonal wind surface with $0 \mathrm{~m} \mathrm{~s}^{-1}$ is shown as a dotted curve. The potential vorticity surface with PV $=2$ PVU is given as solid curves. After Thorncroft et al. (1993) by permission of the Q. J. Roy. Meteorol. Soc.

Multiplying by $q^{\prime}$, averaging over the longitude, and dividing the result by $\partial \bar{q} / \partial y$, we obtain

$$
\begin{equation*}
\frac{\partial A}{\partial t}=-\overline{v^{\prime} q^{\prime}}=-\nabla \cdot \boldsymbol{F} \tag{18.3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\frac{1}{2} \frac{\overline{q^{\prime 2}}}{\frac{\partial \bar{q}}{\partial y}}=\frac{1}{2} \overline{\eta^{\prime 2}} \frac{\partial \bar{q}}{\partial y}, \quad \boldsymbol{F}=\left(-\overline{u^{\prime} v^{\prime}}, \frac{f_{0}}{N^{2}} \overline{v^{\prime} \theta^{\prime}}\right) . \tag{18.3.3}
\end{equation*}
$$

$A$ is wave activity, $\eta^{\prime}=-q^{\prime} /(\partial \bar{q} / \partial y)$ is displacement in the latitudinal direction,


Figure 18.14: Time evolution of surface pressure for the life cycle experiment LC1 between days 4 and 9. The contour interval is 4 hPa with the $1,000 \mathrm{hPa}$ contour dotted. The outermost circle is the latitudinal circle at $20^{\circ}$, and lines of constant latitude and longitude are drawn every 20 and 30 degrees, respectively. After Thorncroft et al. (1993) by permission of the Q. J. Roy. Meteorol. Soc.


Figure 18.15: The same as Fig. 18.14 but for the life cycle experiment of LC2. After Thorncroft et al. (1993) by permission of the Q. J. Roy. Meteorol. Soc.
and $\boldsymbol{F}$ is the $E P$ flux vector (or EP flux). If the notion of group velocity is applicable and only a single wave packet with group velocity $\boldsymbol{C}_{g}$ exists, the EP flux is related as $\boldsymbol{F}=\boldsymbol{C}_{g} A$. When the sign of $\partial \bar{q} / \partial y$ is positive and wave activity propagates into the region where the EP flux is convergent, the potential vorticity flux $\overline{v^{\prime} q^{\prime}}$ is negative according to (18.3.2) (i.e., the potential vorticity flux is in the opposite direction to the gradient of potential vorticity). Variance in potential vorticity $\overline{q^{\prime 2}}$ increases and the displacement of air parcels also increases. ${ }^{\dagger}$ When there is no dissipation and all wave activities vanish from the region considered, the signs of the above quantities are reversed. The equation of zonal-mean potential vorticity is given by

$$
\begin{equation*}
\frac{\partial \bar{q}}{\partial t}=-\frac{\partial}{\partial y} \overline{v^{\prime} q^{\prime}} \tag{18.3.4}
\end{equation*}
$$

The equation of potential temperature is also given by (18.3.1) and (18.3.4) by replacing $\bar{q}$ and $q^{\prime}$ by $\bar{\theta}$ and $\theta^{\prime}$, respectively. ${ }^{\ddagger}$ The above equations give a complete set of equations for the evolution of disturbances and the zonal-mean field.

Evolution of the EP flux $\boldsymbol{F}$ at three different stages of the life cycle LC1 is shown in Fig. 18.16. In the first stage, $\boldsymbol{F}$ is almost vertical and confined to lower layers. As growth in the lower layer is saturated, flux in the middle layer of the troposphere becomes larger and a strong convergent area exists at the upper troposphere. This indicates that wave activity is propagating upward. This second stage is completed by day 8 , and is followed by the quasi-horizontal direction of the EP flux appearing just below the tropopause; the convergent region in the second stage turns to be divergent around $\left(50^{\circ} \mathrm{N}, 350 \mathrm{hPa}\right)$ and strong convergence exists around $\left(30^{\circ} \mathrm{N}\right.$, $150 \mathrm{hPa})$. In the third stage, wave activity propagates quasi-horizontally from midlatitudes to the subtropics. The schematic pattern of the three stages of EP flux is summarized in Fig. 18.17. As investigated in Section 17.3, Rossby wave propagation and its absorption are associated with angular momentum transport, and result in a change of zonal wind distribution on a sphere.

[^44]

Figure 18.16: The meridional sections of EP flux (arrows) and the convergent/divergent region ( + and - enclosed by contours) for three different stages of the life cycle of extratropical cyclones LC 1 at (a) day 0 , (b) day 5 , and (c) day 8. (d) is the time-averaged field. After Edmon et al. (1980). (c)American Meteorological Society. Used with permission.


Figure 18.17: Schematic figure of the evolution of EP flux (arrows) and the convergent/divergent region $(+$ and -$)$ for the three different stages of the life cycle of extratropical cyclones at days 1, 5, and 8. After Held and Hoskins (1985) by permission of Elsevier (copyright, 2003).
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## 19

## Global mixing

We have examined meridional circulation of the atmosphere in terms of Hadley circulation in low latitudes and circulations associated with baroclinic waves in midlatitudes. Both circulations have a hemispheric one-cellular structure if viewed as transformed Eulerian mean or isentropic mean circulations. One-cellular circulation is directly described as a thermally driven circulation, and is also related to material transport in the Lagrangian sense. It must be remarked, however, that one-cellular circulation is not a static overturning flow. For instance, associated with baroclinic waves, latitudinally meandering flows along isentropic surfaces predominate at midlatitudes. One-cellular circulation of the atmosphere is characterized by these isentropic flows and cross-isentropic circulations in the meridional section. Isentropic flows are by definition adiabatic, while cross-isentropic flows are related to diabatic heating or cooling. The former results in isentropic mixing through north-south meandering air motions.

In this chapter, we describe the global-scale mixing of the atmosphere that is characterized by thermally driven meridional circulations and isentropic flows. First, the meridional structure of potential vorticity and potential temperature is reviewed. The meridional section of the atmosphere can be divided into three regions that have different characteristics depending on the relation between isentropic surfaces, ground surface, and tropopause. Second, the Lagrangian circulation of atmospheric general circulation is examined using trajectory analysis. In the last section, mass exchange between the troposphere and stratosphere is overviewed.

### 19.1 Potential vorticity and potential temperature

Under adiabatic and frictionless conditions, potential vorticity $P$ and potential temperature $\theta$ are conserved in the Lagrangian sense. If potential vorticity is tracked on isentropic surfaces, therefore, it gives an approximate Lagrangian view of air motions. In contrast, by tracking potential temperature on constant potential vorticity surfaces, we will obtain similar Lagrangian motions.

In the hydrostatic balance, potential vorticity is expressed by (3.3.70) as

$$
\begin{equation*}
P=\frac{\zeta_{a \theta}}{\rho_{\theta}}=\frac{\zeta_{\theta}+f}{\rho_{\theta}}=-g\left(\zeta_{\theta}+f\right) \frac{\partial \theta}{\partial p} \tag{19.1.1}
\end{equation*}
$$

where $\zeta_{a \theta}$ and $\zeta_{\theta}$ are absolute and relative vorticities in isentropic coordinates, respectively, $\rho_{\theta}$ is density in isentropic coordinates given by (3.3.62), and $f=$ $2 \Omega \sin \varphi$ is the Coriolis parameter. For large-scale motions at midlatitudes, since $\zeta_{\theta} \ll f$ in general, we may have an approximation:

$$
\begin{equation*}
P \approx-g f \frac{\partial \theta}{\partial p} \tag{19.1.2}
\end{equation*}
$$

In the troposphere, typical values are $\frac{\partial \theta}{\partial p} \approx-\frac{1}{\rho g} \frac{\partial \theta}{\partial z} \approx 10^{-4} \mathrm{~K} \mathrm{~Pa}^{-1}$ and $P \approx 10^{-7}$ $\mathrm{K} \mathrm{m}^{2} \mathrm{~kg}^{-1} \mathrm{~s}^{-1}$. The unit $10^{-6} \mathrm{~K} \mathrm{~m}^{2} \mathrm{~kg}^{-1} \mathrm{~s}^{-1}$ is called one potential vorticity unit, or 1 PVU.

The observed meridional distributions of zonal-mean potential vorticity and zonal-mean potential temperature are shown in Fig. 19.1. Potential vorticity is close to zero in the Hadley circulation region in the tropics, and its gradient is relatively small along isentropic surfaces in midlatitudes $30-60^{\circ}$. The homogenization of potential vorticity along isentropic surfaces is caused by the mixing of air parcels along isentropic surfaces. If air parcels are mixed by advective flow, no change in entropy occurs. Thus, it is called isentropic mixing.

The isentropic motions of air parcels in the troposphere are interrupted by two boundaries: the ground surface and the tropopause. In general, isentropic surfaces incline and intersect with the ground. Since air motions cannot pass through the ground, the ground plays the role of a mixing barrier. The tropopause is a boundary


Figure 19.1: Meridional distributions of zonal-mean potential vorticity and zonal-mean potential temperature. The contour interval of potential vorticity is 0.1 PVU and that of potential temperature is 5 K with the thick curves being 20 K . Potential vorticity is calculated from monthly mean data in January of 1993. Data are based on the same source as Appendix A3.
between the stratosphere and the troposphere and again plays the role of a mixing barrier. Although various definitions of the tropopause exist as described in Section 18.2.3, a constant PV surface is frequently used as the dynamic tropopause in midlatitudes but not for that of lower latitudes. Since PV is conserved along air parcels for adiabatic and frictionless motion, air parcels in the troposphere do not easily pass through the tropopause.

As schematically shown in Fig. 19.2 (a), the atmosphere can be divided into three regions according to the relation between the tropopause and isentropic surfaces; these regions are called the Overworld, the Middleworld, and the Underworld. The Overworld is the region whose isentropic surfaces are above the tropopause, the Middleworld is the region whose isentropic surfaces intersect with the tropopause, and the Underworld is the region whose isentropic surfaces are below the tropopause. In the real atmosphere, almost all isentropic surfaces in the Underworld also intersect with the ground. This means that the highest isentropic surface in the Underworld is in contact with the ground near the equator and touches the tropopause at the poles.

Figure 19.2 (b) displays the schematic motions of air parcels in the meridional section. In midlatitudes, in particular, since the potential temperature of air parcels is well conserved, air parcels move along isentropic surfaces over a short-range time scale, such as ten days. As air parcels move along isentropic surfaces, they also undulate with an amplitude about $1,000 \mathrm{~km}$ in the latitudinal direction. Thus, air parcels have oscillatory motion in the meridional section as shown in Fig. 19.2 (b). If air parcels are tracked for an even longer time, thermally driven meridional circulation will emerge and cross-isentropic motion occurs as described in Section 18.1.4.


Figure 19.2: (a) Definitions of the three regions in the meridional section according to the position of isentropic surfaces. The dashed curves are the tropopause and solid curves are isentropic surfaces. (b) The relation between the motions of air parcels and isentropic surfaces. The meridional motions of air parcels are shown by arrows.

### 19.2 Lagrangian circulation

If the velocity field $\boldsymbol{v}(\boldsymbol{x}, t)$ is known, the trajectories of air parcels can be calculated. The location of an air parcel at any time $t$ is given by integrating the relation between position and velocity,

$$
\begin{equation*}
\frac{d \boldsymbol{x}}{d t}=\boldsymbol{v}(\boldsymbol{x}, t) \tag{19.2.1}
\end{equation*}
$$

and given the initial conditions under which the air parcel is located at $\boldsymbol{x}_{0}$ at time $t_{0}$. Here, we use spherical coordinates $(\lambda, \varphi, \zeta)$ where $\lambda$ is longitude, $\varphi$ is latitude, and $\zeta$ is an appropriate vertical coordinate. The position of an air parcel is calculated from zonal wind $u$, latitudinal wind $v$, and vertical velocity $\dot{\zeta}$ by

$$
\begin{equation*}
\frac{d \lambda}{d t}=\frac{u(\lambda, \varphi, \zeta, t)}{R \cos \varphi}, \quad \frac{d \varphi}{d t}=\frac{v(\lambda, \varphi, \zeta, t)}{R}, \quad \frac{d \zeta}{d t}=\dot{\zeta} . \tag{19.2.2}
\end{equation*}
$$

Pressure $p$ is used as the vertical coordinate $\zeta$ if observed data are used, while in modeling studies the vertical coordinate of the model such as $\sigma=p / p_{s}$ is used where $p_{s}$ is the surface pressure. The potential temperature $\theta$ can be the vertical coordinate in isentropic coordinates. Latitude-longitude coordinates have singular points at the poles. Thus, other coordinates such as stereographic coordinates are used near the poles, and the velocity field and the positions on the trajectory are transformed into the new coordinates.

When the trajectories of a large number of air parcels are calculated using the global data of the velocity field, the set of trajectories is usually referred to as Lagrangian circulation. In this case, Lagrangian circulation is differently expressed depending on the initial positions of air parcels or the duration of integration time for the trajectories.

In practice, it is hard to determine the precise trajectories of air parcels, since vertical velocities are generally unknown from observational data. In the observed global data or the output data from an atmospheric general circulation model, vertical motions associated with cumulus convection are not explicitly resolved, since cumulus convection is expressed in some parameterized forms. This means that vertical velocity from global data is different from that of the real vertical wind. If an air parcel approaches an active cumulus region in the tropics, for instance, the precise position of the air parcel cannot be traced any longer since vertical velocity is not properly represented. Remember that the calculation of trajectory always involves large uncertainty of the vertical position in the tropical region.

As an example of Lagrangian circulation, we present a trajectory calculation given by a dynamical core experiment for a general circulation model, which is a simple experimental set for understanding the dynamical properties of the atmosphere (see Chapter 27). The dynamical core experiment used here is slightly different from that in Chapter 27 because diabatic heating is directly given near the equator. The radiative process is represented by Newtonian cooling, and explicit vertical motions associated with cumulus convection are not included (Satoh, 1999). Although the physical process is simplified, the midlatitude circulation of the model


Figure 19.3: Zonal-mean potential temperature and zonal-mean potential vorticity for the dynamical core experiment. The contour interval of potential temperature is 5 K , and that of potential vorticity is 0.1 PVU. Backward trajectories are calculated for air parcels that are released from the latitude $32.1^{\circ}$ and potential temperature 296 K . The positions of air parcels at 10 days before the arrival at this point are marked by dots. The vertical ordinate is altitude in the sigma-coordinate.
has characteristics similar to the general circulation of the real atmosphere; this is because dynamics at midlatitudes are well described by dry dynamics. Figure 19.3 shows the meridional distributions of zonal-mean potential temperature and potential vorticity (PV). While PV is close to zero in a wide range near the equator, it has an intrusion of relatively higher absolute values of PV in the lower layers of low latitudes around the subtropical jet near latitude $30^{\circ}$. At midlatitudes, PV is relatively homogenized along isentropic surfaces.

Air parcels that started at mid-latitudes in the troposphere behave relatively adiabatically. They meander on isentropic surfaces and oscillate between the lower layer in the subtropics and the tropopause region at high latitudes. In Fig. 19.3, the distribution of air parcels that started from latitude $32.1^{\circ}$ on the isentropic surface at 296 K is added in the meridional section. Air parcels spread throughout the depth of the troposphere on the isentropic surface in about 10 days. At midlatitudes, the values of potential temperature possessed by air parcels gradually decrease due to radiative cooling. Since deviation from the original isentropic surface is small in the 10-day excursion, the motions of air parcels are almost on the same isentropic surface. On the other hand, although PV is also conserved if the motions are adiabatic and frictionless, the contours of PV in the region in which the air parcels spread are relatively broad; this reflects the homogenization of PV by isentropic mixing. Near the tropopause and the lower layer in the subtropics, however, air parcels enter the steeper gradient regions of PV; this indicates that the PV values of air parcels are changing in these regions. Near the tropopause, for instance, when an air parcel that has a relatively smaller value of PV in the troposphere reaches the tropopause region, it comes into contact with an air parcel that has larger values of PV in the stratosphere. In such a case, smaller scale turbulence occurs and irreversible mixing processes will change the value of PV. Figure 19.4 shows the relation between PV distributions and the locations of air parcels on isentropic surfaces and meridional sections.


Figure 19.4: Relation between the locations of air parcels and the distributions of PV: horizontal distribution (left) and meridional distribution (right). In horizontal distribution, PV contours on the isentropic surface 291.5 K are shown. In meridional distribution, both the contours of potential temperature and potential vorticity are shown. The top two panels are the distributions when the air parcels are released (day 0 ), the middle and bottom panels are those at day 5 and 10 from the release of the air parcels, respectively. After Satoh (1999).

Figure 19.5 shows the meridional distribution of the Lagrangian circulation which is calculated as the zonal average of Lagrangian motions during 10 days based on the above experiment. It should be noted that the zonal-mean trajectories shown by the arrows do not represent the actual motion of air parcels. Since the motions of air parcels are almost isentropic in about 10 days, the Lagrangian mean trajectories of parcels that started from lower latitudes are directed poleward, while those of parcels that started from higher latitudes are directed equatorward, as can be seen from trajectories on the 300 K isentropic surface, for example. For a longer duration than 10 days, however, air parcels depart from the original isentropic surface such that Lagrangian mean trajectories cross isentropic surfaces. At midlatitudes, trajectories are downward. Trajectories in the lower layers of the Underworld are interesting in that isentropic surfaces intersect with the ground. Air parcels in the Underworld rapidly move toward lower latitudes along the surface,


Figure 19.5: Meridional distribution of Lagrangian mean circulation for 10 (left) and 60 (right) days. The contours of potential temperature and potential vorticity are shown in the figure for day 10. The contour intervals are 5 K and 0.1 PVU, respectively. After Satoh (1999).
trajectories are equatorward in the lower boundary layer.
An interesting phenomenon of air motions along isentropic surfaces is the transport of water vapor in the middle level of the troposphere. If water vapor is transported from lower latitudes to mid and high latitudes along an isentropic surface, it is condensed into rain at some latitude in general. The region of water vapor condensation is characterized by latent heat release associated with extratropical cyclones. Actually, the meridional distribution of diabatic heating shows that diabatic heating has two maxima: the deep tropics and the middle layer in midlatitudes. The latter region reflects the precipitation zone associated with the warm front of extratropical cyclones. In contrast to this, when air is transported from high latitudes to low latitudes, since water vapor content in high latitudes is small, dry air intrudes into low latitudes. This type of transport of dry air occurs in a narrow region of the low latitudes about 100 km in the horizontal scale and 100 m in the vertical, and is called a dry intrusion. As a result, the vertical structure of water vapor has a very fine layer structure, and has a strong impact on radiative transfer (Pierrehumbert, 1999).

### 19.3 Stratosphere troposphere exchange

Mass exchange between the stratosphere and the troposphere (STE) can be evaluated by tracing the Lagrangian motions of air parcels. To estimate the exchange, we need to define the tropopause as the boundary between the stratosphere and the troposphere using some clear criterion. Mass flux across the tropopause is given by calculating the motions of air parcels relative to the tropopause, by setting air parcels on the tropopause initially. In mid and high latitudes, the surface of a particular value of potential vorticity can be used as the tropopause. If potential vorticity is conserved along air trajectories under adiabatic and frictionless flows, the constant potential vorticity surface is a material surface and no STE occurs. For synoptic-scale disturbances in midlatitudes, potential vorticity is well conserved in a short-range time scale (say, a few days). In general, however, potential vorticity is not conserved for a longer time and mass exchange exists between the stratosphere and the troposphere.

STE may be categorized into the following two aspects. The first is that caused
by isentropic mixing, and the second is by diabatic motions that intersect isentropic surfaces. In fact, these two occur simultaneously, so that they cannot be considered separately in a strict sense. Since the potential vorticity surface and the isentropic surface are almost parallel near the poles, however, it is formally thought that only the second effect contributes to STE. Generally, stirring on isentropic surfaces is so rapid that isentropic mixing of potential vorticity easily occurs. When stratospheric air intrudes into the troposphere in a filamentary shape, for instance, air parcels with a larger value of potential vorticity in the stratosphere descend equatorward, and then become closer to air with lower values of potential vorticity in the troposphere. Thus, mixing occurs between air parcels with a large gradient in potential vorticity, and the potential vorticity of air parcels from the stratosphere becomes smaller. As a result, the potential vorticity of intruded air parcels becomes smaller than potential vorticity at the tropopause, and net mass transport from the stratosphere to the troposphere occurs. Figure 19.6 schematically shows this process of STE on the isentropic surface. The tropopause is defined as a constant potential vorticity surface which is indicated by a solid curve on the isentropic surface. Air parcels that start from the tropopause at time $t-\Delta t$ denoted by the dashed curve are transformed to the solid curve or dotted curve connected to the solid one at time $t$. The narrow filamentary region enveloped by the dotted curve is well mixed with the environment in the troposphere, and the value of potential vorticity changes. Then, the tropopause at time $t$ becomes the solid curve. In this case, the mass between the material surface at $t$ of air parcels that start from the tropopause at $t-\Delta t$ and the tropopause defined by a particular value of the potential vorticity is STE-generated within the time interval


Stratosphere $\rightarrow$ Troposphere
Figure 19.6: Mass exchange between the stratosphere and the troposphere (STE) on an isentropic surface. The dashed curve is the tropopause at time $t-\Delta t$ and the solid curve is that at time $t$. The dotted curve is a part of the material surface of air parcels that started from the tropopause at $t-\Delta t$. Air on the dotted curve experiences a change in potential vorticity and deviates from the tropopause. The hatched region corresponds to STE.
$\Delta t$. The upper hatched region in the figure is mass inflow from the troposphere to the stratosphere, while the lower hatched region is mass inflow from the stratosphere to the troposphere. Figure 19.7 shows an observational example of STE. Evolution of the PV contours on the 320 K isentropic surface is depicted with 24-hour intervals. The 2 PVU isoline shown by the bold curve is elongated and becomes isolated. This indicates that stratospheric air composed of air possessing higher PV values than 2 PVU is mixed with tropospheric air.

The second effect of STE, diabatic heating, is not strictly distinguished from the first effect (i.e., isentropic mixing), if we look closely at individual STE processes. It is a useful concept, however, since it can be used to estimate the bulk effect of STE. For instance, let us consider the case where the rate of change in potential temperature due to radiation at the lower stratosphere in high latitudes is given uniformly by $Q\left[\mathrm{~K} \mathrm{~s}^{-1}\right]$. This kind of heating actually occurs in the lower stratosphere of the northern hemispheric polar region in winter where subsidence motion exists (Fig. 19.8). In this case, air parcels in the lower stratosphere are cooled and their potential temperature gradually decreases, so that these air parcels are taken into the troposphere in the end. Let $\theta$ denote the minimum value of potential temperature at the tropopause. During the time interval $\Delta t$, air parcels in the region


Figure 19.7: Evolution of the PV distribution on the $\theta=320 \mathrm{~K}$ surface for 1200 UT on November (a) 10 , (b) 11 , (c) 12 , and (d) 13,1991 . The bold curve is PV $=2 \mathrm{PVU}$, lower contour values are dashed at 0.5 PVU intervals, and higher contour values are solid at 1 PVU intervals. After Appenzeller et al. (1996), reproduced by permission of the American Geophysical Union.


Figure 19.8: An example of STE when diabatic heating exists. Air parcels in the region between the isentropic surface $\theta+Q \Delta t$ and the tropopause in the polar region are taken into the troposphere during the time interval $\Delta t$. Precisely, isentropic mixing occurs in the directions indicated by the arrows and mass inflow from the troposphere to the stratosphere is associated with it. Net STE is, however, air inflow into the troposphere designated by the hatched region of the stratosphere.
between the isentropic surface $\theta+Q \Delta t$ and the tropopause are taken into the troposphere.

Typical indicators of air exchange from the stratosphere to the troposphere are tropopause folds. Associated with the development of extratropical cyclones, the upper air decreases along a cold front behind extratropical cyclones. In this case, upper air parcels with high values of potential vorticity descend and the troposphere is lowered. This kind of deformation of the tropopause occurs locally so that the tropopause will have a folded structure.

## References and suggested reading

The isentropic views of the meridional section described in Section 19.1 are given by Hoskins (1991). The Lagrangian circulations through trajectory calculations were initially shown by Kida (1977) using a general circulation model. The concept of dry intrusion mentioned in Section 19.2 is frequently invoked in various contexts. Browning (1997) discusses dry intrusion associated with extratropical cyclones. The effect of dry intrusion on the water vapor field in the subtropics is reviewed by Pierrehumbert (1999). A more comprehensive review of STE that was described in Section 19.3 is given by Holton et al. (1995).

Appenzeller, C., Davies, H. C., and Norton, W. A., 1996: Fragmentation of stratospheric intrusions. J. Geophys. Res., 101, 1435-1456.

Browning, K.A., 1997: The dry intrusion perspective of extra-tropical cyclone development. Meteorol. Appl., 4, 317-324.

Holton, J. R., Haynes, P. H., McIntyre, M. E., Douglass, A. R., Rood, R. B., and Pfister, L., 1995: Stratosphere-troposphere exchange. Reviews of Geophysics, 33, 403-439.

Hoskins, B. J., 1991: Towards a PV- $\theta$ view of the general circulation. Tellus, 43A/B, 27-35.

Kida, H., 1977: A numerical investigation of the atmospheric general circulation and stratospheric-tropospheric mass exchange. II: Lagrangian motion of the atmosphere. J. Meteorol. Soc. Japan, 55, 71-88.

Pierrehumbert, R. T., 1999: Subtropical water vapor as a mediator of rapid global climate change. in: Mechanisms of Global Change at Millennial Time Scales, (eds.) P. U. Clark, R. S. Webb, and L. D. Keigwin, American Geophysical Union, Washington, D. C. Geophysical Monograph Series 112, 394 pp.

Satoh, M., 1999: Relation between the meridional distribution of potential vorticity and the Lagrangian mean circulation in the troposphere. Tellus, 51A, 833853.

## Part III

## General Circulation Modeling

In Part III, the fundamental numerical techniques needed to construct an atmospheric general circulation model are described. Since atmospheric flows are nonlinear, numerical experiments are powerful and inevitable approaches to the study of the characteristics of the atmosphere. Atmospheric general circulation models (AGCMs) are numerical models that simulate three-dimensional global atmospheric flows. If an AGCM is combined with an oceanic general circulation model and a land surface model using various physical processes, they form the coupled model that is used for climate prediction of global warming.

Atmospheric circulation modeling mainly consists of two parts: the dynamical process and the physical process. The dynamical part describes fluid motions of the atmosphere based on appropriate discretized forms of dynamical equations. This is the central part of AGCMs and is called the dynamical core. As described at the beginning of Chapter 10, the physical part includes representations of the hydrological process, radiation, and turbulence. There is a wide range of techniques for numerical implementation of these processes. In this part, we concentrate on the dynamical core of AGCMs, and do not touch on the numerical procedure of physical processes, whose basis has already been introduced in Part I.

This part is intended as a technical guide to making a practical model. This part describes two types of AGCMs. Chapters 20-23 are for hydrostatic spectral global atmospheric models. Descriptions are restricted to the spectrum model that is widely used and has a clear model structure. More precisely, the spectrum method referred to in this part is the spectral transform method using spherical harmonics. Chapters 24-26 are for global nonhydrostatic atmospheric models. We focus on the icosahdral division grid.

Chapter 20 summarizes the basic equations used for hydrostatic AGCMs. These equations were introduced in Chapter 3 in Part I. In Chapter 21, the spherical spectrum method, which is discretization in horizontal directions on a sphere, is described, and vertical discretizations are explained in Chapter 22. The description of the dynamical framework of AGCMs is concluded with the time integration method in Chapter 23.

Chapter 24 desribes nonhydrostatic models in a Cartesian coordinate. Chapter 25 desribes icosahedral grids as one type of the spherical grid system, and a shallowwater model based on icosahedral grids is constructed. These two chapters are preparations for Chapter 26, where the formulation of global nonhydrostatic models is described with a focus on the Nonhydrostatic Icosahedral Atmospheric Model (NICAM). These three chapters also contain the numerical results of these models.

In order to validate AGCMs and the study of dynamical characteristics of the atmosphere, some standard experiments are listed in Chapter 27.

## 20

## Basic equations of hydrostatic general circulation models

In this first chapter of Part III, we present the basic equations for an atmospheric general circulation model. We consider the model governed by primitive equations on a sphere in $\sigma$-coordinates. Primitive equations have already been described in Chapter 3. Here, we summarize these equations in spherical coordinates for convenience of numerical discretization in the following chapters.

The typical resolution of the currently used general circulation model is about 100 km in the horizontal direction and about a few kilometers in the vertical direction. This means that the aspect ratio of the typical resolution is about $1 / 100$, which represents quasi-two-dimensional atmospheric motion. It can be thought that a meteorologically important phenomenon at such a small aspect ratio is approximately in hydrostatic balance in the vertical direction. Thus, primitive equations in hydrostatic balance are generally used as the governing equations of general circulation models.

Recently, however, much higher computer performance than ever before can be used, such as massively parallel computers. In such circumstances, a very high resolution simulation of less than 10 km in the horizontal scale is becoming achievable for global models. In these models, the above assumption is no longer acceptable, and nonhydrostatic equations will take the place of hydrostatic primitive equations for the framework of general circulation models. These models may well be called next-generation atmospheric general circulation models, and will be described in Chapters 24-26.

### 20.1 Overview

The general circulation model is a numerical model that can calculate threedimensional atmospheric motions on a globe. Primitive equations based on hydrostatic balance in the vertical direction are most commonly used as the governing
equations of general circulation models. Although nonhydrostatic equations is also used for a new type of general circulation models, we concentrate on hydrostatic primitive equations first. We summarize primitive equations in this chapter and describe numerical methods based on the primitive equations in the following chapters.

The spatial discretization of general circulation models is categorized into two groups: the spectral method and the grid method. In the case of the spectral method, variables are expanded in spectral space only in the horizontal directions (i.e., the spherical surfaces) and are based on the grid method in the vertical direction using the finite discretized form. The spectral method used in meteorology is normally based on the transform method in which nonlinear terms are evaluated in the grid space. One of the advantages of the spectral method is that the conservation of physical quantities is automatically guaranteed. In contrast, if the grid method is used, discretization forms should be carefully devised in order to keep the conservation. Even for spectral models, since the finite discretization method is used in the vertical direction, we need to take care of the discretized expressions of energy transform terms to conserve total energy. Spectral expressions on a sphere will be described in Chapter 21, while vertical discretization will be discussed in Chapter 22.

The time integration method of numerical models is in general constrained by the fastest motions contained in the governing equations, such as sound waves and gravity waves. If an implicit scheme is used, the time step of time integration becomes free from the constraint of such waves. For general circulation models, a semi-implicit method is used for the treatment of gravity waves. The time integration scheme using a semi-implicit method will be described in Chapter 23.

One can further extend the time step using the semi-Lagrangian scheme, where advection is no longer a constraint. In the field of numerical weather prediction, one major branch is the semi-Lagrangian method (Staniforth and Côté, 1991). There is no restriction on the time step for advection and waves if both a semi-Lagrangian method and a semi-implicit method are used. Normally, the time step is optimized based on the condition that the accuracy of prognostic fields is kept within a satisfactory range. A defect of a semi-Lagrangian method is that the global integral of physical quantities is not generally conserved, so that it is thought that semiLagrange models are not suitable for long-time integration like climate study. We do not describe the semi-Lagrangian method in this book; the dynamical framework using the semi-Lagrangian method is very different from Eulerian spectral models.

Along with the recent development of computer facilities, the resolution of general circulation models can be much increased. The horizontal resolution of currently used general circulation models is about 100 km . The recent development of computer technology will allow us to increase horizontal resolution to just below 10 km in the near future. New types of general circulation models are being developed to maximize the performance of computer power.

One of the most uncertain factors in the reliability of currently used general circulation models is the use of cumulus parameterization. Since the horizontal extent of cumulus convection is about 1 km , the effects of cumulus convection must
be statistically treated in general circulation models with horizontal resolutions of about 100 km . However, it is very difficult to appropriately parameterize all the statistical effects of cumulus convection, though many kinds of cumulus parameterizations are being used in current models. As the horizontal resolution of numerical models approaches 1 km , individual clouds can be directly resolved in the models, so that it is expected that we will no longer need to use such cumulus parameterizations based on statistical hypothesis. Thus, the likely horizontal resolution of next-generation general circulation models is a few kilometers. We expect the use of models with 10 km resolution or less will come within the range of our computer facilities. With such finer resolution models, the assumption of hydrostatic balance is no longer acceptable. We must switch the governing equations of general circulation models from hydrostatic primitive equations to nonhydrostatic equations. As for vertical resolution, we do not have a suitable measure of its appropriateness.

The change in designs of computers imposes a restriction on the algorithm of numerical models. In general, we tend to use massively parallel computers with distributed memories. It is considered that, as the number of computers becomes larger, such an algorithm requiring data transformations between all computers will become less scalable. We have mainly focused on spectrum models with the transform method for the numerical framework of general circulation models in this book. The transform method requires Legendre transformation at each time step between the grid space and the spectral space. It is thought in general that the Legendre transformation is not an appropriate choice for the algorithm on massive parallel computers with distributed memories, if the model resolution becomes very fine. Hence, we need to choose different numerical frameworks for higher resolution general circulation models in the future. A possible choice is the use of grid models on a globe. Although latitudinal-longitudinal grid models have been used as the other type of general circulation model, a new framework of the conservative fluxform semi-Lagrangian method has also been used for general circulation models (Lin and Rood, 1997). However, since the simple latitudinal-longitudinal grid model has a very inhomogeneous grid spacing between the equator and the poles, this type of grid model is not suitable for higher resolution global models. We instead need to use quasi-homogeneous resolution grid models. As examples of such quasihomogeneous grids, we can use the icosahedral grid or the cubic grid (see Chapter 25).

### 20.2 Basic equations

### 20.2.1 Primitive equations

We use primitive equations in hydrostatic balance in the vertical direction as the basic equations for a general circulation model. Primitive equations are given by (3.3.15)-(3.3.18) in Chapter 3, and are expressed in height $z$-coordinates. For the general circulation model, the $\sigma$-coordinates system is mainly adopted since it is easy to incorporate the topography at the lowest boundary. $\sigma$ represents pressure normalized by surface pressure and can be a monotonic function of pressure in
generic form. The transformation to $\sigma$-coordinates is summarized in Section 3.3.4. Here, we only consider the simplest form

$$
\begin{equation*}
\sigma=\frac{p}{p_{s}} \tag{20.2.1}
\end{equation*}
$$

where $p_{s}$ is the surface pressure. In this case, top and bottom boundary conditions are written as

$$
\begin{cases}\sigma=1, & \text { at } z=z_{s},  \tag{20.2.2}\\ \text { i.e., } \quad p=p_{s}, \\ \sigma=0, & \text { at } z=\infty, \\ \text { i.e. }, & p=0 .\end{cases}
$$

where $z_{s}$ is the surface height.
Here, we present primitive equations in $\sigma$-coordinates on a sphere. We use longitude $\lambda$ and latitude $\varphi$ on spherical surfaces. The equations of horizontal motion, hydrostatic balance, continuity, and thermal energy in $\sigma$-coordinates are respectively given by (3.3.54), (3.3.55), (3.3.56), and (3.3.61):

$$
\begin{align*}
\frac{d \boldsymbol{v}_{H}}{d t} & =-f \boldsymbol{k} \times \boldsymbol{v}_{\boldsymbol{H}}-\nabla_{\sigma} \Phi-R_{d} T \nabla_{\sigma} \pi+\boldsymbol{F}_{\boldsymbol{H}}  \tag{20.2.3}\\
0 & =\frac{\partial \Phi}{\partial \sigma}+\frac{R_{d} T}{\sigma}  \tag{20.2.4}\\
\frac{d \pi}{d t} & =-\nabla_{\sigma} \cdot \boldsymbol{v}_{\boldsymbol{H}}-\frac{\partial \dot{\sigma}}{\partial \sigma}  \tag{20.2.5}\\
\frac{d T}{d t} & =\kappa T\left(\frac{\dot{\sigma}}{\sigma}-\frac{\partial \dot{\sigma}}{\partial \sigma}-\nabla_{\sigma} \cdot \boldsymbol{v}_{\boldsymbol{H}}\right)+Q \tag{20.2.6}
\end{align*}
$$

where $\pi=\ln p_{s}, \kappa=R_{d} / C_{p}$, and $\boldsymbol{k}$ is a unit vector in the vertical direction. $\boldsymbol{v}_{H}=$ $(u, v)$ is the longitudinal and latitudinal components of velocity. $\boldsymbol{F}_{H}=\left(F_{\lambda}, F_{\varphi}\right)$ is the frictional force and $Q$ is diabatic heating. $\nabla_{\sigma}$ is the two-dimensional gradient operator along a $\sigma$-surface. The time derivative is written as

$$
\begin{align*}
\frac{d A}{d t} & =\frac{\partial A}{\partial t}+\boldsymbol{v}_{H} \cdot \nabla_{\sigma} A+\dot{\sigma} \frac{\partial A}{\partial \sigma} \\
& =\frac{\partial A}{\partial t}+\frac{u}{R \cos \varphi} \frac{\partial A}{\partial \lambda}+\frac{v}{R} \frac{\partial A}{\partial \varphi}+\dot{\sigma} \frac{\partial A}{\partial \sigma} \tag{20.2.7}
\end{align*}
$$

where the derivatives with respect to $t, \lambda$, and $\varphi$ are taken along a constant $\sigma$ surface. The Lagrangian derivative of the velocity $\boldsymbol{v}_{H}$ is given by

$$
\begin{equation*}
\frac{d \boldsymbol{v}_{\boldsymbol{H}}}{d t}=\left(\frac{d u}{d t}-\frac{u v}{R} \tan \varphi, \frac{d v}{d t}+\frac{u^{2}}{R} \tan \varphi\right) . \tag{20.2.8}
\end{equation*}
$$

The horizontal divergence along a $\sigma$-surface is written as

$$
\begin{equation*}
D=\nabla_{\sigma} \cdot \boldsymbol{v}_{\boldsymbol{H}}=\frac{1}{R \cos \varphi} \frac{\partial u}{\partial \lambda}+\frac{1}{R \cos \varphi} \frac{\partial(v \cos \varphi)}{\partial \varphi} . \tag{20.2.9}
\end{equation*}
$$

Thus, (20.2.3)-(20.2.6) are written explicitly in the following form:

$$
\begin{align*}
\frac{\partial u}{\partial t}= & -\frac{u}{R \cos \varphi} \frac{\partial u}{\partial \lambda}-\frac{v}{R} \frac{\partial u}{\partial \varphi}-\dot{\sigma} \frac{\partial u}{\partial \sigma}+\frac{u v}{R} \tan \varphi+2 \Omega \sin \varphi \cdot v \\
& -\frac{1}{R \cos \varphi} \frac{\partial \Phi}{\partial \lambda}-\frac{R_{d} T}{R \cos \varphi} \frac{\partial \pi}{\partial \lambda}+F_{\lambda}  \tag{20.2.10}\\
\frac{\partial v}{\partial t}= & -\frac{u}{R \cos \varphi} \frac{\partial v}{\partial \lambda}-\frac{v}{R} \frac{\partial v}{\partial \varphi}-\dot{\sigma} \frac{\partial v}{\partial \sigma}-\frac{u^{2}}{R} \tan \varphi-2 \Omega \sin \varphi \cdot u \\
& -\frac{1}{R} \frac{\partial \Phi}{\partial \varphi}-\frac{R_{d} T}{R} \frac{\partial \pi}{\partial \varphi}+F_{\varphi}  \tag{20.2.11}\\
0 & \frac{\partial \Phi}{\partial \sigma}+\frac{R_{d} T}{\sigma}  \tag{20.2.12}\\
\frac{\partial \pi}{\partial t}= & -\frac{u}{R \cos \varphi} \frac{\partial \pi}{\partial \lambda}-\frac{v}{R} \frac{\partial \pi}{\partial \varphi}-D-\frac{\partial \dot{\sigma}}{\partial \sigma}  \tag{20.2.13}\\
\frac{\partial T}{\partial t}= & -\frac{u}{R \cos \varphi} \frac{\partial T}{\partial \lambda}-\frac{v}{R} \frac{\partial T}{\partial \varphi}-\dot{\sigma} \frac{\partial T}{\partial \sigma}+\kappa T\left(\frac{\dot{\sigma}}{\sigma}-\frac{\partial \dot{\sigma}}{\partial \sigma}-D\right)+Q \tag{20.2.14}
\end{align*}
$$

We also need the equation of state, which is written for dry air as

$$
\begin{equation*}
p=\rho R_{d} T \tag{20.2.15}
\end{equation*}
$$

The case where the hydrological cycle and phase change are included will be summarized in Section 20.2.7.

### 20.2.2 Alternative forms of the equations of motion

The velocity components in the longitude-latitude coordinates $\boldsymbol{v}_{\boldsymbol{H}}=(u, v)$ are not continuous at the poles. Hence, it is convenient to define the following nonsingular form of velocity components by multiplying by $\cos \varphi$ :

$$
\begin{equation*}
U=u \cos \varphi, \quad V=v \cos \varphi \tag{20.2.16}
\end{equation*}
$$

We define $\boldsymbol{V}_{\boldsymbol{H}}=(U, V)$. Since $U$ and $V$ become zero at the poles, singularity at the poles is avoided.

We replace the latitudinal coordinate with $\mu=\sin \varphi$. In this case, the gradient on a $\sigma$-surface is defined by

$$
\begin{equation*}
\nabla_{\sigma}^{\mu} \equiv \frac{1}{\cos \varphi} \nabla_{\sigma}=\left(\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}, \frac{1}{R} \frac{\partial}{\partial \mu}\right) \tag{20.2.17}
\end{equation*}
$$

Using this, we have the following forms of derivatives for a scalar quantity $A$ :

$$
\begin{align*}
\boldsymbol{v}_{\boldsymbol{H}} \cdot \nabla_{\sigma} A & =\boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} A  \tag{20.2.18}\\
\nabla_{\sigma} \cdot\left(\boldsymbol{v}_{\boldsymbol{H}} A\right) & =\frac{1}{R \cos \varphi} \frac{\partial}{\partial \lambda}(u A)+\frac{1}{R \cos \varphi} \frac{\partial}{\partial \varphi}(v A \cos \varphi) \\
& =\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}(U A)+\frac{1}{R} \frac{\partial}{\partial \mu}(V A) \\
& =\nabla_{\sigma}^{\mu} \cdot\left(\boldsymbol{V}_{\boldsymbol{H}} A\right) . \tag{20.2.19}
\end{align*}
$$

The Laplacian operator on a sphere is written as

$$
\begin{align*}
\nabla_{\sigma}^{2} & =\frac{1}{R^{2}}\left\{\frac{1}{\cos ^{2} \varphi} \frac{\partial^{2}}{\partial \lambda^{2}}+\frac{1}{\cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{\partial}{\partial \varphi}\right)\right\} \\
& =\frac{1}{R^{2}}\left\{\frac{1}{1-\mu^{2}} \frac{\partial^{2}}{\partial \lambda^{2}}+\frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}\right]\right\} \tag{20.2.20}
\end{align*}
$$

Multiplying (20.2.10) and (20.2.11) by $\cos \varphi$ and changing variables $u, v$ to $U$, $V$, we can rewrite the equations of motion as

$$
\begin{align*}
\frac{\partial U}{\partial t}= & -\frac{1}{R\left(1-\mu^{2}\right)}\left[U \frac{\partial U}{\partial \lambda}+\left(1-\mu^{2}\right) V \frac{\partial U}{\partial \mu}\right]-\dot{\sigma} \frac{\partial U}{\partial \sigma} \\
& +2 \Omega \mu V-\frac{1}{R} \frac{\partial \Phi}{\partial \lambda}-\frac{R_{d} T}{R} \frac{\partial \pi}{\partial \lambda}+F_{\lambda} \cos \varphi  \tag{20.2.21}\\
\frac{\partial V}{\partial t}= & -\frac{1}{R\left(1-\mu^{2}\right)}\left[U \frac{\partial V}{\partial \lambda}+\left(1-\mu^{2}\right) V \frac{\partial V}{\partial \mu}+\mu\left(U^{2}+V^{2}\right)\right]-\dot{\sigma} \frac{\partial V}{\partial \sigma} \\
& -2 \Omega \mu U-\frac{1-\mu^{2}}{R} \frac{\partial \Phi}{\partial \mu}-\frac{R_{d} T\left(1-\mu^{2}\right)}{R} \frac{\partial \pi}{\partial \mu}+F_{\varphi} \cos \varphi \tag{20.2.22}
\end{align*}
$$

### 20.2.3 The equation for sigma velocity

Since hydrostatic balance is assumed for the vertical momentum equation, vertical velocity is not a predictable variable in the governing system of primitive equations (20.2.10)-(20.2.14). Vertical velocity in $\sigma$-coordinates, $\dot{\sigma}$ (or sigma velocity), can be calculated using boundary conditions and the continuity equation (20.2.13).

The boundary condition for $\dot{\sigma}$ at $\sigma=0,1$ is given by

$$
\begin{equation*}
\dot{\sigma}=0 . \tag{20.2.23}
\end{equation*}
$$

The continuity equation (20.2.13) is rewritten as

$$
\begin{equation*}
\frac{\partial \pi}{\partial t}=-\boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi-D-\frac{\partial \dot{\sigma}}{\partial \sigma} \tag{20.2.24}
\end{equation*}
$$

Integrating this from $\sigma=0$ to 1 gives

$$
\begin{equation*}
\frac{\partial \pi}{\partial t}=-\int_{0}^{1} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma-\int_{0}^{1} D d \sigma \tag{20.2.25}
\end{equation*}
$$

Integration (20.2.24) from arbitrary $\sigma$ to $\sigma=1$, we also have

$$
\begin{equation*}
(1-\sigma) \frac{\partial \pi}{\partial t}=-\int_{\sigma}^{1} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma-\int_{\sigma}^{1} D d \sigma+\dot{\sigma} \tag{20.2.26}
\end{equation*}
$$

or, alternatively, integrating from $\sigma=0$ to $\sigma$ gives

$$
\begin{equation*}
\sigma \frac{\partial \pi}{\partial t}=-\int_{0}^{\sigma} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma-\int_{0}^{\sigma} D d \sigma-\dot{\sigma} \tag{20.2.27}
\end{equation*}
$$

From (20.2.25), (20.2.26), or (20.2.27), we have the following different forms of the equation for $\dot{\sigma}$ :

$$
\begin{align*}
\dot{\sigma}= & (1-\sigma) \frac{\partial \pi}{\partial t}+\int_{\sigma}^{1} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma+\int_{\sigma}^{1} D d \sigma \\
= & -(1-\sigma) \int_{0}^{1} D d \sigma+\int_{\sigma}^{1} D d \sigma-(1-\sigma) \int_{0}^{1} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma \\
& +\int_{\sigma}^{1} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma \\
= & -\sigma \frac{\partial \pi}{\partial t}-\int_{0}^{\sigma} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma-\int_{0}^{\sigma} D d \sigma \\
= & \sigma \int_{0}^{1} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma-\int_{0}^{\sigma} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma+\sigma \int_{0}^{1} D d \sigma-\int_{0}^{\sigma} D d \sigma . \tag{20.2.28}
\end{align*}
$$

### 20.2.4 The thermodynamic equation

The thermodynamic equation (20.2.14) can be rewritten using $T^{\prime}$ and $\Phi^{\prime}$, which are the deviations of temperature and geopotential from horizontally uniform values $\bar{T}$ and $\bar{\Phi}$, respectively: $T=\bar{T}+T^{\prime}$ and $\Phi=\bar{\Phi}+\Phi^{\prime}$. Here, $\bar{T}$ and $\bar{\Phi}$ are not necessarily horizontally mean values, but can be appropriately chosen. Thus, (20.2.14) can be written as

$$
\begin{align*}
\frac{\partial T}{\partial t} & =-\boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} T-\dot{\sigma} \frac{\partial T}{\partial \sigma}+\kappa T\left(\frac{\dot{\sigma}}{\sigma}-\frac{\partial \dot{\sigma}}{\partial \sigma}-D\right)+Q \\
& =-\nabla_{\sigma}^{\mu} \cdot\left(\boldsymbol{V}_{\boldsymbol{H}} T^{\prime}\right)+T^{\prime} D+\dot{\sigma} \gamma-\kappa T\left(D+\frac{\partial \dot{\sigma}}{\partial \sigma}\right)+Q \tag{20.2.29}
\end{align*}
$$

where $\gamma$ is static stability defined by

$$
\begin{equation*}
\gamma \equiv \kappa \frac{T}{\sigma}-\frac{\partial T}{\partial \sigma}=-\sigma^{\kappa} \frac{\partial\left(T \sigma^{-\kappa}\right)}{\partial \sigma} \tag{20.2.30}
\end{equation*}
$$

Since the potential temperature is written as

$$
\begin{equation*}
\theta=T\left(\frac{p_{0}}{p}\right)^{\kappa}=T \sigma^{-\kappa}\left(\frac{p_{0}}{p_{s}}\right)^{\kappa} \tag{20.2.31}
\end{equation*}
$$

the Brunt-Väisälä frequency $N$ is related to static stability $\gamma$ as

$$
\begin{equation*}
N^{2} \equiv g \frac{\partial \ln \theta}{\partial z}=g \frac{\partial \sigma}{\partial z} \frac{\partial \ln \theta}{\partial \sigma}=\frac{g^{2} \sigma}{R_{d} T^{2}} \gamma \tag{20.2.32}
\end{equation*}
$$

where hydrostatic balance (20.2.12) is used.
Using (20.2.24), the thermodynamic equation (20.2.29) can be rewritten as

$$
\begin{equation*}
\frac{\partial T}{\partial t}=-\nabla_{\sigma}^{\mu} \cdot\left(\boldsymbol{V}_{\boldsymbol{H}} T^{\prime}\right)+T^{\prime} D+\dot{\sigma} \gamma+\kappa T\left(\frac{\partial \pi}{\partial t}+\boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi\right)+Q \tag{20.2.33}
\end{equation*}
$$

### 20.2.5 Vorticity and divergence equations

The vorticity and divergence equations can be derived from the equations of motion (20.2.21) and (20.2.22). Vorticity $\zeta$ and divergence $D$ are related to the streamfunction $\psi$ and the velocity potential $\chi$, respectively, as

$$
\begin{align*}
\boldsymbol{v}_{\boldsymbol{H}} & =\boldsymbol{k} \times \nabla_{\sigma} \psi+\nabla_{\sigma} \chi  \tag{20.2.34}\\
\zeta & =\boldsymbol{k} \cdot \nabla_{\sigma} \times \boldsymbol{v}_{\boldsymbol{H}}=\nabla_{\sigma}^{2} \psi  \tag{20.2.35}\\
D & =\nabla_{\sigma} \cdot \boldsymbol{v}_{\boldsymbol{H}}=\nabla_{\sigma}^{2} \chi \tag{20.2.36}
\end{align*}
$$

These are written in spherical coordinates using $U, V$, and $\mu$ as

$$
\begin{align*}
U & =-\frac{1-\mu^{2}}{R} \frac{\partial \psi}{\partial \mu}+\frac{1}{R} \frac{\partial \chi}{\partial \lambda}  \tag{20.2.37}\\
V & =\frac{1}{R} \frac{\partial \psi}{\partial \lambda}+\frac{1-\mu^{2}}{R} \frac{\partial \chi}{\partial \mu}  \tag{20.2.38}\\
\zeta & =\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial V}{\partial \lambda}-\frac{1}{R} \frac{\partial U}{\partial \mu}  \tag{20.2.39}\\
D & =\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial U}{\partial \lambda}+\frac{1}{R} \frac{\partial V}{\partial \mu} \tag{20.2.40}
\end{align*}
$$

Noting (20.2.39), we obtain the vorticity equation by

$$
\text { Vorticity equation }=\boldsymbol{k} \cdot \nabla_{\sigma}^{\mu} \times\binom{\text { Eq. (20.2.21) }}{\text { Eq. }(20.2 .22)} .
$$

Using the relation

$$
\begin{aligned}
& \frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}\left\{\frac{1}{R\left(1-\mu^{2}\right)}\left[-U \frac{\partial V}{\partial \lambda}-\left(1-\mu^{2}\right) V \frac{\partial V}{\partial \mu}-\mu\left(U^{2}+V^{2}\right)\right]\right\} \\
&-\frac{1}{R} \frac{\partial}{\partial \mu}\left\{\frac{1}{R\left(1-\mu^{2}\right)}\left[-U \frac{\partial U}{\partial \lambda}-\left(1-\mu^{2}\right) V \frac{\partial U}{\partial \mu}\right]\right\} \\
&=-\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}(U \zeta)+\frac{1}{R} \frac{\partial}{\partial \mu}(V \zeta)\right]=-\nabla_{\sigma}^{\mu} \cdot\left(\zeta \boldsymbol{V}_{\boldsymbol{H}}\right)
\end{aligned}
$$

we find that the vorticity equation is written as

$$
\begin{equation*}
\frac{\partial \zeta}{\partial t}=-\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} A+\frac{1}{R} \frac{\partial}{\partial \mu} B\right] \tag{20.2.41}
\end{equation*}
$$

where

$$
\begin{align*}
A & =(\zeta+2 \Omega \mu) U+\dot{\sigma} \frac{\partial V}{\partial \sigma}+\frac{R_{d} T^{\prime}}{R}\left(1-\mu^{2}\right) \frac{\partial \pi}{\partial \mu}-F_{\varphi} \cos \varphi  \tag{20.2.42}\\
B & =(\zeta+2 \Omega \mu) V-\dot{\sigma} \frac{\partial U}{\partial \sigma}-\frac{R_{d} T^{\prime}}{R} \frac{\partial \pi}{\partial \lambda}+F_{\lambda} \cos \varphi \tag{20.2.43}
\end{align*}
$$

If we rewrite the Coriolis term as

$$
\begin{align*}
-\nabla_{\sigma}^{\mu} \cdot\left(2 \Omega \mu \boldsymbol{V}_{\boldsymbol{H}}\right) & =-2 \Omega\left(\mu \nabla_{\sigma}^{\mu} \cdot \boldsymbol{V}_{\boldsymbol{H}}+\boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \mu\right) \\
& =-2 \Omega\left(\mu D+\frac{V}{R}\right) \tag{20.2.44}
\end{align*}
$$

we obtain the following form of the vorticity equation from (20.2.41):

$$
\begin{align*}
\frac{\partial \zeta}{\partial t} & =-\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} A^{\prime}+\frac{1}{R} \frac{\partial}{\partial \mu} B^{\prime}\right]-2 \Omega\left(\mu D+\frac{V}{R}\right)  \tag{20.2.45}\\
A^{\prime} & =\zeta U+\dot{\sigma} \frac{\partial V}{\partial \sigma}+\frac{R_{d} T^{\prime}}{R}\left(1-\mu^{2}\right) \frac{\partial \pi}{\partial \mu}-F_{\varphi} \cos \varphi  \tag{20.2.46}\\
B^{\prime} & =\zeta V-\dot{\sigma} \frac{\partial U}{\partial \sigma}-\frac{R_{d} T^{\prime}}{R} \frac{\partial \pi}{\partial \lambda}+F_{\lambda} \cos \varphi \tag{20.2.47}
\end{align*}
$$

In a similar way, since (20.2.40), the divergence equation can be calculated by

$$
\text { Divergence equation }=\nabla_{\sigma}^{\mu} \cdot\binom{\text { Eq. }(20.2 .21)}{\text { Eq. }(20.2 .22)} .
$$

We can show

$$
\begin{aligned}
& \frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}\left\{\frac{1}{R\left(1-\mu^{2}\right)}\left[-U \frac{\partial U}{\partial \lambda}-\left(1-\mu^{2}\right) V \frac{\partial U}{\partial \mu}\right]\right\} \\
&+\frac{1}{R} \frac{\partial}{\partial \mu}\left\{\frac{1}{R\left(1-\mu^{2}\right)}\left[-U \frac{\partial V}{\partial \lambda}-\left(1-\mu^{2}\right) V \frac{\partial V}{\partial \mu}-\mu\left(U^{2}+V^{2}\right)\right]\right\} \\
&= \frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}(V \zeta)-\frac{1}{R} \frac{\partial}{\partial \mu}(U \zeta) \\
&-\left\{\frac{1}{R^{2}\left(1-\mu^{2}\right)} \frac{\partial^{2}}{\partial \lambda^{2}}+\frac{1}{R^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}\right]\right\} \frac{U^{2}+V^{2}}{2\left(1-\mu^{2}\right)} \\
&= \boldsymbol{k} \cdot \nabla_{\sigma}^{\mu} \times\left(\zeta \boldsymbol{V}_{\boldsymbol{H}}\right)-\nabla_{\sigma}^{2} \frac{U^{2}+V^{2}}{2\left(1-\mu^{2}\right)} .
\end{aligned}
$$

Thus the divergence equation can be written as

$$
\begin{equation*}
\frac{\partial D}{\partial t}=\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} B-\frac{1}{R} \frac{\partial}{\partial \mu} A-\nabla_{\sigma}^{2}\left(\Phi^{\prime}+R_{d} \bar{T} \pi+E\right) \tag{20.2.48}
\end{equation*}
$$

where

$$
\begin{equation*}
E=\frac{U^{2}+V^{2}}{2\left(1-\mu^{2}\right)} \tag{20.2.49}
\end{equation*}
$$

is the kinetic energy. Using the expression of the Coriolis term

$$
\begin{align*}
\boldsymbol{k} \cdot \nabla_{\sigma}^{\mu} \times\left(2 \Omega \mu \boldsymbol{V}_{\boldsymbol{H}}\right) & =2 \Omega\left(\mu \nabla_{\sigma}^{\mu} \times \boldsymbol{V}_{\boldsymbol{H}}+\boldsymbol{V}_{\boldsymbol{H}} \times \nabla_{\sigma}^{\mu} \mu\right) \\
& =2 \Omega\left(\mu \zeta-\frac{U}{R}\right), \tag{20.2.50}
\end{align*}
$$

we can rewrite (20.2.48) as

$$
\begin{align*}
\frac{\partial D}{\partial t}= & \frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} B^{\prime}-\frac{1}{R} \frac{\partial}{\partial \mu} A^{\prime}+2 \Omega\left(\mu \zeta-\frac{U}{R}\right) \\
& -\nabla_{\sigma}^{2}\left(\Phi^{\prime}+R_{d} \bar{T} \pi+E\right) \tag{20.2.51}
\end{align*}
$$

### 20.2.6 The moisture equation

We also have an equation for a scalar quantity in addition to the above basic equations. Specific humidity $q$ is an example of a scalar quantity. The general form of the equation of $q$ is written as

$$
\begin{equation*}
\frac{d q}{d t}=S_{q} \tag{20.2.52}
\end{equation*}
$$

where $S_{q}$ is a source term of specific humidity; it includes convergence of moisture diffusion or change due to condensation. This equation can be rewritten as

$$
\begin{align*}
\frac{\partial q}{\partial t} & =-\boldsymbol{v}_{\boldsymbol{H}} \cdot \nabla_{\sigma} q-\dot{\sigma} \frac{\partial q}{\partial \sigma}+S_{q} \\
& =-\nabla_{\sigma}^{\mu} \cdot\left(\boldsymbol{V}_{\boldsymbol{H}} q\right)+q D-\dot{\sigma} \frac{\partial q}{\partial \sigma}+S_{q} \tag{20.2.53}
\end{align*}
$$

If water vapor is contained, the equation of state (20.2.15) is modified as

$$
\begin{equation*}
p=\rho R_{d} T_{v}, \tag{20.2.54}
\end{equation*}
$$

where $T_{v}=(1+0.608 q) T$ is virtual temperature given by (8.2.38).

### 20.2.7 Summary of governing equations

Let us summarize the above equation set for a general circulation model; (20.2.41), (20.2.48), (20.2.12), (20.2.33), (20.2.25), (20.2.28), and (20.2.53) are

$$
\begin{align*}
\frac{\partial \zeta}{\partial t}= & -\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} A+\frac{1}{R} \frac{\partial}{\partial \mu} B\right]  \tag{20.2.55}\\
\frac{\partial D}{\partial t}= & \frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} B-\frac{1}{R} \frac{\partial}{\partial \mu} A-\nabla_{\sigma}^{2}\left(\Phi^{\prime}+R_{d} \bar{T} \pi+E\right),  \tag{20.2.56}\\
0= & \frac{\partial \Phi}{\partial \sigma}+\frac{R_{d} T}{\sigma}  \tag{20.2.57}\\
\frac{\partial T}{\partial t}= & -\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}\left(U T^{\prime}\right)+\frac{1}{R} \frac{\partial}{\partial \mu}\left(V T^{\prime}\right)\right] \\
& +T^{\prime} D+\dot{\sigma} \gamma+\kappa T\left(\frac{\partial \pi}{\partial t}+\boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi\right)+Q,  \tag{20.2.58}\\
\frac{\partial \pi}{\partial t}= & -\int_{0}^{1} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma-\int_{0}^{1} D d \sigma .  \tag{20.2.59}\\
\dot{\sigma}= & -\sigma \frac{\partial \pi}{\partial t}-\int_{0}^{\sigma} \boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi d \sigma-\int_{0}^{\sigma} D d \sigma,  \tag{20.2.60}\\
\frac{\partial q}{\partial t}= & -\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}(U q)+\frac{1}{R} \frac{\partial}{\partial \mu}(V q)\right]+q D-\dot{\sigma} \frac{\partial q}{\partial \sigma}+S_{q}, \tag{20.2.61}
\end{align*}
$$

where $\mu=\sin \varphi$ and the following symbols are defined:

$$
\begin{align*}
\boldsymbol{V}_{\boldsymbol{H}} & =(U, V)=(u \cos \varphi, v \cos \varphi)=\boldsymbol{v}_{\boldsymbol{H}} \cos \varphi  \tag{20.2.62}\\
\zeta & =\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial V}{\partial \lambda}-\frac{1}{R} \frac{\partial U}{\partial \mu}  \tag{20.2.63}\\
D & =\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial U}{\partial \lambda}+\frac{1}{R} \frac{\partial V}{\partial \mu}  \tag{20.2.64}\\
A & =(\zeta+2 \Omega \mu) U+\dot{\sigma} \frac{\partial V}{\partial \sigma}+\frac{R_{d} T^{\prime}}{R}\left(1-\mu^{2}\right) \frac{\partial \pi}{\partial \mu}-F_{\varphi} \cos \varphi  \tag{20.2.65}\\
B & =(\zeta+2 \Omega \mu) V-\dot{\sigma} \frac{\partial U}{\partial \sigma}-\frac{R_{d} T^{\prime}}{R} \frac{\partial \pi}{\partial \lambda}+F_{\lambda} \cos \varphi  \tag{20.2.66}\\
E & =\frac{U^{2}+V^{2}}{2\left(1-\mu^{2}\right)}  \tag{20.2.67}\\
\gamma & =-\sigma^{\kappa} \frac{\partial\left(T \sigma^{-\kappa}\right)}{\partial \sigma} . \tag{20.2.68}
\end{align*}
$$

In (20.2.55)-(20.2.61), the predictable variables are $\zeta, D, T, \pi$, and $q$, while $\dot{\sigma}$ and $\Phi$ are the diagnostic variables. The velocity components $U$ and $V$ are solved from $\zeta$ and $D$ through the streamfunction $\psi$ and the velocity potential $\chi$. That is, from (20.2.35) and (20.2.36), we have

$$
\begin{equation*}
\zeta=\nabla_{\sigma}^{2} \psi, \quad D=\nabla_{\sigma}^{2} \chi \tag{20.2.69}
\end{equation*}
$$

then the Poisson equation must be solved for $\psi$ and $\chi$. The velocity components can be calculated from (20.2.37), (20.2.38):

$$
\begin{align*}
U & =-\frac{1-\mu^{2}}{R} \frac{\partial \psi}{\partial \mu}+\frac{1}{R} \frac{\partial \chi}{\partial \lambda}  \tag{20.2.70}\\
V & =\frac{1}{R} \frac{\partial \psi}{\partial \lambda}+\frac{1-\mu^{2}}{R} \frac{\partial \chi}{\partial \mu} \tag{20.2.71}
\end{align*}
$$
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## 21

## Spectral method on a sphere

One of the dynamical frameworks of currently used atmospheric general circulation models is the spectral method in which all the variables are expanded using spherical harmonics. The spectral method used for atmospheric general circulation models is different from a pure spectrum method in which only the coefficients in spectrum space are integrated as used in fluid dynamics. Instead, the values at the grid points and the coefficients in spectral space are used for calculating nonlinear terms and these values in different spaces are transformed at each time step; this method is called the transform method.

In this chapter, after a brief introduction of the spectrum method, we first summarize the mathematical formulation of spherical harmonics and necessary integral formulas for later use. Then, we describe the spectrum method using the nondivergent barotropic system on a sphere. This clarifies the treatment of nonlinear terms, and the difference between the interaction coefficients method and the transform method are explained. We also describe conservation in the spectral form of the barotropic equation. Subsequently, we discuss the spectrum method of shallow-water equations and primitive equations on a sphere.

Spherical spectral expansion plays a fundamental role not only in numerical techniques but also in global atmospheric dynamics. The normal modes of waves on a sphere are analyzed using spherical harmonics in Section 4.7.2. Nonlinear interaction between different spherical modes is essential for two-dimensional turbulence on a sphere as described in Section 17.4.2.

### 21.1 The spectrum method

To introduce the spectrum method, we use the following differential equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \psi(x, t)=F(\psi) \tag{21.1.1}
\end{equation*}
$$

where $F$ is an operator involving spatial derivatives of $\psi$. This equation can be solved for $\psi$ by integrating in time under appropriate boundary and initial condi-
tions. The function $\psi(x)$ can be expanded by a series of appropriate orthogonal functions $\phi_{k}$ such that

$$
\begin{equation*}
\psi(x, t)=\sum_{k=1}^{\infty} \psi_{k}(t) \phi_{k}(x) \tag{21.1.2}
\end{equation*}
$$

where the $\psi_{k}$ 's are called expansion coefficients. In the case of the spectrum method, coefficients $\psi_{k}$ are integrated in time instead of integrating $\psi$ in physical space. From orthogonality, expansion functions satisfy

$$
\begin{equation*}
\int_{S} \phi_{k}(x) \phi_{l}(x) d x=a_{k} \delta_{k l} \tag{21.1.3}
\end{equation*}
$$

where $a_{k}$ is the norm of $\phi_{k}$.
If the above equations are to be solved numerically, the number of expansion functions must be truncated with a finite number $N$. In this case, let a numerical solution for $\psi$ be denoted by $\phi$ :

$$
\begin{equation*}
\phi(x)=\sum_{k=1}^{N} \psi_{k}(t) \phi_{k}(x) . \tag{21.1.4}
\end{equation*}
$$

Since the summation is over a finite number, (21.1.4) is not an exact solution to (21.1.1) unless $\phi_{k}(x)$ are eigenfunctions of $F$. To seek an approximate solution, we define the residual by

$$
\begin{equation*}
\mathcal{R}(\phi) \equiv \frac{\partial}{\partial t} \phi-F(\phi) \tag{21.1.5}
\end{equation*}
$$

We can obtain equations for expansion coefficients by minimizing the residual $\mathcal{R}(\phi)$ using an appropriate method. There are several methods for minimizing the residual. In particular, the method called the Galerkin approximation requires that the residual $\mathcal{R}$ be orthogonal to all the expansion functions $\phi_{k}$ :

$$
\begin{equation*}
\int_{S} \mathcal{R}(\phi(x)) \phi_{k}(x) d x=0, \quad \text { for } \quad k=1, \cdots, N \tag{21.1.6}
\end{equation*}
$$

Substituting (21.1.4) into this equation, we obtain

$$
\begin{equation*}
\frac{d \psi_{k}}{d t}=\frac{1}{a_{k}} \int_{S} F(\phi(x)) \phi_{k}(x) d x \tag{21.1.7}
\end{equation*}
$$

This is a basic equation for integrating $\psi_{k}$ in time. The remaining problem is how to express the right-hand side.

To solve primitive equations on a sphere summarized in the previous chapter, we use spherical harmonics as expansion functions. The properties of spherical harmonics are described in Section 21.2. The tendency $F$ involves nonlinear terms such as advection terms. To calculate the nonlinear tendency term in the spectrum method, one may use the interaction coefficient method or the transform method. These will be explained in Section 21.4.

### 21.2 Spectral expansion on a sphere

In this section, we summarize the spectral expansion method on a sphere.

### 21.2.1 Spherical harmonics

A function $f$ that satisfies the Laplace equation

$$
\begin{equation*}
\nabla^{2} f=\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right) f=0 \tag{21.2.1}
\end{equation*}
$$

is called a harmonic function. In spherical coordinates $(\lambda, \varphi, r)$, the Laplacian $\nabla^{2}$ takes the form:

$$
\begin{equation*}
\nabla^{2} f=\frac{1}{r^{2}} \Lambda f+\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r f)=\frac{1}{r^{2}}\left[\Lambda f+\frac{\partial}{\partial r}\left(r^{2} \frac{\partial}{\partial r} f\right)\right] \tag{21.2.2}
\end{equation*}
$$

in which the operator $\Lambda$ is written as

$$
\begin{align*}
\Lambda & =\frac{1}{\cos ^{2} \varphi} \frac{\partial^{2}}{\partial \lambda^{2}}+\frac{1}{\cos \varphi} \frac{\partial}{\partial \varphi}\left(\cos \varphi \frac{\partial}{\partial \varphi}\right) \\
& =\frac{1}{1-\mu^{2}} \frac{\partial^{2}}{\partial \lambda^{2}}+\frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}\right] \tag{21.2.3}
\end{align*}
$$

where $\mu=\sin \varphi$ is defined. As a class of harmonic functions,

$$
\begin{equation*}
f=r^{n} Y_{n}(\lambda, \mu) \tag{21.2.4}
\end{equation*}
$$

is called a solid harmonic, where $Y_{n}(\lambda, \mu)$ is an $n$-th order spherical harmonic. Substituting (21.2.4) into (21.2.2), we obtain the differential equation for $Y_{n}$ :

$$
\begin{equation*}
[\Lambda+n(n+1)] Y_{n}(\lambda, \mu)=0 \tag{21.2.5}
\end{equation*}
$$

We define the two-dimensional Laplacian operator on a sphere by

$$
\begin{equation*}
\nabla_{H}^{2} \equiv \frac{1}{R^{2}} \Lambda=\frac{1}{R^{2}}\left\{\frac{1}{1-\mu^{2}} \frac{\partial^{2}}{\partial \lambda^{2}}+\frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}\right]\right\} \tag{21.2.6}
\end{equation*}
$$

where $R$ is the radius of the sphere. Using this, (21.2.5) is written as

$$
\begin{equation*}
\left[\nabla_{H}^{2}+\frac{n(n+1)}{R^{2}}\right] Y_{n}=0 \tag{21.2.7}
\end{equation*}
$$

Since $\nabla^{2}$ is different from $\Lambda$ in dimension by $1 / r^{2}$, we introduce the factor $1 / R^{2}$ in $\nabla_{H}^{2}$. We also define the gradient and divergence operators on a sphere:

$$
\begin{align*}
\nabla_{H} A & =\left(\frac{1}{R \sqrt{1-\mu^{2}}} \frac{\partial A}{\partial \lambda}, \frac{\sqrt{1-\mu^{2}}}{R} \frac{\partial A}{\partial \mu}\right)  \tag{21.2.8}\\
\nabla_{H} \cdot \boldsymbol{A} & =\frac{1}{R}\left[\frac{1}{\sqrt{1-\mu^{2}}} \frac{\partial A_{\lambda}}{\partial \lambda}+\frac{\partial\left[\sqrt{1-\mu^{2}} A_{\mu}\right]}{\partial \mu}\right] \tag{21.2.9}
\end{align*}
$$

where $A$ is a scalar and $\boldsymbol{A}=\left(A_{\lambda}, A_{\mu}, A_{r}\right)$ is a vector.

The expression of spherical harmonic $Y_{n}$ can be determined by the separation method of variables as

$$
\begin{equation*}
Y_{n}(\lambda, \mu)=\Theta(\lambda) \Phi(\mu) \tag{21.2.10}
\end{equation*}
$$

Substituting this into (21.2.5) and dividing by $\Theta \Phi /\left(1-\mu^{2}\right)$, we obtain

$$
\begin{equation*}
\left(1-\mu^{2}\right)\left\{\frac{1}{\Phi} \frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d}{d \mu} \Phi\right]+n(n+1)\right\}=-\frac{1}{\Theta} \frac{d^{2}}{d \lambda^{2}} \Theta \tag{21.2.11}
\end{equation*}
$$

This is the separation form: the left-hand side is a function of $\mu$ and the right-hand side is a function of $\lambda$. Equating the above equation to a constant $C$, we have

$$
\begin{equation*}
\frac{d^{2} \Theta}{d \lambda^{2}}+C \Theta=0 \tag{21.2.12}
\end{equation*}
$$

The solution to this is written as

$$
\begin{equation*}
\Theta=C_{1} e^{i \sqrt{C} \lambda}+C_{2} e^{-i \sqrt{C} \lambda} \tag{21.2.13}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constant. From periodicity $\Theta(\lambda+2 \pi)=\Theta(\lambda)$, we have $C=m^{2}$ for $m=0,1,2, \cdots$. Therefore, $(21.2 .13)$ can be written as

$$
\begin{equation*}
\Theta=A e^{i m \lambda}+B e^{-i m \lambda}=A^{\prime} \cos m \lambda+B^{\prime} \sin m \lambda \tag{21.2.14}
\end{equation*}
$$

where $A, B$ and $A^{\prime}, B^{\prime}$ are constant. Substituting (21.2.14) into (21.2.11), we obtain the equation for $\Phi$ as

$$
\begin{equation*}
\frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d}{d \mu} \Phi\right]+\left[n(n+1)-\frac{m^{2}}{1-\mu^{2}}\right] \Phi=0 \tag{21.2.15}
\end{equation*}
$$

The solution to this equation is an associated Legendre function, whose normalized form is given as (see Section 21.8)

$$
\begin{equation*}
\tilde{P}_{n}^{m}(\mu)=\sqrt{(2 n+1) \frac{(n-m)!}{(n+m)!}} \frac{\left(1-\mu^{2}\right)^{\frac{m}{2}}}{2^{n} n!} \frac{d^{n+m}}{d \mu^{n+m}}\left(\mu^{2}-1\right)^{n} \tag{21.2.16}
\end{equation*}
$$

where $m$ is an integer with $0 \leq m \leq n . \tilde{P}_{n}^{m}$ is a normalized associated Legendre function, and satisfies orthogonality: ${ }^{\dagger}$

$$
\begin{equation*}
\int_{-1}^{1} \tilde{P}_{n}^{m}(\mu) \tilde{P}_{l}^{m}(\mu) d \mu=2 \delta_{n l} \tag{21.2.17}
\end{equation*}
$$

The $n$ index indicates the degree and the $m$ index indicates the order of the associated Legendre function.

[^45]Substituting (21.2.14), (21.2.16) into (21.2.10), we find that the spherical harmonic $Y_{n}$ can be expanded as

$$
\begin{equation*}
Y_{n}(\lambda, \mu)=\sum_{m=0}^{n} \tilde{P}_{n}^{m}(\mu)\left(A_{n}^{m} e^{i m \lambda}+B_{n}^{m} e^{-i m \lambda}\right) \tag{21.2.18}
\end{equation*}
$$

where $A_{n}^{m}$ and $B_{n}^{m}$ are expansion coefficients. If we define $\tilde{P}_{n}^{m}$ for the indices $-n \leq m \leq 0$ by $^{\dagger}$

$$
\begin{equation*}
\tilde{P}_{n}^{m}(\mu)=(-1)^{m} \tilde{P}_{n}^{-m}(\mu) \tag{21.2.19}
\end{equation*}
$$

we may expand the spherical harmonic in the form

$$
\begin{equation*}
Y_{n}(\lambda, \mu)=\sum_{m=-n}^{n} a_{n}^{m} \tilde{P}_{n}^{m}(\mu) e^{i m \lambda} \tag{21.2.20}
\end{equation*}
$$

If we define a function for all the indices $-n \leq m \leq n$,

$$
\begin{equation*}
Y_{n}^{m}(\lambda, \mu)=\tilde{P}_{n}^{m}(\mu) e^{i m \lambda} \tag{21.2.21}
\end{equation*}
$$

then the following orthogonality relation holds:

$$
\begin{equation*}
\int_{0}^{2 \pi} \int_{-1}^{1} Y_{n}^{m}(\lambda, \mu) Y_{n}^{m *}(\lambda, \mu) d \mu d \lambda=4 \pi \delta_{m m^{\prime}} \delta_{n n^{\prime}} \tag{21.2.22}
\end{equation*}
$$

where $Y_{n}^{m *}$ is the complex conjugate of $Y_{n}^{m}$ and can be written from (21.2.19) as

$$
\begin{equation*}
Y_{n}^{m *}(\lambda, \mu)=\tilde{P}_{n}^{m}(\mu) e^{-i m \lambda}=(-1)^{m} Y_{n}^{-m}(\lambda, \mu) \tag{21.2.23}
\end{equation*}
$$

The associated Legendre function $\tilde{P}_{n}^{m}(\mu)$ has $n-|m|$ zero points in the range $-1<\mu<1$. Since the trigonometric functions $\cos m \lambda$ and $\sin m \lambda$ have $2 m$ zero points in the longitudinal direction, the spherical harmonic function $Y_{n}^{m}(\lambda, \mu)$ divides the sphere into $2 m(n-|m|+1)$ pieces if $m \neq 0$. Figure 21.1 shows examples of profiles of $Y_{n}^{m}$.

Spherical harmonics have the following property for rotational transformation of the coordinates. If new coordinates $\left(\lambda^{\prime}, \mu^{\prime}\right)$ are generated by the operation of rotation $\mathcal{R}$, spherical harmonics of $n$-th degree in the new coordinates are expressed by a linear combination of the same spherical harmonics of $n$-th degree in the original coordinates:

$$
\begin{equation*}
Y_{n}^{m}(\lambda, \mu)=\sum_{m^{\prime}=-M}^{M} D_{m m^{\prime}}^{n}(\mathcal{R}) Y_{n}^{m^{\prime}}\left(\lambda^{\prime}, \mu^{\prime}\right) \tag{21.2.24}
\end{equation*}
$$

This can be confirmed by (21.2.4) where the spherical harmonic $Y_{n}^{m^{\prime}}$ is the angular part of solid harmonics of the $n$-th degree. The operation of rotation does not change the degree $n$.

[^46]

Figure 21.1: Examples of spherical harmonics. The distributions of $Y_{5}^{m}(0 \leq m \leq 5)$ on the sphere. The cross is the pole and the dotted curve is the equator. The gray scale represents the amplitude of $Y_{n}^{m}$.

### 21.2.2 Spectral expansion by spherical harmonics

In general, a smooth function on a sphere $\Psi$ can be written as a superposition of spherical harmonics $Y_{n}^{m}$ :

$$
\begin{equation*}
\Psi(\lambda, \mu)=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} \Psi_{n}^{m} Y_{n}^{m}(\lambda, \mu) \tag{21.2.25}
\end{equation*}
$$

where $\Psi_{n}^{m}$ are the expansion coefficients. From the orthogonality relation (21.2.22), the expansion coefficients are given by

$$
\begin{equation*}
\Psi_{n}^{m}=\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{-1}^{1} \Psi(\lambda, \mu) Y_{n}^{m *}(\lambda, \mu) d \mu d \lambda \tag{21.2.26}
\end{equation*}
$$

In general, $\Psi_{n}^{m}$ are complex. Since (21.2.23), we have

$$
\begin{equation*}
\Psi^{*}=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} \Psi_{n}^{m *} Y_{n}^{m *}=\sum_{n=0}^{\infty} \sum_{m=-n}^{n}(-1)^{m} \Psi_{n}^{-m *} Y_{n}^{m} \tag{21.2.27}
\end{equation*}
$$

Thus, in the case when $\Psi$ is a real function,

$$
\begin{equation*}
\Psi_{n}^{m}=(-1)^{m} \Psi_{n}^{-m *} \tag{21.2.28}
\end{equation*}
$$

must be satisfied, so that a pair of terms with indices $m$ and $-m$ in the sum of (21.2.27) are written as

$$
\begin{align*}
\Psi_{n}^{m} Y_{n}^{m}+\Psi_{n}^{-m} Y_{n}^{-m} & =\Psi_{n}^{m} \tilde{P}_{n}^{m} e^{i m \lambda}+(-1)^{m} \Psi_{n}^{m *} \tilde{P}_{n}^{-m} e^{-i m \lambda} \\
& =\Psi_{n}^{m} \tilde{P}_{n}^{m} e^{i m \lambda}+\Psi_{n}^{m *} \tilde{P}_{n}^{m} e^{-i m \lambda} \\
& =2 \operatorname{Re}\left(\Psi_{n}^{m} e^{i m \lambda}\right) \tilde{P}_{n}^{m} \\
& =\left(A_{n}^{\prime m} \cos m \lambda+B_{n}^{\prime m} \sin m \lambda\right) \tilde{P}_{n}^{m} \tag{21.2.29}
\end{align*}
$$

where $A_{n}^{\prime m}$ and $B_{n}^{\prime m}$ are real coefficients: for $m \geq 1$

$$
\begin{equation*}
A_{n}^{\prime m}=2 \operatorname{Re}\left(\Psi_{n}^{m}\right), \quad B_{n}^{\prime m}=-2 \operatorname{Im}\left(\Psi_{n}^{m}\right) \tag{21.2.30}
\end{equation*}
$$

and for $m=0$

$$
\begin{equation*}
A_{n}^{\prime 0}=\operatorname{Re}\left(\Psi_{n}^{0}\right)=\Psi_{n}^{0}, \quad B_{n}^{\prime 0}=\operatorname{Im}\left(\Psi_{n}^{0}\right)=0 \tag{21.2.31}
\end{equation*}
$$

These coefficients can be calculated from the real and imaginary parts of (21.2.26):

$$
\begin{align*}
\operatorname{Re}\left(\Psi_{n}^{m}\right) & =\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{-1}^{1} \Psi(\lambda, \mu) \cos m \lambda \tilde{P}_{n}^{m}(\lambda, \mu) d \mu d \lambda  \tag{21.2.32}\\
\operatorname{Im}\left(\Psi_{n}^{m}\right) & =-\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{-1}^{1} \Psi(\lambda, \mu) \sin m \lambda \tilde{P}_{n}^{m}(\lambda, \mu) d \mu d \lambda \tag{21.2.33}
\end{align*}
$$

Using the coefficients $A_{n}^{\prime m}$ and $B_{n}^{\prime m},(21.2 .25)$ can be rewritten as

$$
\begin{equation*}
\Psi(\lambda, \mu)=\sum_{n=0}^{\infty}\left[A_{n}^{\prime 0}+\sum_{m=1}^{n}\left(A_{n}^{\prime m} \cos m \lambda+B_{n}^{\prime m} \sin m \lambda\right) \tilde{P}_{n}^{m}(\mu)\right] \tag{21.2.34}
\end{equation*}
$$

### 21.2.3 Truncation of spectral expansion

Let us consider a numerical method of expansion using spherical harmonics. The function $\Psi$ in (21.2.25) is expanded as an infinite number of terms with indices $-n<m<n$ and $n<\infty$. For numerical calculation, $n$ and $m$ in (21.2.25) must be truncated at a finite number. In general, truncations for $m$ and $n$ can be arbitrarily chosen, and their choices depend on the problem considered. A general form of truncation is shown in Fig. 21.2(a); this is called pentagonal truncation and is characterized by $M, L$, and $N ; M$ is the maximum zonal wave number, $L$ is the maximum number of $n$ at $m=0$, and $N$ is the maximum number of $n$ at $m=M$. As special cases of truncation, triangular truncation is the case when $M=N=L$, and parallelogramic truncation is the case when $N=M+L$. Rhomboidal truncation is a special case of parallelogramic truncation when $N=2 L$ and $M=L$. A slightly generalized case with $L=N>M$ is called trapezoidal truncation. Triangular truncation and rhomboidal truncation are the two most frequently used truncations. These truncations are shown in Fig. 21.2.

For triangular truncation, (21.2.25) is truncated as

$$
\begin{equation*}
\Psi(\lambda, \mu)=\sum_{n=0}^{M} \sum_{m=-n}^{n} \Psi_{n}^{m} Y_{n}^{m}(\lambda, \mu)=\sum_{m=-M}^{M} \sum_{n=|m|}^{M} \Psi_{n}^{m} Y_{n}^{m}(\lambda, \mu) \tag{21.2.35}
\end{equation*}
$$



Figure 21.2: Top left: pentagonal truncation; top right: triangular truncation; bottom left: parallelogramic truncation; bottom right: trapezoidal truncation. Rhomboidal truncation is a special case of parallelogramic truncation with $M=L$.
while, for parallelogramic truncation, it is truncated as

$$
\begin{equation*}
\Psi(\lambda, \mu)=\sum_{m=-M}^{M} \sum_{n=|m|}^{|m|+L} \Psi_{n}^{m} Y_{n}^{m}(\lambda, \mu) \tag{21.2.36}
\end{equation*}
$$

Usually, triangular truncation and rhomboidal truncation are denoted by symbols $T$ and $R$, respectively. A specific truncation is indicated by a combination of the symbol T or R and the truncation value of the zonal wave number $M$. For example, the triangular truncation with $M=21$ is denoted by T 21 . The number of waves, or the number of independent spherical harmonics, of T21 is $M^{2} / 2$. This number almost corresponds to that of R15 since the maximum zonal wave number 15 is approximately equal to $\sqrt{M^{2} / 2}=14.8$.

Eq. (21.2.24) indicates that, if the coordinates are rotated, spherical harmonics in the rotated coordinates are expressed by a linear combination of spherical harmonics of the same degree $n$ as the original coordinates. In the case of triangular truncation, all spherical harmonics of the degree $n$ are included in the expansion. From (21.2.24), the expansion coefficients are related as

$$
\begin{equation*}
\Psi_{n}^{\prime m^{\prime}}=\sum_{m=-M}^{M} D_{m m^{\prime}}^{n} \Psi_{n}^{m} \tag{21.2.37}
\end{equation*}
$$

That is, the expansion coefficients in rotated coordinates are expressed by those of the original coordinates. This means that any function $\Psi$ expanded with triangular truncation is invariant by rotation. Thus, it can be said that resolution is uniform on a sphere if triangular truncation is used.

Any truncations other than triangular truncation do not have such an invariant property under rotation. If the direction of the poles is changed, representation of the truncated field becomes different. One may think, however, that this characteristic is not a requirement for atmospheric models, since a strong latitudinal contrast exists in the atmosphere such that zonal symmetry is more important than spherical uniformity. Rhomboidal truncation might be more appropriate since the number of latitudinal modes is $L$ for any zonal wave number $m(0 \leq m \leq M)$. Others may think, however, that triangular truncation is better as the resolution becomes finer. As smaller scale waves are resolved, the direction of propagation of smaller waves becomes isotropic; thus the horizontally uniform resolution of triangular truncation is a more suitable choice than rhomboidal truncation, which has a relatively higher resolution in the latitudinal direction.

Figure 21.3 compares triangular and rhomboidal truncations with the same total wave numbers. In the case of triangular truncation with T21, finer zonal waves are resolved around the equator. In the case of rhomboidal truncation R15, relatively higher resolution in the latitudinal direction is represented. Rhomboidal truncation possesses higher resolution at higher latitudes.


Figure 21.3: Spherical harmonics $Y_{21}^{21}$ and $Y_{30}^{15}$ are the finest waves represented by triangular truncation T21 and rhomboidal truncation R15, respectively.

### 21.3 Quadrature on a sphere

We need integrations of grid point values with respect to latitude and longitude to perform the spectrum method, particularly for the transform method described in the next section. These are the following two forms of integrals:

$$
\begin{align*}
& \int_{-1}^{1} f(\mu) d \mu  \tag{21.3.1}\\
& \int_{0}^{2 \pi} g(\lambda) d \lambda \tag{21.3.2}
\end{align*}
$$

where $f(\mu)$ is a continuous function in the range $-1 \leq \mu \leq 1$ and $g(\lambda)$ is a continuous and periodic function with period $2 \pi$. Let us explain the numerical integral methods called the Gauss-Legendre method and the Gauss trapezoidal quadrature. If $f$ is a polynomial of $\mu$ and if $g$ is a finite Fourier series, these integrals are exact provided that the positions and number of grid points are appropriately chosen.

### 21.3.1 Gauss-Legendre method

We assume the following form of numerical quadrature for the integral (21.3.1):

$$
\begin{equation*}
\int_{-1}^{1} f(\mu) d \mu \approx \sum_{n=1}^{N} w_{n} f\left(\mu_{n}\right) \tag{21.3.3}
\end{equation*}
$$

Here, $\mu_{n}(n=1, \cdots, N)$ are points located in the order $-1 \leq \mu_{1}<\cdots<\mu_{N} \leq 1$, and each of $w_{n}(n=1, \cdots, N)$ denotes a weight at the point $\mu_{n}$. The GaussLegendre method provides a procedure to find the most accurate integration of (21.3.3) by finding the best choice of points $\mu_{n}$ and weights $w_{n}$.

Let us assume that $f(\mu)$ is a polynomial of degree $(2 N-1)$, given by

$$
\begin{equation*}
f(\mu)=\sum_{i=0}^{2 N-1} a_{i} \mu^{i} \tag{21.3.4}
\end{equation*}
$$

In this case, we have

$$
\begin{equation*}
\int_{-1}^{1} f(\mu) d \mu=\sum_{i=0}^{2 N-1} \frac{a_{i}}{i+1} 2 \delta_{i, o d d}=\sum_{j=1}^{N} \frac{a_{2 j-1}}{j} \tag{21.3.5}
\end{equation*}
$$

where $\delta_{i, o d d}=1$ if $i$ is an odd number and is zero otherwise. Since there are $N$ values of the coefficients $a_{2 j-1}$ in this summation, they are expressed by the $N$ point values of $f$ at $\mu_{n}(n=1, \cdots, N)$ :

$$
\begin{equation*}
a_{2 j-1}=\sum_{n=1}^{N} b_{j n} f\left(\mu_{n}\right) . \tag{21.3.6}
\end{equation*}
$$

The coefficients $b_{j k}$ form an $N \times N$ matrix. Substituting this into (21.3.5) gives

$$
\begin{equation*}
\int_{-1}^{1} f(\mu) d \mu=\sum_{n=1}^{N} w_{n} f\left(\mu_{n}\right) \tag{21.3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{n}=\sum_{j=1}^{N} \frac{b_{j n}}{j} . \tag{21.3.8}
\end{equation*}
$$

This means that the integral (21.3.3) is exact if $N$ point values at $\mu_{n}$ are given as above.

We then find values of weights $w_{n}$ if a polynomial $f(\mu)$ is given. Let us introduce the Lagrange interpolation polynomial $L(\mu)$ :

$$
\begin{equation*}
L(\mu)=\Phi_{N}(\mu) \sum_{n=1}^{N} \frac{f\left(\mu_{n}\right)}{\left(\mu-\mu_{n}\right) \Phi_{N}^{\prime}\left(\mu_{n}\right)} \tag{21.3.9}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi_{N}\left(\mu_{n}\right) & =\prod_{l=1}^{N}\left(\mu-\mu_{l}\right)  \tag{21.3.10}\\
\Phi_{N}^{\prime}\left(\mu_{n}\right) & =\left.\frac{d \Phi_{N}(\mu)}{d \mu}\right|_{\mu=\mu_{n}}=\prod_{l=1, l \neq n}^{N}\left(\mu_{n}-\mu_{l}\right) . \tag{21.3.11}
\end{align*}
$$

Substituting $\Phi_{N}$ and $\Phi_{N}^{\prime}$ into (21.3.9), we may write

$$
\begin{equation*}
L(\mu)=\sum_{n=1}^{N} f\left(\mu_{n}\right) \prod_{l=1, l \neq n}^{N} \frac{\mu-\mu_{l}}{\mu_{n}-\mu_{l}} \tag{21.3.12}
\end{equation*}
$$

which is a polynomial of degree $N-1$. Since

$$
\begin{equation*}
L\left(\mu_{n}\right)=f\left(\mu_{n}\right), \quad \text { for } \quad n=1, \cdots, N, \tag{21.3.13}
\end{equation*}
$$

we can find that $f(\mu)-L(\mu)$ has zero points at $\mu_{n}(n=1, \cdots, N)$. Since $f(\mu)-L(\mu)$ is a polynomial of degree $(2 N-1)$, it can be factorized as

$$
\begin{equation*}
f(\mu)-L(\mu)=\Phi_{N}(\mu) S(\mu) \tag{21.3.14}
\end{equation*}
$$

where $S(\mu)$ is a polynomial of degree $(N-1)$. Thus, we have

$$
\begin{align*}
\int_{-1}^{1} f(\mu) d \mu & =\int_{-1}^{1} L(\mu) d \mu+\int_{-1}^{1} \Phi_{N}(\mu) S(\mu) d \mu \\
& =\sum_{n=1}^{N} w_{n} f\left(\mu_{n}\right)+R_{N} \tag{21.3.15}
\end{align*}
$$

where

$$
\begin{align*}
w_{n} & =\int_{-1}^{1} \frac{\Phi_{N}(\mu)}{\left(\mu-\mu_{n}\right) \Phi_{N}^{\prime}\left(\mu_{n}\right)} d \mu  \tag{21.3.16}\\
R_{N} & =\int_{-1}^{1} \Phi_{N}(\mu) S(\mu) d \mu \tag{21.3.17}
\end{align*}
$$

If $R_{N}=0$ holds in (21.3.15), the integral is equivalent to (21.3.7). In order to have $R_{N}=0$ as an identity, we must require that $\Phi_{N}$ be orthogonal to $S$. Since $S(\mu)$ is a polynomial of degree $(N-1)$, it can be written as a summation of the Legendre polynomials of degree $(N-1)$ given by (21.8.12). We always have $R_{N}=0$, therefore, by setting $\Phi_{N}$ to the Legendre polynomial of degree $N$,

$$
\begin{equation*}
\Phi_{N}(\mu)=\tilde{P}_{N}(\mu) \tag{21.3.18}
\end{equation*}
$$

Here, we use a normalized Legendre function $\tilde{P}_{n}$ which is reduced from the normalized associated Legendre function $\tilde{P}_{n}^{m}(21.2 .16)$ with $m=0$. It is different from the Legendre function $P_{n}$ defined by (21.8.12). As shown above, $\mu_{n}(n=1, \cdots, N)$ should be located at the zero points of the Legendre polynomial $\tilde{P}_{N}(\mu)$ and the weights $w_{n}$ should be given by

$$
\begin{equation*}
w_{n}=\int_{-1}^{1} \frac{\tilde{P}_{N}(\mu)}{\left(\mu-\mu_{n}\right) \tilde{P}_{N}^{\prime}\left(\mu_{n}\right)} d \mu \tag{21.3.19}
\end{equation*}
$$

$\mu_{n}$ are called Gaussian latitudes, and $w_{n}$ are called Gaussian weights. As shown in Section 21.9, Gaussian weights can be expressed as

$$
\begin{equation*}
w_{n}=\frac{2(2 N-1)\left(1-\mu_{n}^{2}\right)}{\left[N \tilde{P}_{N-1}\left(\mu_{n}\right)\right]^{2}} . \tag{21.3.20}
\end{equation*}
$$

This form is suitable for numerical calculation.

### 21.3.2 Gauss trapezoidal quadrature

The numerical integration of a periodic function $g(\lambda),(21.3 .2)$, can be given by the Gauss trapezoidal quadrature. To show this, we first try to express the integral in the following form:

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} g(\lambda) d \lambda \quad \approx \frac{1}{N} \sum_{n=1}^{N} g\left(\lambda_{n}\right) \tag{21.3.21}
\end{equation*}
$$

where $\lambda_{n}$ are longitudinal points located with an equal interval, given by

$$
\begin{equation*}
\lambda_{n}=\frac{2 \pi}{N}(n-1), \quad \text { for } \quad n=1, \cdots, N \tag{21.3.22}
\end{equation*}
$$

We assume that $g(\lambda)$ is given by a Fourier series with a maximum zonal wave number $M$ :

$$
\begin{equation*}
g(\lambda)=\sum_{m=-M}^{M} g_{m} e^{i m \lambda} \tag{21.3.23}
\end{equation*}
$$

In this case, we show that the identity (21.3.21) holds if

$$
\begin{equation*}
N \geq M+1 \tag{21.3.24}
\end{equation*}
$$

is satisfied.
The left-hand side of (21.3.21) is given from integration of (21.3.23) as

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} g(\lambda) d \lambda=\sum_{m=-M}^{M} g_{m} \int_{0}^{2 \pi} e^{i m \lambda} d \lambda=g_{0} \tag{21.3.25}
\end{equation*}
$$

On the other hand, the right-hand side of (21.3.21) is given by substituting $\lambda=\lambda_{n}$ into (21.3.23):

$$
\begin{align*}
\frac{1}{N} \sum_{n=1}^{N} g\left(\lambda_{n}\right) & =\frac{1}{N} \sum_{m=-M}^{M} g_{m} \sum_{n=1}^{N} e^{i m \lambda_{n}} \\
& =g_{0}+\sum_{m=-M, m \neq 0}^{M}\left(g_{m} \frac{1}{N} \sum_{n=1}^{N} \alpha_{m}^{n}\right) \tag{21.3.26}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{m}=e^{\frac{2 \pi i m}{N}} \tag{21.3.27}
\end{equation*}
$$

The second term on the right-hand side of (21.3.26) should be zero in order that (21.3.21) is exact. If $\alpha_{m} \neq 1$,

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N} \alpha_{m}^{n}=\frac{1}{N} \frac{1-\alpha_{m}^{N}}{1-\alpha_{m}}=0 \tag{21.3.28}
\end{equation*}
$$

and if $\alpha_{m}=1$,

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N} \alpha_{m}^{n}=1 \tag{21.3.29}
\end{equation*}
$$

If the maximum zonal wave number $M$ of a Fourier series is greater than or equal to the number of grid points in the longitudinal direction $N$ (i.e., $N \leq M$ ), there is a wave number $m=N$ in the range $-M \leq m \leq M$. However, since $\alpha_{m}=1$ for this wave number $m,(21.3 .28)$ breaks down. If $N \geq M+1$, on the other hand, since $\alpha_{m} \neq 1$ for $m$ in the range $-M \leq m \leq M$ or $m \neq 0$, (21.3.28) always holds. That is, we have an exact quadrature

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} g(\lambda) d \lambda=\frac{1}{N} \sum_{n=1}^{N} g\left(\lambda_{n}\right) \tag{21.3.30}
\end{equation*}
$$

if the inequality (21.3.24) is satisfied.

### 21.4 Spectral integration method

A difficulty of the spectral method for solving a partial differential equation lies in the treatment of nonlinear terms. There are two approaches: the interaction coefficients method and the transform method. The latter enables us to use the spectral method for practical purposes. We mainly describe the transform method after briefly reviewing the interaction coefficients method, and summarize the characteristics of the two methods. In this section, in order to describe how to solve using the spectral method, we use a nondivergent barotropic equation.

### 21.4.1 Nondivergent barotropic equation

The nondivergent barotropic equation is the basis of primitive equations; it can be obtained from the vorticity equation of primitive equations. In (20.2.45), by setting divergence $D$, vertical velocity $\dot{\sigma}$, deviation of temperature $T^{\prime}$, and frictional terms $F_{\lambda}$ and $F_{\varphi}$ to zero, we obtain the following form of nondivergent barotropic equation:

$$
\begin{equation*}
\frac{\partial}{\partial t} \nabla_{H}^{2} \psi=F(\psi)-\frac{2 \Omega}{R^{2}} \frac{\partial \psi}{\partial \lambda} \tag{21.4.1}
\end{equation*}
$$

where $\psi$ is the streamfunction, $\mu=\sin \varphi$, and

$$
\begin{align*}
F(\psi) & =-\frac{1}{R}\left[\frac{1}{1-\mu^{2}} \frac{\partial}{\partial \lambda}(U \zeta)+\frac{\partial}{\partial \mu}(V \zeta)\right] \\
& =\frac{1}{R^{2}}\left(\frac{\partial \nabla_{H}^{2} \psi}{\partial \lambda} \frac{\partial \psi}{\partial \mu}-\frac{\partial \psi}{\partial \lambda} \frac{\partial \nabla_{H}^{2} \psi}{\partial \mu}\right) \tag{21.4.2}
\end{align*}
$$

is the nonlinear term. The vorticity and velocity components are related to the streamfunction as

$$
\begin{equation*}
\zeta=\nabla_{H}^{2} \psi \tag{21.4.3}
\end{equation*}
$$

$$
\begin{align*}
U & =-\frac{1-\mu^{2}}{R} \frac{\partial \psi}{\partial \mu}  \tag{21.4.4}\\
V & =\frac{1}{R} \frac{\partial \psi}{\partial \lambda} \tag{21.4.5}
\end{align*}
$$

It can be seen from (21.4.1) and (21.4.2) that the nondivergent barotropic equation is described by a single variable $\psi$.

To numerically solve the nondivergent barotropic equation with the spectral method, we expand the streamfunction $\psi$ by spherical harmonics. We only consider triangular truncation here. Then the streamfunction $\psi$ is written as

$$
\begin{equation*}
\psi(\lambda, \mu, t)=R^{2} \sum_{m=-M}^{M} \sum_{n=|m|}^{M} \psi_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu) \tag{21.4.6}
\end{equation*}
$$

It should be noted at this point that it is unknown whether the truncated streamfunction $\psi$ satisfies (21.4.1). To distinguish the truncated streamfunction from the exact solution, we designate (21.4.6) by $\phi$ and define the residual $\mathcal{R}(\phi)$ as

$$
\begin{equation*}
\frac{\partial}{\partial t} \nabla_{H}^{2} \phi-F(\phi)+\frac{2 \Omega}{R^{2}} \frac{\partial \phi}{\partial \lambda}=\mathcal{R}(\phi) \tag{21.4.7}
\end{equation*}
$$

We need to introduce a constraint on the residual $\mathcal{R}(\phi)$ to obtain equations for the expansion coefficients $\psi_{n}^{m}$. To do this, we use the Galerkin approximation (i.e., the residual $\mathcal{R}$ should be orthogonal to every spherical harmonic $\left.Y_{n}^{m}\right)$ :

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \mathcal{R}(\phi) Y_{n}^{m *}=0 \tag{21.4.8}
\end{equation*}
$$

Under this condition, we obtain

$$
\begin{align*}
0 & =\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda\left[\frac{\partial}{\partial t} \nabla_{H}^{2} \phi-F(\phi)+\frac{2 \Omega}{R^{2}} \frac{\partial \phi}{\partial \lambda}\right] Y_{n}^{m *} \\
& =-n(n+1) \frac{d \psi_{n}^{m}}{d t}-F_{n}^{m}+2 i \Omega m \psi_{n}^{m} \tag{21.4.9}
\end{align*}
$$

From this, equations for the expansion coefficients of the spectral form of the nondivergent barotropic equation are given by

$$
\begin{equation*}
\frac{d \psi_{n}^{m}}{d t}=-\frac{1}{n(n+1)} F_{n}^{m}+\frac{2 i \Omega m}{n(n+1)} \psi_{n}^{m} \tag{21.4.10}
\end{equation*}
$$

$F_{n}^{m}$ are coefficients of the nonlinear term and the following relations hold:

$$
\begin{align*}
F_{n}^{m} & =\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda F(\lambda, \mu, t) Y_{n}^{m *}(\lambda, \mu),  \tag{21.4.11}\\
F(\lambda, \mu, t) & =\sum_{m=-M}^{M} \sum_{n=|m|}^{M} F_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu) . \tag{21.4.12}
\end{align*}
$$

### 21.4.2 Interaction coefficients method

In principle, we may directly calculate the expansion coefficients of the nonlinear term by substituting (21.4.2) into (21.4.11). The result is written as

$$
\begin{aligned}
F_{n}^{m}= & \frac{i}{2} \int_{-1}^{1} d \mu \cdot \tilde{P}_{n}^{m} \sum_{m_{1}} \sum_{n_{1}} \sum_{m_{2}} \sum_{n_{2}} \delta_{m, m_{1}+m_{2}} \\
& \times\left[n_{2}\left(n_{2}+1\right)-n_{1}\left(n_{1}+1\right)\right] m_{1} \tilde{P}_{n_{1}}^{m_{1}} \frac{d \tilde{P}_{n_{2}}^{m_{2}}}{d \mu} \psi_{n_{1}}^{m_{1}} \psi_{n_{2}}^{m_{2}}
\end{aligned}
$$

By averaging the above equation and the one with replaced indices 1 and 2 , we obtain

$$
\begin{equation*}
F_{n}^{m}=\frac{i}{4} \sum_{m_{1}} \sum_{n_{1}} \sum_{m_{2}} \sum_{n_{2}} L\left(n_{1}, n_{2}, n ; m_{1}, m_{2}, m\right) \psi_{n_{1}}^{m_{1}} \psi_{n_{2}}^{m_{2}} \tag{21.4.13}
\end{equation*}
$$

where

$$
\begin{align*}
& L\left(n_{1}, n_{2}, n ; m_{1}, m_{2}, m\right)=\delta_{m, m_{1}+m_{2}}\left[n_{2}\left(n_{2}+1\right)-n_{1}\left(n_{1}+1\right)\right] \\
& \quad \times \int_{-1}^{1} d \mu \cdot \tilde{P}_{n}^{m}\left(m_{1} \tilde{P}_{n_{1}}^{m_{1}} \frac{d \tilde{P}_{n_{2}}^{m_{2}}}{d \mu}-m_{2} \tilde{P}_{n_{2}}^{m_{2}} \frac{d \tilde{P}_{n_{1}}^{m_{1}}}{d \mu}\right) \tag{21.4.14}
\end{align*}
$$

These are called interaction coefficients, which represent how a pair of two modes with wave numbers $\left(m_{1}, n_{1}\right)$ and $\left(m_{2}, n_{2}\right)$ interact to generate a third mode with the wave number $(m, n)$.

It is known that there are selection rules under which interaction coefficients are different from zero:

$$
\begin{equation*}
m=m_{1}+m_{2}, \quad n_{1} \neq n_{2}, \quad\left|n_{1}-n_{2}\right| \leq n \leq n_{1}+n_{2} \tag{21.4.15}
\end{equation*}
$$

and they must satisfy the symmetry condition

$$
\begin{equation*}
L\left(n_{2}, n_{1}, n ; m_{2}, m_{1}, m\right)=L\left(n_{1}, n_{2}, n ; m_{1}, m_{2}, m\right) \tag{21.4.16}
\end{equation*}
$$

It can be shown that the number of the interaction coefficients is $\mathrm{O}\left(M^{5}\right)$. This means that the interaction coefficients method requires a huge number of numerical calculations as wave numbers $M$ increase.

### 21.4.3 Transform method

As an alternative to the interaction coefficients method, the transform method needs fewer computations to calculate the nonlinear term for multidimensional flows. The transform method requires both transformations from the spectral space to the grid space and from the grid space to the spectral space at each time step. The expansion coefficients of the nonlinear term can be given by transformation from the grid point values of the nonlinear term, which are calculated as the product of grid point values. Grid point values are transformed from the spectral space at the previous time step.

To describe the transform method, we use the nondivergent barotropic equation (21.4.1) and the expansion of the streamfunction $\psi$ in the form (21.4.6). We also represent vorticity $\zeta$ and velocity components $U$ and $V$ by a series of spherical harmonics as

$$
\begin{align*}
\psi(\lambda, \mu, t) & =R^{2} \sum_{m=-M}^{M} \sum_{n=|m|}^{M} \psi_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu)  \tag{21.4.17}\\
\zeta(\lambda, \mu, t) & =\sum_{m=-M}^{M} \sum_{n=|m|}^{M} \zeta_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu)  \tag{21.4.18}\\
U(\lambda, \mu, t) & =R \sum_{m=-M}^{M} \sum_{n=|m|}^{M+1} U_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu)  \tag{21.4.19}\\
V(\lambda, \mu, t) & =R \sum_{m=-M}^{M} \sum_{n=|m|}^{M} V_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu) \tag{21.4.20}
\end{align*}
$$

First, we derive the relations between $\zeta_{n}^{m}, U_{n}^{m}, V_{n}^{m}$, and $\psi_{n}^{m} .^{\dagger}$ From (21.4.3), we have

$$
\begin{equation*}
\zeta=\nabla_{H}^{2} \psi=-\sum_{m} \sum_{n} n(n+1) \psi_{n}^{m} Y_{n}^{m} \tag{21.4.21}
\end{equation*}
$$

thus

$$
\begin{equation*}
\zeta_{n}^{m}=-n(n+1) \psi_{n}^{m} \tag{21.4.22}
\end{equation*}
$$

From (21.4.4), using the formula (21.8.21) in the appendix, we have

$$
\begin{align*}
U & =-\frac{1-\mu^{2}}{R} \frac{\partial \psi}{\partial \mu}=R \sum_{m} \sum_{n} \psi_{n}^{m}\left[n \varepsilon_{n+1}^{m} Y_{n+1}^{m}-(n+1) \varepsilon_{n}^{m} Y_{n-1}^{m}\right] \\
& =R \sum_{m} \sum_{n=|m|}^{M+1}\left[(n-1) \varepsilon_{n}^{m} \psi_{n-1}^{m}-(n+2) \varepsilon_{n+1}^{m} \psi_{n+1}^{m}\right] Y_{n}^{m} \tag{21.4.23}
\end{align*}
$$

where $Y_{n}^{m}=0$ for $n<m$. Thus, we obtain

$$
\begin{equation*}
U_{n}^{m}=(n-1) \varepsilon_{n}^{m} \psi_{n-1}^{m}-(n+2) \varepsilon_{n+1}^{m} \psi_{n+1}^{m} \tag{21.4.24}
\end{equation*}
$$

From (21.4.5), we promptly have

$$
\begin{equation*}
V_{n}^{n}=i m \psi_{n}^{m} \tag{21.4.25}
\end{equation*}
$$

[^47]Since the maximum zonal wave number of $U, V$, and $\zeta$ is $M$, the products $U \zeta$ and $V \zeta$ can be expanded by the Fourier series truncated up to the zonal wave number $2 M$. Then we write these nonlinear terms as

$$
\begin{align*}
U \zeta & =R \sum_{m=-2 M}^{2 M} A_{m}(\mu) e^{i m \lambda}  \tag{21.4.26}\\
V \zeta & =R \sum_{m=-2 M}^{2 M} B_{m}(\mu) e^{i m \lambda} \tag{21.4.27}
\end{align*}
$$

From this, we obtain the values of $A_{m}$ and $B_{m}$ at the latitude $\mu$ as

$$
\begin{align*}
A_{m}(\mu) & =\frac{1}{2 \pi R} \int_{0}^{2 \pi} U(\lambda, \mu) \zeta(\lambda, \mu) e^{-i m \lambda} d \lambda  \tag{21.4.28}\\
B_{m}(\mu) & =\frac{1}{2 \pi R} \int_{0}^{2 \pi} V(\lambda, \mu) \zeta(\lambda, \mu) e^{-i m \lambda} d \lambda \tag{21.4.29}
\end{align*}
$$

From (21.4.11), therefore, the expansion coefficients of $F$ are written as

$$
\begin{align*}
F_{n}^{m}= & \frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot e^{-i m \lambda} \tilde{P}_{n}^{m} \\
& \times\left\{-\frac{1}{R\left(1-\mu^{2}\right)}\left[\frac{\partial}{\partial \lambda}(U \zeta)+\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}(V \zeta)\right]\right\} \\
= & -\frac{1}{2} \int_{-1}^{1} \frac{d \mu}{1-\mu^{2}}\left[i m A_{m}+\left(1-\mu^{2}\right) \frac{d B_{m}}{d \mu}\right] \tilde{P}_{n}^{m} \\
= & -\frac{1}{2} \int_{-1}^{1} \frac{d \mu}{1-\mu^{2}}\left[i m A_{m} \tilde{P}_{n}^{m}-B_{m}\left(1-\mu^{2}\right) \frac{d \tilde{P}_{n}^{m}}{d \mu}\right] \tag{21.4.30}
\end{align*}
$$

where we have used $B_{m}( \pm 1)=0$ since $V=0$ at $\mu= \pm 1$ in (21.4.27). To solve the spectral expression of the nondivergent barotropic equation (21.4.10), we use the expansion coefficients of $U \zeta$ and $V \zeta$ to calculate the nonlinear term $F_{n}^{m}$. This procedure is called the transform method.

The calculation procedure of the transform method is summarized as follows. First, if $U, V$, and $\zeta$ are given in real space on a sphere, $A_{m}$ and $B_{m}$ are calculated from (21.4.28) and (21.4.29), respectively. Next, $F_{n}^{m}$ is given from (21.4.30). The value of the next time step $\psi_{n}^{m}$ is given by integrating (21.4.10) in time. If, in turn, $\psi_{n}^{m}$ is updated, $\zeta_{n}^{m}, U_{n}^{m}$, and $V_{n}^{m}$ are calculated from (21.4.22), (21.4.24), and (21.4.25). Finally, $\zeta, U$, and $V$ in real space are given by using (21.4.18), (21.4.19), and (21.4.20).

We need to know the degree of the integrand in (21.4.30) to accurately integrate it. Since (21.4.30) is equivalent to expression of the interaction coefficients method (21.4.13), the degree of the integrand of (21.4.30) is given by the maximum degree that appears in the interaction coefficients $L$, (21.4.14). That is, we need to know
the maximum degree with respect to $\mu$ of

$$
\begin{equation*}
\mathcal{P}(\mu)=\tilde{P}_{n}^{m}\left(m_{1} \tilde{P}_{n_{1}}^{m_{1}} \frac{d \tilde{P}_{n_{2}}^{m_{2}}}{d \mu}-m_{2} \tilde{P}_{n_{2}}^{m_{2}} \frac{d \tilde{P}_{n_{1}}^{m_{1}}}{d \mu}\right) \tag{21.4.31}
\end{equation*}
$$

Let $p_{l}$ denote a polynomial of degree $l$. From the definition (21.2.16), the associated Legendre functions are expressed as

$$
\tilde{P}_{n}^{m}=\left(1-\mu^{2}\right)^{\frac{m}{2}} p_{n-m}
$$

Using the recurrence relation (21.8.21) and the condition $m=m_{1}+m_{2}$ in (21.4.15), we obtain

$$
\begin{aligned}
\mathcal{P}(\mu) & =\left(1-\mu^{2}\right)^{\frac{m}{2}} p_{n-m} \cdot\left(1-\mu^{2}\right)^{\frac{m_{1}}{2}-1} p_{n_{1}+1-m_{1}} \cdot\left(1-\mu^{2}\right)^{\frac{m_{2}}{2}} p_{n_{2}-m_{2}} \\
& =\left(1-\mu^{2}\right)^{m-1} p_{n+n_{1}+n_{2}-2 m+1}=p_{n+n_{1}+n_{2}-1}
\end{aligned}
$$

Since the integers $n, n_{1}$, and $n_{2}$ are smaller or equal to $M$, the maximum degree of (21.4.31) is $(3 M-1)$.

Note that in the divergent barotropic equation or the primitive equation, meridional wind is expanded as

$$
\begin{equation*}
V=R \sum_{m=-M}^{M} \sum_{n=|m|}^{M+1} V_{n}^{m} Y_{n}^{m} \tag{21.4.32}
\end{equation*}
$$

instead of (21.4.20). Thus, the maximum degree of the integrand of $F$ is $3 M$.
As shown above, in the case of the nondivergent barotropic equation, the integrand of (21.4.30) is a polynomial of degree $(3 M-1)$ and the integrands of (21.4.28) and (21.4.29) are the Fourier series with maximum zonal wave number $3 M$. In this case, as shown in the next subsection, in order to exactly calculate an integral, we need to have $3 M / 2$ grid numbers in the latitudinal direction and $(3 M+1)$ grid numbers in the longitudinal direction using the Gauss-Legendre integral formula and the Gauss trapezoidal quadrature. This means that the total calculation is $\mathrm{O}\left(M^{3}\right)$ in the case of the transform method, and is much faster than that of the interaction coefficient method, which is $\mathrm{O}\left(M^{5}\right)$.

### 21.4.4 Procedure of the transform method

The transform method requires integrations of grid point values with respect to latitude and longitude for transformation to spectral coefficients at every time step. Eqs. (21.4.28) and (21.4.29) contain the integral with respect to longitude $\lambda$, and (21.4.30) contains the integral with respect to latitude $\mu$. According to the GaussLegendre method and the Gauss trapezoidal quadrature, if $f(\mu)$ is a polynomial of degree $(2 N-1)$, and if $g(\lambda)$ is a Fourier series truncated at a zonal wave number
$M$, these integrals are exactly calculated by the following schemes:

$$
\begin{align*}
\int_{-1}^{1} f(\mu) d \mu & =\sum_{n=1}^{N} w_{n} f\left(\mu_{n}\right)  \tag{21.4.33}\\
\frac{1}{2 \pi} \int_{0}^{2 \pi} g(\lambda) d \lambda & =\frac{1}{N} \sum_{n=1}^{N} g\left(\lambda_{n}\right) \tag{21.4.34}
\end{align*}
$$

where $\mu_{n}$ are Gaussian latitudes, $w_{n}$ Gaussian weights, and $\lambda_{n} N$-equidistance points in longitude.

Now, we can integrate the nonlinear term $F_{n}^{m}$ using the above quadratures. In the case of the nondivergent barotropic equation, first, $F_{n}^{m}$ in (21.4.30) can be accurately calculated using the values at Gaussian latitudes $\mu_{j}(j=1, \cdots, J$ where $J=3 M / 2$ ) and the formula (21.3.7), such that

$$
\begin{equation*}
F_{n}^{m}=-\frac{1}{2} \sum_{j=1}^{J} \frac{w_{j}}{1-\mu_{j}^{2}}\left[i m A_{m} \tilde{P}_{n}^{m}\left(\mu_{j}\right)-B_{m}\left(1-\mu_{j}^{2}\right) \frac{d \tilde{P}_{n}^{m}\left(\mu_{j}\right)}{d \mu}\right] \tag{21.4.35}
\end{equation*}
$$

Second, $A_{m}\left(\mu_{j}\right)$ and $B_{m}\left(\mu_{j}\right)$ are given by the integrals, (21.4.28) and (21.4.29). Since $U, V$, and $\zeta$ are expanded by the Fourier series truncated at the zonal wave number $M$, these integrals may contain a zonal wave number $3 M$ at most. If we take $I$ points in the longitudinal direction with equal intervals in the range $0 \leq \lambda \leq 2 \pi$ and $I \geq 3 M+1$, the integral (21.3.21) becomes exact according to the Gauss trapezoidal quadrature. Thus, the integrals (21.4.28) and (21.4.29) can be accurately calculated by

$$
\begin{align*}
A_{m}\left(\mu_{j}\right) & =\frac{1}{R I} \sum_{i=1}^{I} U\left(\lambda_{l}, \mu_{j}\right) \zeta\left(\lambda_{l}, \mu_{j}\right) e^{-i m \lambda_{i}}  \tag{21.4.36}\\
B_{m}\left(\mu_{j}\right) & =\frac{1}{R I} \sum_{i=1}^{I} V\left(\lambda_{l}, \mu_{j}\right) \zeta\left(\lambda_{l}, \mu_{j}\right) e^{-i m \lambda_{i}} \tag{21.4.37}
\end{align*}
$$

On the other hand, the grid point values of $\zeta, U$, and $V$ can be given from spectral coefficients $\zeta_{n}^{m}, U_{n}^{m}$, and $V_{n}^{m}$, respectively, using (21.4.18)-(21.4.20):

$$
\begin{align*}
\left(\zeta_{m}\left(\mu_{j}\right), U_{m}\left(\mu_{j}\right), V_{m}\left(\mu_{j}\right)\right) & =\sum_{n=|m|}^{M}\left(\zeta_{n}^{m}, U_{n}^{m}, V_{n}^{m}\right) \tilde{P}_{n}^{m}\left(\mu_{j}\right),  \tag{21.4.38}\\
\left(\zeta\left(\lambda_{l}, \mu_{j}\right), U\left(\lambda_{l}, \mu_{j}\right), V\left(\lambda_{l}, \mu_{j}\right)\right) & =\sum_{m=-M}^{M}\left(\zeta_{m}\left(\mu_{j}\right), U_{m}\left(\mu_{j}\right), V_{m}\left(\mu_{j}\right)\right) e^{i m \lambda_{l}} . \tag{21.4.39}
\end{align*}
$$

This means that the grid point values are calculated via two steps: the Fourier transform (21.4.39) and the Legendre transform (21.4.38).

The numerical procedure of the transform method for the nondivergent barotropic equation can be summarized as follows:
(1) First, we assume that $\psi_{n}^{m}(t)$ is given.
(2) Calculate $\zeta_{n}^{m}, U_{n}^{m}$, and $V_{n}^{m}$ using (21.4.22), (21.4.24), and (21.4.25).
(3) Calculate $\zeta_{m}\left(\mu_{j}\right), U_{m}\left(\mu_{j}\right)$, and $V_{m}\left(\mu_{j}\right)$ using the Legendre transform (21.4.38).
(4) Calculate $\zeta\left(\lambda_{l}, \mu_{j}\right), U\left(\lambda_{l}, \mu_{j}\right)$, and $V\left(\lambda_{l}, \mu_{j}\right)$ using the Fourier transform (21.4.39).
(5) Calculate the products $\zeta\left(\lambda_{l}, \mu_{j}\right) U\left(\lambda_{l}, \mu_{j}\right)$ and $\zeta\left(\lambda_{l}, \mu_{j}\right) V\left(\lambda_{l}, \mu_{j}\right)$ at the grid points.
(6) Calculate $A_{m}\left(\mu_{j}\right)$ and $B_{m}\left(\mu_{j}\right)$ using (21.4.36) and (21.4.37).
(7) The nonlinear term $F_{n}^{m}$ can be given by (21.4.35).
(8) Add linear terms to $F_{n}^{m}$ so that the tendency of $\psi_{n}^{m}$ can be obtained.
(9) The next step value $\psi_{n}^{m}(t+\Delta t)$ can be temporally integrated using (21.4.10), and return to (1).

The operation counts of each time step are $\mathrm{O}\left(M^{2}\right)$ in (2) and (5), and $\mathrm{O}\left(M^{3}\right)$ in the Legendre transform (3) and (7). If the fast Fourier Transform (FFT) is used, the operation time of the Fourier transform in (2), (4), and (6) is $\mathrm{O}\left(M^{2} \log M\right)$. Therefore, the total operation time of the transform method is much smaller than that of the integration coefficients method, $\mathrm{O}\left(M^{5}\right)$.

### 21.4.5 Grid number of pentagonal truncation

In subsections 21.4.2 through 21.4.4, we have concentrated on the nondivergent barotropic equation with triangular truncation. Let us now generalize the procedure to the pentagonal truncation introduced in Section 21.2.3. To do this, we need to know the maximum degree of the polynomials of the integrand of the Legendre transform under the prescribed truncation. If vorticity and zonal winds are expanded as ${ }^{\dagger}$

$$
\begin{align*}
\zeta & =\sum_{m_{1}} \sum_{n_{1}} \zeta_{n_{1}}^{m_{1}} Y_{n_{1}}^{m_{1}}  \tag{21.4.40}\\
U & =\sum_{m_{2}} \sum_{n_{2}} U_{n_{2}}^{m_{2}} Y_{n_{2}}^{m_{2}} . \tag{21.4.41}
\end{align*}
$$

The second-order nonlinear term is given by

$$
\begin{equation*}
\zeta U=\sum_{m_{1}} \sum_{n_{1}} \sum_{m_{2}} \sum_{n_{2}} \zeta_{n_{1}}^{m_{1}} U_{n_{2}}^{m_{2}} Y_{n_{1}}^{m_{1}} Y_{n_{2}}^{m_{2}} \tag{21.4.42}
\end{equation*}
$$

The product $Y_{n_{1}}^{m_{1}} Y_{n_{2}}^{m_{2}}$ can be expanded by spherical harmonics as

$$
\begin{equation*}
Y_{n_{1}}^{m_{1}} Y_{n_{2}}^{m_{2}}=\sum_{m} \sum_{n} C_{m_{1} n_{1} m_{2} n_{2} m n} Y_{n}^{m} \tag{21.4.43}
\end{equation*}
$$

[^48]where the $C$ 's are interaction coefficients. Figure 21.4 shows the indices of pentagonal truncation. Let $\left(m_{1}, n_{1}\right)$ and $\left(m_{2}, n_{2}\right)$ be independent pairs of indices of pentagonal truncation and $Y_{n}^{m}$ be the product of $Y_{n_{1}}^{m_{1}}$ and $Y_{n_{2}}^{m_{2}}$. The indices $(m, n)$ fall in the region of the outer closed lines in the figure. If the maximum value of $n$ for a given $m$ is denoted by $n(m)$, the indices $(n, m)$ are in the ranges of $-2 M \leq m \leq 2 M$ and $|m| \leq n \leq n(m)$.

The expansion coefficients of the nonlinear term $\zeta U$ can be given by

$$
\begin{equation*}
(\zeta U)_{n}^{m}=\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda(\zeta U) Y_{n}^{m *} \tag{21.4.44}
\end{equation*}
$$

Let us examine the degree of this integrand. Since $\zeta U$ can be expanded as

$$
\begin{equation*}
\zeta U=\sum_{m=-2 M}^{2 M} \sum_{n^{\prime}=|m|}^{n(m)} C_{n^{\prime}}^{m} Y_{n^{\prime}}^{m} \tag{21.4.45}
\end{equation*}
$$

(21.4.44) is written as

$$
\begin{equation*}
(\zeta U)_{n}^{m}=\frac{1}{2} \sum_{n^{\prime}=|m|}^{n(m)} C_{n^{\prime}}^{m} \int_{-1}^{1} d \mu \tilde{P}_{n^{\prime}}^{m} \tilde{P}_{n}^{m} \tag{21.4.46}
\end{equation*}
$$



Figure 21.4: Range of indices of the interaction in the case of pentagonal truncation. If the indices $\left(m_{1}, n_{1}\right)$ and $\left(m_{2}, n_{2}\right)$ are in the hatched region of pentagonal truncation, the indices of $Y_{n}^{m}$ as the product of $Y_{n_{1}}^{m_{1}}$ and $Y_{n_{2}}^{m_{2}}$ are in the range of the outer closed boundary. Only the region $m \geq 0$ is shown.
where $\tilde{P}_{n^{\prime}}^{m} \tilde{P}_{n}^{m}$ is a polynomial of degree $\left(n+n^{\prime}\right)$. Thus, it can be shown that the maximum degree satisfies $\left(n+n^{\prime}\right)_{\max } \leq 2 N+L$. The maximum zonal wave number of the integrand of (21.4.44) is $\lambda=3 M$. Therefore, the numbers of grid points in the longitudinal direction $I$ and the latitudinal direction $J$ must be chosen as

$$
\begin{align*}
& I \geq 3 M+1  \tag{21.4.47}\\
& J \geq \frac{2 N+L+1}{2} \tag{21.4.48}
\end{align*}
$$

If grid numbers satisfy these conditions, numerical integrations are always exact.

### 21.4.6 Aliasing

In numerical calculations, waves with a smaller scale than the resolvable scale cannot be represented. If such waves are generated by nonlinear interaction, these waves are falsely represented as waves with a larger scale than the resolution. This phenomena is called aliasing. The spectrum model is free from aliasing, in particular if the interaction coefficients method is used. As for the transform method, if a sufficient number of grid points are used, all the integrals are accurately calculated, so that the transform method is equivalent to the interaction coefficients method and is also free from aliasing. The sufficient condition for aliasing-free grid points is to take $I$ grid points with $I \geq 3 M+1$ in the longitude and $J$ grid points with $J \geq(2 N+L+1) / 2$ in the latitude; under these conditions, second-order nonlinear terms can be accurately integrated without aliasing. If the number of grid points is insufficient, on the other hand, the transform method generates the aliasing error.

The above discussion cannot be applicable to primitive equations where thirdorder nonlinear terms like $\dot{\sigma} \frac{\partial U}{\partial \sigma}$ are contained ( $\dot{\sigma}$ itself is the second order). There is no theoretical answer to the sufficient number of grid points in primitive equations. Experience says that if there are sufficient grid points for the representation of second-order nonlinear terms, primitive equations can be integrated without numerical instability.

### 21.5 Conservation laws of the nondivergent barotropic equation

The nondivergent barotropic equation has the following conservative quantities if no friction is included: vorticity, enstrophy, kinetic energy, and angular momentum. Here, conservation means that global mean quantities are constant regardless of time. As will be shown below, these quantities are also conserved in the spectral model with truncation.

The nondivergent barotropic equation is given by (21.4.1). The spectral expression is given by (21.4.10), where nonlinear terms are expressed as (21.4.13) and (21.4.14). Here, we distinguish the solution to the truncated spectral model $\phi$ from the exact solution $\psi$. In general, the equation for $\phi$ has a residual $\mathcal{R}(\phi)$ as shown in (21.4.7). The residual $\mathcal{R}$ satisfies orthogonality (21.4.8).

### 21.5.1 Vorticity

First, the conservation of vorticity is a trivial property. Global mean vorticity $Z$ always satisfies

$$
\begin{equation*}
Z=\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot \nabla_{H}^{2} \psi=0 \tag{21.5.1}
\end{equation*}
$$

If it is truncated in the wave number domain, truncated vorticity also satisfies

$$
\begin{align*}
Z & =\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot \nabla_{H}^{2} \phi \\
& =\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot \sum_{m} \sum_{n}\left[-n(n+1) \psi_{n}^{m} Y_{n}^{m}\right]=0 \tag{21.5.2}
\end{align*}
$$

which is of course conserved. Note that the global mean of spherical harmonic $Y_{n}^{m}$ is zero except for $Y_{0}^{0}$.

### 21.5.2 Angular momentum

Global mean angular momentum $A M$ is expressed by using (21.4.4) as

$$
\begin{align*}
A M & =\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot R \cos \varphi(u+R \cos \varphi \cdot \Omega)  \tag{21.5.3}\\
& =\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot\left(\mu^{2}-1\right) \frac{\partial \psi}{\partial \mu}+\frac{2}{3} R^{2} \Omega \tag{21.5.4}
\end{align*}
$$

Thus, the tendency of angular momentum is written as

$$
\begin{equation*}
\frac{d A M}{d t}=\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot \frac{\partial}{\partial t}\left[\left(\mu^{2}-1\right) \frac{\partial \psi}{\partial \mu}\right] \tag{21.5.5}
\end{equation*}
$$

In order to calculate the right-hand side, we integrate the vorticity equation (21.4.1) in the longitudinal direction:

$$
\int_{0}^{2 \pi} d \lambda \cdot \frac{\partial}{\partial t} \nabla_{H}^{2} \psi=-\int_{0}^{2 \pi} d \lambda \cdot \frac{1}{R} \frac{\partial}{\partial \mu}\left(V \nabla_{H}^{2} \psi\right)
$$

and then integrate it in the latitudinal direction from $\mu=-1$ to $\mu$ using the expression of the Laplacian (21.2.6):

$$
\begin{aligned}
\int_{-1}^{\mu} d \mu \int_{0}^{2 \pi} d \lambda \cdot \frac{\partial}{\partial t} \nabla_{H}^{2} \psi & =\frac{1}{R^{2}} \int_{0}^{2 \pi} d \lambda \cdot \frac{\partial}{\partial t}\left[\left(\mu^{2}-1\right) \frac{\partial \psi}{\partial \mu}\right] \\
& =-\int_{0}^{2 \pi} d \lambda \cdot \frac{1}{R} V \nabla_{H}^{2} \psi
\end{aligned}
$$

Furthermore, by integrating this once more from $\mu=-1$ to 1 , we have

$$
\begin{aligned}
& \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot \frac{\partial}{\partial t}\left[\left(\mu^{2}-1\right) \frac{\partial \psi}{\partial \mu}\right]=-R \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot V \nabla_{H}^{2} \psi \\
& =-\int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot \frac{\partial \psi}{\partial \lambda} \nabla_{H}^{2} \psi \\
& =-\int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot\left[\nabla_{H} \cdot\left(\frac{\partial \psi}{\partial \lambda} \nabla_{H} \psi\right)-\frac{\partial}{\partial \lambda} \frac{\left|\nabla_{H} \psi\right|^{2}}{2}\right]=0
\end{aligned}
$$

Thus, from (21.5.5), we have shown the conservation of angular momentum:

$$
\begin{equation*}
\frac{d}{d t} A M=0 \tag{21.5.6}
\end{equation*}
$$

Next, we show the above conservation in truncated spectral space. Substituting (21.4.19) into (21.5.3) gives

$$
\begin{align*}
A M & =\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot R^{2} \sum_{m} \sum_{n} U_{n}^{m} Y_{n}^{m}+\frac{2}{3} R^{2} \Omega \\
& =R^{2} U_{0}^{0}+\frac{2}{3} R^{2} \Omega=-\frac{2}{\sqrt{3}} R^{2} \psi_{1}^{0}+\frac{2}{3} R^{2} \Omega \tag{21.5.7}
\end{align*}
$$

where

$$
U_{0}^{0}=-2 \varepsilon_{1}^{0} \psi_{1}^{0}=-\frac{2}{\sqrt{3}} \psi_{1}^{0}
$$

from (21.4.24). Therefore, we have

$$
\begin{equation*}
\frac{d}{d t} A M=-\frac{2}{\sqrt{3}} R^{2} \frac{d \psi_{1}^{0}}{d t} \tag{21.5.8}
\end{equation*}
$$

Using (21.4.10), we have

$$
\begin{equation*}
\frac{d \psi_{1}^{0}}{d t}=-\frac{1}{2} F_{1}^{0}=-\frac{i}{8} \sum_{n_{1}} \sum_{n_{2}} \sum_{m} L\left(n_{1}, n_{2}, 1 ; m,-m, 0\right) \psi_{n_{1}}^{m} \psi_{n_{2}}^{-m} \tag{21.5.9}
\end{equation*}
$$

It can be shown that $L\left(n_{1}, n_{2}, 1 ; m,-m, 0\right)=0$ using (21.4.14). Thus, we have shown from (21.5.8) that

$$
\begin{equation*}
\frac{d}{d t} A M=0 \tag{21.5.10}
\end{equation*}
$$

If a horizontal hyper-diffusion,

$$
-\nu\left[\nabla_{H}^{2 k}-\left(\frac{-2}{R^{2}}\right)^{k}\right] \nabla_{H}^{2} \psi
$$

with $k>1$, is added to the nondivergent barotropic equation (21.4.1), this becomes in spectral form

$$
-\nu\left\{[-n(n+1)]^{k}-(-2)^{k}\right\}\left[-n(n+1) \psi_{n}^{m}\right]
$$

Since the contribution of this term to $\psi_{1}^{0}$ is zero, angular momentum is also conserved (see (17.1.19)).

### 21.5.3 Kinetic energy

The global mean kinetic energy $K E$ is given by

$$
\begin{equation*}
K E=\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot \frac{1}{2}\left|\nabla_{H} \psi\right|^{2} \tag{21.5.11}
\end{equation*}
$$

Multiplying $\psi$ by (21.4.1) and integrating on a sphere gives

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \psi\left[\frac{\partial}{\partial t} \nabla_{H}^{2} \psi-F(\psi)+\frac{2 \Omega}{R^{2}} \frac{\partial \psi}{\partial \lambda}\right]=0 \tag{21.5.12}
\end{equation*}
$$

The first term is the tendency of kinetic energy:

$$
\begin{equation*}
\frac{d}{d t} K E=-\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \psi \frac{\partial}{\partial t} \nabla_{H}^{2} \psi \tag{21.5.13}
\end{equation*}
$$

It can be shown that the second and third terms vanish. Thus, kinetic energy is conserved in this analytic system:

$$
\begin{equation*}
\frac{d}{d t} K E=0 \tag{21.5.14}
\end{equation*}
$$

The conservation of kinetic energy in the truncated spectral model can be similarly shown by multiplying (21.4.7) by $\phi$ and integrating on a sphere:

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \phi\left[\frac{\partial}{\partial t} \nabla_{H}^{2} \phi-F(\phi)+\frac{2 \Omega}{R^{2}} \frac{\partial \phi}{\partial \lambda}-\mathcal{R}(\phi)\right]=0 \tag{21.5.15}
\end{equation*}
$$

Here, (21.5.13) also holds for $\phi$, and the second and third terms vanish. Since $\phi$ is a superposition of $Y_{n}^{m}$, the residual term is expressed using (21.4.8) as

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \phi \mathcal{R}(\phi)=0 \tag{21.5.16}
\end{equation*}
$$

Thus, we also have

$$
\begin{equation*}
\frac{d}{d t} K E=0 \tag{21.5.17}
\end{equation*}
$$

(i.e., kinetic energy is conserved in the truncated spectral model). From (21.5.11), kinetic energy is written as

$$
\begin{align*}
K E & =-\frac{1}{8 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot \phi \nabla_{H}^{2} \phi \\
& =\frac{R^{2}}{2} \sum_{m} \sum_{n}(-1)^{m} n(n+1) \psi_{n}^{m} \psi_{n}^{-m} \tag{21.5.18}
\end{align*}
$$

where the relation $\psi_{n}^{m *}=(-1)^{m} \psi_{n}^{-m}$ is used.

### 21.5.4 Enstrophy

Enstrophy is the square of vorticity. The global average of enstrophy $E N$ is given by

$$
\begin{equation*}
E N=\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot\left|\nabla_{H}^{2} \psi\right|^{2} \tag{21.5.19}
\end{equation*}
$$

Multiplying (21.4.1) by $\nabla_{H}^{2} \psi$ and integrating on a sphere, we have

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \nabla_{H}^{2} \psi\left[\frac{\partial}{\partial t} \nabla_{H}^{2} \psi-F(\psi)+\frac{2 \Omega}{R^{2}} \frac{\partial \psi}{\partial \lambda}\right]=0 \tag{21.5.20}
\end{equation*}
$$

The first term is the tendency of enstrophy, which is written as

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E N=\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \nabla_{H}^{2} \psi \frac{\partial}{\partial t} \nabla_{H}^{2} \psi \tag{21.5.21}
\end{equation*}
$$

and the second and third terms vanish. Thus, enstrophy is conserved:

$$
\begin{equation*}
\frac{d}{d t} E N=0 \tag{21.5.22}
\end{equation*}
$$

The conservation of enstrophy in the truncated spectral model can be shown in the same way as the conservation of kinetic energy. Multiplying (21.4.7) by $\nabla_{H}^{2} \phi$ gives

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \nabla_{H}^{2} \phi\left[\frac{\partial}{\partial t} \nabla_{H}^{2} \phi-F(\phi)+\frac{2 \Omega}{R^{2}} \frac{\partial \phi}{\partial \lambda}-\mathcal{R}(\phi)\right]=0 \tag{21.5.23}
\end{equation*}
$$

The second and third terms are identical to zero. Since $\nabla_{H}^{2} \phi$ is a superposition of $Y_{n}^{m}$, the term including the residual becomes

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \nabla_{H}^{2} \phi \mathcal{R}(\phi)=0 \tag{21.5.24}
\end{equation*}
$$

where (21.4.8) is used. Thus, we have

$$
\begin{equation*}
\frac{d}{d t} E N=0 \tag{21.5.25}
\end{equation*}
$$

(i.e., enstrophy is conserved in the truncated spectral model). From (21.5.19), enstrophy is written in spectral form as

$$
\begin{align*}
E N & =\sum_{m} \sum_{n} n^{2}(n+1)^{2} \psi_{n}^{m} \psi_{n}^{m *} \\
& =\sum_{m} \sum_{n}(-1)^{m} n^{2}(n+1)^{2} \psi_{n}^{m} \psi_{n}^{-m} \tag{21.5.26}
\end{align*}
$$

The square of absolute vorticity $Z_{a}=\nabla_{H}^{2} \psi+2 \Omega \mu$ is also conserved on a sphere. This can easily be shown by writing (21.4.1) as

$$
\begin{equation*}
\frac{\partial}{\partial t} Z_{a}=J\left(\psi, Z_{a}\right) \tag{21.5.27}
\end{equation*}
$$

The integral of the Jacobian is identically zero.

### 21.6 Shallow-water spectral model

We next step to the spectrum model with shallow-water equations on a sphere. Different from the nondivergent barotropic model, the shallow-water model has divergence motion. The shallow-water model on a sphere is expressed in vorticity divergence form as (17.1.11) and (17.1.12), together with (17.1.3). If there is no dissipation or mass source, these are written as

$$
\begin{align*}
\frac{\partial \zeta}{\partial t} & =-\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} A-\frac{1}{R} \frac{\partial}{\partial \mu} B  \tag{21.6.1}\\
\frac{\partial D}{\partial t} & =\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} B-\frac{1}{R} \frac{\partial}{\partial \mu} A-\nabla_{H}^{2}\left[g \eta+\frac{U^{2}+V^{2}}{2\left(1-\mu^{2}\right)}\right]  \tag{21.6.2}\\
\frac{\partial \eta}{\partial t} & =-\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}(U \eta)-\frac{1}{R} \frac{\partial}{\partial \mu}(V \eta) \tag{21.6.3}
\end{align*}
$$

where

$$
\begin{equation*}
A=(\zeta+2 \Omega \mu) U, \quad B=(\zeta+2 \Omega \mu) V \tag{21.6.4}
\end{equation*}
$$

Let us define $\phi \equiv g \eta$ and its deviation $\phi^{\prime}=\phi-\bar{\phi}$, where $\bar{\phi}$ is a constant value. Then, (21.6.3) is rewritten as

$$
\begin{equation*}
\frac{\partial \phi^{\prime}}{\partial t}=-\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}\left(U \phi^{\prime}\right)-\frac{1}{R} \frac{\partial}{\partial \mu}\left(V \phi^{\prime}\right)-\bar{\phi} D . \tag{21.6.5}
\end{equation*}
$$

Shallow-water equations (21.6.1)-(21.6.3) correspond to (20.2.55), (20.2.56), and (20.2.59) of primitive equations.

Vorticity and divergence are expressed by the streamfunction $\psi$ and the velocity potential $\chi$, respectively. In spectral form, it is easy to obtain $\psi$ and $\chi$ from vorticity and divergence. The velocity components $U$ and $V$ are also calculated from $\psi$ and $\chi$. These relations are given by (20.2.69) together with (20.2.70) and (20.2.71):

$$
\begin{align*}
\zeta & =\nabla_{H}^{2} \psi  \tag{21.6.6}\\
D & =\nabla_{H}^{2} \chi  \tag{21.6.7}\\
U & =-\frac{1-\mu^{2}}{R} \frac{\partial \psi}{\partial \mu}+\frac{1}{R} \frac{\partial \chi}{\partial \lambda}  \tag{21.6.8}\\
V & =\frac{1}{R} \frac{\partial \psi}{\partial \lambda}+\frac{1-\mu^{2}}{R} \frac{\partial \chi}{\partial \mu} \tag{21.6.9}
\end{align*}
$$

We use triangular truncation for spectral expansion in this section. Let the maximum zonal wave number be denoted by $M$, the number of grid points in the longitudinal direction by $I$, and that in the latitudinal direction by $J$. These must satisfy $J \geq 3 M / 2$ and $I \geq 3 M+1$ in order to be free from alias. The locations of latitudinal grid points are denoted by $\mu_{j}(j=1, \cdots, J)$, and those of the longitudinal grid points are denoted by $\lambda_{i}(i=1, \cdots, I)$. The spectral expansion of a variable $X$ is given as

$$
\begin{equation*}
X(\lambda, \mu, t)=\sum_{m=-M}^{M} \sum_{n=|m|}^{M} X_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu), \tag{21.6.10}
\end{equation*}
$$

and its inverse form is written as

$$
\begin{align*}
X_{n}^{m}(t) & =\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot e^{-i m \lambda} \tilde{P}_{n}^{m}(\mu) X(\lambda, \mu, t) \\
& =\frac{1}{2} \int_{-1}^{1} d \mu \tilde{P}_{n}^{m}(\mu) X_{m}(\mu, t) \\
& =\frac{1}{2} \sum_{j=i}^{J} w_{j} \tilde{P}_{n}^{m}\left(\mu_{j}\right) X_{m}\left(\mu_{j}, t\right) \tag{21.6.11}
\end{align*}
$$

where $w_{j}$ are Gaussian weights and $X_{m}$ is a Fourier component given by

$$
\begin{align*}
X_{m}\left(\mu_{j}, t\right) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} d \lambda \cdot e^{-i m \lambda} X\left(\lambda, \mu_{j}, t\right) \\
& =\frac{1}{I} \sum_{i=i}^{I} e^{-i m \lambda_{i}} X\left(\lambda_{j}, \mu_{i}, t\right) \tag{21.6.12}
\end{align*}
$$

In the shallow-water spectral model, the streamfunction, the velocity component, and surface displacement are prognostic variables; these are expanded by spherical harmonics as

$$
\begin{align*}
\psi(\lambda, \mu, t) & =R^{2} \sum_{m=-M}^{M} \sum_{n=|m|}^{M} \psi_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu)  \tag{21.6.13}\\
\chi(\lambda, \mu, t) & =R^{2} \sum_{m=-M}^{M} \sum_{n=|m|}^{M} \chi_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu)  \tag{21.6.14}\\
\phi^{\prime}(\lambda, \mu, t) & =\sum_{m=-M}^{M} \sum_{n=|m|}^{M} \phi_{n}^{\prime m}(t) Y_{n}^{m}(\lambda, \mu) \tag{21.6.15}
\end{align*}
$$

The spectral coefficients $\psi_{n}^{m}(t), \chi_{n}^{m}(t)$, and $\phi_{n}^{\prime m}(t)$ are temporally integrated. Vorticity $\zeta$ and divergence $D$ are also expanded as

$$
\begin{align*}
\zeta(\lambda, \mu, t) & =\sum_{m=-M}^{M} \sum_{n=|m|}^{M} \zeta_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu)  \tag{21.6.16}\\
D(\lambda, \mu, t) & =\sum_{m=-M}^{M} \sum_{n=|m|}^{M} D_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu) \tag{21.6.17}
\end{align*}
$$

These coefficients are related as

$$
\begin{align*}
\zeta_{n}^{m} & =-n(n+1) \psi_{n}^{m}  \tag{21.6.18}\\
D_{n}^{m} & =-n(n+1) \chi_{n}^{m} \tag{21.6.19}
\end{align*}
$$

The velocity components $U$ and $V$ are expanded in a form similar to (21.4.19) and (21.4.20):

$$
\begin{align*}
& U(\lambda, \mu, t)=R \sum_{m=-M}^{M} \sum_{n=|m|}^{M+1} U_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu),  \tag{21.6.20}\\
& V(\lambda, \mu, t)=R \sum_{m=-M}^{M} \sum_{n=|m|}^{M+1} V_{n}^{m}(t) Y_{n}^{m}(\lambda, \mu), \tag{21.6.21}
\end{align*}
$$

As in (21.4.24), these coefficients are related as

$$
\begin{align*}
U_{n}^{m} & =(n-1) \varepsilon_{n}^{m} \psi_{n-1}^{m}-(n+2) \varepsilon_{n+1}^{m} \psi_{n+1}^{m}+i m \chi_{n}^{m}  \tag{21.6.22}\\
V_{n}^{m} & =i m \psi_{n}^{m}-(n-1) \varepsilon_{n}^{m} \chi_{n-1}^{m}+(n+2) \varepsilon_{n+1}^{m} \chi_{n+1}^{m} \tag{21.6.23}
\end{align*}
$$

For the nonlinear terms (21.6.4), we designate their Fourier component by

$$
\begin{align*}
A_{m}\left(\mu_{j}\right) & =\frac{1}{I R} \sum_{i=1}^{I} e^{-i m \lambda_{i}}\left[\zeta\left(\lambda_{i}, \mu_{j}\right)+2 \Omega \mu_{j}\right] U\left(\lambda_{i}, \mu_{j}\right)  \tag{21.6.24}\\
B_{m}\left(\mu_{j}\right) & =\frac{1}{I R} \sum_{i=1}^{I} e^{-i m \lambda_{i}}\left[\zeta\left(\lambda_{i}, \mu_{j}\right)+2 \Omega \mu_{j}\right] V\left(\lambda_{i}, \mu_{j}\right) \tag{21.6.25}
\end{align*}
$$

which corresponds to (21.4.36) and (21.4.37) of the nondivergent equations. Let the nonlinear terms of the vorticity equation and the divergence equation be denoted by $F_{\zeta}$ and $F_{D}$. Noting (21.4.35), we can expand these nonlinear terms as

$$
\begin{align*}
F_{\zeta n}^{m}= & -\frac{1}{2} \sum_{j=1}^{J} \frac{w_{j}}{1-\mu_{j}^{2}} \\
& \times\left[i m A_{m}\left(\mu_{j}\right) \tilde{P}_{n}^{m}\left(\mu_{j}\right)-B_{m}\left(\mu_{j}\right)\left(1-\mu_{j}^{2}\right) \frac{d \tilde{P}_{n}^{m}\left(\mu_{j}\right)}{d \mu}\right]  \tag{21.6.26}\\
F_{D_{n}^{m}=}^{m}= & \frac{1}{2} \sum_{j=1}^{J} \frac{w_{j}}{1-\mu_{j}^{2}} \\
& \times\left[i m B_{m}\left(\mu_{j}\right) \tilde{P}_{n}^{m}\left(\mu_{j}\right)+A_{m}\left(\mu_{j}\right)\left(1-\mu_{j}^{2}\right) \frac{d \tilde{P}_{n}^{m}\left(\mu_{j}\right)}{d \mu}\right] \tag{21.6.27}
\end{align*}
$$

The expansion coefficients of kinetic energy in the divergence equation (21.6.2) are also given as

$$
\begin{align*}
E_{n}^{m} & =\frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot e^{-i m \lambda} \tilde{P}_{n}^{m} \frac{U^{2}+V^{2}}{2\left(1-\mu^{2}\right)} \\
& =\frac{1}{2 I} \sum_{i=1}^{I} \sum_{j=1}^{J} w_{j} e^{-i m \lambda_{i}} \tilde{P}_{n}^{m}\left(\mu_{j}\right) \frac{U\left(\lambda_{i}, \mu_{j}\right)^{2}+V\left(\lambda_{i}, \mu_{j}\right)^{2}}{2\left(1-\mu_{j}^{2}\right)} \tag{21.6.28}
\end{align*}
$$

For any variable $\alpha$, the Fourier components of the mass fluxes $U \alpha$ and $V \alpha$ are given by

$$
\begin{align*}
A_{\alpha, m}\left(\mu_{j}\right) & =\frac{1}{I R} \sum_{i=1}^{I} e^{i m \lambda_{i}} U\left(\lambda_{i}, \mu_{j}\right) \alpha\left(\lambda_{i}, \mu_{j}\right)  \tag{21.6.29}\\
B_{\alpha, m}\left(\mu_{j}\right) & =\frac{1}{I R} \sum_{i=1}^{I} e^{i m \lambda_{i}} V\left(\lambda_{i}, \mu_{j}\right) \alpha\left(\lambda_{i}, \mu_{j}\right) \tag{21.6.30}
\end{align*}
$$

thus the divergence of mass transport of $\alpha$ is written as

$$
\begin{align*}
\mathcal{A}_{\alpha}^{m}= & \frac{1}{4 \pi} \int_{-1}^{1} d \mu \int_{0}^{2 \pi} d \lambda \cdot e^{-i m \lambda} \tilde{P}_{n}^{m} \\
& \times\left\{-\frac{1}{R\left(1-\mu^{2}\right)}\left[\frac{\partial}{\partial \lambda}(U \alpha)+\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}(V \alpha)\right]\right\} \\
= & -\frac{1}{2} \int_{-1}^{1} \frac{d \mu}{1-\mu^{2}}\left[i m A_{\alpha, m} \tilde{P}_{n}^{m}-B_{\alpha, m}\left(1-\mu^{2}\right) \frac{d \tilde{P}_{n}^{m}}{d \mu}\right] \\
= & -\frac{1}{2} \sum_{j=1}^{J} \frac{w_{j}}{1-\mu_{j}^{2}} \\
& \times\left[i m A_{\alpha, m}\left(\mu_{j}\right) \tilde{P}_{n}^{m}\left(\mu_{j}\right)-B_{\alpha, m}\left(\mu_{j}\right)\left(1-\mu_{j}^{2}\right) \frac{d \tilde{P}_{n}^{m}\left(\mu_{j}\right)}{d \mu}\right] \tag{21.6.31}
\end{align*}
$$

The mass transport of $\phi^{\prime}$ in (21.6.5) can be given by $\mathcal{A}_{\phi^{\prime}}{ }_{n}^{m}$.
Thus, we arrive at the spectral expression of shallow-water equations (21.6.1), (21.6.2), and (21.6.5); these are summarized as

$$
\begin{align*}
\frac{\partial \psi_{n}^{m}}{\partial t} & =-\frac{1}{n(n+1)} F_{\zeta}^{m}  \tag{21.6.32}\\
\frac{\partial \chi_{n}^{m}}{\partial t} & =-\frac{1}{n(n+1)} F_{D}^{m}-\frac{1}{R^{2}}\left(\phi_{n}^{\prime m}+E_{n}^{m}\right)  \tag{21.6.33}\\
\frac{\partial \phi_{n}^{\prime m}}{\partial t} & =\mathcal{A}_{\phi^{\prime}}{ }_{n}^{m}-\bar{\phi} D_{n}^{m} \tag{21.6.34}
\end{align*}
$$

### 21.7 Primitive equation spectral model

### 21.7.1 Equations of spectral models

Finally, we conclude this chapter with the spectral expression of primitive equations on a sphere. The equation set is summarized in Chapter 20. Since the basic relations are analogous to the shallow-water spectral model, we only show the results of the equations.

We start from (20.2.55)-(20.2.61). Using triangular truncation, we expand the
variables as

$$
\begin{align*}
& \left(\psi, \chi, T^{\prime}, \pi, \Phi, q\right) \\
& =\sum_{m=-M}^{M} \sum_{n=|m|}^{M}\left(R^{2} \psi_{n}^{m}, R^{2} \chi_{n}^{m}, T_{n}^{\prime m}, \pi_{n}^{m}, \Phi_{n}^{m}, q_{n}^{m}\right) Y_{n}^{m}(\lambda, \mu) \tag{21.7.1}
\end{align*}
$$

The expansion of vorticity $\zeta$, divergence $\chi$, and velocity components $U$ and $V$ is expressed as

$$
\begin{align*}
& (\zeta, D)=\sum_{m=-M}^{M} \sum_{n=|m|}^{M}\left(\zeta_{n}^{m}, D_{n}^{m}\right) Y_{n}^{m}(\lambda, \mu)  \tag{21.7.2}\\
& (U, V)=R \sum_{m=-M}^{M} \sum_{n=|m|}^{M+1}\left(U_{n}^{m}, V_{n}^{m}\right) Y_{n}^{m}(\lambda, \mu) \tag{21.7.3}
\end{align*}
$$

The expansion coefficients $\zeta_{n}^{m}, \chi_{n}^{m}, U_{n}^{m}, V_{n}^{m}, \psi_{n}^{m}$, and $\chi_{n}^{m}$ are functions of $\sigma$ and $t$. Relations between these expansion coefficients are the same as those of the shallow-water model: (21.6.18), (21.6.19), (21.6.22), and (21.6.23).

The corresponding spectral equations are given as follows:

$$
\begin{align*}
& \frac{\partial \zeta_{n}^{m}}{\partial t}=-\frac{1}{n(n+1)} F_{\zeta}^{m}  \tag{21.7.4}\\
& \frac{\partial D_{n}^{m}}{\partial t}=-\frac{1}{n(n+1)} F_{D}^{m}-\frac{1}{R^{2}}\left(\Phi_{n}^{m}+R_{d} \bar{T} \pi_{n}^{m}+E_{n}^{m}\right)  \tag{21.7.5}\\
& 0=\frac{\partial \Phi_{n}^{m}}{\partial \sigma}+\frac{R_{d} T_{n}^{m}}{\sigma}  \tag{21.7.6}\\
& \frac{\partial T_{n}^{m}}{\partial t}=\mathcal{A}_{T^{\prime}{ }_{n}^{m}+H_{n}^{m}+\frac{Q_{n}^{m}}{C_{p}}}^{\frac{\partial \pi_{n}^{m}}{\partial t}}  \tag{21.7.7}\\
&=Z_{n}^{m}+n(n+1) \int_{0}^{1} \chi_{n}^{m} d \sigma  \tag{21.7.8}\\
& \frac{\partial q_{n}^{m}}{\partial t}=\mathcal{A}_{q n}^{m}+R_{n}^{m}+S_{n}^{m} \tag{21.7.9}
\end{align*}
$$

$F_{\zeta}{ }_{n}^{m}$ and $F_{D}{ }_{n}^{m}$ are written in a form similar to (21.6.26) and (21.6.27):

$$
\begin{align*}
F_{\zeta_{n}^{m}}^{m}= & -\frac{1}{2} \sum_{j=1}^{J} \frac{w_{j}}{1-\mu_{j}^{2}} \\
& \times\left[i m A_{m}\left(\mu_{j}\right) \tilde{P}_{n}^{m}\left(\mu_{j}\right)-B_{m}\left(\mu_{j}\right)\left(1-\mu_{j}^{2}\right) \frac{d \tilde{P}_{n}^{m}\left(\mu_{j}\right)}{d \mu}\right]  \tag{21.7.10}\\
F_{D_{n}^{m}=}^{m}= & \frac{1}{2} \sum_{j=1}^{J} \frac{w_{j}}{1-\mu_{j}^{2}} \\
& \times\left[i m B_{m}\left(\mu_{j}\right) \tilde{P}_{n}^{m}\left(\mu_{j}\right)+A_{m}\left(\mu_{j}\right)\left(1-\mu_{j}^{2}\right) \frac{d \tilde{P}_{n}^{m}\left(\mu_{j}\right)}{d \mu}\right] \tag{21.7.11}
\end{align*}
$$

$A_{m}$ and $B_{m}$ are the Fourier components $A$ and $B$, (20.2.65) and (20.2.67). The advection terms, $\mathcal{A}_{T^{\prime}}$ and $\mathcal{A}_{q}$, are given in the same form as (21.6.31). For instance, we have

$$
\begin{align*}
\mathcal{A}_{T^{\prime}}{ }_{n}^{m}= & -\frac{1}{2} \sum_{j=1}^{J} \frac{w_{j}}{1-\mu_{j}^{2}} \\
& \times\left[i m A_{T^{\prime}, m}\left(\mu_{j}\right) \tilde{P}_{n}^{m}\left(\mu_{j}\right)-B_{T^{\prime}, m}\left(\mu_{j}\right)\left(1-\mu_{j}^{2}\right) \frac{d \tilde{P}_{n}^{m}\left(\mu_{j}\right)}{d \mu}\right] \tag{21.7.12}
\end{align*}
$$

We also write

$$
\begin{equation*}
\left(H_{n}^{m}, Z_{n}^{m}, R_{n}^{m}\right)=\frac{1}{2} \sum_{j=1}^{J} w_{j}\left(H_{m}\left(\mu_{j}\right), Z_{m}\left(\mu_{j}\right), R_{m}\left(\mu_{j}\right)\right) \tilde{P}_{n}^{m}\left(\mu_{j}\right) \tag{21.7.13}
\end{equation*}
$$

where

$$
\begin{align*}
H_{m}\left(\mu_{j}\right) & =\frac{1}{I} \sum_{i=1}^{I} e^{-i m \lambda_{i}}\left\{T^{\prime} D+\dot{\sigma} \gamma+\kappa T\left(\frac{\partial \pi}{\partial t}+\boldsymbol{V}_{\boldsymbol{H}} \cdot \nabla_{\sigma}^{\mu} \pi\right)\right\}\left(\lambda_{i}, \mu_{j}\right)  \tag{21.7.14}\\
Z_{m}\left(\mu_{j}\right) & =\frac{1}{I} \sum_{i=1}^{I} e^{-i m \lambda_{i}}\left(-\int_{0}^{1} \boldsymbol{V}_{\boldsymbol{H}} d \sigma \cdot \nabla_{\sigma}^{\mu} \pi\right)\left(\lambda_{i}, \mu_{j}\right)  \tag{21.7.15}\\
R_{m} & =\frac{1}{I} \sum_{i=1}^{I} e^{-i m \lambda_{i}}\left(q D-\dot{\sigma} \frac{\partial q}{\partial \sigma}\right)\left(\lambda_{i}, \mu_{j}\right) \tag{21.7.16}
\end{align*}
$$

$Q_{n}^{m}$ and $S_{n}^{m}$ are the spectral coefficients of $Q$ and $S$, respectively.

### 21.7.2 Horizontal diffusion and conservation

In two-dimensional turbulence, as described in Section 11.1.2, energy is transferred toward the lower wave number region and enstrophy is transferred toward the higher wave number region. In the spectral model, since spectral expansion is truncated at a finite wave number, it is expected that enstrophy is accumulated in the higher wave number region. Hence, the spectral model uses such a dissipation form that is effective in the higher wave number region. In general, the following forms of dissipation are added to the vorticity and divergence equations, (20.2.55) and (20.2.56):

$$
\begin{align*}
-\mathcal{D}_{M} \zeta & =K_{M H}\left[(-1)^{N_{D}+1} \nabla_{H}^{2} N_{D}+\left(\frac{2}{R^{2}}\right)^{N_{D}}\right] \zeta  \tag{21.7.17}\\
-\mathcal{D}_{M} D & =K_{M H}\left[(-1)^{N_{D}+1} \nabla_{H}^{2} N_{D}+\left(\frac{2}{R^{2}}\right)^{N_{D}}\right] D . \tag{21.7.18}
\end{align*}
$$

With this form, the rigid body rotation expressed by the component $n=1$ is not damped by dissipation. Note that the case with $N_{D}=1$ is equivalent to the case using (17.1.19) and (17.1.20) and that (17.4.13) is different from the above form if $N_{D} \neq 1$. Similarly, the dissipation term of temperature and that of moisture are given by

$$
\begin{align*}
-\mathcal{D}_{H} T & =K_{H H}(-1)^{N_{D}+1} \nabla_{H}^{2 N_{D}} T,  \tag{21.7.19}\\
-\mathcal{D}_{E} q & =K_{E H}(-1)^{N_{D}+1} \nabla_{H}^{2}{ }^{N_{D}} q, \tag{21.7.20}
\end{align*}
$$

which are added to (20.2.58) and (20.2.61), respectively. In the spectral expression, the above dissipation terms are written as

$$
\begin{align*}
-\mathcal{D}_{M} \zeta_{n}^{m} & =-K_{M H} \frac{[n(n+1)]^{N_{D}}-2^{N_{D}}}{R^{2 N_{D}}} \zeta_{n}^{m}  \tag{21.7.21}\\
-\mathcal{D}_{M} D_{n}^{m} & =-K_{M H} \frac{[n(n+1)]^{N_{D}}-2^{N_{D}}}{R^{2 N_{D}}} D_{n}^{m}  \tag{21.7.22}\\
-\mathcal{D}_{H} T_{n}^{m} & =-K_{H H} \frac{[n(n+1)]^{N_{D}}}{R^{2 N_{D}}} T_{n}^{m}  \tag{21.7.23}\\
-\mathcal{D}_{E} q_{n}^{m} & =-K_{E H} \frac{[n(n+1)]^{N_{D}}}{R^{2 N_{D}}} q_{n}^{m} . \tag{21.7.24}
\end{align*}
$$

The diffusion coefficients $K_{M H}, K_{H H}$, and $K_{E H}$ are expressed by a typical damping time $\tau_{D}$ on the highest wave number $N$, such as

$$
\begin{equation*}
K_{M H}=\frac{R^{2 N_{D}}}{[N(N+1)]^{N_{D}}} \frac{1}{\tau_{D}} \tag{21.7.25}
\end{equation*}
$$

Typically, $\tau_{D}$ is set to one day for T 42 , and $\tau_{D}$ is set smaller as horizontal resolution becomes finer (see Chapter 27).

As described in Sections 21.5.1-21.5.4, the nondivergent barotropic spectral model has exact conservations of many variables. The primitive equation spectral model does not logically have such conservations if the wave number is truncated. These conservations may hold as an approximation, the extent of which is given by numerical experiments (Bourke, 1972).

### 21.8 Appendix A: Associated Legendre functions

The latitudinal distribution of the solution to the Laplace equation must satisfy (21.2.15), and can be rewritten as

$$
\begin{equation*}
\left(1-\mu^{2}\right) \frac{d^{2}}{d \mu^{2}} \Phi-2 \mu \frac{d}{d \mu} \Phi+\left[n(n+1)-\frac{m^{2}}{1-\mu^{2}}\right] \Phi=0 \tag{21.8.1}
\end{equation*}
$$

To solve this equation, we find a solution for $\Phi$ in the form

$$
\begin{equation*}
\Phi=\left(1-\mu^{2}\right)^{\frac{m}{2}} \Psi \tag{21.8.2}
\end{equation*}
$$

Substituting this into (21.8.1), we obtain

$$
\begin{equation*}
\left(1-\mu^{2}\right) \frac{d^{2} \Psi}{d \mu^{2}}-2(m+1) \mu \frac{d \Psi}{d \mu}+[n(n+1)-m(m+1)] \Psi=0 \tag{21.8.3}
\end{equation*}
$$

The solution to (21.8.3) can be related to Legendre functions, which are solutions to the following differential equation, called the Legendre equation:

$$
\begin{equation*}
\frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d}{d \mu} y\right]+n(n+1) y=0 \tag{21.8.4}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(1-\mu^{2}\right) \frac{d^{2} y}{d \mu^{2}}-2 \mu \frac{d y}{d \mu}+n(n+1) y=0 \tag{21.8.5}
\end{equation*}
$$

Differentiating (21.8.5) with respect to $\mu$ by $m$ times, we obtain

$$
\begin{align*}
&\left(1-\mu^{2}\right) \frac{d^{m+2} y}{d \mu^{m+2}}-2(m+1) \mu \frac{d^{m+1} y}{d \mu^{m+1}} \\
&+[n(n+1)-m(m+1)] \frac{d^{m} y}{d \mu^{m}}=0 \tag{21.8.6}
\end{align*}
$$

From comparison between (21.8.3) and (21.8.6), we find a solution

$$
\begin{equation*}
\Phi=\frac{d^{m} y}{d \mu^{m}} \tag{21.8.7}
\end{equation*}
$$

The solution to the Legendre equation (21.8.4) or (21.8.5) is constructed by the following procedure. Since $\mu=0$ is not a singular point of (21.8.4), the solution $y$ can be expanded around $\mu=0$ as

$$
\begin{equation*}
y=A_{0}+A_{1} \mu+A_{2} \mu^{2}+\cdots \tag{21.8.8}
\end{equation*}
$$

Substituting this series into (21.8.5) and comparing the coefficients of $\mu$ in this equation, we have

$$
\begin{equation*}
(k+1)(k+2) A_{k+2}+(n-k)(n+k+1) A_{k}=0 \tag{21.8.9}
\end{equation*}
$$

where $(n-k)(n+k+1)=n(n+1)-k(k+1)$ is used. In order to obtain two independent solutions, we first set $A_{0}=1$ and $A_{1}=1$. Then we have

$$
\begin{equation*}
y_{1}=1-\frac{n(n+1)}{2!} \mu^{2}+\frac{n(n+1)(n-2)(n+3)}{4!} \mu^{4}-\cdots \tag{21.8.10}
\end{equation*}
$$

Next, setting $A_{0}=0$ and $A_{1}=1$, we have

$$
\begin{equation*}
y_{2}=\mu-\frac{(n-1)(n+2)}{3!} \mu^{3}+\frac{(n-1)(n+2)(n-3)(n+4)}{5!} \mu^{5}-\cdots \tag{21.8.11}
\end{equation*}
$$

Since $\frac{A_{2 k+2}}{A_{2 k}} \rightarrow 1$ and $\frac{A_{2 k+1}}{A_{2 k-1}} \rightarrow 1$ as $k \rightarrow \infty$, the above series converge if $|\mu|<1$. If $n$ is an even integer, $y_{1}$ is a finite series up to the term $\mu^{n}$ and the coefficient of $\mu^{n}$ is given by

$$
\frac{n(n+1)(n-2) \cdots(2 n-1)}{n!}
$$

If $n$ is an odd integer, $y_{2}$ is a finite series up to $\mu^{n}$ and the coefficient of $\mu^{n}$ is given by

$$
\frac{(n-1)(n+2) \cdots(2 n-1)}{n!} .
$$

Multiplying $1 \cdot 3 \cdot 5 \cdots(n-2)$ to $y_{1}$ and $1 \cdot 3 \cdot 5 \cdots(n-1)$ to $y_{2}$, we obtain Legendre polynomials as solutions to (21.8.4):

$$
\begin{align*}
P_{n}(\mu)= & \frac{1 \cdot 3 \cdot 5 \cdots(2 n-1)}{n!} \\
& \times\left[\mu^{n}-\frac{n(n-1)}{2(2 n-1)} \mu^{n-2}+\frac{n(n-1)(n-2)(n-3)}{2 \cdot 4 \cdot(2 n-1) \cdot(2 n-3)} \mu^{n-4}-\cdots\right] \\
= & \frac{1}{2^{n}} \sum_{l=0}^{[n / 2]}(-1)^{l} \frac{(2 n-2 l)!}{l!(n-l)!(n-2 l)!} \mu^{n-2 l}, \tag{21.8.12}
\end{align*}
$$

where $[n / 2]$ is an integer just below or equal to $n / 2:[n / 2]=n / 2$ if $n$ is even and $[n / 2]=(n-1) / 2$ if $n$ is odd. Using the above coefficients, we obtain the Rodrigues formula:

$$
\begin{equation*}
P_{n}(\mu)=\frac{1}{2^{n} n!} \frac{d^{n}}{d \mu^{n}}\left(\mu^{2}-1\right)^{n} . \tag{21.8.13}
\end{equation*}
$$

From (21.8.2) and (21.8.7), therefore, we find that solutions to (21.2.15) or (21.8.1) are written as

$$
\begin{equation*}
\Phi=P_{n}^{m}(\mu)=\frac{\left(1-\mu^{2}\right)^{\frac{m}{2}}}{2^{n} n!} \frac{d^{n+m}}{d \mu^{n+m}}\left(\mu^{2}-1\right)^{n} \tag{21.8.14}
\end{equation*}
$$

These are called associated Legendre functions. Since $P_{n}$ is a polynomial of degree $n, P_{n}^{m}$ is different from zero only if $0 \leq m \leq n$. Figure 21.5 shows some examples of Legendre polynomials.

The associated Legendre functions (21.8.14) satisfy the following orthogonality:

$$
\begin{equation*}
\int_{-1}^{1} P_{n}^{m}(\mu) P_{l}^{m}(\mu) d \mu=\frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!} \delta_{n l} \tag{21.8.15}
\end{equation*}
$$

From this, we may define normalized associated Legendre functions by

$$
\begin{align*}
\tilde{P}_{n}^{m}(\mu) & =\sqrt{(2 n+1) \frac{(n-m)!}{(n+m)!}} P_{n}^{m}(\mu) \\
& =\sqrt{(2 n+1) \frac{(n-m)!}{(n+m)!}} \frac{\left(1-\mu^{2}\right)^{\frac{m}{2}}}{2^{n} n!} \frac{d^{n+m}}{d \mu^{n+m}}\left(\mu^{2}-1\right)^{n} . \tag{21.8.16}
\end{align*}
$$



Figure 21.5: Profiles of Legendre polynomials $P_{n}(\mu)$ for $n=0$ to 5 . The abscissa is $\mu$.
For these functions, orthogonality is written as

$$
\begin{equation*}
\int_{-1}^{1} \tilde{P}_{n}^{m}(\mu) \tilde{P}_{l}^{m}(\mu) d \mu=2 \delta_{n l} \tag{21.8.17}
\end{equation*}
$$

$\tilde{P}_{n}^{m}(\mu)$ has $n-|m|$ zero points in the region $-1<\mu<1$, and has symmetry

$$
\begin{equation*}
\tilde{P}_{n}^{m}(\mu)=(-1)^{n-m} \tilde{P}_{n}^{m}(-\mu) \tag{21.8.18}
\end{equation*}
$$

Although $\tilde{P}_{n}^{m}(\mu)$ are defined for $0 \leq m \leq n$, we can generalize functions to the indices $-n \leq m \leq 0$ by

$$
\begin{equation*}
\tilde{P}_{n}^{m}(\mu)=(-1)^{m} \tilde{P}_{n}^{-m}(\mu) \tag{21.8.19}
\end{equation*}
$$

Figure 21.6 shows some examples of associated Legendre functions.
The following recurrence equations hold between normalized associated Legendre functions:

$$
\begin{align*}
\mu \tilde{P}_{n}^{m}(\mu) & =\varepsilon_{n+1}^{m} \tilde{P}_{n+1}^{m}(\mu)+\varepsilon_{n}^{m} \tilde{P}_{n-1}^{m}(\mu)  \tag{21.8.20}\\
\left(\mu^{2}-1\right) \frac{d \tilde{P}_{n}^{m}}{d \mu}(\mu) & =n \varepsilon_{n+1}^{m} \tilde{P}_{n+1}^{m}(\mu)-(n+1) \varepsilon_{n}^{m} \tilde{P}_{n-1}^{m}(\mu), \tag{21.8.21}
\end{align*}
$$

where

$$
\begin{equation*}
\varepsilon_{n}^{m}=\sqrt{\frac{n^{2}-m^{2}}{4 n^{2}-1}} \tag{21.8.22}
\end{equation*}
$$

In order to numerically calculate $\tilde{P}_{n}^{m}(\mu)$, we first obtain from (21.8.16)

$$
\begin{equation*}
\tilde{P}_{m}^{m}(\mu)=\sqrt{\frac{2 m+1}{(2 m)!}} \frac{(2 m)!}{2^{m} m!}\left(1-\mu^{2}\right)^{\frac{m}{2}}=\sqrt{\frac{(2 m+1)!!}{(2 m)!!}}\left(1-\mu^{2}\right)^{\frac{m}{2}}, \tag{21.8.23}
\end{equation*}
$$



Figure 21.6: Latitudinal profiles of normalized associated Legendre functions $\tilde{P}_{n}^{m}(\sin \varphi)$. Top: $\tilde{P}_{n}^{1}(1 \leq n \leq 6)$, and bottom: $\tilde{P}_{5}^{m}(0 \leq m \leq 5)$. The abscissa is latitude $\varphi$.

$$
\begin{align*}
\tilde{P}_{m+1}^{m}(\mu) & =\sqrt{\frac{2 m+3}{(2 m+1)!}} \frac{(2 m+2)!}{2^{m+1}(m+1)!} \mu\left(1-\mu^{2}\right)^{\frac{m}{2}} \\
& =\sqrt{\frac{(2 m+3)!!}{(2 m)!!}} \mu\left(1-\mu^{2}\right)^{\frac{m}{2}} \tag{21.8.24}
\end{align*}
$$

where $k!!=k \cdot(k-2) \cdot(k-4) \cdots$. Using the recurrence equation (21.8.20), we subsequently obtain $\tilde{P}_{n}^{m}(\mu)$ for $n \geq m+2$. We also calculate $\frac{d \tilde{P}_{m}^{m}}{d \mu}$ from (21.8.21).

### 21.9 Appendix B: Gaussian weights

Gaussian weights can be expressed as a convenient form suitable for numerical calculation. From (21.2.16), the coefficient of the term of the highest degree in $\tilde{P}_{k}(\mu)$ is given by

$$
\begin{equation*}
A_{k}=\sqrt{2 k+1} \frac{(2 k)!}{2^{k}(k!)^{2}} \tag{21.9.1}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\tilde{P}_{k+1}(\mu)-\frac{A_{k+1}}{A_{k}} \mu \tilde{P}_{k}(\mu) \tag{21.9.2}
\end{equation*}
$$

is a polynomial of degree $k$, so that it may be expanded as

$$
\begin{equation*}
\tilde{P}_{k+1}(\mu)-a_{k} \mu \tilde{P}_{k}(\mu)=b_{k} \tilde{P}_{k}(\mu)+b_{k-1} \tilde{P}_{k-1}(\mu)+\cdots \tag{21.9.3}
\end{equation*}
$$

where $a_{k}=A_{k+1} / A_{k}$. Using the recurrence relation (21.8.20), the left-hand side is a summation of Legendre polynomials of degree $\geq k-1$. Thus, we have $b_{r}=0$ for $r=1, \cdots, k-2$, so that (21.9.3) can be written as

$$
\begin{equation*}
\tilde{P}_{k+1}(\mu)=\left(a_{k} \mu+b_{k}\right) \tilde{P}_{k}(\mu)+b_{k-1} \tilde{P}_{k-1}(\mu) \tag{21.9.4}
\end{equation*}
$$

Multiplying $\tilde{P}_{k+1}(\mu)$ or $\tilde{P}_{k-1}(\mu)$ by the above equation, and integrating by using the orthogonal relation (21.8.17), we have

$$
\begin{align*}
& 2=a_{k} \int_{-1}^{1} \tilde{P}_{k+1}(\mu) \mu \tilde{P}_{k}(\mu) \mu d \mu  \tag{21.9.5}\\
& 0=a_{k} \int_{-1}^{1} \tilde{P}_{k}(\mu) \mu \tilde{P}_{k-1}(\mu) \mu d \mu+2 b_{k-1} \tag{21.9.6}
\end{align*}
$$

Replacing $k$ with $k-1$ in (21.9.5) and using (21.9.6), we obtain

$$
\begin{equation*}
b_{k-1}=-\frac{a_{k}}{a_{k-1}} \tag{21.9.7}
\end{equation*}
$$

Substituting this into (21.9.4), we have

$$
\begin{equation*}
\mu \tilde{P}_{k}(\mu)=\frac{\tilde{P}_{k+1}(\mu)}{a_{k}}+\frac{\tilde{P}_{k-1}(\mu)}{a_{k-1}}-\frac{b_{k}}{a_{k}} \tilde{P}_{k}(\mu) \tag{21.9.8}
\end{equation*}
$$

Substituting (21.9.8) $\times \tilde{P}_{k}(x)$ with that when $\mu$ and $x$ are exchanged, we obtain

$$
\begin{align*}
(\mu-x) \tilde{P}_{k}(\mu) \tilde{P}_{k}(x)= & \frac{\tilde{P}_{k}(x) \tilde{P}_{k+1}(\mu)-\tilde{P}_{k}(\mu) \tilde{P}_{k+1}(x)}{a_{k}} \\
& -\frac{\tilde{P}_{k-1}(x) \tilde{P}_{k}(\mu)-\tilde{P}_{k-1}(\mu) \tilde{P}_{k}(x)}{a_{k-1}} \tag{21.9.9}
\end{align*}
$$

In the case of $k=0$, the contribution from the second term on the right-hand side vanishes. Thus, summing up from $k=0$ to $N-1$, we obtain

$$
\begin{equation*}
\sum_{k=0}^{N-1} \tilde{P}_{k}(\mu) \tilde{P}_{k}(x)=\frac{\tilde{P}_{N-1}(x) \tilde{P}_{N}(\mu)-\tilde{P}_{N-1}(\mu) \tilde{P}_{N}(x)}{a_{N-1}(\mu-x)} \tag{21.9.10}
\end{equation*}
$$

Substituting the zero points of $\tilde{P}_{N}(\mu), \mu_{n}(n=1, \cdots, N)$, into $x$ gives

$$
\begin{equation*}
\frac{\tilde{P}_{N}(\mu) \tilde{P}_{N-1}\left(\mu_{n}\right)}{a_{N-1}\left(\mu-\mu_{n}\right)}=\sum_{k=0}^{N-1} \tilde{P}_{k}(\mu) \tilde{P}_{k}\left(\mu_{n}\right) \tag{21.9.11}
\end{equation*}
$$

Substituting this further into (21.3.19), we finally obtain

$$
\begin{align*}
w_{n} & =\frac{a_{N-1}}{\tilde{P}_{N}^{\prime}\left(\mu_{n}\right) \tilde{P}_{N-1}\left(\mu_{n}\right)} \sum_{k=0}^{N-1} \tilde{P}_{k}\left(\mu_{n}\right) \int_{-1}^{1} \tilde{P}_{k}(\mu) d \mu \\
& =\frac{2 a_{N-1}}{\tilde{P}_{N}^{\prime}\left(\mu_{n}\right) \tilde{P}_{N-1}\left(\mu_{n}\right)} \tag{21.9.12}
\end{align*}
$$

where only the term $k=0$ remains after integration and $\tilde{P}_{0}(\mu)=1$ is used. We have

$$
\begin{equation*}
a_{N-1}=\frac{A_{N}}{A_{N-1}}=\frac{\sqrt{4 N^{2}-1}}{N} . \tag{21.9.13}
\end{equation*}
$$

Since from the recurrence relations (21.8.20) and (21.8.21),

$$
\begin{equation*}
\left(\mu^{2}-1\right) \frac{d \tilde{P}_{N}(\mu)}{d \mu}=N \mu \tilde{P}_{N}(\mu)-(2 N+1) \varepsilon_{N}^{0} \tilde{P}_{N-1}(\mu), \tag{21.9.14}
\end{equation*}
$$

substituting $\mu=\mu_{n}$ into this gives

$$
\begin{equation*}
\tilde{P}_{N}^{\prime}\left(\mu_{n}\right)=\frac{1}{1-\mu_{n}^{2}} \frac{N(2 N+1)}{\sqrt{4 N^{2}-1}} \tilde{P}_{N-1}\left(\mu_{n}\right) . \tag{21.9.15}
\end{equation*}
$$

Substituting (21.9.13) and (21.9.15) into (21.9.12), we obtain the final form of Gaussian weights:

$$
\begin{equation*}
w_{n}=\frac{2(2 N-1)\left(1-\mu_{n}^{2}\right)}{\left[N \tilde{P}_{N-1}\left(\mu_{n}\right)\right]^{2}}, \tag{21.9.16}
\end{equation*}
$$

which is a more useful expression for Gaussian weights. ${ }^{\dagger}$ Figure 21.7 shows examples of relations of Gaussian latitudes and Gaussian weights for $N=16,32,64$, and 128.


Figure 21.7: Relations of Gaussian latitudes and Gaussian weights for $N=16,32,64$, and 128.
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## 22

## Vertical discretization of hydrostatic models

Although the spectral method can be used on the spherical surface of general circulation models, it is difficult to extend to the vertical direction since various boundary conditions are applied at the top and bottom of the atmosphere. Thus, the grid method is normally used for vertical discretization of general circulation models. We have seen that the spectral method of shallow-water equations on a sphere naturally assures conservation of various physical quantities. It will be shown that conservation in the primitive equation model is achieved by proper vertical discretization. Here we use the flux-form finite volume method for vertical discretization. We require the domain integral conservation of energy and that of potential temperature. We will also find a discretization that minimizes an error in pressure gradient force when the atmosphere is everywhere isentropic.

### 22.1 Conservation of primitive equations

In this section, we use equations with Cartesian coordinates for simplicity in order to clarify the conservation of primitive equations. We start with momentum equations, the hydrostatic equation, the continuity equation, and the thermodynamic equation given by (20.2.3), (20.2.4), (20.2.5), and (20.2.6), respectively:

$$
\begin{align*}
\frac{d \boldsymbol{v}_{H}}{d t} & =-f \boldsymbol{k} \times \boldsymbol{v}_{H}-\nabla_{\sigma} \Phi-R_{d} T \nabla_{\sigma} \ln p_{s}+\boldsymbol{F}_{\boldsymbol{H}}  \tag{22.1.1}\\
0 & =\frac{\partial \Phi}{\partial \sigma}+\frac{R_{d} T}{\sigma}  \tag{22.1.2}\\
\frac{d \pi}{d t} & =-\nabla_{\sigma} \cdot \boldsymbol{v}_{H}-\frac{\partial \dot{\sigma}}{\partial \sigma}  \tag{22.1.3}\\
\frac{d s}{d t} & =\frac{C_{p} Q}{T} \tag{22.1.4}
\end{align*}
$$

where the equation of entropy is used instead of the thermodynamic equation (20.2.6): $s$ is specific entropy. We use $\sigma$-coordinates when the vertical coordinate is defined as $\sigma=p / p_{s}$, where $p_{s}$ is surface pressure. We also define $\pi=\ln p_{s}$. The boundary conditions are $\dot{\sigma}=0$ at $\sigma=0$ (the top of the atmosphere) and $\dot{\sigma}=0$ at $\sigma=1$ (the surface). The tendency of surface pressure $\frac{\partial \pi}{\partial t}$ and vertical velocity $\dot{\sigma}$ can be given by integrating (22.1.3). Noting (20.2.25), we have ${ }^{\dagger}$

$$
\begin{equation*}
\frac{\partial \pi}{\partial t}=-\int_{0}^{1} \boldsymbol{v}_{H} \cdot \nabla_{\sigma} \pi d \sigma-\int_{0}^{1} \nabla_{\sigma} \cdot \boldsymbol{v}_{H} d \sigma \tag{22.1.5}
\end{equation*}
$$

From (20.2.28), we have

$$
\begin{equation*}
\dot{\sigma}=-\sigma \frac{\partial \pi}{\partial t}-\int_{0}^{\sigma}\left(\nabla_{\sigma} \cdot \boldsymbol{v}_{H}+\boldsymbol{v}_{H} \cdot \nabla_{\sigma} \pi\right) d \sigma \tag{22.1.6}
\end{equation*}
$$

We also define the tendency of pressure by

$$
\begin{equation*}
\omega \equiv \frac{d p}{d t}=p_{s} \dot{\sigma}+\sigma \dot{p_{s}}=p_{s} \dot{\sigma}+\sigma\left(\frac{\partial p_{s}}{\partial t}+\boldsymbol{v}_{H} \cdot \nabla_{\sigma} p_{s}\right) \tag{22.1.7}
\end{equation*}
$$

which is vertical velocity in the $\sigma$-coordinate.

### 22.1.1 Conservation of mass

If hydrostatic balance is applicable, the vertical integral of a quantity per unit mass $A$ is written as

$$
\begin{equation*}
\int_{z_{0}}^{\infty} \rho A d z=\frac{1}{g} \int_{0}^{p_{s}} A d p=\frac{p_{s}}{g} \int_{0}^{1} A d \sigma \tag{22.1.8}
\end{equation*}
$$

where $z_{0}$ is surface height. In the case of $A=1$, this gives the mass per unit area $p_{s} / g$. Thus, if the area integral of the surface pressure $p_{s}$ is conserved, the total mass is also conserved.

The continuity equation (22.1.3) is rewritten in flux form as

$$
\begin{equation*}
\frac{\partial p_{s}}{\partial t}+\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H}\right)+\frac{\partial}{\partial \sigma}\left(p_{s} \dot{\sigma}\right)=0 \tag{22.1.9}
\end{equation*}
$$

The vertical integral of this equation is given by

$$
\begin{equation*}
\frac{\partial p_{s}}{\partial t}=-\int_{0}^{1} \nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H}\right) d \sigma \tag{22.1.10}
\end{equation*}
$$

and the vertical and spherical integral of the continuity equation is reduced to

$$
\begin{equation*}
\frac{d}{d t} \int_{S} p_{s} d S=0 \tag{22.1.11}
\end{equation*}
$$

where $d S$ denotes an area element on a sphere. This also holds under the periodic condition or if there is no flux at the boundaries. Eq. (22.1.11) means conservation of the total mass of the atmosphere.
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### 22.1.2 Constraint on the vertical integral of pressure gradient

Using hydrostatic balance (22.1.2), the pressure gradient (22.1.1) is rewritten as

$$
\begin{equation*}
-\frac{1}{\rho} \nabla_{z} p=-\nabla_{\sigma} \Phi-R_{d} T \nabla_{\sigma} \ln p_{s}=-\nabla_{\sigma} \Phi+\frac{\sigma}{p_{s}} \frac{\partial \Phi}{\partial \sigma} \nabla_{\sigma} p_{s} \tag{22.1.12}
\end{equation*}
$$

Integrating this in the vertical direction using (22.1.8) yields

$$
\begin{align*}
-\int_{z_{0}}^{\infty} \nabla_{z} p d z & =-\frac{p_{s}}{g} \int_{0}^{1}\left(\nabla_{\sigma} \Phi-\frac{\sigma}{p_{s}} \frac{\partial \Phi}{\partial \sigma} \nabla_{\sigma} p_{s}\right) d \sigma \\
& =-\frac{1}{g} \int_{0}^{1}\left[\nabla_{\sigma}\left(p_{s} \Phi\right)-\frac{\partial}{\partial \sigma}(\Phi \sigma) \nabla_{\sigma} p_{s}\right] d \sigma \\
& =-\frac{1}{g}\left(\nabla_{\sigma} \int_{0}^{1} p_{s} \Phi d \sigma-\Phi_{s} \nabla_{\sigma} p_{s}\right) \\
& =-\frac{1}{g}\left[\nabla_{\sigma} \int_{0}^{1} p_{s}\left(\Phi-\Phi_{s}\right) d \sigma+p_{s} \nabla_{\sigma} \Phi_{s}\right] \tag{22.1.13}
\end{align*}
$$

where $\Phi_{s}$ is geopotential height at the surface and is equal to $g z_{0}$. On a flat surface where $\Phi_{s}$ is constant, a line integral along a closed curve $C$ is written as

$$
\begin{equation*}
-\oint_{C}\left(\nabla_{z} \int_{z_{0}}^{\infty} p d z\right) d s=-\frac{1}{g} \oint_{C}\left(\nabla_{\sigma} \int_{0}^{1} p_{s} \Phi d \sigma\right) d s=0 \tag{22.1.14}
\end{equation*}
$$

(i.e., if the surface has no topography, any line integral of the vertical integral of pressure gradient along a closed curve must be zero). This condition reduces to conservation of angular momentum if the closed curve is taken as a latitudinal circle.

### 22.1.3 Conservation of total energy

The sum of the domain integrals of kinetic energy and enthalpy is equal to domainintegral total energy under hydrostatic balance (Section 12.1.3). The conservation of total energy in pressure coordinates is given by (3.3.51). Here, we derive the corresponding conservation law in $\sigma$-coordinates, and consider vertical discretization based on conservation.

The inner product of the momentum equation (22.1.1) and $p_{s} \boldsymbol{v}_{H}$ gives the equation of kinetic energy:

$$
\begin{equation*}
p_{s} \frac{d}{d t} \frac{\boldsymbol{v}_{\boldsymbol{H}}^{2}}{2}=-p_{s} \boldsymbol{v}_{H} \cdot\left(\nabla_{\sigma} \Phi+\sigma \alpha \nabla_{\sigma} p_{s}\right)+p_{s} \boldsymbol{v}_{H} \cdot \boldsymbol{F}_{\boldsymbol{H}} \tag{22.1.15}
\end{equation*}
$$

where $\alpha=R_{d} T / p$ is the specific volume. Using (22.1.9), this is written in flux form as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(p_{s} \frac{\boldsymbol{v}_{\boldsymbol{H}}^{2}}{2}\right)+\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} \frac{\boldsymbol{v}_{\boldsymbol{H}}^{2}}{2}\right)+\frac{\partial}{\partial \sigma}\left(p_{s} \dot{\sigma} \frac{\boldsymbol{v}_{\boldsymbol{H}}^{2}}{2}\right) \\
& \quad=-p_{s} \boldsymbol{v}_{H} \cdot\left(\nabla_{\sigma} \Phi+\sigma \alpha \nabla_{\sigma} p_{s}\right)+p_{s} \boldsymbol{v}_{H} \cdot \boldsymbol{F}_{\boldsymbol{H}} . \tag{22.1.16}
\end{align*}
$$

The first term on the right-hand side of (22.1.15) or (22.1.16) is the work done by the pressure gradient force and can be rewritten as

$$
\begin{align*}
- & p_{s} \boldsymbol{v}_{H} \cdot\left(\nabla_{\sigma} \Phi+\sigma \alpha \nabla_{\sigma} p_{s}\right) \\
= & -\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} \Phi\right)+\Phi \nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H}\right)-p_{s} \sigma \alpha \boldsymbol{v}_{H} \cdot \nabla_{\sigma} p_{s} \\
= & -\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} \Phi\right)-\Phi\left[\frac{\partial}{\partial \sigma}\left(p_{s} \dot{\sigma}\right)+\frac{\partial p_{s}}{\partial t}\right]-p_{s} \sigma \alpha \boldsymbol{v}_{H} \cdot \nabla_{\sigma} p_{s} \\
= & -\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} \Phi\right)-\frac{\partial}{\partial \sigma}\left(p_{s} \dot{\sigma} \Phi\right)+p_{s} \dot{\sigma} \frac{\partial \Phi}{\partial \sigma}-\Phi \frac{\partial p_{s}}{\partial t}-p_{s} \sigma \alpha \boldsymbol{v}_{H} \cdot \nabla_{\sigma} p_{s} \\
= & -\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} \Phi\right)-\frac{\partial}{\partial \sigma}\left(p_{s} \dot{\sigma} \Phi\right)+\left(\sigma p_{s} \alpha-\Phi\right) \frac{\partial p_{s}}{\partial t} \\
& -p_{s}\left[\sigma\left(\frac{\partial p_{s}}{\partial t}+\boldsymbol{v}_{H} \cdot \nabla_{\sigma} p_{s}\right)+p_{s} \dot{\sigma}\right] \alpha \\
= & -\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} \Phi\right)-\frac{\partial}{\partial \sigma}\left(p_{s} \dot{\sigma} \Phi+\Phi \sigma \frac{\partial p_{s}}{\partial t}\right)-p_{s} \omega \alpha \tag{22.1.17}
\end{align*}
$$

where the continuity equation (22.1.9), hydrostatic balance $\frac{\partial \Phi}{\partial \sigma}=-p_{s} \alpha$, and the definition of $\omega$ (22.1.7) are used. Using (22.1.17), the equation of kinetic energy (22.1.16) is written as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(p_{s} \frac{\boldsymbol{v}_{\boldsymbol{H}}^{2}}{2}\right)+\nabla_{\sigma} \cdot\left[p_{s} \boldsymbol{v}_{H}\left(\frac{\boldsymbol{v}_{\boldsymbol{H}}^{2}}{2}+\Phi\right)\right] \\
& \quad+\frac{\partial}{\partial \sigma}\left[p_{s} \dot{\sigma}\left(\frac{\boldsymbol{v}_{\boldsymbol{H}}^{2}}{2}+\Phi\right)+\Phi \sigma \frac{\partial p_{s}}{\partial t}\right]=-p_{s} \omega \alpha+p_{s} \boldsymbol{v}_{H} \cdot \boldsymbol{F}_{\boldsymbol{H}} \tag{22.1.18}
\end{align*}
$$

The equation of enthalpy $h=C_{p} T$ can be derived from the equation of entropy (22.1.4) using the thermodynamic relation (see (3.3.48)):

$$
\begin{equation*}
C_{p} \frac{d T}{d t}=\alpha \omega+C_{p} Q \tag{22.1.19}
\end{equation*}
$$

Note that the thermodynamic equation (20.2.6) can be given from this using the relation between $\omega$ and $\dot{\sigma}$, (22.1.7). Multiplying this by $p_{s}$, we obtain the flux-form enthalpy equation as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(p_{s} C_{p} T\right)+\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} C_{p} T\right)+\frac{\partial}{\partial \sigma}\left(p_{s} \dot{\sigma} C_{p} T\right)=p_{s} \omega \alpha+p_{s} C_{p} Q \tag{22.1.20}
\end{equation*}
$$

This can be further rewritten as

$$
\begin{align*}
\frac{\partial T}{\partial t}= & -\nabla_{\sigma} \cdot\left(\boldsymbol{v}_{H} T^{\prime}\right)+T^{\prime} D-\dot{\sigma} \sigma^{\kappa} \frac{\partial\left(T \sigma^{-\kappa}\right)}{\partial \sigma} \\
& +\kappa T\left(\frac{\partial \pi}{\partial t}+\boldsymbol{v}_{H} \cdot \nabla_{\sigma} \pi\right)+Q \tag{22.1.21}
\end{align*}
$$

which corresponds to (20.2.33).

The equation of total energy is given by the sum of (22.1.18) and (22.1.20):

$$
\begin{align*}
& \frac{\partial}{\partial t}\left[p_{s}\left(\frac{\boldsymbol{v}_{\boldsymbol{H}}{ }^{2}}{2}+C_{p} T\right)\right]+\nabla_{\sigma} \cdot\left[p_{s} \boldsymbol{v}_{H}\left(\frac{\boldsymbol{v}_{\boldsymbol{H}}{ }^{2}}{2}+C_{p} T+\Phi\right)\right] \\
& \quad+\frac{\partial}{\partial \sigma}\left[p_{s} \dot{\sigma}\left(\frac{\boldsymbol{v}_{\boldsymbol{H}}^{2}}{2}+C_{p} T+\Phi\right)+\Phi \sigma \frac{\partial p_{s}}{\partial t}\right]=p_{s}\left(\boldsymbol{v}_{H} \cdot \boldsymbol{F}_{\boldsymbol{H}}+C_{p} Q\right) \tag{22.1.22}
\end{align*}
$$

The vertical integral of (22.1.22) gives column-integrated total energy:

$$
\begin{align*}
& \frac{\partial}{\partial t}\left[p_{s} \Phi_{s}+\int_{0}^{1} p_{s}\left(\frac{\boldsymbol{v}_{\boldsymbol{H}}{ }^{2}}{2}+C_{p} T\right) d \sigma\right] \\
& \quad+\nabla_{\sigma} \cdot \int_{0}^{1} p_{s} \boldsymbol{v}_{H}\left(\frac{\boldsymbol{v}_{\boldsymbol{H}}{ }^{2}}{2}+C_{p} T+\Phi\right) d \sigma=\int_{0}^{1} p_{s}\left(\boldsymbol{v}_{H} \cdot \boldsymbol{F}_{\boldsymbol{H}}+C_{p} Q\right) d \sigma . \tag{22.1.23}
\end{align*}
$$

Thus, if $\boldsymbol{F}_{\boldsymbol{H}}=0$ and $Q=0$, the domain integral of total energy is conserved:

$$
\begin{equation*}
\frac{d}{d t} \int_{S} d S\left[p_{s} \Phi_{s}+\int_{0}^{1} p_{s}\left(\frac{\boldsymbol{v}_{\boldsymbol{H}}^{2}}{2}+C_{p} T\right) d \sigma\right]=0 \tag{22.1.24}
\end{equation*}
$$

### 22.1.4 Conservation of potential temperature

Eq. (22.1.4) states that entropy $s$ is conserved in the Lagrangian sense if $Q=0$. Since $s=C_{p} \ln \theta$, potential temperature $\theta$ is also conserved if $Q=0$ :

$$
\begin{equation*}
\frac{d \theta}{d t}=0 \tag{22.1.25}
\end{equation*}
$$

In this case, an arbitrary function of potential temperature $f(\theta)$ is also conserved:

$$
\begin{equation*}
\frac{d}{d t} f(\theta)=0 \tag{22.1.26}
\end{equation*}
$$

This can be written in flux form as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[p_{s} f(\theta)\right]+\nabla_{\sigma} \cdot\left[p_{s} \boldsymbol{v}_{H} f(\theta)\right]+\frac{\partial}{\partial \sigma}\left[p_{s} \dot{\sigma} f(\theta)\right]=0 \tag{22.1.27}
\end{equation*}
$$

The domain integral of this becomes

$$
\begin{equation*}
\frac{d}{d t} \int_{S} d S \int_{0}^{1} p_{s} f(\theta) d \sigma=0 \tag{22.1.28}
\end{equation*}
$$

As shown above, the domain integral of any function of potential temperature $f(\theta)$ is analytically conserved. In numerical models, however, a finite number of functions of $\theta$ are conserved if the equation is numerically discretized. Normally, the following set of functions is chosen as conservative variables for numerical models:

$$
\begin{equation*}
f(\theta)=\theta, \quad g(\theta)=\theta^{2} \tag{22.1.29}
\end{equation*}
$$

Any other functions can be chosen and a corresponding numerical scheme can be constructed. One might choose entropy as a conserved quantity; in this case

$$
\begin{equation*}
f(\theta)=\theta, \quad g(\theta)=\ln \theta \tag{22.1.30}
\end{equation*}
$$

are two conserved quantities.

### 22.2 Conservation of vertically discretized equations

We require that the quantities described in Section 22.1 should be conserved in vertically discretized form. We concentrate on vertical discretization in this chapter, and do not touch on horizontal and time discretizations.

We define vertical levels as shown in Fig. 22.1; $\zeta, D, T$, and $q$ are defined at integer levels, while $\dot{\sigma}$ is defined at half-integer levels. This type of definition of the vertical level is called the Lorenz grid. ${ }^{\dagger}$ The total number of integer levels is denoted by $K$. The vertical coordinate $\sigma$ is defined at both integer and half-integer levels in the order:

$$
\begin{equation*}
\hat{\sigma}_{\frac{1}{2}}=1>\sigma_{1}>\cdots>\sigma_{K}>\hat{\sigma}_{K+\frac{1}{2}}=0 \tag{22.2.1}
\end{equation*}
$$

To define the positions of these levels, half-integer levels $\hat{\sigma}_{k+\frac{1}{2}}(k=0,1, \cdots, K)$ are specified first and then integer levels $\sigma_{k}(k=1, \cdots, K)$ are interpolated from the half-integer levels. As shown below, this interpolation is related to the requirement for conservation of energy. The thickness of the layer is denoted by

$$
\begin{equation*}
\Delta \sigma_{k}=\hat{\sigma}_{k-\frac{1}{2}}-\hat{\sigma}_{k+\frac{1}{2}}, \quad \text { for } \quad k=1, \cdots, K \tag{22.2.2}
\end{equation*}
$$

which satisfy

$$
\begin{equation*}
\sum_{k=1}^{K} \Delta \sigma_{k}=1 \tag{22.2.3}
\end{equation*}
$$

### 22.2.1 Conservation of mass

The vertically discretized form of the conservation of mass (22.1.9) is given by

$$
\begin{equation*}
\frac{\partial p_{s}}{\partial t}+\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k}\right)+\frac{1}{\Delta \sigma_{k}}\left(p_{s} \dot{\sigma}_{k-\frac{1}{2}}-p_{s} \dot{\sigma}_{k+\frac{1}{2}}\right)=0 \tag{22.2.4}
\end{equation*}
$$

This equation is the starting point for the following discretizations. The vertical integral $\int_{0}^{1} d \sigma$ becomes $\sum_{k=1}^{K} \Delta \sigma_{k}$ in discretized form. Thus, the sum of the above equation in the vertical direction gives

$$
\begin{equation*}
\frac{\partial p_{s}}{\partial t}=-\sum_{k=1}^{K} \nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k}\right) \Delta \sigma_{k} \tag{22.2.5}
\end{equation*}
$$
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Figure 22.1: Vertical levels for the Lorenz grid and arrangement of variables. Solid curves represent half-integer levels, and dotted curves the integer levels.
where $\dot{\sigma}_{\frac{1}{2}}=\dot{\sigma}_{K+\frac{1}{2}}=0$ is used. Eq. (22.2.5) corresponds to (22.1.10). The domain integral of (22.2.5) gives the conservation of total mass, which corresponds to (22.1.11). Similarly, (22.1.5) can be written as

$$
\begin{equation*}
\frac{\partial \pi}{\partial t}=-\sum_{k=1}^{K}\left(\nabla_{\sigma} \cdot \boldsymbol{v}_{k}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma} \pi\right) \Delta \sigma_{k} \tag{22.2.6}
\end{equation*}
$$

where $\pi=\ln p_{s}$. If $p_{s}$ is chosen as a prognostic variable, the domain integral of $p_{s}$ is conserved, but if $\pi$ is chosen as a prognostic variable, the conservation of mass is no longer satisfied since the domain integral of the right-hand side of (22.2.6) does not vanish in general.

The discretized form of the vertical velocity of $\sigma$ (22.1.6) is given by

$$
\begin{align*}
& \dot{\sigma}_{k+\frac{1}{2}}=-\hat{\sigma}_{k+\frac{1}{2}} \frac{\partial \pi}{\partial t}-\sum_{l=k+1}^{K}\left(\nabla_{\sigma} \cdot \boldsymbol{v}_{l}+\boldsymbol{v}_{l} \cdot \nabla_{\sigma} \pi\right) \Delta \sigma_{l}  \tag{22.2.7}\\
& \dot{\sigma}_{k-\frac{1}{2}}=-\hat{\sigma}_{k-\frac{1}{2}} \frac{\partial \pi}{\partial t}-\sum_{l=k}^{K}\left(\nabla_{\sigma} \cdot \boldsymbol{v}_{l}+\boldsymbol{v}_{l} \cdot \nabla_{\sigma} \pi\right) \Delta \sigma_{l} \tag{22.2.8}
\end{align*}
$$

in which $\frac{\partial \pi}{\partial t}$ is given by (22.2.6). Either of the two equations can be used for calculation of vertical velocity $\dot{\sigma}$.

### 22.2.2 Transformation to the flux form

For any variable $A$, the relation between the advective form and the flux form is given by

$$
\begin{equation*}
p_{s} \frac{d A}{d t}=\frac{\partial}{\partial t}\left(p_{s} A\right)+\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} A\right)+\frac{\partial}{\partial \sigma}\left(p_{s} \dot{\sigma} A\right) \tag{22.2.9}
\end{equation*}
$$

The corresponding discretized form for the vertical divergence term is written as

$$
\begin{align*}
p_{s}\left(\frac{d A}{d t}\right)_{k}= & \frac{\partial}{\partial t}\left(p_{s} A_{k}\right)+\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} A_{k}\right) \\
& +\frac{1}{\Delta \sigma_{k}}\left(p_{s} \dot{\sigma}_{k-\frac{1}{2}} \hat{A}_{k-\frac{1}{2}}-p_{s} \dot{\sigma}_{k+\frac{1}{2}} \hat{A}_{k+\frac{1}{2}}\right) \tag{22.2.10}
\end{align*}
$$

where $A_{k}$ is the value of $A$ at the integer level $k$, and $\hat{A}_{k-\frac{1}{2}}$ is that at the halfinteger level $k-\frac{1}{2}$. Suppose that the values of $A$ are given at the integer levels first, and the values at the half-integer levels $\hat{A}_{k-\frac{1}{2}}$ are appropriately interpolated from the values at the integer levels $A_{k}$. Summing up (22.2.10) in the vertical direction yields

$$
\begin{equation*}
p_{s} \sum_{k=1}^{K}\left(\frac{d A}{d t}\right)_{k} \Delta \sigma_{k}=\frac{\partial}{\partial t} \sum_{k=1}^{K} p_{s} A_{k} \Delta \sigma_{k}+\sum_{k=1}^{K} \nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} A_{k}\right) \Delta \sigma_{k} \tag{22.2.11}
\end{equation*}
$$

The domain integral of the second term on the right vanishes. Thus, a discretized form such as (22.2.10) guarantees the conservation of $A$ regardless of the form of $\hat{A}_{k-\frac{1}{2}}$. We can make use of this arbitrariness to introduce other constraints.

From (22.2.10), we can derive an advective-form equation that has the same conservative property as the flux-form equation. Since

$$
\begin{align*}
\frac{\partial}{\partial t} & \left(p_{s} A_{k}\right)+\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{H} A_{k}\right)+\frac{1}{\Delta \sigma_{k}}\left(p_{s} \dot{\sigma}_{k-\frac{1}{2}} \hat{A}_{k-\frac{1}{2}}-p_{s} \dot{\sigma}_{k+\frac{1}{2}} \hat{A}_{k+\frac{1}{2}}\right) \\
= & p_{s}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{H} \cdot \nabla_{\sigma}\right) A_{k}+A_{k}\left[\frac{\partial}{\partial t} p_{s}+\nabla_{\sigma} \cdot\left(\boldsymbol{v}_{H} p_{s}\right)\right] \\
& +\frac{1}{\Delta \sigma_{k}}\left(p_{s} \dot{\sigma}_{k-\frac{1}{2}} \hat{A}_{k-\frac{1}{2}}-p_{s} \dot{\sigma}_{k+\frac{1}{2}} \hat{A}_{k+\frac{1}{2}}\right) \\
= & p_{s}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{H} \cdot \nabla_{\sigma}\right) A_{k} \\
& +\frac{1}{\Delta \sigma_{k}}\left[p_{s} \dot{\sigma}_{k-\frac{1}{2}}\left(\hat{A}_{k-\frac{1}{2}}-A_{k}\right)+p_{s} \dot{\sigma}_{k+\frac{1}{2}}\left(A_{k}-\hat{A}_{k+\frac{1}{2}}\right)\right] \tag{22.2.12}
\end{align*}
$$

where (22.2.4) is used, thus we obtain

$$
\begin{align*}
\left(\frac{d A}{d t}\right)_{k}= & \frac{\partial}{\partial t} A_{k}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma} A_{k} \\
& +\frac{1}{\Delta \sigma_{k}}\left[\dot{\sigma}_{k-\frac{1}{2}}\left(\hat{A}_{k-\frac{1}{2}}-A_{k}\right)+\dot{\sigma}_{k+\frac{1}{2}}\left(A_{k}-\hat{A}_{k+\frac{1}{2}}\right)\right] \tag{22.2.13}
\end{align*}
$$

Up to now, the discretized form of $\hat{A}_{k+\frac{1}{2}}$ has not been specified. To determine the form, we introduce a constraint in which a function $F(A)$ is conserved. We define

$$
\begin{equation*}
F_{k} \equiv F\left(A_{k}\right), \quad F_{k}^{\prime} \equiv \frac{d F\left(A_{k}\right)}{d A} \tag{22.2.14}
\end{equation*}
$$

Multiplying (22.2.12) by $F_{k}^{\prime}$, and using the conservation of mass, (22.2.4), we obtain

$$
\begin{align*}
F_{k}^{\prime} p_{s} & \left(\frac{d A}{d t}\right)_{k}=p_{s}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{H} \cdot \nabla_{\sigma}\right) F_{k} \\
& +\frac{1}{\Delta \sigma_{k}}\left[p_{s} \dot{\sigma}_{k-\frac{1}{2}} F_{k}^{\prime}\left(\hat{A}_{k-\frac{1}{2}}-A_{k}\right)+p_{s} \dot{\sigma}_{k+\frac{1}{2}} F_{k}^{\prime}\left(A_{k}-\hat{A}_{k+\frac{1}{2}}\right)\right] \\
= & \frac{\partial}{\partial t}\left(p_{s} F_{k}\right)+\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k} F_{k}\right) \\
& +\frac{1}{\Delta \sigma_{k}}\left\{p_{s} \dot{\sigma}_{k-\frac{1}{2}}\left[F_{k}^{\prime}\left(\hat{A}_{k-\frac{1}{2}}-A_{k}\right)+F_{k}\right]\right. \\
& \left.-p_{s} \dot{\sigma}_{k+\frac{1}{2}}\left[-F_{k}^{\prime}\left(A_{k}-\hat{A}_{k+\frac{1}{2}}\right)+F_{k}\right]\right\} \tag{22.2.15}
\end{align*}
$$

In order for the flux in (22.2.15) to be canceled out when it is vertically integrated, the values of $F$ at the half-integer levels must satisfy

$$
\begin{align*}
& \hat{F}_{k-\frac{1}{2}}=F_{k}^{\prime}\left(\hat{A}_{k-\frac{1}{2}}-A_{k}\right)+F_{k}  \tag{22.2.16}\\
& \hat{F}_{k+\frac{1}{2}}=-F_{k}^{\prime}\left(A_{k}-\hat{A}_{k+\frac{1}{2}}\right)+F_{k} \tag{22.2.17}
\end{align*}
$$

from which, by replacing $k$ with $k-1$ in (22.2.17), we obtain

$$
F_{k}^{\prime}\left(\hat{A}_{k-\frac{1}{2}}-A_{k}\right)+F_{k}=-F_{k-1}^{\prime}\left(A_{k-1}-\hat{A}_{k-\frac{1}{2}}\right)+F_{k-1}
$$

Thus, we have

$$
\begin{equation*}
\hat{A}_{k-\frac{1}{2}}=\frac{\left(F_{k-1}^{\prime} A_{k-1}-F_{k-1}\right)-\left(F_{k}^{\prime} A_{k}-F_{k}\right)}{F_{k-1}^{\prime}-F_{k}^{\prime}} \tag{22.2.18}
\end{equation*}
$$

This corresponds to the discretized form of

$$
\begin{equation*}
A \equiv \frac{d\left(F^{\prime} A-F\right)}{d F^{\prime}} \tag{22.2.19}
\end{equation*}
$$

If we choose $F(A)=A^{2}$ as a function of $F,(22.2 .18)$ is reduced to

$$
\begin{equation*}
\hat{A}_{k-\frac{1}{2}}=\frac{1}{2}\left(A_{k-1}+A_{k}\right) \tag{22.2.20}
\end{equation*}
$$

In this case, the domain integrals of $A$ and $A^{2}$ are conserved. If we choose $F(A)=$ $\ln A$, on the other hand, we have

$$
\begin{equation*}
\hat{A}_{k-\frac{1}{2}}=\frac{-\ln A_{k-1}+\ln A_{k}}{\frac{1}{A_{k-1}}-\frac{1}{A_{k}}} \tag{22.2.21}
\end{equation*}
$$

This form may be used if one wants to obtain the conservation of entropy $C_{p} \ln \theta$.

### 22.2.3 Constraint on the vertical integral of the pressure gradient

The pressure gradient force in the $\sigma$-coordinate is written by multiplying (22.1.12) by $p_{s} / g$ :

$$
\begin{align*}
-\frac{p_{s}}{g \rho} \nabla_{z} p & =\frac{p_{s}}{g}\left(-\nabla_{\sigma} \Phi+\frac{\sigma}{p_{s}} \frac{\partial \Phi}{\partial \sigma} \nabla_{\sigma} p_{s}\right) \\
& =-\frac{1}{g}\left[\nabla_{\sigma}\left(p_{s} \Phi\right)-\frac{\partial(\Phi \sigma)}{\partial \sigma} \nabla_{\sigma} p_{s}\right] . \tag{22.2.22}
\end{align*}
$$

From this relation, we can choose the discretized form of the pressure gradient as

$$
\begin{align*}
& -\frac{p_{s}}{g}\left(\frac{1}{\rho} \nabla_{z} p\right)_{k}=-\frac{1}{g}\left[\nabla_{\sigma}\left(p_{s} \Phi_{k}\right)\right. \\
& \left.\quad-\frac{1}{\Delta \sigma_{k}}\left(\hat{\Phi}_{k-\frac{1}{2}} \hat{\sigma}_{k-\frac{1}{2}}-\hat{\Phi}_{k+\frac{1}{2}} \hat{\sigma}_{k+\frac{1}{2}}\right) \nabla_{\sigma} p_{s}\right] . \tag{22.2.23}
\end{align*}
$$

Thus, the corresponding form of the vertical integral of the pressure gradient, (22.1.13), is given by

$$
\begin{align*}
& \sum_{k=1}^{K}\left\{-\frac{1}{g}\left[\nabla_{\sigma}\left(p_{s} \Phi_{k}\right)-\frac{1}{\Delta \sigma_{k}}\left(\hat{\Phi}_{k-\frac{1}{2}} \hat{\sigma}_{k-\frac{1}{2}}-\hat{\Phi}_{k+\frac{1}{2}} \hat{\sigma}_{k+\frac{1}{2}}\right) \nabla_{\sigma} p_{s}\right]\right\} \Delta \sigma_{k} \\
& \quad=-\frac{1}{g}\left[\sum_{k=1}^{K} \nabla_{\sigma}\left(p_{s} \Phi_{k}\right) \Delta \sigma_{k}-\hat{\Phi}_{\frac{1}{2}} \nabla_{\sigma} p_{s}\right] \\
& \quad=-\frac{1}{g}\left\{\nabla_{\sigma}\left[\sum_{k=1}^{K} p_{s}\left(\Phi_{k}-\hat{\Phi}_{\frac{1}{2}}\right) \Delta \sigma_{k}\right]+p_{s} \nabla_{\sigma} \hat{\Phi}_{\frac{1}{2}}\right\} \tag{22.2.24}
\end{align*}
$$

If the ground surface has no topography, the line integral of (22.2.24) along a closed curve vanishes, so that the constraint on the vertical integral of the pressure gradient is satisfied. At this point, we are free to choose the discretized form of $\hat{\Phi}$. In particular, $\hat{\Phi}_{\frac{1}{2}}$ does not necessarily agree with the geopotential height at the surface $\Phi_{s}$.

We may rewrite the pressure gradient in a convenient form. Eq. (22.2.23) is rewritten as

$$
\begin{align*}
& -\frac{p_{s}}{g}\left(\frac{1}{\rho} \nabla_{z} p\right)_{k}=-\frac{p_{s}}{g}\left\{\nabla_{\sigma} \Phi_{k}\right. \\
& \left.\quad+\left[\Phi_{k}-\frac{1}{\Delta \sigma_{k}}\left(\hat{\Phi}_{k-\frac{1}{2}} \hat{\sigma}_{k-\frac{1}{2}}-\hat{\Phi}_{k+\frac{1}{2}} \hat{\sigma}_{k+\frac{1}{2}}\right)\right] \nabla_{\sigma} \pi\right\} \tag{22.2.25}
\end{align*}
$$

The second term in the brace on the right-hand side is thought of as a discretized form of the following hydrostatic balance:

$$
\begin{equation*}
p_{s} \sigma \alpha=\Phi-\frac{\partial(\Phi \sigma)}{\partial \sigma} \tag{22.2.26}
\end{equation*}
$$

Thus, it is natural to define

$$
\begin{equation*}
(\sigma \alpha)_{k} \equiv \frac{1}{p_{s}}\left[\Phi_{k}-\frac{1}{\Delta \sigma_{k}}\left(\hat{\Phi}_{k-\frac{1}{2}} \hat{\sigma}_{k-\frac{1}{2}}-\hat{\Phi}_{k+\frac{1}{2}} \hat{\sigma}_{k+\frac{1}{2}}\right)\right] . \tag{22.2.27}
\end{equation*}
$$

Using this symbol, (22.2.25) can be written as

$$
\begin{equation*}
-\frac{p_{s}}{g}\left(\frac{1}{\rho} \nabla_{z} p\right)_{k}=-\frac{p_{s}}{g}\left[\nabla_{\sigma} \Phi_{k}+(\sigma \alpha)_{k} \nabla_{\sigma} p_{s}\right] . \tag{22.2.28}
\end{equation*}
$$

The acceleration term in the momentum equation is discretized using the relation (22.2.12) such as

$$
\begin{align*}
& p_{s}\left(\frac{d \boldsymbol{v}}{d t}\right)_{k}=p_{s}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) \boldsymbol{v}_{k} \\
& \quad+\frac{1}{\Delta \sigma_{k}}\left[p_{s} \dot{\sigma}_{k-\frac{1}{2}}\left(\hat{\boldsymbol{v}}_{k-\frac{1}{2}}-\boldsymbol{v}_{k}\right)+p_{s} \dot{\sigma}_{k+\frac{1}{2}}\left(\boldsymbol{v}_{k}-\hat{\boldsymbol{v}}_{k+\frac{1}{2}}\right)\right] . \tag{22.2.29}
\end{align*}
$$

The inner product of this with $\boldsymbol{v}_{k}$ gives the equation of kinetic energy corresponding to (22.1.16). In order that $\boldsymbol{v}_{k}^{2}$ be conservative with respect to vertical advection, the half-level value of velocity is interpolated as (22.2.20); that is

$$
\begin{equation*}
\hat{\boldsymbol{v}}_{k-\frac{1}{2}}=\frac{1}{2}\left(\boldsymbol{v}_{k-1}+\boldsymbol{v}_{k}\right) \tag{22.2.30}
\end{equation*}
$$

Thus, the discretized form of the equation of kinetic energy (22.1.16) becomes

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(p_{s} \frac{\boldsymbol{v}_{k}^{2}}{2}\right)+\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k} \frac{\boldsymbol{v}_{k}^{2}}{2}\right)+\frac{1}{\Delta \sigma_{k}}\left(p_{s} \dot{\sigma}_{k-\frac{1}{2}} \frac{\hat{\boldsymbol{v}}_{k-\frac{1}{2}}^{2}}{2}-p_{s} \dot{\sigma}_{k+\frac{1}{2}} \frac{\hat{\boldsymbol{v}}_{k+\frac{1}{2}}^{2}}{2}\right) \\
& \quad=-p_{s} \boldsymbol{v}_{k} \cdot\left[\nabla_{\sigma} \Phi_{k}+(\sigma \alpha)_{k} \nabla_{\sigma} p_{s}\right]+p_{s} \boldsymbol{v}_{k} \cdot \boldsymbol{F}_{\boldsymbol{k}} . \tag{22.2.31}
\end{align*}
$$

Now, let us investigate the vertical integral of this equation. The left-hand side is

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\frac{1}{g} \sum_{k=1}^{K}\left(\frac{1}{2} p_{s} \boldsymbol{v}_{k}^{2}\right) \Delta \sigma_{k}\right]+\nabla_{\sigma} \cdot\left[\frac{1}{g} \sum_{k=1}^{K}\left(p_{s} \boldsymbol{v}_{k} \frac{\boldsymbol{v}_{k}^{2}}{2}\right) \Delta \sigma_{k}\right] \tag{22.2.32}
\end{equation*}
$$

The work done by the pressure gradient on the right-hand side of (22.2.31) should be rewritten in the form (22.1.17). Thus, the corresponding discretized form can be rewritten as follows:

$$
\begin{aligned}
-p_{s} \boldsymbol{v}_{k} \cdot & {\left[\nabla_{\sigma} \Phi_{k}+(\sigma \alpha)_{k} \nabla_{\sigma} p_{s}\right] } \\
= & -\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k} \Phi_{k}\right)+\Phi_{k} \nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k}\right)-p_{s}(\sigma \alpha)_{k} \boldsymbol{v}_{k} \cdot \nabla_{\sigma} p_{s} \\
= & -\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k} \Phi_{k}\right)-\Phi_{k}\left[\frac{1}{\Delta \sigma_{k}}\left(p_{s} \dot{\sigma}_{k-\frac{1}{2}}-p_{s} \dot{\sigma}_{k+\frac{1}{2}}\right)+\frac{\partial p_{s}}{\partial t}\right] \\
& -p_{s}(\sigma \alpha)_{k} \boldsymbol{v}_{k} \cdot \nabla_{\sigma} p_{s} \\
= & -\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k} \Phi_{k}\right)-\frac{1}{\Delta \sigma_{k}}\left(p_{s} \dot{\sigma}_{k-\frac{1}{2}} \hat{\Phi}_{k-\frac{1}{2}}-p_{s} \dot{\sigma}_{k+\frac{1}{2}} \hat{\Phi}_{k+\frac{1}{2}}\right) \\
& +\frac{1}{\Delta \sigma_{k}}\left[p_{s} \dot{\sigma}_{k-\frac{1}{2}}\left(\hat{\Phi}_{k-\frac{1}{2}}-\Phi_{k}\right)+p_{s} \dot{\sigma}_{k+\frac{1}{2}}\left(\Phi_{k}-\hat{\Phi}_{k+\frac{1}{2}}\right)\right] \\
& -\Phi_{k} \frac{\partial p_{s}}{\partial t}-p_{s}(\sigma \alpha)_{k} \boldsymbol{v}_{k} \cdot \nabla_{\sigma} p_{s},
\end{aligned}
$$

where the continuity equation (22.2.4) is used. Using the definition (22.2.27), this is further rewritten as

$$
\begin{align*}
= & -\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k} \Phi_{k}\right)-\frac{1}{\Delta \sigma_{k}}\left(p_{s} \dot{\sigma}_{k-\frac{1}{2}} \hat{\Phi}_{k-\frac{1}{2}}-p_{s} \dot{\sigma}_{k+\frac{1}{2}} \hat{\Phi}_{k+\frac{1}{2}}\right) \\
& +\left[p_{s}(\sigma \alpha)_{k}-\Phi_{k}\right] \frac{\partial p_{s}}{\partial t}-p_{s}\left\{(\sigma \alpha)_{k}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) p_{s}\right. \\
& \left.-\frac{1}{\Delta \sigma_{k}}\left[\dot{\sigma}_{k-\frac{1}{2}}\left(\hat{\Phi}_{k-\frac{1}{2}}-\Phi_{k}\right)+\dot{\sigma}_{k+\frac{1}{2}}\left(\Phi_{k}-\hat{\Phi}_{k+\frac{1}{2}}\right)\right]\right\} \\
= & -\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k} \Phi_{k}\right) \\
& -\frac{1}{\Delta \sigma_{k}}\left[\left(p_{s} \dot{\sigma}_{k-\frac{1}{2}}+\hat{\sigma}_{k-\frac{1}{2}} \frac{\partial p_{s}}{\partial t}\right) \hat{\Phi}_{k-\frac{1}{2}}\right. \\
& \left.-\left(p_{s} \dot{\sigma}_{k+\frac{1}{2}}+\hat{\sigma}_{k+\frac{1}{2}} \frac{\partial p_{s}}{\partial t}\right) \hat{\Phi}_{k+\frac{1}{2}}\right]-p_{s}(\omega \alpha)_{k} \tag{22.2.33}
\end{align*}
$$

where we have defined

$$
\begin{align*}
(\omega \alpha)_{k} & \equiv(\sigma \alpha)_{k}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) p_{s} \\
- & \frac{1}{\Delta \sigma_{k}}\left[\dot{\sigma}_{k-\frac{1}{2}}\left(\hat{\Phi}_{k-\frac{1}{2}}-\Phi_{k}\right)+\dot{\sigma}_{k+\frac{1}{2}}\left(\Phi_{k}-\hat{\Phi}_{k+\frac{1}{2}}\right)\right] \tag{22.2.34}
\end{align*}
$$

It can be seen that (22.2.33) corresponds to the discretized form of (22.1.17).

### 22.2.4 Hydrostatic balance

We need to obtain a specific discretization for hydrostatic balance in order to have the conservation of energy. If we note the analytic form of hydrostatic balance

$$
\begin{equation*}
\frac{\partial \Phi}{\partial \sigma}=-p_{s} \alpha \tag{22.2.35}
\end{equation*}
$$

it is natural to express the difference of $\Phi$ between two layers by the values of $p_{s} \alpha$ at these layers. We introduce coefficients $A_{k-\frac{1}{2}}$ and $B_{k-\frac{1}{2}}$ for $k=2, \cdots, K$, such that

$$
\begin{equation*}
\Phi_{k}-\Phi_{k-1}=A_{k-\frac{1}{2}} p_{s} \alpha_{k}+B_{k-\frac{1}{2}} p_{s} \alpha_{k-1} \tag{22.2.36}
\end{equation*}
$$

Considering the discrete form of hydrostatic balance in the equation of momentum (22.2.26), we may set

$$
\begin{equation*}
[\Phi \delta \sigma-\delta(\Phi \sigma)]_{k} \equiv \Phi_{k} \Delta \sigma_{k}-\hat{\sigma}_{k-\frac{1}{2}} \hat{\Phi}_{k-\frac{1}{2}}+\hat{\sigma}_{k+\frac{1}{2}} \hat{\Phi}_{k+\frac{1}{2}}=C_{k} p_{s} \alpha_{k} \tag{22.2.37}
\end{equation*}
$$

where $C_{k}$ is constant. In particular, at the lowest level, we have

$$
\begin{align*}
\Phi_{1}-\hat{\Phi}_{\frac{1}{2}}= & \sum_{k=1}^{K}[\Phi \delta \sigma-\delta(\Phi \sigma)]_{k}-\sum_{k=2}^{K} \hat{\sigma}_{k-\frac{1}{2}}\left(\Phi_{k}-\Phi_{k-1}\right) \\
= & p_{s} \alpha_{1}\left(C_{1}-\hat{\sigma}_{\frac{3}{2}} B_{\frac{3}{2}}\right) \\
& +\sum_{k=2}^{K} p_{s} \alpha_{k}\left(C_{k}-\hat{\sigma}_{k-\frac{1}{2}} A_{k-\frac{1}{2}}-\hat{\sigma}_{k+\frac{1}{2}} B_{k+\frac{1}{2}}\right) \tag{22.2.38}
\end{align*}
$$

Thus, if we choose

$$
\begin{equation*}
C_{k}=\hat{\sigma}_{k-\frac{1}{2}} A_{k-\frac{1}{2}}+\hat{\sigma}_{k+\frac{1}{2}} B_{k+\frac{1}{2}} \tag{22.2.39}
\end{equation*}
$$

the values of $\alpha$ in upper layers do not affect $\Phi_{1}-\hat{\Phi}_{\frac{1}{2}}$. That is, the difference of geopotential in the lowest level is expressed by local quantities as

$$
\begin{equation*}
\Phi_{1}-\hat{\Phi}_{\frac{1}{2}}=p_{s} \alpha_{1} A_{\frac{1}{2}} \tag{22.2.40}
\end{equation*}
$$

Using (22.2.36), (22.2.37), and (22.2.39), we have

$$
\begin{equation*}
\Phi_{k}-\hat{\Phi}_{k-\frac{1}{2}}=A_{k-\frac{1}{2}} p_{s} \alpha_{k}, \quad \hat{\Phi}_{k+\frac{1}{2}}-\Phi_{k}=B_{k+\frac{1}{2}} p_{s} \alpha_{k} \tag{22.2.41}
\end{equation*}
$$

From this, the interpolation of $\Phi_{k}$ is given by

$$
\begin{equation*}
\Phi_{k}=\frac{A_{k-\frac{1}{2}} \hat{\Phi}_{k+\frac{1}{2}}+B_{k+\frac{1}{2}} \hat{\Phi}_{k-\frac{1}{2}}}{A_{k-\frac{1}{2}}+B_{k+\frac{1}{2}}} \tag{22.2.42}
\end{equation*}
$$

We have not yet specified the coefficients $A_{k-\frac{1}{2}}$ and $B_{k-\frac{1}{2}}$. We use the arbitrariness of these coefficients to minimize the error in the pressure gradient. From (22.2.27), (22.2.37), and (22.2.39), we have

$$
\begin{equation*}
(\sigma \alpha)_{k}=\frac{1}{\Delta \sigma_{k}}\left(\hat{\sigma}_{k-\frac{1}{2}} A_{k-\frac{1}{2}}+\hat{\sigma}_{k+\frac{1}{2}} B_{k+\frac{1}{2}}\right) \alpha_{k} \tag{22.2.43}
\end{equation*}
$$

Substituting this into (22.2.28), we obtain the expression of the pressure gradient as

$$
\begin{equation*}
-\left(\frac{1}{\rho} \nabla_{z} p\right)_{k}=-\nabla_{\sigma} \Phi_{k}-\frac{1}{\Delta \sigma_{k}}\left(\hat{\sigma}_{k-\frac{1}{2}} A_{k-\frac{1}{2}}+\hat{\sigma}_{k+\frac{1}{2}} B_{k+\frac{1}{2}}\right) \alpha_{k} \nabla_{\sigma} p_{s} \tag{22.2.44}
\end{equation*}
$$

If the atmosphere is at rest, the pressure gradient must be zero. This must hold even when there is a topography (i.e., $\nabla_{\sigma} p_{s} \neq 0$ ). In this case, the geopotential is a function of pressure, $\Phi=\Phi(p)$ and

$$
\begin{equation*}
\nabla_{\sigma} \Phi_{k}=\left(\frac{d \Phi}{d p}\right)_{k}\left(\frac{\partial p}{\partial p_{s}}\right)_{\sigma} \nabla_{\sigma} p_{s} \tag{22.2.45}
\end{equation*}
$$

If we consider a special field that satisfies

$$
\begin{equation*}
\left(\frac{d \Phi}{d p}\right)_{k}=-\alpha_{k} \tag{22.2.46}
\end{equation*}
$$

we have, by setting (22.2.44) to zero,

$$
\begin{equation*}
\left(\frac{\partial p}{\partial p_{s}}\right)_{\sigma}=\frac{1}{\Delta \sigma_{k}}\left(\hat{\sigma}_{k-\frac{1}{2}} A_{k-\frac{1}{2}}+\hat{\sigma}_{k+\frac{1}{2}} B_{k+\frac{1}{2}}\right) \tag{22.2.47}
\end{equation*}
$$

Here, in order to obtain expressions of the coefficients $A_{k-\frac{1}{2}}$ and $B_{k-\frac{1}{2}}$, we introduce a function of pressure, $f(p)$. Multiplying (22.2.47) by $f^{\prime}(p)$, we have

$$
\begin{equation*}
\left(\frac{\partial f(p)}{\partial p_{s}}\right)_{\sigma}=\frac{f^{\prime}(p)}{\Delta \sigma_{k}}\left(\hat{\sigma}_{k-\frac{1}{2}} A_{k-\frac{1}{2}}+\hat{\sigma}_{k+\frac{1}{2}} B_{k+\frac{1}{2}}\right) \tag{22.2.48}
\end{equation*}
$$

or

$$
\begin{align*}
{\left[\frac{\partial\left(p_{s} f(p)\right)}{\partial p_{s}}\right]_{\sigma}=} & \frac{1}{\Delta \sigma_{k}}\left[\hat{\sigma}_{k-\frac{1}{2}}\left(f_{k}+p_{s} A_{k-\frac{1}{2}} f_{k}^{\prime}\right)\right. \\
& \left.-\hat{\sigma}_{k+\frac{1}{2}}\left(f_{k}-p_{s} B_{k+\frac{1}{2}} f_{k}^{\prime}\right)\right] \tag{22.2.49}
\end{align*}
$$

If we note

$$
\begin{equation*}
\left[\frac{\partial\left(p_{s} f(p)\right)}{\partial p_{s}}\right]_{\sigma}=\left[\frac{\partial(\sigma f(p))}{\partial \sigma}\right]_{p_{s}} \tag{22.2.50}
\end{equation*}
$$

the discretized form of $\hat{f}$ should be chosen as

$$
\begin{equation*}
\hat{f}_{k-\frac{1}{2}}=f_{k}+p_{s} A_{k-\frac{1}{2}} f_{k}^{\prime}, \quad \hat{f}_{k+\frac{1}{2}}=f_{k}-p_{s} B_{k+\frac{1}{2}} f_{k}^{\prime} \tag{22.2.51}
\end{equation*}
$$

From this, if we choose the coefficients as

$$
\begin{equation*}
A_{k-\frac{1}{2}}=\frac{\hat{f}_{k-\frac{1}{2}}-f_{k}}{p_{s} f_{k}^{\prime}}, \quad B_{k+\frac{1}{2}}=\frac{f_{k}-\hat{f}_{k+\frac{1}{2}}}{p_{s} f_{k}^{\prime}} \tag{22.2.52}
\end{equation*}
$$

the discretization (22.2.49) becomes equivalent to

$$
\begin{equation*}
\left[\frac{\partial\left(p_{s} f_{k}\right)}{\partial p_{s}}\right]_{\sigma}=\left(\frac{\Delta(\sigma f)}{\Delta \sigma}\right)_{k} \tag{22.2.53}
\end{equation*}
$$

This can easily be integrated with respect to $p_{s}$. The values of $f$ at the integer levels can be given by

$$
\begin{equation*}
f_{k}=\frac{1}{p_{s}}\left[\frac{\Delta\left(\sigma \int f d p_{s}\right)}{\Delta \sigma}\right]_{k}=\left[\frac{\Delta\left(\int f d p\right)}{\Delta p}\right]_{k} . \tag{22.2.54}
\end{equation*}
$$

This in turn is used to obtain the values of pressure at integer levels using the relation $f_{k}=f\left(p_{k}\right)$.

Substituting (22.2.52) into (22.2.43), we have

$$
\begin{align*}
(\sigma \alpha)_{k} & =\frac{1}{p_{s} \Delta \sigma_{k}}\left[\hat{\sigma}_{k-\frac{1}{2}}\left(\hat{f}_{k-\frac{1}{2}}-f_{k}\right)+\hat{\sigma}_{k+\frac{1}{2}}\left(f_{k}-\hat{f}_{k+\frac{1}{2}}\right)\right] \frac{\alpha_{k}}{f_{k}^{\prime}} \\
& =\frac{1}{p_{s}}\left\{\left[\frac{\Delta(\sigma f(p))}{\Delta \sigma}\right]_{k}-f_{k}\right\} \frac{\alpha_{k}}{f_{k}^{\prime}}=\left(\frac{\partial f}{\partial p_{s}}\right)_{k} \frac{\alpha_{k}}{f_{k}^{\prime}} . \tag{22.2.55}
\end{align*}
$$

Thus, the pressure gradient (22.2.44) can be written as

$$
\begin{equation*}
-\left(\frac{1}{\rho} \nabla_{z} p\right)_{k}=-\nabla_{\sigma} \Phi_{k}-\frac{\alpha_{k}}{f_{k}^{\prime}} \nabla_{\sigma} f_{k} \tag{22.2.56}
\end{equation*}
$$

Making use of (22.2.36), we express the vertical difference of the pressure gradient as

$$
\begin{align*}
- & {\left[\left(\frac{1}{\rho} \nabla_{z} p\right)_{k}-\left(\frac{1}{\rho} \nabla_{z} p\right)_{k-1}\right] } \\
= & -\nabla_{\sigma}\left(\Phi_{k}-\Phi_{k-1}\right)-\left[\frac{\alpha_{k}}{f_{k}^{\prime}} \nabla_{\sigma} f_{k}-\frac{\alpha_{k-1}}{f_{k-1}^{\prime}} \nabla_{\sigma} f_{k-1}\right] \\
= & -\left[\left(\hat{f}_{k-\frac{1}{2}}-f_{k}\right) \nabla_{\sigma} \frac{\alpha_{k}}{f_{k}^{\prime}}+\left(f_{k-1}-\hat{f}_{k-\frac{1}{2}}\right) \nabla_{\sigma} \frac{\alpha_{k-1}}{f_{k-1}^{\prime}}\right. \\
& \left.+\left(\frac{\alpha_{k}}{f_{k}^{\prime}}-\frac{\alpha_{k-1}}{f_{k-1}^{\prime}}\right) \nabla_{\sigma} f_{k-1}\right] . \tag{22.2.57}
\end{align*}
$$

This means that the contribution of the pressure gradient vanishes if $\alpha_{k} / f_{k}^{\prime}$ is constant everywhere in a static state.

If we choose the function $f(p)=\Pi(p)=\left(p / p_{00}\right)^{\kappa}$ where $\Pi$ is the Exner function, $\kappa=R_{d} / C_{p}$, and $p_{00}=1,000 \mathrm{hPa}$, we have

$$
\begin{equation*}
\frac{\alpha}{f^{\prime}(p)}=\frac{\alpha}{d \Pi / d p}=\frac{\alpha p}{\kappa \Pi}=\frac{C_{p} T}{\Pi}=C_{p} \theta \tag{22.2.58}
\end{equation*}
$$

thus the right-hand side of (22.2.57) vanishes for an isentropic atmosphere (i.e., there is no error in the pressure gradient if the atmosphere is in an isentropic static state).

For the rest of this section, we summarize expressions in the case $f=\Pi$. The interpolation coefficients $A$ and $B$ are given by (22.2.52) with $\Pi^{\prime}(p)=\kappa \Pi / p$ :

$$
\begin{align*}
A_{k-\frac{1}{2}} & =\frac{\hat{\Pi}_{k-\frac{1}{2}}-\Pi_{k}}{\kappa p_{s} \Pi_{k} / p_{k}}=\frac{\sigma_{k}}{\kappa}\left[\left(\frac{\hat{\sigma}_{k-\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa}-1\right] \equiv \frac{\sigma_{k}}{\kappa} a_{k}  \tag{22.2.59}\\
B_{k+\frac{1}{2}} & =\frac{\Pi_{k}-\hat{\Pi}_{k+\frac{1}{2}}}{\kappa p_{s} \Pi_{k} / p_{k}}=\frac{\sigma_{k}}{\kappa}\left[1-\left(\frac{\hat{\sigma}_{k+\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa}\right] \equiv \frac{\sigma_{k}}{\kappa} b_{k} \tag{22.2.60}
\end{align*}
$$

where

$$
\begin{equation*}
a_{k}=\left(\frac{\hat{\sigma}_{k-\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa}-1, \quad b_{k}=1-\left(\frac{\hat{\sigma}_{k+\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa} \tag{22.2.61}
\end{equation*}
$$

Using (22.2.36) and (22.2.40), hydrostatic balance is given by

$$
\begin{align*}
\Phi_{k}-\Phi_{k-1} & =\frac{\sigma_{k}}{\kappa}\left[\left(\frac{\hat{\sigma}_{k-\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa}-1\right] p_{s} \alpha_{k}+\frac{\sigma_{k-1}}{\kappa}\left[1-\left(\frac{\hat{\sigma}_{k-\frac{1}{2}}}{\sigma_{k-1}}\right)^{\kappa}\right] p_{s} \alpha_{k-1} \\
& =C_{p} a_{k} T_{k}+C_{p} b_{k-1} T_{k-1},  \tag{22.2.62}\\
\Phi_{1}-\hat{\Phi}_{\frac{1}{2}} & =\frac{\sigma_{1}}{\kappa}\left[\left(\frac{\hat{\sigma}_{\frac{1}{2}}}{\sigma_{1}}\right)^{\kappa}-1\right] p_{s} \alpha_{1}=C_{p} a_{1} T_{1} . \tag{22.2.63}
\end{align*}
$$

The values of $\sigma$ at integer levels can be determined by (22.2.54):

$$
\begin{align*}
\Pi_{k} & =\left[\frac{\Delta\left(\int \Pi d p\right)}{\Delta p}\right]_{k}=\frac{1}{\kappa+1}\left[\frac{\Delta(p \Pi)}{\Delta p}\right]_{k} \\
& =\frac{1}{\kappa+1} \frac{\hat{\sigma}_{k-\frac{1}{2}} \Pi_{k-\frac{1}{2}}-\hat{\sigma}_{k+\frac{1}{2}} \Pi_{k+\frac{1}{2}}}{\Delta \sigma_{k}} . \tag{22.2.64}
\end{align*}
$$

From this, we have

$$
\begin{equation*}
\sigma_{k}=\left[\frac{1}{\kappa+1}\left(\frac{\hat{\sigma}_{k-\frac{1}{2}}^{\kappa+1}-\hat{\sigma}_{k+\frac{1}{2}}^{\kappa+1}}{\hat{\sigma}_{k-\frac{1}{2}}-\hat{\sigma}_{k+\frac{1}{2}}}\right)\right]^{\frac{1}{\kappa}} \tag{22.2.65}
\end{equation*}
$$

From (22.2.43), the coefficients in the pressure gradient $(\sigma \alpha)_{k}$ are given by

$$
\begin{align*}
(\sigma \alpha)_{k}= & \frac{1}{\Delta \sigma_{k}}\left\{\hat{\sigma}_{k-\frac{1}{2}} \frac{\sigma_{k}}{\kappa}\left[\left(\frac{\hat{\sigma}_{k-\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa}-1\right]\right. \\
& \left.+\hat{\sigma}_{k+\frac{1}{2}} \frac{\sigma_{k}}{\kappa}\left[1-\left(\frac{\hat{\sigma}_{k+\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa}\right]\right\} \alpha_{k} \\
= & \frac{C_{p}}{p_{s} \Delta \sigma_{k}}\left(a_{k} \hat{\sigma}_{k-\frac{1}{2}}+b_{k} \hat{\sigma}_{k+\frac{1}{2}}\right) T_{k}=\frac{C_{p}}{p_{s}} \kappa_{k} T_{k} \tag{22.2.66}
\end{align*}
$$

where

$$
\begin{equation*}
\kappa_{k}=\frac{1}{\Delta \sigma_{k}}\left(a_{k} \hat{\sigma}_{k-\frac{1}{2}}+b_{k} \hat{\sigma}_{k+\frac{1}{2}}\right) . \tag{22.2.67}
\end{equation*}
$$

From comparison between (22.2.66) and the equation of state $p \alpha=\kappa C_{p} T, \kappa_{k}$ can be regarded as the value of $\kappa$ at each level calculated from the equation of state.

In the thermodynamic equation (22.1.20), the transformation term $p_{s} \omega \alpha$ should be of the same form as discretization of the equation of kinetic energy (22.2.34). Thus, we have

$$
\begin{align*}
(\omega \alpha)_{k} \equiv & (\sigma \alpha)_{k}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) p_{s} \\
& -\frac{1}{\Delta \sigma_{k}}\left[\dot{\sigma}_{k-\frac{1}{2}}\left(\hat{\Phi}_{k-\frac{1}{2}}-\Phi_{k}\right)+\dot{\sigma}_{k+\frac{1}{2}}\left(\Phi_{k}-\hat{\Phi}_{k+\frac{1}{2}}\right)\right] \\
= & \frac{\alpha_{k}}{\Delta \sigma_{k}}\left\{A_{k-\frac{1}{2}}\left[\hat{\sigma}_{k-\frac{1}{2}}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) p_{s}+p_{s} \dot{\sigma}_{k-\frac{1}{2}}\right]\right. \\
& \left.+B_{k+\frac{1}{2}}\left[\hat{\sigma}_{k+\frac{1}{2}}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) p_{s}+p_{s} \dot{\sigma}_{k+\frac{1}{2}}\right]\right\} \\
= & C_{p} \kappa_{k} T_{k}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) \pi+\frac{C_{p}}{\Delta \sigma_{k}}\left(a_{k} \dot{\sigma}_{k-\frac{1}{2}}+b_{k} \dot{\sigma}_{k+\frac{1}{2}}\right) T_{k} \tag{22.2.68}
\end{align*}
$$

### 22.2.5 The thermodynamic equation

The final step is to seek a discretized form of the thermodynamic equation. The central point of this section is to find the interpolation of $\hat{T}_{k+\frac{1}{2}}$, the temperature at half-integer levels. To obtain this form, we use a constraint that the domain average of potential temperature is conserved under the adiabatic condition, $Q=0$.

From (22.2.68), the equation of enthalpy (22.1.20) is discretized as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(p_{s} C_{p} T_{k}\right)+\nabla_{\sigma} \cdot\left(p_{s} \boldsymbol{v}_{k} C_{p} T_{k}\right)+\frac{C_{p}}{\Delta \sigma_{k}}\left(p_{s} \dot{\sigma}_{k-\frac{1}{2}} \hat{T}_{k-\frac{1}{2}}-p_{s} \dot{\sigma}_{k+\frac{1}{2}} \hat{T}_{k+\frac{1}{2}}\right) \\
& \quad=p_{s} C_{p} \kappa_{k} T_{k}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) \pi+\frac{p_{s} C_{p}}{\Delta \sigma_{k}}\left(a_{k} \dot{\sigma}_{k-\frac{1}{2}}+b_{k} \dot{\sigma}_{k+\frac{1}{2}}\right) T_{k} \tag{22.2.69}
\end{align*}
$$

The discretization of $\hat{T}_{k+\frac{1}{2}}$ is not yet specified at this point. Using (22.2.13), the above equation is rewritten in advective form as

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\right. & \left.\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) T_{k} \\
= & -\frac{1}{\Delta \sigma_{k}}\left[\dot{\sigma}_{k-\frac{1}{2}}\left(\hat{T}_{k-\frac{1}{2}}-T_{k}\right)+\dot{\sigma}_{k+\frac{1}{2}}\left(T_{k}-\hat{T}_{k+\frac{1}{2}}\right)\right] \\
& +\kappa_{k} T_{k}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) \pi+\frac{1}{\Delta \sigma_{k}}\left(a_{k} \dot{\sigma}_{k-\frac{1}{2}}+b_{k} \dot{\sigma}_{k+\frac{1}{2}}\right) T_{k} \tag{22.2.70}
\end{align*}
$$

We define the potential temperature at the integer level by $\theta_{k}=T_{k} / \Pi_{k}$. Since

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) T_{k} \\
& \quad=\Pi_{k}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) \theta_{k}+\theta_{k}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) \Pi_{k} \\
& \quad=\Pi_{k}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) \theta_{k}+\kappa T_{k}\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) \pi \tag{22.2.71}
\end{align*}
$$

the equation of potential temperature can be written using (22.2.70) as

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) \theta_{k}= & -\frac{1}{\Pi_{k}} \frac{1}{\Delta \sigma_{k}}\left\{\dot{\sigma}_{k-\frac{1}{2}}\left[\hat{T}_{k-\frac{1}{2}}-\left(1+a_{k}\right) T_{k}\right]\right. \\
& \left.+\dot{\sigma}_{k+\frac{1}{2}}\left[\left(1-b_{k}\right) T_{k}-\hat{T}_{k+\frac{1}{2}}\right]\right\} . \tag{22.2.72}
\end{align*}
$$

On the other hand, the conservation of potential temperature $\frac{d \theta}{d t}=0$ is rewritten as the advective form using (22.2.13):

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{k} \cdot \nabla_{\sigma}\right) \theta_{k}=-\frac{1}{\Delta \sigma_{k}}\left[\dot{\sigma}_{k-\frac{1}{2}}\left(\hat{\theta}_{k-\frac{1}{2}}-\theta_{k}\right)+\dot{\sigma}_{k+\frac{1}{2}}\left(\theta_{k}-\hat{\theta}_{k+\frac{1}{2}}\right)\right] \tag{22.2.73}
\end{equation*}
$$

where the discretization of $\hat{\theta}_{k+\frac{1}{2}}$ has yet to be determined. If (22.2.72) is equivalent to (22.2.73), the domain average of potential temperature is conserved under the adiabatic condition. Thus, we have

$$
\begin{align*}
\hat{T}_{k-\frac{1}{2}}-\left(1+a_{k}\right) T_{k} & =\Pi_{k}\left(\hat{\theta}_{k-\frac{1}{2}}-\theta_{k}\right)  \tag{22.2.74}\\
\left(1-b_{k}\right) T_{k}-\hat{T}_{k+\frac{1}{2}} & =\Pi_{k}\left(\theta_{k}-\hat{\theta}_{k+\frac{1}{2}}\right) \tag{22.2.75}
\end{align*}
$$

From this, we obtain the discretizations of $T$ and $\theta$ at half-integer levels by

$$
\begin{align*}
\hat{T}_{k-\frac{1}{2}} & =\frac{a_{k} \Pi_{k-1} T_{k}+b_{k-1} \Pi_{k} T_{k-1}}{\Pi_{k-1}-\Pi_{k}} \\
& =a_{k}\left[1-\left(\frac{\sigma_{k}}{\sigma_{k-1}}\right)^{\kappa}\right]^{-1} T_{k}+b_{k-1}\left[\left(\frac{\sigma_{k-1}}{\sigma_{k}}\right)^{\kappa}-1\right]^{-1} T_{k-1} \\
\hat{\theta}_{k-\frac{1}{2}} & =\frac{a_{k} \Pi_{k} \theta_{k}+b_{k-1} \Pi_{k-1} \theta_{k-1}}{\Pi_{k-1}-\Pi_{k}}  \tag{22.2.76}\\
& =a_{k}\left[\left(\frac{\sigma_{k-1}}{\sigma_{k}}\right)^{\kappa}-1\right]^{-1} \theta_{k}+b_{k-1}\left[1-\left(\frac{\sigma_{k}}{\sigma_{k-1}}\right)^{\kappa}\right]^{-1} \theta_{k-1} \tag{22.2.77}
\end{align*}
$$

From comparison between the thermodynamic equation (22.2.70) and (22.1.21), we find that the term in (22.1.21)

$$
\begin{equation*}
-\dot{\sigma} \sigma^{\kappa} \frac{\partial\left(T \sigma^{-\kappa}\right)}{\partial \sigma} \tag{22.2.78}
\end{equation*}
$$

has the following discretized form:

$$
\begin{align*}
- & \frac{1}{\Delta \sigma_{k}}\left[\dot{\sigma}_{k-\frac{1}{2}}\left(\hat{T}_{k-\frac{1}{2}}-T_{k}\right)+\dot{\sigma}_{k+\frac{1}{2}}\left(T_{k}-\hat{T}_{k+\frac{1}{2}}\right)\right] \\
& +\frac{1}{\Delta \sigma_{k}}\left(a_{k} \dot{\sigma}_{k-\frac{1}{2}}+b_{k} \dot{\sigma}_{k+\frac{1}{2}}\right) T_{k} \\
= & -\frac{1}{\Delta \sigma_{k}}\left\{\dot{\sigma}_{k-\frac{1}{2}}\left[\hat{T}_{k-\frac{1}{2}}-\left(1+a_{k}\right) T_{k}\right]+\dot{\sigma}_{k+\frac{1}{2}}\left[\left(1-b_{k}\right) T_{k}-\hat{T}_{k+\frac{1}{2}}\right]\right\} \\
= & \frac{1}{2}\left(\hat{\sigma}_{k-\frac{1}{2}}^{\kappa} \dot{\sigma}_{k-\frac{1}{2}} \frac{T_{k} \sigma_{k}^{-\kappa}-\hat{T}_{k-\frac{1}{2}} \hat{\sigma}_{k-\frac{1}{2}}^{-\kappa}}{\Delta \sigma_{k} / 2}\right. \\
& \left.+\hat{\sigma}_{k+\frac{1}{2}}^{\kappa} \dot{\sigma}_{k+\frac{1}{2}} \frac{\hat{T}_{k+\frac{1}{2}} \hat{\sigma}_{k+\frac{1}{2}}^{-\kappa}-T_{k} \sigma_{k}^{-\kappa}}{\Delta \sigma_{k} / 2}\right) \tag{22.2.79}
\end{align*}
$$

We have used (22.2.61) for this derivation.

### 22.3 Summary

To conclude this chapter, we summarize the vertically discretized form of primitive equations. Primitive equations with vorticity and divergence equations are given
by (20.2.45), (20.2.51), (20.2.57), (20.2.58), (20.2.59) in Chapter 20 and (22.1.6) in Chapter 22. Vertical discretizations of these equations are written as

$$
\begin{align*}
\frac{\partial \zeta_{k}}{\partial t}= & -\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} A_{k}+\frac{1}{R} \frac{\partial}{\partial \mu} B_{k}\right]  \tag{22.3.1}\\
\frac{\partial D_{k}}{\partial t}= & \frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} B_{k}-\frac{1}{R} \frac{\partial}{\partial \mu} A_{k} \\
& -\nabla_{\sigma}^{2}\left(\Phi_{k}^{\prime}+C_{p} \kappa_{k} \bar{T}_{k} \pi+E_{k i n k}\right),  \tag{22.3.2}\\
\frac{\partial T_{k}}{\partial t}= & -\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}\left(U_{k} T_{k}^{\prime}\right)+\frac{1}{R} \frac{\partial}{\partial \mu}\left(V_{k} T_{k}^{\prime}\right)\right]+T_{k}^{\prime} D_{k} \\
& -\frac{1}{\Delta \sigma_{k}}\left\{\dot{\sigma}_{k-\frac{1}{2}}\left[\hat{T}_{k-\frac{1}{2}}-\left(1+a_{k}\right) T_{k}\right]\right. \\
& \left.+\dot{\sigma}_{k+\frac{1}{2}}\left[\left(1-b_{k}\right) T_{k}-\hat{T}_{k+\frac{1}{2}}\right]\right\} \\
& +\kappa_{k} T_{k}\left(\frac{\partial \pi}{\partial t}+\boldsymbol{V}_{H k} \cdot \nabla_{\sigma}^{\mu} \pi\right)+Q_{k},  \tag{22.3.3}\\
\frac{\partial \pi}{\partial t}= & -\sum_{k=1}^{K}\left(\boldsymbol{V} H k \cdot \nabla_{\sigma}^{\mu} \pi\right) \Delta \sigma_{k}-\sum_{k=1}^{K} D_{k} \Delta \sigma_{k},  \tag{22.3.4}\\
& -\hat{\sigma}_{k-\frac{1}{2}} \frac{\partial \pi}{\partial t}-\sum_{l=k}^{K}\left(D_{l}+\boldsymbol{V}_{H l} \cdot \nabla_{\sigma}^{\mu} \pi\right) \Delta \sigma_{l},  \tag{22.3.5}\\
\Phi_{k}-\Phi_{k-1}= & C_{p} a_{k} T_{k}+C_{p} b_{k-1} T_{k-1},  \tag{22.3.6}\\
\Phi_{1}-\hat{\Phi}_{\frac{1}{2}}= & C_{p} a_{1} T_{1}, \tag{22.3.7}
\end{align*}
$$

where

$$
\begin{align*}
\sigma_{k} & =\left[\frac{1}{\kappa+1}\left(\frac{\hat{\sigma}_{k-\frac{1}{2}}^{\kappa+1}-\hat{\sigma}_{k+\frac{1}{2}}^{\kappa+1}}{\hat{\sigma}_{k-\frac{1}{2}}-\hat{\sigma}_{k+\frac{1}{2}}}\right)\right]^{\frac{1}{\kappa}}  \tag{22.3.8}\\
a_{k} & =\left(\frac{\hat{\sigma}_{k-\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa}-1,  \tag{22.3.9}\\
b_{k} & =1-\left(\frac{\hat{\sigma}_{k+\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa},  \tag{22.3.10}\\
\kappa_{k} & =\frac{1}{\Delta \sigma_{k}}\left(a_{k} \hat{\sigma}_{k-\frac{1}{2}}+b_{k} \hat{\sigma}_{k+\frac{1}{2}}\right),  \tag{22.3.11}\\
\hat{T}_{k-\frac{1}{2}} & =a_{k}\left[1-\left(\frac{\sigma_{k}}{\sigma_{k-1}}\right)^{\kappa}\right]^{-1} T_{k}+b_{k-1}\left[\left(\frac{\sigma_{k-1}}{\sigma_{k}}\right)^{\kappa}-1\right]^{-1} T_{k-1} . \tag{22.3.12}
\end{align*}
$$
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## 23

## Time integration methods of the spectral model

The time integration method of spectral general circulation models is described in this chapter. We start with a general concept of time integration schemes in Section 23.1. In particular, we concentrate mainly on the leapfrog scheme for temporal integration and its stability analysis.

To temporally integrate a numerical model, one must be careful about the fast motions or waves contained in the numerical system. The fast waves contained in primitive equations are gravity waves and Lamb waves. If one uses an explicit scheme, the time increment for integration is constrained by such fast waves. Instead, if one uses an implicit scheme, the constraint is relaxed. General circulation models normally adopt the semi-implicit scheme in which only the terms related to such fast waves are implicitly treated. In Section 23.2, we outline the concept of the semi-implicit scheme.

In general, one needs to solve a Poisson equation in order to use the semiimplicit scheme. The Poisson equation can be easily solved under the spectral method, while it requires matrix inversion for the finite discrete method. In our approach, physical fields are expanded with the spectral method on a sphere and discretized in the vertical direction. Thus, the semi-implicit method requires a onedimensional matrix inversion in the vertical. To construct a matrix, we need to make use of the discretized expressions derived in the previous chapter. In Section 23.3, the time integration procedure with the semi-implicit method for primitive equation models is explicitly described.

### 23.1 Time integration scheme and stability

Time discretization schemes can be classified from various perspectives: such as the explicit scheme versus the implicit scheme, the recursive scheme versus the nonrecursive scheme, and the two-level scheme versus the three-level scheme. In
general, what is required for the time discretization method of atmospheric general circulation models is efficiency rather than accuracy. Here, the scheme is called efficient if the number of computational counts required for a given integration time is smaller. The choice of time discretization scheme depends on the nature of the time variability of atmospheric circulation. Since various physical processes, particularly latent heat release associated with cumulus convection, are highly nonlinear, atmospheric general circulation inherently has discontinuity as its time derivative. This suggests that higher order accuracy in the direction of time is not an important requirement in some circumstances. This implies that recursive schemes, with which time integrations are repeated many times in one step, are not normally used for general circulation models. For instance, although the 4-th order Runge-Kutta scheme is a frequently used integration scheme for computational fluid dynamics, it is not usually adopted for general circulation models.

The three-level leapfrog scheme is one of the most generally used time integration schemes in general circulation models. Such basic dynamics of the governing equations as advection or oscillation are discretized in time based on the leapfrog scheme. In this case, we need a numerical filter to suppress a spurious oscillation called the numerical mode. In contrast, dissipation or frictional terms are treated by using the forward scheme. In this section we briefly describe the stability of these time discretization schemes using simple examples.

### 23.1.1 Wave equation

We first consider an ordinary differential equation for oscillatory motion of the form

$$
\begin{equation*}
\frac{d F(t)}{d t}=i \omega F(t) \tag{23.1.1}
\end{equation*}
$$

To discretize this in time, we use the values of $F$ at three time levels $n-1, n$, and $n+1$, which are denoted by

$$
\begin{equation*}
F^{n-1}=F(t-\Delta t), \quad F^{n}=F(t), \quad \text { and } \quad F^{n+1}=F(t+\Delta t) \tag{23.1.2}
\end{equation*}
$$

respectively, where $\Delta t$ is the time increment. A general form of the three-level discretization scheme of (23.1.1) is written as

$$
\begin{equation*}
\frac{F^{n+1}-F^{n-1}}{2 \Delta t}=i \omega\left(a F^{n+1}+b F^{n}+c F^{n-1}\right) \tag{23.1.3}
\end{equation*}
$$

where $a+b+c=1$ has to be satisfied for the scheme to be appropriate. In the case of $a=0,(23.1 .3)$ can be directly integrated for $F^{n+1}$ : this is called the explicit scheme. In the case of $a \neq 0$, on the other hand, $F^{n+1}$ appears both on the left and right-hand sides. This equation cannot be solved in the above form, so that some manipulations are required to solve for $F^{n+1}$. This is called the implicit scheme.

The stability of the scheme can be investigated using the amplification factor:

$$
\begin{equation*}
\lambda=\frac{F^{n+1}}{F^{n}} \tag{23.1.4}
\end{equation*}
$$

Generally, $\lambda$ takes a complex value. In order for the scheme to be stable, $|\lambda| \leq 1$ must be satisfied. In the following arguments, we study the stability of some special cases by setting

$$
\begin{equation*}
\nu=\omega \Delta t \tag{23.1.5}
\end{equation*}
$$

which corresponds to the Courant number of partial differential equations.
The first case is $a=b=0$ and $c=1$. This is equivalent to the two-level forward scheme with a time step $2 \Delta t$. Substituting (23.1.4) into (23.1.3) gives

$$
\begin{equation*}
\lambda^{2}=2 i \nu+1 \tag{23.1.6}
\end{equation*}
$$

(i.e., $|\lambda|>1$ ). The forward scheme is always unstable for the oscillation equation.

The next case is $a=1$ and $b=c=0$. This scheme is backward and implicit. The amplification factor satisfies

$$
\begin{equation*}
\lambda^{2}=\frac{1}{1-2 i \nu} \tag{23.1.7}
\end{equation*}
$$

which implies $|\lambda|<1$; thus the scheme is always stable (i.e., the time step $2 \Delta t$ can be arbitrarily chosen regardless of $\omega$ ). The fact that there is no constraint on the time step is a general characteristic of the implicit scheme.

Another special case of the implicit scheme with $b=0$ and $a=c=1 / 2$ is called the trapezoidal scheme. In this case, since

$$
\begin{equation*}
\frac{F^{n+1}-F^{n-1}}{2 \Delta t}=i \omega \frac{F^{n+1}+F^{n-1}}{2} \tag{23.1.8}
\end{equation*}
$$

we obtain using (23.1.4)

$$
\lambda^{2}-1=i \nu\left(\lambda^{2}+1\right)
$$

that is,

$$
\begin{equation*}
\lambda^{2}=\frac{1+i \nu}{1-i \nu}=\frac{\left(1-\nu^{2}\right)+2 i \nu}{1+\nu^{2}} \tag{23.1.9}
\end{equation*}
$$

Therefore, the amplification factor satisfies

$$
\begin{equation*}
\left|\lambda^{2}\right|=1 \tag{23.1.10}
\end{equation*}
$$

The trapezoidal scheme is also always stable for all values of $\nu$, similar to the backward scheme.

Finally, the leapfrog scheme is the case when $a=c=0$ and $b=1$. In this case, we have

$$
\begin{equation*}
\frac{F^{n+1}-F^{n-1}}{2 \Delta t}=i \omega F^{n} \tag{23.1.11}
\end{equation*}
$$

Substituting (23.1.4) into this yields

$$
\lambda^{2}-1=2 i \nu \lambda
$$

Thus,

$$
\begin{equation*}
\lambda=i \nu \pm \sqrt{1-\nu^{2}} \tag{23.1.12}
\end{equation*}
$$

From this, we find that the scheme is stable only if $|\nu| \leq 1$.
Among the above schemes, only the leapfrog scheme is the three-level scheme that connects the values of the three time steps $F^{n+1}, F^{n}$, and $F^{n-1}$. From (23.1.12), we have $\lambda= \pm 1$ as $\nu \rightarrow 0$. The discretized solution for $\lambda=-1$ oscillates with successive steps in time, and is clearly different from the true solution; this solution is called the numerical mode. It does not approach the true solution even if $\Delta t \rightarrow 0$. This is a general characteristic of three-level schemes. Even for the general case of three-level schemes, the right-hand side of $\Delta t \times$ (23.1.3) approaches zero as $\nu \rightarrow 0$, and we have $\lambda= \pm 1$ in this limit; thus it contains the numerical mode that corresponds to $\lambda=-1$. The numerical mode is derived from the fact that even-step values and odd-step values cannot be related. In the case of the two-time level scheme, on the other hand, both the forward and backward schemes do not have the numerical mode.

### 23.1.2 Damping equation

The ordinary differential equation for decaying motion is given by

$$
\begin{equation*}
\frac{d F(t)}{d t}=-\kappa F(t) \tag{23.1.13}
\end{equation*}
$$

where $\kappa>0$. In the same way as (23.1.3), this equation is discretized with the three-level scheme as

$$
\begin{equation*}
\frac{F^{n+1}-F^{n-1}}{2 \Delta t}=-\kappa\left(a F^{n+1}+b F^{n}+c F^{n-1}\right) \tag{23.1.14}
\end{equation*}
$$

where $a+b+c=1$. We will examine the stability of the schemes by setting

$$
\begin{equation*}
\alpha=\kappa \Delta t \tag{23.1.15}
\end{equation*}
$$

The above scheme is reduced to the two-time level forward scheme if $a=b=0$ and $c=1$. In this case, the amplification factor is given by

$$
\begin{equation*}
\lambda^{2}=1-2 \alpha \tag{23.1.16}
\end{equation*}
$$

This scheme is stable if $0 \leq \alpha \leq 1$ is satisfied. The scheme becomes the backward implicit one when $a=1$ and $b=c=0$. In this case, the amplification factor is given by

$$
\begin{equation*}
\lambda^{2}=\frac{1}{1+2 \alpha} \tag{23.1.17}
\end{equation*}
$$

This scheme is always stable regardless of $\alpha$. The leapfrog scheme is given by setting $a=c=0$ and $b=1$. In this case, we have

$$
\begin{equation*}
\lambda^{2}+2 \alpha \lambda-1=0 \tag{23.1.18}
\end{equation*}
$$

from which we obtain

$$
\begin{equation*}
\lambda=\alpha \pm \sqrt{\alpha^{2}+1} \tag{23.1.19}
\end{equation*}
$$

Thus, since a solution $\lambda>1$ always exists, the leapfrog scheme is unstable for the damping equation. In general, therefore, the forward scheme or the backward scheme is used for the decaying equation.

### 23.1.3 Time filter

A three-level scheme such as the leapfrog scheme contains a numerical mode. One way of preventing a numerical mode is by using a time filter (Asselin, 1972). The filtered value at the $n$-th step $\overline{F^{n}}$ is given by

$$
\begin{equation*}
\overline{F^{n}}=F^{n}+\beta\left(\overline{F^{n-1}}-2 F^{n}+F^{n+1}\right) \tag{23.1.20}
\end{equation*}
$$

where $\beta$ is a smoothing parameter (a value around $\beta=0.05$ is used in general). If the time filter is applied to the oscillation equation that is discretized with the leapfrog scheme, (23.1.11) becomes

$$
\begin{equation*}
F^{n+1}=\overline{F^{n-1}}+2 i \Delta t \omega F^{n} \tag{23.1.21}
\end{equation*}
$$

The effect of the time filter is analyzed by assuming that the ratio of filtered value to nonfiltered value is constant irrespective of time steps:

$$
\begin{equation*}
\frac{\overline{F^{n}}}{\overline{F^{n}}}=\frac{\overline{F^{n-1}}}{\overline{F^{n-1}}}=X \tag{23.1.22}
\end{equation*}
$$

Substituting (23.1.4) into (23.1.20) and (23.1.21), we obtain

$$
\begin{align*}
X & =1+\beta\left(\lambda^{-1} X-2+\lambda\right)  \tag{23.1.23}\\
\lambda^{2} & =X+2 i \nu \lambda \tag{23.1.24}
\end{align*}
$$

Eliminating $X$ from these equations, we have the amplification factor $\lambda$ by

$$
\begin{equation*}
\lambda=\beta+i \nu \pm \sqrt{(1-\beta)^{2}-\nu^{2}} \tag{23.1.25}
\end{equation*}
$$

If we take $|\beta|<1$, the amplification factor approaches $\lambda=1$ or $-1+2 \beta$ as $\nu \rightarrow 0$. Thus, the amplification factor for a numerical mode becomes $|\lambda|<1$, which implies the scheme is stable.

### 23.2 The semi-implicit scheme

If an explicit time integration scheme is used, the time step of numerical models is constrained by the wave speed of the fastest mode in the system. The fastest mode
contained in the primitive equation model is the external gravity wave mode, or Lamb waves, whose phase speed is about $300 \mathrm{~m} \mathrm{~s}^{-1}$. The time step $\Delta t$ must be short enough to satisfy the Courant-Friedrichs-Lewy condition (CFL condition) for such a fast wave in order that the model runs stably with the explicit scheme. In general, the CFL condition is given by

$$
\begin{equation*}
\frac{c \Delta t}{\Delta x} \leq 1 \tag{23.2.1}
\end{equation*}
$$

where $\Delta x$ is a grid interval and the left-hand side is called the Courant number. It is thought, however, that external gravity waves are not important for large-scale circulations of the atmosphere. It is not worth spending computational resources on using such a small time step for unimportant waves. If implicit time integration schemes are used, the time step can be extended without the CFL constraint. However, a fully implicit scheme, in which all tendency terms are treated implicitly, requires complicated manipulations and a lot of computational time in general. To diminish complexity, one can integrate implicitly only those terms related to fast modes. Other terms relating to slow motions can be integrated explicitly by using such a scheme as the leapfrog scheme. This time integration scheme is called the semi-implicit scheme.

### 23.2.1 Stability analysis

The concept of the semi-implicit scheme is clearly described using a simple ordinary differential equation:

$$
\begin{equation*}
\frac{d F(t)}{d t}=i \omega_{s} F(t)+i \omega_{f} F(t) \tag{23.2.2}
\end{equation*}
$$

where $\omega_{s}$ and $\omega_{f}$ are real frequencies satisfying $\omega_{s} \ll \omega_{f}$. The frequencies $\omega_{s}$ and $\omega_{f}$ represent the slow and fast modes, respectively. If (23.2.2) is solved with the explicit scheme, the time step must satisfy $\omega_{f} \Delta t<1$. Instead, let us use the implicit scheme only for the fast-mode term $i \omega_{f} F$. If the trapezoidal implicit scheme is used, (23.2.2) is discretized as

$$
\begin{equation*}
\frac{F^{n+1}-F^{n-1}}{2 \Delta t}=i \omega_{s} F^{n}+i \omega_{f} \frac{F^{n+1}+F^{n-1}}{2} \tag{23.2.3}
\end{equation*}
$$

This is a simple example of a semi-implicit scheme; only the second term of the tendency terms is treated implicitly.

Setting $\lambda=F^{n+1} / F^{n}$ in the same way as (23.1.4) and substituting it into (23.2.3), we obtain the amplification factor

$$
\begin{equation*}
\lambda=\frac{i \omega_{s} \Delta t \pm \sqrt{1+\omega_{f}^{2} \Delta t^{2}-\omega_{s}^{2} \Delta t^{2}}}{1-i \omega_{f} \Delta t} \tag{23.2.4}
\end{equation*}
$$

From this, if the inside of the root is positive, which is satisfied as long as $\omega_{s}<\omega_{f}$, the amplitude is constant $|\lambda|^{2}=1$ (i.e., the scheme is neutral). For a general case including the case with $\omega_{s} \leq \omega_{f}$, the stability condition is given by

$$
\begin{equation*}
\omega_{s}^{2} \Delta t^{2} \leq 1+\omega_{f}^{2} \Delta t^{2} \tag{23.2.5}
\end{equation*}
$$

Thus, the time step $\Delta t$ is constrained by the slow mode $\omega_{s}$, while it is not constrained by the fast mode $\omega_{f}$. Note that in (23.2.4) we have $\lambda= \pm 1$ as $\Delta t \rightarrow 0$. The solution that corresponds to $\lambda=-1$ is the numerical mode and will be predominant as time integration proceeds. This mode should be filtered out by using the time filter described in Section 23.1.3 or any other filtering method.

### 23.2.2 The shallow-water model

Let us apply the semi-implicit scheme to the shallow-water model, which is a reduced system of the primitive equation model. Through this procedure, it makes it easier to introduce the semi-implicit scheme to the primitive equation model. Shallow water equations are given by

$$
\begin{align*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}-f v+\frac{\partial \phi}{\partial x} & =0  \tag{23.2.6}\\
\frac{\partial v}{\partial t}+u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}+f u+\frac{\partial \phi}{\partial y} & =0  \tag{23.2.7}\\
\frac{\partial \phi}{\partial t}+u \frac{\partial \phi}{\partial x}+v \frac{\partial \phi}{\partial y}+\phi\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right) & =0 \tag{23.2.8}
\end{align*}
$$

Here, we define $\phi=g h$ and assume that the Coriolis parameter $f$ is constant. Only inertio-gravity waves exist as waves in this system. As the effect of rotation becomes smaller, the characteristics of inertio-gravity waves get closer to those of pure gravity waves, and the phase speed becomes faster and approaches $c=\sqrt{\phi}$. Assuming that the flow speed is much slower than $c$, we introduce the semi-implicit scheme by discretizing the terms related to pure gravity waves implicitly (i.e., the pressure gradient force term and the divergence term of mass). If the trapezoidal scheme is used for these two terms, the discretized equations become

$$
\begin{align*}
\delta_{t} u+\left(u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}-f v\right)^{n}+\frac{\partial}{\partial x} \bar{\phi}^{t} & =0,  \tag{23.2.9}\\
\delta_{t} v+\left(u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}+f u\right)^{n}+\frac{\partial}{\partial y} \bar{\phi}^{t} & =0,  \tag{23.2.10}\\
\delta_{t} \phi+\left(u \frac{\partial \phi}{\partial x}+v \frac{\partial \phi}{\partial y}\right)^{n}+\phi\left(\frac{\partial}{\partial x} \bar{u}^{t}+\frac{\partial}{\partial y} \bar{v}^{t}\right) & =0, \tag{23.2.11}
\end{align*}
$$

where

$$
\begin{align*}
\delta_{t} F & =\frac{F^{n+1}-F^{n-1}}{2 \Delta t}  \tag{23.2.12}\\
\bar{F}^{t} & =\frac{F^{n+1}+F^{n-1}}{2} \tag{23.2.13}
\end{align*}
$$

Let us consider the stability of linearized equations (23.2.9)-(23.2.11) in the case of no rotation, $f=0$. Letting the velocity components of the basic field be denoted
by $U$ and $V$, the depth by $H$, and $c_{0}^{2} \equiv g H$, we rewrite the equation set as

$$
\begin{align*}
\delta_{t} u+\left(U \frac{\partial u}{\partial x}+V \frac{\partial u}{\partial y}\right)^{n}+\frac{\partial}{\partial x} \bar{\phi}^{t} & =0  \tag{23.2.14}\\
\delta_{t} v+\left(U \frac{\partial v}{\partial x}+V \frac{\partial v}{\partial y}\right)^{n}+\frac{\partial}{\partial y} \bar{\phi}^{t} & =0  \tag{23.2.15}\\
\delta_{t} \phi+\left(U \frac{\partial \phi}{\partial x}+V \frac{\partial \phi}{\partial y}\right)^{n}+c_{0}^{2}\left(\frac{\partial}{\partial x} \bar{u}^{t}+\frac{\partial}{\partial y} \bar{v}^{t}\right) & =0 \tag{23.2.16}
\end{align*}
$$

By setting

$$
\left(\begin{array}{c}
u  \tag{23.2.17}\\
v \\
\phi
\end{array}\right)=\left(\begin{array}{c}
\hat{u}(t) \\
\hat{v}(t) \\
\hat{\phi}(t)
\end{array}\right) \exp (i k x+i l y) \equiv \boldsymbol{X}(t) \exp (i k x+i l y)
$$

and substituting this into (23.2.14)-(23.2.16), we have a vector-form equation

$$
\begin{equation*}
\delta_{t} \boldsymbol{X}=-i(k U+l V) \boldsymbol{X}^{n}-i A \overline{\boldsymbol{X}}^{n} \tag{23.2.18}
\end{equation*}
$$

where $A$ is a matrix given by

$$
A=\left(\begin{array}{ccc}
0 & 0 & k \\
0 & 0 & l \\
k c_{0}^{2} & l c_{0}^{2} & 0
\end{array}\right)
$$

Let $\lambda$ be an eigenvalue of $A$, which satisfies

$$
\operatorname{det}|\lambda I-A|=\left|\begin{array}{ccc}
\lambda & 0 & k \\
0 & \lambda & l \\
k c_{0}^{2} & l c_{0}^{2} & \lambda
\end{array}\right|=\lambda^{3}-\left(k^{2}+l^{2}\right) c_{0}^{2} \lambda=0,
$$

where $I$ is the identity matrix. From this, we have three eigenvalues $\lambda_{j}(j=1,2,3)$ by

$$
\begin{equation*}
\lambda=0, \quad \pm \sqrt{c_{0}^{2}\left(k^{2}+l^{2}\right)} \tag{23.2.19}
\end{equation*}
$$

The matrix that consists of the corresponding eigenvectors $P$ satisfies

$$
P^{-1} A P=\left(\begin{array}{ccc}
\lambda_{1} & 0 & 0  \tag{23.2.20}\\
0 & \lambda_{2} & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right)
$$

Thus, if we define

$$
\begin{equation*}
\boldsymbol{Y}=P^{-1} \boldsymbol{X} \tag{23.2.21}
\end{equation*}
$$

and $\boldsymbol{Y}=\left(Y_{1}, Y_{2}, Y_{3}\right)^{T},(23.2 .18)$ is rewritten as

$$
\begin{equation*}
\delta_{t} Y_{j}^{n}=-i(k U+l V) Y_{j}^{n}-i \lambda_{j}{\overline{Y_{j}}}^{t}, \quad \text { for } \quad j=1,2,3 \tag{23.2.22}
\end{equation*}
$$

This equation is in the same form as (23.2.3). Therefore, from (23.2.5), the stability condition of (23.2.22) is given by

$$
(k U+l V)^{2} \Delta t^{2} \leq 1+\min \left[c_{0}^{2}\left(k^{2}+l^{2}\right) \Delta t^{2}, 0\right],
$$

that is,

$$
\begin{equation*}
(k U+l V)^{2} \Delta t^{2} \leq 1 \tag{23.2.23}
\end{equation*}
$$

This means that the time step $\Delta t$ is constrained only by the magnitude of the flow speed, but not by the phase speed of gravity waves.

### 23.3 The semi-implicit method for the primitive equation model

### 23.3.1 Introduction of the semi-implicit scheme

To introduce the semi-implicit scheme to the primitive equation model, we begin by summarizing primitive equations without external forcing. The equations are given by (20.2.45), (20.2.51), (20.2.57), (20.2.58), and (20.2.59) in Chapter 20, and (22.1.6) in Chapter 22 :

$$
\begin{align*}
\frac{\partial \zeta}{\partial t}= & -\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} A^{\prime}+\frac{1}{R} \frac{\partial}{\partial \mu} B^{\prime}\right]-2 \Omega\left(\mu D+\frac{V}{R}\right)  \tag{23.3.1}\\
\frac{\partial D}{\partial t}= & \frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} B^{\prime}-\frac{1}{R} \frac{\partial}{\partial \mu} A^{\prime}+2 \Omega\left(\mu \zeta-\frac{U}{R}\right) \\
& -\nabla_{\sigma}^{2}\left(\Phi^{\prime}+R_{d} \bar{T} \pi+E_{k i n}\right)  \tag{23.3.2}\\
\frac{\partial T}{\partial t}= & -\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}\left(U T^{\prime}\right)+\frac{1}{R} \frac{\partial}{\partial \mu}\left(V T^{\prime}\right)\right] \\
& +T^{\prime} D-\dot{\sigma} \sigma^{\kappa} \frac{\partial}{\partial \sigma}\left(T \sigma^{-\kappa}\right)+\kappa T\left(\frac{\partial \pi}{\partial t}+\boldsymbol{V}_{H} \cdot \nabla_{\sigma}^{\mu} \pi\right)  \tag{23.3.3}\\
\frac{\partial \pi}{\partial t}= & -\int_{0}^{1}\left(\boldsymbol{V}_{H} \cdot \nabla_{\sigma}^{\mu} \pi\right) d \sigma-\int_{0}^{1} D d \sigma  \tag{23.3.4}\\
\dot{\sigma}= & -\sigma \frac{\partial \pi}{\partial t}-\int_{0}^{\sigma}\left(D+\boldsymbol{V}_{H} \cdot \nabla_{\sigma}^{\mu} \pi\right) d \sigma  \tag{23.3.5}\\
0= & \frac{\partial \Phi}{\partial \sigma}+\frac{R_{d} T}{\sigma} \tag{23.3.6}
\end{align*}
$$

where

$$
\begin{align*}
A^{\prime} & =\zeta U+\dot{\sigma} \frac{\partial V}{\partial \sigma}+\frac{R_{d} T^{\prime}}{R}\left(1-\mu^{2}\right) \frac{\partial \pi}{\partial \mu}  \tag{23.3.7}\\
B^{\prime} & =\zeta V-\dot{\sigma} \frac{\partial U}{\partial \sigma}-\frac{R_{d} T^{\prime}}{R} \frac{\partial \pi}{\partial \lambda},  \tag{23.3.8}\\
E_{k i n} & =\frac{U^{2}+V^{2}}{2\left(1-\mu^{2}\right)},  \tag{23.3.9}\\
U & =-\frac{\left(1-\mu^{2}\right)}{R} \frac{\partial \psi}{\partial \mu}+\frac{1}{R} \frac{\partial \chi}{\partial \lambda}, \tag{23.3.10}
\end{align*}
$$

$$
\begin{equation*}
V=\frac{1}{R} \frac{\partial \psi}{\partial \lambda}+\frac{\left(1-\mu^{2}\right)}{R} \frac{\partial \chi}{\partial \mu} \tag{23.3.11}
\end{equation*}
$$

and $\zeta=\nabla_{\sigma}^{2} \psi, D=\nabla_{\sigma}^{2} \chi$. The overbar values $\bar{\Phi}$ and $\bar{T}$ are functions of $\sigma$ and constant on each of $\sigma$-surfaces. One may use average temperatures on $\sigma$-surfaces to represent $\bar{T}$ (or the spectral coefficient $T_{0}^{0}$ ). However, it is more appropriate in terms of stability to use a constant value, say $\bar{T}=300 \mathrm{~K}$, irrespective of height; otherwise, it causes a numerical instability known as the SHB (Simmons-HoskinsBurridge) instability (Simmons et al., 1978). Linearizing (23.3.1)-(23.3.5) about a static atmosphere as a basic state, we rewrite the equation set as

$$
\begin{align*}
\frac{\partial \zeta}{\partial t} & =-2 \Omega \mu D-\frac{2 \Omega}{R^{2}}\left[\frac{\partial \psi}{\partial \lambda}+\left(1-\mu^{2}\right) \frac{\partial \chi}{\partial \mu}\right]  \tag{23.3.12}\\
\frac{\partial D}{\partial t} & =2 \Omega \mu \zeta-\frac{2 \Omega}{R^{2}}\left[-\left(1-\mu^{2}\right) \frac{\partial \psi}{\partial \mu}+\frac{\partial \chi}{\partial \lambda}\right]-\nabla_{\sigma}^{2}\left(\Phi^{\prime}+R_{d} \bar{T} \pi\right)  \tag{23.3.13}\\
\frac{\partial T}{\partial t} & =-\frac{\dot{\sigma} \sigma^{\kappa} \frac{\partial}{\partial \sigma}\left(\bar{T} \sigma^{-\kappa}\right)}{\underline{\partial \pi}} \underline{\kappa \bar{T} \frac{\partial \pi}{\partial t}}  \tag{23.3.14}\\
\frac{\partial \pi}{\partial t} & =-\int_{0}^{1} D d \sigma  \tag{23.3.15}\\
\dot{\sigma} & =-\frac{\partial \pi}{\partial t}-\int_{0}^{\sigma} D d \sigma  \tag{23.3.16}\\
0 & =\frac{\partial \Phi}{\frac{R_{d}}{\partial \sigma}}+\frac{\frac{R_{d}}{\sigma}}{} \tag{23.3.17}
\end{align*}
$$

where the terms related to gravity waves are denoted by underlines. Considering this linearization, we divide the terms of the original equations into those related to gravity waves and other terms. In the following equations, the terms related to gravity waves are explicitly written and other terms are abbreviated by capital symbols:

$$
\begin{align*}
\frac{\partial \zeta}{\partial t} & =E-\mathcal{D}_{M} \zeta  \tag{23.3.18}\\
\frac{\partial D}{\partial t} & =-\nabla_{\sigma}^{2}\left(\Phi+R_{d} \bar{T} \pi\right)+F-\mathcal{D}_{M} D  \tag{23.3.19}\\
\frac{\partial T}{\partial t} & =\left[-\sigma_{D} \sigma^{\kappa} \frac{\partial}{\partial \sigma}\left(\bar{T} \sigma^{-\kappa}\right)+\kappa \bar{T} \frac{\partial \pi_{D}}{\partial t}\right]+H-\mathcal{D}_{H} T  \tag{23.3.20}\\
\frac{\partial \pi}{\partial t} & =\frac{\partial \pi_{A}}{\partial t}+\frac{\partial \pi_{D}}{\partial t}=Z+\frac{\partial \pi_{D}}{\partial t}  \tag{23.3.21}\\
Z & \equiv \frac{\partial \pi_{A}}{\partial t}=-\int_{0}^{1}\left(\boldsymbol{V}_{H} \cdot \nabla_{\sigma}^{\mu} \pi\right) d \sigma  \tag{23.3.22}\\
\frac{\partial \pi_{D}}{\partial t} & =-\int_{0}^{1} D d \sigma  \tag{23.3.23}\\
\dot{\sigma} & =\dot{\sigma}_{A}+\dot{\sigma}_{D} \tag{23.3.24}
\end{align*}
$$

$$
\begin{align*}
\dot{\sigma}_{A} & =-\sigma \frac{\partial \pi_{A}}{\partial t}-\int_{0}^{\sigma}\left(\boldsymbol{V}_{H} \cdot \nabla_{\sigma}^{\mu} \pi\right) d \sigma  \tag{23.3.25}\\
\dot{\sigma}_{D} & =-\sigma \frac{\partial \pi_{D}}{\partial t}-\int_{0}^{\sigma} D d \sigma  \tag{23.3.26}\\
0 & =\frac{\partial \Phi}{\partial \sigma}+\frac{R_{d} T}{\sigma} \tag{23.3.27}
\end{align*}
$$

where nongravity wave terms are defined as

$$
\begin{align*}
E= & -\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} A^{\prime}+\frac{1}{R} \frac{\partial}{\partial \mu} B^{\prime}\right]-2 \Omega\left(\mu D+\frac{V}{R}\right)  \tag{23.3.28}\\
F= & {\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda} B^{\prime}-\frac{1}{R} \frac{\partial}{\partial \mu} A^{\prime}\right]+2 \Omega\left(\mu \zeta-\frac{U}{R}\right)-\nabla_{\sigma}^{2} E_{k i n} }  \tag{23.3.29}\\
H= & -\left[\frac{1}{R\left(1-\mu^{2}\right)} \frac{\partial}{\partial \lambda}\left(U T^{\prime}\right)+\frac{1}{R} \frac{\partial}{\partial \mu}\left(V T^{\prime}\right)\right]+T^{\prime} D \\
& -\sigma_{A} \sigma^{\kappa} \frac{\partial}{\partial \sigma}\left(\bar{T} \sigma^{-\kappa}\right)-\dot{\sigma} \sigma^{\kappa} \frac{\partial}{\partial \sigma}+\left(T^{\prime} \sigma^{-\kappa}\right) \\
& +\kappa T^{\prime} \frac{\partial \pi_{D}}{\partial t}+\kappa T\left(\frac{\partial \pi_{A}}{\partial t}+\boldsymbol{V}_{H} \cdot \nabla_{\sigma}^{\mu} \pi\right) \tag{23.3.30}
\end{align*}
$$

In (23.3.18)-(23.3.20) we added the horizontal diffusion terms $\mathcal{D}_{M}$ and $\mathcal{D}_{H}$, which are diffusions on $\sigma$-surfaces of momentum and temperature, respectively. These terms are given by (21.7.17), (21.7.18), and (21.7.19).

### 23.3.2 Matrix expression of vertical discretization

The vertically discretized equations of the semi-implicit method can be expressed in matrix form (Hoskins and Simmons, 1975). Hereafter, a column vector consisting of $K$-components in vertical levels is denoted by a bold letter. We use the following notations for a quantity defined at integer levels $A_{k}$, and for a quantity defined at half-integer levels $B_{k+\frac{1}{2}}$ :

$$
\begin{align*}
& \boldsymbol{A}=\left(A_{1}, A_{2}, \cdots, A_{K}\right)^{T}  \tag{23.3.31}\\
& \boldsymbol{B}=\left(B_{\frac{1}{2}}, B_{1+\frac{1}{2}}, \cdots, B_{K-\frac{1}{2}}\right)^{T} \tag{23.3.32}
\end{align*}
$$

The top level value $B_{K+\frac{1}{2}}$ is given by additional conditions. A square matrix with $K \times K$-components is denoted by an underline (_). Using these notations, (23.3.23), (23.3.26), and (23.3.27) are expressed using a coefficient vector $\boldsymbol{C}$ and coefficient matrices $\underline{S}$ and $\underline{W}$ as

$$
\begin{align*}
\frac{\partial \pi_{D}}{\partial t} & =-\boldsymbol{C} \cdot \boldsymbol{D}  \tag{23.3.33}\\
\dot{\boldsymbol{\sigma}}_{D} & =\underline{S} \boldsymbol{D}  \tag{23.3.34}\\
\boldsymbol{\Phi}-\boldsymbol{\Phi}_{s} & =\underline{W} \boldsymbol{T} . \tag{23.3.35}
\end{align*}
$$

The first term on the right-hand side of (23.3.20) can be written as

$$
\begin{equation*}
\left[\dot{\sigma}_{D} \sigma^{\kappa} \frac{\partial}{\partial \sigma}\left(\bar{T} \sigma^{-\kappa}\right)\right]_{k}=\left(\underline{Q} \dot{\sigma}_{D}\right)_{k}=(\underline{Q} \underline{S} \boldsymbol{D})_{k} \tag{23.3.36}
\end{equation*}
$$

where $\underline{Q}$ is a coefficient matrix. $\boldsymbol{D}, \boldsymbol{\boldsymbol { \sigma }}, \boldsymbol{\Phi}$, and $\boldsymbol{T}$ are vectors whose components are $D_{k}, \dot{\sigma}_{k+\frac{1}{2}}, \Phi_{k}$, and $T_{k}$, respectively. The vector $\boldsymbol{\Phi}_{s}$ consists of the geopotential height at the surface $\Phi_{s, k}=\hat{\Phi}_{\frac{1}{2}}$. The coefficient vector $C$ and the coefficient matrices $\underline{S}$ and $\underline{W}$ are independent of time. Although the matrix $\underline{Q}$ contains $\bar{T}$, it is also independent of time if $\bar{T}$ is chosen as a constant value irrespective of time to prevent the SHB instability.

Expressions of $\boldsymbol{C}, \underline{S}, \underline{W}$, and $\underline{Q}$ can be given by using the vertical discretization described in Chapter 22. First, since (23.3.23) is written as (22.2.6):

$$
\begin{equation*}
\frac{\partial}{\partial t} \pi_{D}=-\sum_{k=1}^{K} D_{k} \Delta \sigma_{k}, \tag{23.3.37}
\end{equation*}
$$

from which we obtain (23.3.33) by setting

$$
\begin{equation*}
C_{k}=\Delta \sigma_{k} \tag{23.3.38}
\end{equation*}
$$

Second, from (22.2.7), Eq. (23.3.26) is written as

$$
\begin{equation*}
\dot{\sigma}_{D_{k-\frac{1}{2}}}=-\sigma_{k-\frac{1}{2}} \frac{\partial \pi_{D}}{\partial t}-\sum_{l=k}^{K} D_{l} \Delta \sigma_{l} . \tag{23.3.39}
\end{equation*}
$$

Substituting (23.3.33) into (23.3.39) yields

$$
\begin{align*}
\dot{\sigma}_{D_{k-\frac{1}{2}}}= & -\sigma_{k-\frac{1}{2}}(-\boldsymbol{C} \cdot \boldsymbol{D})-\sum_{l=k}^{K} D_{l} \Delta \sigma_{l} \\
= & \left(\sigma_{k-\frac{1}{2}} \Delta \sigma_{1}, \cdots, \sigma_{k-\frac{1}{2}} \Delta \sigma_{k-1}, \sigma_{k-\frac{1}{2}} \Delta \sigma_{k}-\Delta \sigma_{k}\right. \\
& \left.\cdots, \sigma_{k-\frac{1}{2}} \Delta \sigma_{K}-\Delta \sigma_{K}\right) \boldsymbol{D} \tag{23.3.40}
\end{align*}
$$

Thus, we obtain (23.3.34) by setting the matrix $\underline{S}$ to

$$
S_{k l}=\sigma_{k-\frac{1}{2}} \Delta \sigma_{l}-\Delta \sigma_{l} \delta_{k \leq l}= \begin{cases}\sigma_{k-\frac{1}{2}} \Delta \sigma_{l} & ; k<l  \tag{23.3.41}\\ \sigma_{k-\frac{1}{2}} \Delta \sigma_{l}-\Delta \sigma_{l} & ; k \geq l\end{cases}
$$

where $\delta_{k \leq l}$ is 1 if $k \leq l$ and is 0 otherwise. The above equation is for the levels $k=0, \cdots, K-1$. We also have $\dot{\sigma}_{D, K+\frac{1}{2}}=0$ at the top boundary $k=K$.

Third, we find the discretized form of the hydrostatic equation (23.3.27) using (22.2.61):

$$
\begin{align*}
\Phi_{1}-\hat{\Phi}_{\frac{1}{2}} & =C_{p} a_{1} T_{1}  \tag{23.3.42}\\
\Phi_{k}-\Phi_{k-1} & =C_{p} a_{k} T_{k}+C_{p} b_{k-1} T_{k-1} \tag{23.3.43}
\end{align*}
$$

where

$$
\begin{equation*}
a_{k}=\left(\frac{\hat{\sigma}_{k-\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa}-1, \quad b_{k}=1-\left(\frac{\hat{\sigma}_{k+\frac{1}{2}}}{\sigma_{k}}\right)^{\kappa} . \tag{23.3.44}
\end{equation*}
$$

Eqs. (23.3.42) and (23.3.43) can be combined into

$$
\begin{align*}
\Phi_{k}-\hat{\Phi}_{\frac{1}{2}} & =C_{p} \sum_{l=1}^{k} a_{l} T_{l}+C_{p} \sum_{l=1}^{k-1} b_{l} T_{l}=C_{p} \sum_{l=1}^{k-1}\left(a_{l}+b_{l}\right) T_{l}+C_{p} a_{k} T_{k} \\
& =C_{p}\left(a_{1}+b_{1}, a_{2}+b_{2}, \cdots, a_{k-1}+b_{k-1}, a_{k}, 0, \cdots, 0\right) \boldsymbol{T} \tag{23.3.45}
\end{align*}
$$

Thus, we obtain (23.3.35) by setting the matrix $\underline{W}$ to

$$
W_{k l}=C_{p} a_{l} \delta_{k \geq l}+C_{p} b_{l} \delta_{k-1 \geq l}= \begin{cases}C_{p}\left(a_{k}+b_{k}\right) & ; k>l  \tag{23.3.46}\\ C_{p} a_{k} & ; k=l \\ 0 & ; k<l\end{cases}
$$

Finally, since (22.2.79) corresponds to (22.2.78), the first term on the right-hand side of the thermodynamic equation (23.3.20) can be written as

$$
\begin{align*}
{\left[\dot{\sigma}_{D} \sigma^{\kappa} \frac{\partial\left(\bar{T} \sigma^{-\kappa}\right)}{\partial \sigma}\right]_{k}=} & \frac{1}{\Delta \sigma_{k}}\left\{\dot{\sigma}_{D, k-\frac{1}{2}}\left[\hat{\bar{T}}_{k-\frac{1}{2}}-\left(1+a_{k}\right) \bar{T}_{k}\right]\right. \\
& \left.+\dot{\sigma}_{D, k+\frac{1}{2}}\left[\left(1-b_{k}\right) \bar{T}_{k}-\hat{\bar{T}}_{k+\frac{1}{2}}\right]\right\} \tag{23.3.47}
\end{align*}
$$

Thus, we obtain the discretized form of (23.3.36) as

$$
\begin{align*}
Q_{k l} & =\frac{1}{\Delta \sigma_{k}}\left\{\left[\hat{\bar{T}}_{k-\frac{1}{2}}-\left(1+a_{k}\right) \bar{T}_{k}\right] \delta_{k l}+\left[\left(1-b_{k}\right) \bar{T}_{k}-\hat{\bar{T}}_{k+\frac{1}{2}}\right] \delta_{k, l+1}\right\} \\
& = \begin{cases}\frac{1}{\Delta \sigma_{k}}\left[\hat{\bar{T}}_{k-\frac{1}{2}}-\left(1+a_{k}\right) \bar{T}_{k}\right] & ; k=l, \\
\frac{1}{\Delta \sigma_{k}}\left[\left(1-b_{k}\right) \bar{T}_{k}-\hat{\bar{T}}_{k+\frac{1}{2}}\right] & ; k=l+1, \\
0 & ; \text { otherwise. }\end{cases} \tag{23.3.48}
\end{align*}
$$

### 23.3.3 A method for solving the semi-implicit scheme

The matrix form of vertically discretized equations (23.3.18)-(23.3.27) is summarized as

$$
\begin{align*}
\frac{\partial}{\partial t} \boldsymbol{\zeta} & =\boldsymbol{E}-\mathcal{D}_{M} \boldsymbol{\zeta}  \tag{23.3.49}\\
\frac{\partial}{\partial t} \boldsymbol{D} & =-\nabla_{\sigma}^{2}(\boldsymbol{\Phi}+\boldsymbol{G} \pi)+\boldsymbol{F}-\mathcal{D}_{M} \boldsymbol{D}  \tag{23.3.50}\\
\frac{\partial}{\partial t} \boldsymbol{T} & =-\underline{h} \boldsymbol{D}+\boldsymbol{H}-\mathcal{D}_{H} \boldsymbol{T}  \tag{23.3.51}\\
\frac{\partial}{\partial t} \pi & =Z-\boldsymbol{C} \cdot \boldsymbol{D}  \tag{23.3.52}\\
\boldsymbol{\Phi}-\boldsymbol{\Phi}_{s} & =\underline{W} \boldsymbol{T} \tag{23.3.53}
\end{align*}
$$

where

$$
\begin{equation*}
G_{k}=C_{p} \kappa_{k} \bar{T}_{k}, \quad \underline{h}=\underline{Q} \underline{S}-\frac{1}{C_{p}} G C^{T} \tag{23.3.54}
\end{equation*}
$$

Eqs. (23.3.50), (23.3.51), and (23.3.52) involve three different terms related to gravity waves, diffusion, and other processes. We discretize these equations in the time direction using the semi-implicit method:

$$
\begin{align*}
\delta_{t} \boldsymbol{D} & =-\nabla_{\sigma}^{2}\left(\overline{\boldsymbol{\Phi}}^{t}+\boldsymbol{G} \bar{\pi}^{t}\right)+\boldsymbol{F}^{t}-\mathcal{D}_{M} \boldsymbol{D}^{t+\Delta t}  \tag{23.3.55}\\
\delta_{t} \boldsymbol{T} & =-\underline{h} \overline{\boldsymbol{D}}^{t}+\boldsymbol{H}^{t}-\mathcal{D}_{H} \boldsymbol{T}^{t+\Delta t}  \tag{23.3.56}\\
\delta_{t} \pi & =Z^{t}-\boldsymbol{C} \cdot \overline{\boldsymbol{D}}^{t} \tag{23.3.57}
\end{align*}
$$

where the implicit scheme is used for gravity wave terms and the backward scheme is used for diffusion terms. We have defined the following notations:

$$
\begin{equation*}
\delta_{t} A=\frac{A^{t+\Delta t}-A^{t-\Delta t}}{2 \Delta t}, \quad \bar{A}^{t}=\frac{A^{t+\Delta t}+A^{t-\Delta t}}{2} \tag{23.3.58}
\end{equation*}
$$

From this, we also have

$$
\begin{align*}
\bar{A}^{t} & =A^{t-\Delta t}+\Delta t \delta_{t} A  \tag{23.3.59}\\
\delta_{t} A & =\frac{\bar{A}^{t}-A^{t-\Delta t}}{\Delta t}  \tag{23.3.60}\\
A^{t+\Delta t} & =2 \bar{A}^{t}-A^{t-\Delta t} \tag{23.3.61}
\end{align*}
$$

The diffusion terms in the above equations are also implicit. Substituting the relation

$$
\begin{equation*}
A^{t+\Delta t}=A^{t-\Delta t}+2 \Delta t \delta_{t} A \tag{23.3.62}
\end{equation*}
$$

into the terms proportional to $\mathcal{D}_{M}, \mathcal{D}_{H}$ in (23.3.55) and (23.3.56) to yield

$$
\begin{align*}
\left(1+2 \Delta t \mathcal{D}_{M}\right) \delta_{t} \boldsymbol{D} & =-\nabla_{\sigma}^{2}\left(\boldsymbol{\Phi}_{s}+\underline{W} \overline{\boldsymbol{T}}^{t}+\boldsymbol{G} \bar{\pi}^{t}\right)+\boldsymbol{F}^{t}-\mathcal{D}_{M} \boldsymbol{D}^{t-\Delta t}  \tag{23.3.63}\\
\left(1+2 \Delta t \mathcal{D}_{H}\right) \delta_{t} \boldsymbol{T} & =-\underline{h} \overline{\boldsymbol{D}}^{t}+\boldsymbol{H}^{t}-\mathcal{D}_{H} \boldsymbol{T}^{t-\Delta t} \tag{23.3.64}
\end{align*}
$$

where (23.3.35) is used. By eliminating $\overline{\boldsymbol{T}}^{t}$ and $\bar{\pi}^{t}$ from (23.3.63) using (23.3.59) and substituting (23.3.64), we have

$$
\begin{aligned}
&\left(1+2 \Delta t \mathcal{D}_{H}\right)\left(1+2 \Delta t \mathcal{D}_{M}\right) \delta_{t} \boldsymbol{D} \\
&=-\left(1+2 \Delta t \mathcal{D}_{H}\right) \nabla_{\sigma}^{2}\left[\boldsymbol{\Phi}_{s}+\underline{W}\left(\boldsymbol{T}^{t-\Delta t}+\Delta t \delta_{t} \boldsymbol{T}\right)\right. \\
&\left.+\boldsymbol{G}\left(\pi^{t-\Delta t}+\Delta t \delta_{t} \pi\right)\right]+\left(1+2 \Delta t \mathcal{D}_{H}\right)\left(\boldsymbol{F}^{t}-\mathcal{D}_{M} \boldsymbol{D}^{t-\Delta t}\right)
\end{aligned}
$$

$$
\begin{align*}
= & -\nabla_{\sigma}^{2}\left\{\left(1+2 \Delta t \mathcal{D}_{H}\right) \boldsymbol{\Phi}_{s}+\underline{W}\left[\left(1+2 \Delta t \mathcal{D}_{H}\right) \boldsymbol{T}^{t-\Delta t}\right.\right. \\
& \left.+\Delta t\left(-\underline{h} \overline{\boldsymbol{D}}^{t}+\boldsymbol{H}^{t}-\mathcal{D}_{H} \boldsymbol{T}^{t-\Delta t}\right)\right] \\
& \left.+\left(1+2 \Delta t \mathcal{D}_{H}\right) \boldsymbol{G}\left[\pi^{t-\Delta t}+\Delta t\left(Z^{t}-\boldsymbol{C} \cdot \overline{\boldsymbol{D}}^{t}\right)\right]\right\} \\
& +\left(1+2 \Delta t \mathcal{D}_{H}\right)\left(\boldsymbol{F}^{t}-\mathcal{D}_{M} \boldsymbol{D}^{t-\Delta t}\right) \tag{23.3.65}
\end{align*}
$$

Using (23.3.60), therefore, we have the equation for $\overline{\boldsymbol{D}}^{t}$ :

$$
\begin{align*}
\{(1+ & \left.\left.2 \Delta t \mathcal{D}_{H}\right)\left(1+2 \Delta t \mathcal{D}_{M}\right) \underline{I}-\left[\underline{W} \underline{h}+\left(1+2 \Delta t \mathcal{D}_{H}\right) \boldsymbol{G} \boldsymbol{C}^{T}\right] \Delta t^{2} \nabla_{\sigma}^{2}\right\} \overline{\boldsymbol{D}}^{t} \\
= & \left(1+2 \Delta t \mathcal{D}_{H}\right)\left(1+\Delta t \mathcal{D}_{M}\right) \boldsymbol{D}^{t-\Delta t}+\Delta t\left(1+2 \Delta t \mathcal{D}_{H}\right) \boldsymbol{F}^{t} \\
& -\Delta t \nabla_{\sigma}^{2}\left\{\left(1+2 \Delta t \mathcal{D}_{H}\right) \boldsymbol{\Phi}_{s}+\underline{W}\left[\left(1+\Delta t \mathcal{D}_{H}\right) \boldsymbol{T}^{t-\Delta t}+\Delta t \boldsymbol{H}^{t}\right]\right. \\
& \left.+\left(1+2 \Delta t \mathcal{D}_{H}\right) \boldsymbol{G}\left(\pi^{t-\Delta t}+\Delta t Z^{t}\right)\right\}, \tag{23.3.66}
\end{align*}
$$

where $\underline{I}$ is the identity matrix. If we expand (23.3.66) into a spectral form on a sphere, we can replace $\nabla_{\sigma}^{2}$ by a factor $-\frac{n(n+1)}{R^{2}}$. Thus, all the expansion coefficients of $\overline{\boldsymbol{D}}^{t}$ can be solved as

$$
\begin{align*}
{\overline{\left(\boldsymbol{D}_{n}^{m}\right)}}^{t}= & \underline{L}^{-1}\left(1+2 \Delta t \mathcal{D}_{H}\right)\left(1+\Delta t \mathcal{D}_{M}\right)\left(\boldsymbol{D}_{n}^{m}\right)^{t-\Delta t} \\
& +\Delta t\left(1+2 \Delta t \mathcal{D}_{H}\right)\left(\boldsymbol{F}_{n}^{m}\right)^{t}-\Delta t \nabla_{\sigma}^{2}\left\{\left(1+2 \Delta t \mathcal{D}_{H}\right) \boldsymbol{\Phi}_{s}{ }_{n}^{m}\right. \\
& +\underline{W}\left[\left(1+\Delta t \mathcal{D}_{H}\right)\left(\boldsymbol{T}_{n}^{m}\right)^{t-\Delta t}+\Delta t\left(\boldsymbol{H}_{n}^{m}\right)^{t}\right] \\
& \left.+\left(1+2 \Delta t \mathcal{D}_{H}\right) \boldsymbol{G}\left(\left(\pi_{n}^{m}\right)^{t-\Delta t}+\Delta t\left(Z_{n}^{m}\right)^{t}\right)\right\} \tag{23.3.67}
\end{align*}
$$

where

$$
\begin{align*}
\underline{L}= & \left\{\left(1+2 \Delta t \mathcal{D}_{H}\right)\left(1+2 \Delta t \mathcal{D}_{M}\right) \underline{I}\right. \\
& \left.+\left[\underline{W} \underline{h}+\left(1+2 \Delta t \mathcal{D}_{H}\right) \boldsymbol{G} \boldsymbol{C}^{T}\right] \Delta t^{2} \frac{n(n+1)}{R^{2}}\right\} . \tag{23.3.68}
\end{align*}
$$

The diffusion coefficients $\mathcal{D}_{M}$ and $\mathcal{D}_{H}$ are constant in the spectral domain.
Since we have obtained ${\overline{\left(\boldsymbol{D}_{n}^{m}\right)}}^{t}$ from the above procedure, we can calculate the values at $t+\Delta t$ using (23.3.61):

$$
\begin{equation*}
\left(\boldsymbol{D}_{n}^{m}\right)^{t+\Delta t}=2{\overline{\left(\boldsymbol{D}_{n}^{m}\right)}}^{t}-\left(\boldsymbol{D}_{n}^{m}\right)^{t-\Delta t} \tag{23.3.69}
\end{equation*}
$$

We also obtain the expansion coefficients of temperature and surface pressure using
(23.3.64) and (23.3.57) as

$$
\begin{align*}
\left(\boldsymbol{T}_{n}^{m}\right)^{t+\Delta t}= & \left(\boldsymbol{T}_{n}^{m}\right)^{t-\Delta t}+2 \Delta t\left(1+2 \Delta t \mathcal{D}_{H}\right)^{-1}\left[-\underline{h}{\overline{\left(\boldsymbol{D}_{n}^{m}\right)}}^{t}+\left(\boldsymbol{H}_{n}^{m}\right)^{t}\right. \\
& \left.-\mathcal{D}_{H}\left(\boldsymbol{T}_{n}^{m}\right)^{t-\Delta t}\right]  \tag{23.3.70}\\
\left(\pi_{n}^{m}\right)^{t+\Delta t}= & \left(\pi_{n}^{m}\right)^{t-\Delta t}+2 \Delta t\left[\left(Z_{n}^{m}\right)^{t}-\boldsymbol{C} \cdot{\overline{\left(\boldsymbol{D}_{n}^{m}\right)}}^{t}\right] . \tag{23.3.71}
\end{align*}
$$

These constitute the time integration scheme with the semi-implicit method for expansion coefficients.
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## 24

## Nonhydrostatic modeling

In Chapters 20-23, numerical schemes of hydrostatic primitive equations using the spectral method have been described. As introduced in Chapter 20, however, the recent progress in computer resources has enabled us to drastically increase the horizontal resolution of global models, say, less than 10 km . For these highresolution simulations, we need to switch the governing equations from hydrostatic equations to nonhydrostatic equations. In the following three chapters (Chapters $24-26$ ), numerical schemes of global nonhydrostatic models are described.

In this chapter, a nonhydrostatic scheme under Cartesian coordinates is first introduced, before going into the spherical geometry. Different from the spectral method in the previous chapters, the grid method is generally used for nonhydrostatic models. Although various techniques have been developed for grid models, we focus on the so-called horizontally explicit scheme which is believed to be suitable for the architecture of today's supercomputers (i.e., massively parallel memory-distributed computers). One type of dynamical scheme of nonhydrostatic models is introduced following Satoh (2002, 2003), which is based on conservative forms of the equations of density, momentum, and total energy. With this scheme, the conservation of mass and total energy are automatically satisfied within roundoff errors. This scheme is incorporated into a nonhydrostatic model with the horizontally explicit and vertically implicit time integration scheme for sound waves.

The structure of this chapter is as follows: In Sections 24.1 and 24.2, the background to nonhydrostatic modeling is described. In Section 24.3, we formulate a conservative scheme for a nonhydrostatic model. In particular, in Section 24.4, the conservation of energy is discussed and alternative forms of energy conservation are argued. In Section 24.5, a numerical scheme is applied to some test simulations.

### 24.1 Introduction

In recent years, nonhydrostatic models have been used for predictions of climate change with long time integrations, not only for short time-limited area integra-
tions. Directly calculating the interactions of water vapors, clouds, and radiation over several tens of days, radiative-convective equilibriums are obtained in a large domain with horizontal length from several hundreds to thousands of kilometers (Held et al., 1993; Tompkins and Craig, 1998b, 1999). Some research groups have tried to extend nonhydrostatic models to cover the whole globe (see Chapter 26). The recent development of computer facilities allows the use of high-resolution global climate models with horizontal resolution around $5-10 \mathrm{~km}$. With this target in mind, we need to choose nonhydrostatic equations as the dynamical framework of climate models.

Nonhydrostatic models are nowadays developed and used by many research groups, and have shown successful simulations of mesoscale convection. These models are, however, originally intended to be used for short-range integrations of, say, a few days, so that little attentions has been paid to the conservation of physical quantities. Although one needs to integrate for several tens of days to obtain radiative-convective equilibrium (Tompkins and Craig, 1998a), the conservation of mass or energy has not been fully discussed in nonhydrostatic model studies for such long-range integrations. One may think that the conservations of mass and energy are not the primary requirement for calculations of radiative-convective equilibrium or climate modeling, since there remains uncertainty derived from artificial numerical smoothing even when the domain integral quantities are conserved. In the case that when a numerical scheme does not guarantee conservation, however, the reliability of model results would be reduced at least to the range of fluctuations of conserved quantities.

Nonhydrostatic equations have fewer approximations to the governing equations of numerical models of the atmosphere, in comparison to the hydrostatic equations usually used for large-scale models. The nonhydrostatic equations system is categorized into two groups: the incompressible system (Ogura and Phillips, 1962; Section $3.1)$ and the compressible system. Since density is not a variable quantity in the incompressible system, we only consider compressible nonhydrostatic equations here. Essentially, compressible nonhydrostatic equations are equivalent to Euler equations in fluid dynamics since they do not introduce any approximations to the governing equations of a fluid. Here, Euler equations correspond to Navier-Stokes equations (Section 1.2) with zero viscosity and heat conduction terms, and are formulated using the conservative forms of natural variables (i.e., density, momentum, and total energy). If these variables are discretized in flux forms, therefore, we will obtain a conservative numerical scheme of nonhydrostatic equations.

Such an approach using fluid dynamics has not usually been taken in nonhydrostatic modeling to simulate mesoscale convection. Instead of density and total energy, pressure $p$ (or the Exner function $\pi ;(2.1 .20)$ ) and potential temperature $\theta$ (or temperature $T$ ) are usually used as prognostic variables. Historically, the choice of these variables may be due to the fact that $p$ and $T$ are directly measured from observations. Furthermore, the quasi-Boussinesq approximation, which is the basis for incompressible nonhydrostatic equations, is formulated using $\pi$ and $\theta$ (Ogura and Phillips, 1962) (see Chapter 3). There is also an advantage in using potential temperature since $\theta$ is conserved in the Lagrangian sense in adiabatic motions and
can be used as a tracer in simulations of mesoscale convection.
The recent advance in computing resources has invoked the need for climate modeling using nonhydrostatic equations. The importance of the conservations of mass and energy has been pointed out and appreciated. Doms and Schättler (1997) suggested a transition to using the equations of density and internal energy as prognostic variables instead of pressure and enthalpy. Taylor (1984) and Gallus and Rančić (1996) proposed energy conserving schemes by using enthalpy or temperature as a prognostic variable. Recently, Klemp et al. (2007) devised a conservative form of discretized equations by using density as a prognostic variable in addition to a flux-form potential temperature. Xue et al. (2000) also proposed a conservative form of discretized equations with minimum approximations to original governing equations.

On the other hand, most currently used global models using hydrostatic equations are based on conservative forms. Arakawa and Lamb (1977) and Arakawa and Suarez (1983) developed an energy conserving scheme by considering the transformation of kinetic energy to enthalpy based on pressure coordinates, as described in Chapter 22. As an extension of this approach, there is a category of nonhydrostatic models in which pressure in hydrostatic balance is used as a vertical coordinate (Laprise, 1992; Juang, 1992; Gallus and Rančić, 1996; Klemp et al., 2007). In particular, Gallus and Rančić (1996) took care of the conservation of energy in their nonhydrostatic model by using pressure coordinates. It is true that the use of pressure coordinates in nonhydrostatic models is advantageous; it is easy to incorporate observational data into models and model results can be directly compared with those of large-scale models. This does not mean, however, that the use of pressure coordinates is the only way if developing an energy conserving scheme.

As the horizontally resolvable scale of models becomes smaller such as below 10 km the geometric height $z$-coordinate is a more appropriate choice for the vertical coordinate, since the assumption of hydrostatic balance becomes less relevant. A height-based coordinate is used in many groups of nonhydrostatic models, and will be an important candidate when nonhydrostatic models are extended to the global model. In this respect, we focus on a conservative numerical scheme using height coordinates in compressible nonhydrostatic equations.

### 24.2 Target of this nonhydrostatic scheme

We first summarize the requirements of the nonhydrostatic scheme shown in this chapter. We are targeting a global nonhydrostatic model to be used for climate study, as will be described in Chapter 26. In general, a numerical scheme must be chosen for the sake of efficiency with available computer architecture. In recent years, the model has been operated using a massive parallel computer with distributed memories. The scheme shown here has been developed for this purpose. First, we require the conservation of variables; in particular, the conservations of mass and energy is important for climate modeling. To satisfy the conservations, we discretized equations in flux forms using the finite volume method. Second, use of a massive parallel computer restricts the choice of time integration scheme.

We only consider a horizontally two-dimensional decomposition of the domain for the parallel computation (i.e., the whole horizontal computational domain consists of tiles of a rectangular area, each of which is assigned to one of the computer nodes. ) In order to be efficiently run on massive parallel computers, data communications between nodes should be smaller. Particularly, we should avoid those methods that generate global communications among many nodes, or the large transfer of memories between nodes. The spectrum method and the finite element method are counted as such methods. Use of the horizontally implicit method for sound and gravity waves or anelastic equations should be reserved since they require elliptic equations to be solved. Solving an elliptic equation on massive parallel computers generally generates much communication between nodes, although efficient numerical methods such as a multigrid method are nowadays available.

The choice of the time integration scheme greatly depends on the treatment of sound waves. We choose a horizontally explicit and vertically implicit scheme for sound waves for the reason described above. For a horizontally explicit scheme, one can also use a time-splitting scheme (Klemp and Wilhelmson 1978; Skamarock and Klemp 1992) to speed up efficiency; only terms related to sound waves are integrated by a small time step and other slower terms such as advection terms are integrated by a large time step. The scheme shown below can incorporate a timesplitting scheme. In this chapter, however, the time-splitting technique is omitted, but will be described in Chapter 26.

We start with Euler equations, which are written in the conservative forms of density, momentum, and total energy. The equation of total energy is converted to that of internal energy, which has transformation terms with kinetic and potential energies. We choose density $\rho$ and internal energy $e$ as prognostic variables for thermodynamic variables. This choice is contrasted with that in usual nonhydrostatic models where pressure $p$ (or the Exner function $\pi$ ) and potential temperature $\theta$ (or temperature $T$ ) are used as prognostic variables. We will discuss these choices of prognostic variables in terms of the "pressure equation" in Section 24.3.2. Furthermore, we will point out that the conservation of internal energy does not mean the conservation of total energy. Even if flux-form discretization of the prognostic equation of internal energy is used, the volume integral of total energy is not conserved unless each of the transformation terms with other energies is properly discretized. We will discuss an alternative approach in Section 24.4.

### 24.3 Numerical scheme

### 24.3.1 The basic equations

We start with Euler equations, or Navier-Stokes equations with stress tensors and heat flux. The equations of density, momentum, and total energy are written as

$$
\begin{align*}
\frac{\partial}{\partial t} \rho+\nabla \cdot(\rho \boldsymbol{v}) & =0,  \tag{24.3.1}\\
\frac{\partial}{\partial t}\left(\rho v_{i}\right)+\frac{\partial}{\partial x_{j}}\left(\rho v_{i} v_{j}+p \delta_{i j}-\sigma_{i j}\right) & =-\rho \frac{\partial \Phi}{\partial x_{i}},  \tag{24.3.2}\\
\frac{\partial}{\partial t}\left(\rho e^{t o t}\right)+\nabla \cdot\left(\rho \boldsymbol{v} e^{t o t}+p \boldsymbol{v}-v_{j} \sigma_{i j}+\boldsymbol{q}\right) & =0, \tag{24.3.3}
\end{align*}
$$

where $v_{i}(i=1,2,3)$ is each component of velocity vector $\boldsymbol{v}=(u, v, w), e^{t o t}$ is total energy defined by

$$
\begin{equation*}
e^{t o t}=e+\Phi+\frac{\boldsymbol{v}^{2}}{2} \tag{24.3.4}
\end{equation*}
$$

where $e$ is internal energy ${ }^{\dagger}$ and $\Phi$ is the gravitational potential. $\sigma_{i j}$ is the stress tensor and $\boldsymbol{q}$ is heat flux. We use the summation convention for repeated indices of $i$ or $j$ with $x_{1}=x, x_{2}=y$, and $x_{3}=z . \Phi$ is a function of only $z$ and $\frac{\partial \Phi}{\partial z}=g$ is the acceleration due to gravity.

Subtracting the equations of kinetic energy and potential energy from the equation of total energy (24.3.3), we have the equation of internal energy (see Section 24.4):

$$
\begin{equation*}
\frac{\partial}{\partial t}(\rho e)+\nabla \cdot(\rho \boldsymbol{v} h)=\boldsymbol{v} \cdot \nabla p+Q \tag{24.3.5}
\end{equation*}
$$

where $h=e+p / \rho$ is enthalpy and

$$
\begin{equation*}
Q=-\nabla \cdot \boldsymbol{q}+\frac{\partial v_{i}}{\partial x_{j}} \sigma_{i j} \tag{24.3.6}
\end{equation*}
$$

is the diabatic term. In the case of a moist atmosphere, latent heat release $Q_{m}$ is added to the right-hand side.

We define a perturbation pressure from a basic reference state that satisfies hydrostatic balance,

$$
\begin{equation*}
0=-\frac{1}{\rho_{s}} \nabla p_{s}-g . \tag{24.3.7}
\end{equation*}
$$

The pressure and density of the basic state $p_{s}$ and $\rho_{s}$ are determined if an appropriate temperature profile $T_{s}$ is given. Using the perturbations defined by $p^{\prime}=p_{s}-p$ and $\rho^{\prime}=\rho_{s}-\rho$, the continuity equation (24.3.1) and the equation of motion (24.3.2)

[^52]are rewritten as
\[

$$
\begin{align*}
\frac{\partial}{\partial t} \rho^{\prime}+\nabla \cdot(\rho \boldsymbol{v}) & =0  \tag{24.3.8}\\
\frac{\partial}{\partial t}(\rho u)+\nabla \cdot(\rho \boldsymbol{v} u) & =-\frac{\partial p^{\prime}}{\partial x}+\frac{\partial \sigma_{x j}}{\partial x_{j}}  \tag{24.3.9}\\
\frac{\partial}{\partial t}(\rho v)+\nabla \cdot(\rho \boldsymbol{v} v) & =-\frac{\partial p^{\prime}}{\partial y}+\frac{\partial \sigma_{y j}}{\partial x_{j}}  \tag{24.3.10}\\
\frac{\partial}{\partial t}(\rho w)+\nabla \cdot(\rho \boldsymbol{v} w) & =-\frac{\partial p^{\prime}}{\partial z}-\rho^{\prime} g+\frac{\partial \sigma_{z j}}{\partial x_{j}} \tag{24.3.11}
\end{align*}
$$
\]

Thus far, no approximation is introduced as a result of subtracting the basic state. However, the transformation terms of energy take on a different form as

$$
\begin{equation*}
\frac{\partial}{\partial t}(\rho e)+\nabla \cdot(\rho \boldsymbol{v} h)=\left(\boldsymbol{v} \cdot \nabla p^{\prime}+\rho^{\prime} w g\right)-\rho w g+Q \tag{24.3.12}
\end{equation*}
$$

The first term ( $\boldsymbol{v} \cdot \nabla p^{\prime}+\rho^{\prime} w g$ ) on the right is the transformation using kinetic energy, whereas the second term $-\rho w g$ is the transformation using the potential energy.

### 24.3.2 The pressure equation

In fully compressible nonhydrostatic models, the perturbation of pressure $p^{\prime}$ or the Exner function $\pi^{\prime}$ is usually used as a prognostic variable instead of that of density $\rho^{\prime}$. Normally, $p^{\prime}$ or $\pi^{\prime}, T$ or $\theta$, and three components of velocities are chosen for the five prognostic variables of models. To choose $p^{\prime}$ as a prognostic variable, one needs to use the pressure equation instead of the equation of density. From the thermodynamic equation, the tendency of density is related to that of pressure as

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\frac{1}{c_{s}^{2}} \frac{\partial p}{\partial t}-\frac{\rho}{\theta} \frac{\partial \theta}{\partial t} \tag{24.3.13}
\end{equation*}
$$

where $c_{s}$ is the speed of sound, which is given, for an ideal gas, by $c_{s}^{2}=\gamma R_{d} T$, where $\gamma=C_{p} / C_{v}$ and $C_{v}$ is specific heat at constant volume. From (24.3.13) and (24.3.8), one obtains

$$
\begin{equation*}
\frac{1}{c_{s}^{2}} \frac{\partial p^{\prime}}{\partial t}+\nabla \cdot(\rho \boldsymbol{v})=\frac{\rho}{\theta} \frac{\partial \theta^{\prime}}{\partial t} \tag{24.3.14}
\end{equation*}
$$

This is a form of the pressure equation.
The advantage of using the pressure equation is that the propagation of sound waves is directly incorporated. This is typically shown by the linearized equation in an isentropic gas with no gravity. Substituting the divergence of linearized equations of (24.3.9)-(24.3.11) into the time derivative of (24.3.14) with $g=0$ and $\theta^{\prime}=0$, one obtains the equation for sound waves:

$$
\begin{equation*}
\frac{1}{c_{s}^{2}} \frac{\partial^{2} p^{\prime}}{\partial t^{2}}=\nabla^{2} p^{\prime} \tag{24.3.15}
\end{equation*}
$$

In the nonhydrostatic model, in practice, one needs to implicitly treat the terms related to sound waves. If the pressure equation is used, $p^{\prime}$ can be implicitly calculated by solving a Helmholtz equation.

The following problems arise, however, if the pressure equation is used as a prognostic equation. First, the conservation of mass is not exactly satisfied. In fact, in the case when $c_{s}$ is not constant, a volume integral of $p^{\prime}$ does not conserve when (24.3.14) is discretized in flux form. Even when $c_{s}$ is constant, it is not total mass but the domain integral of pressure that is conserved.

The second problem, which has gone unnoticed, is that the pressure equation is not compatible with the conservation of energy. For instance, if one integrates internal energy $\rho e$ in the flux form, it is equivalent to using pressure as a prognostic variable, since

$$
\begin{equation*}
\rho e=C_{v} \rho T=\frac{C_{v}}{R_{d}} p, \tag{24.3.16}
\end{equation*}
$$

where the equation of state for an ideal gas is used. For nonhydrostatic models using $T$ or $\theta$ as a prognostic variable, the above problem has been avoided. For the present purpose, however, the conservation of energy is required so that use of the pressure equation should be abandoned.

In order to resolve the above two problems, we use alternative prognostic variables, $\rho^{\prime}$ and $\rho e$, which are directly suggested from the original Euler equations. Although the pressure equation is not used, an equation for the implicit calculation of sound waves can be formulated if one notes the relation (24.3.16). That is, substituting (24.3.16) into the equation of internal energy (24.3.12) and dividing by $C_{v} / R_{d}$, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} p+\nabla \cdot\left(c_{s}^{2} \rho \boldsymbol{v}\right)=\frac{R_{d}}{C_{v}}\left[\left(\boldsymbol{v} \cdot \nabla p^{\prime}+\rho^{\prime} w g\right)-\rho w g+Q\right] \tag{24.3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{R_{d}}{C_{v}} h=\frac{R_{d}}{C_{v}} C_{p} T=\gamma R_{d} T=c_{s}^{2} \tag{24.3.18}
\end{equation*}
$$

is used for an ideal gas. Formally, (24.3.17) is analogous to the pressure equation (24.3.14). The conservation of internal energy is satisfied if (24.3.17) is discretized in flux form even when $c_{s}$ is not a constant. We have chosen a pair of prognostic variables $(\rho, \rho e)$, which correspond to a pair of $(\rho, p)$. In this sense, our dynamical framework is different from that with customarily used variables $(p, T)$ or $(\pi, \theta)$.

In the case of no gravity, the contribution from the right-hand side of (24.3.17) vanishes in a linearized equation around a basic reference state. The convergence of advective flux $c_{s}^{2} \rho \boldsymbol{v}$ on the left-hand side, which is originally the advection of enthalpy, plays the role of compressibility. In order to implicitly calculate the propagation of sound waves, we need to treat this convergence term implicitly.

### 24.3.3 Time discretization

The governing equations of the nonhydrostatic model described here are based on flux form equations whose prognostic variables are density $\rho^{\prime}$, three components of
momentum $\rho u, \rho v, \rho w$, and internal energy $\rho e$. We define the following symbols: ${ }^{\ddagger}$

$$
\begin{aligned}
& \boldsymbol{V}=(U, V, W)=(\rho u, \rho v, \rho w) \\
& P=p^{\prime}, \quad R=\rho^{\prime}, \quad E=\rho e
\end{aligned}
$$

For time integration, we use the forward scheme for $U$ and $V$, and the backward scheme for $R, W$, and $E$. That is, the horizontally explicit and vertically implicit (HE-VI) scheme is used. Furthermore, we can use the time-splitting scheme by partitioning the terms of fast and slow motions (Klemp and Wilhelmson, 1978; Skamarock and Klemp, 1992).

Substituting the symbols defined above, the flux-form equations (24.3.8)-(24.3.12) become

$$
\begin{align*}
& \frac{\partial}{\partial t} R+\frac{\partial}{\partial x} U+\frac{\partial}{\partial y} V+\frac{\partial}{\partial z} W=0  \tag{24.3.19}\\
& \frac{\partial}{\partial t} U+\frac{\partial}{\partial x} P=-\nabla \cdot(\boldsymbol{V} u)+\frac{\partial \sigma_{x j}}{\partial x_{j}} \equiv G_{U}  \tag{24.3.20}\\
& \frac{\partial}{\partial t} V+\frac{\partial}{\partial y} P=-\nabla \cdot(\boldsymbol{V} v)+\frac{\partial \sigma_{y j}}{\partial x_{j}} \equiv G_{V}  \tag{24.3.21}\\
& \frac{\partial}{\partial t} W+\frac{\partial}{\partial z} P+R g=-\nabla \cdot(\boldsymbol{V} w)+\frac{\partial \sigma_{z j}}{\partial x_{j}} \equiv G_{W}  \tag{24.3.22}\\
& \frac{\partial}{\partial t} E+\frac{\partial}{\partial x}(U h)+\frac{\partial}{\partial y}(V h)+\frac{\partial}{\partial z}(W h) \\
& \quad-(\boldsymbol{v} \cdot \nabla P+R w g)+W g=Q \tag{24.3.23}
\end{align*}
$$

We have placed the fast terms related to sound waves and gravity waves on the left-hand side of the equations. The choice of implicit terms is based on linearized equations around the reference state at rest; the terms responsible for the propagation of sound waves in linearized equations are treated as implicit terms. Note that the buoyancy term is also treated implicitly in this case. Stability analysis of the implicit scheme is given in Section 24.5.5. As noted when (24.3.17) is derived, the advection of enthalpy in the equation of internal energy is related to the compressibility of sound waves. This means that the advection terms in (24.3.23) should be treated implicitly.

Based on the forward-backward scheme, therefore, the time-discretized forms of

[^53](24.3.19)-(24.3.23) become
\[

$$
\begin{align*}
\delta_{t} R & +\left(\frac{\partial U}{\partial x}+\frac{\partial V}{\partial y}+\frac{\partial W}{\partial z}\right)^{n+1}=0  \tag{24.3.24}\\
\delta_{t} U & +\frac{\partial P^{n}}{\partial x}=G_{U}^{n}  \tag{24.3.25}\\
\delta_{t} V & +\frac{\partial P^{n}}{\partial y}=G_{V}^{n}  \tag{24.3.26}\\
\delta_{t} W & +\frac{\partial P^{n+1}}{\partial z}+R^{n+1} g=G_{W}^{n}  \tag{24.3.27}\\
\delta_{t} E & +\frac{\partial}{\partial x}\left(h^{n} U^{n+1}\right)+\frac{\partial}{\partial y}\left(h^{n} V^{n+1}\right)+\frac{\partial}{\partial z}\left(h^{n} W^{n+1}\right) \\
& -u^{\dagger} \frac{\partial P^{n}}{\partial x}-v^{\dagger} \frac{\partial P^{n}}{\partial x}-w^{\dagger}\left(\frac{\partial P^{n+1}}{\partial z}+R^{n+1} g\right)+W^{n+1} g=Q^{n} . \tag{24.3.28}
\end{align*}
$$
\]

The superscripts $n$ and $n+1$ represent the quantities of the $n$-th and $(n+1)$-th step in the time integration and we express

$$
\begin{equation*}
\delta_{t} A=\frac{A^{t+\Delta t}-A^{t}}{\Delta t}=\frac{A^{n+1}-A^{n}}{\Delta t} \tag{24.3.29}
\end{equation*}
$$

In (24.3.28), we have introduced $u^{\dagger}, v^{\dagger}$, and $w^{\dagger}$, whose discretization should be determined so as to keep the transformation between internal energy and kinetic energy consistent. We will argue about the transformations of energy and the possible forms of $u^{\dagger}, v^{\dagger}$, and $w^{\dagger}$ in Section 24.4. Here, we proceed using a practical approach.

Eqs. (24.3.24)-(24.3.28) are integrated via two steps. First, the $(n+1)$-th step values of $U$ and $V$ are calculated from (24.3.25) and (24.3.26), respectively. The equation of internal energy (24.3.28) is transformed to the equation of $P$ using (24.3.16). The set of (24.3.24), (24.3.27), and (24.3.28), therefore, consists of the implicit equations for the three variables, $R^{n+1}, W^{n+1}$, and $P^{n+1}$. It is troublesome to solve for $(n+1)$-th step variables, however, if $u^{\dagger}, v^{\dagger}$, and $w^{\dagger}$ contain either $R^{n+1}$, $W^{n+1}$, or $P^{n+1}$. To avoid the nonlinearity of $(n+1)$-th step variables, we choose

$$
\begin{equation*}
u^{\dagger}=\frac{U^{n}+U^{n+1}}{2\left(\rho_{s}+R^{n}\right)}, \quad v^{\dagger}=\frac{V^{n}+V^{n+1}}{2\left(\rho_{s}+R^{n}\right)} \tag{24.3.30}
\end{equation*}
$$

Under the condition that the change in density is small, the transformation using kinetic energy of the horizontal winds is consistent with the equation of momentum as will be discussed in Section 24.4. We also replace in (24.3.28)

$$
\begin{equation*}
w^{\dagger}\left(\frac{\partial P^{n+1}}{\partial z}+R^{n+1} g\right) \rightarrow \frac{W^{n+1}}{\rho_{s}+R^{n}}\left(\frac{\partial P^{n}}{\partial z}+R^{n} g\right) . \tag{24.3.31}
\end{equation*}
$$

Although the left-hand side contains nonlinear terms of $(n+1)$-th step variables to keep conservation (see Section 24.4), this replacement makes it linear and thus
an implicit calculation can easily be performed. This term is an effect of stratification on sound/gravity waves. Use of the right-hand side means that $n$-th step stratification is used as a basic state and does not affect the linear propagation of sound/gravity waves. On the other hand, the transformation of energy becomes incomplete with this approximation. We will make a correction when the integration of $E$ is performed (see (24.3.43) below). Using (24.3.16), the equation of internal energy (24.3.28) is transformed to

$$
\begin{equation*}
\delta_{t} P+\frac{\partial}{\partial z}\left(c_{s}^{2} W^{n+1}\right)+\frac{R_{d}}{C_{v}} W^{n+1} \tilde{g}=\frac{R_{d}}{C_{v}} G_{E}^{n} \tag{24.3.32}
\end{equation*}
$$

where

$$
\begin{align*}
c_{s}^{2} & \equiv \frac{R_{d}}{C_{v}} h^{n}=\gamma R_{d} T^{n}  \tag{24.3.33}\\
\tilde{g} & \equiv g-\frac{1}{\rho_{s}+R^{n}}\left(\frac{\partial P^{n}}{\partial z}+R^{n} g\right)  \tag{24.3.34}\\
G_{E}^{n} & \equiv-\frac{\partial}{\partial x}\left(U^{n+1} h^{n}\right)-\frac{\partial}{\partial y}\left(V^{n+1} h^{n}\right)+u^{\dagger} \frac{\partial P^{n}}{\partial x}+v^{\dagger} \frac{\partial P^{n}}{\partial y}+Q^{n} \tag{24.3.35}
\end{align*}
$$

In the case of hydrostatic balance, $\tilde{g}$ agrees with the acceleration due to gravity $g$.
We are in a position of describing how the equations are integrated. First, from (24.3.25) and (24.3.26),

$$
\begin{align*}
U^{n+1} & =U^{n}+\Delta t\left(-\frac{\partial P^{n}}{\partial x}+G_{U}^{n}\right)  \tag{24.3.36}\\
V^{n+1} & =V^{n}+\Delta t\left(-\frac{\partial P^{n}}{\partial y}+G_{V}^{n}\right) \tag{24.3.37}
\end{align*}
$$

The remaining variables, $R^{n+1}, W^{n+1}$, and $P^{n+1}$, are solved by implicit calculation of the three equations (24.3.24), (24.3.27), and (24.3.32). They are formally solved for the $(n+1)$-th step:

$$
\begin{align*}
R^{n+1} & =R^{n}+\Delta t\left(-\frac{\partial W^{n+1}}{\partial z}+G_{R}^{n}\right)  \tag{24.3.38}\\
W^{n+1} & =W^{n}+\Delta t\left(-\frac{\partial P^{n+1}}{\partial z}-R^{n+1} g+G_{W}^{n}\right)  \tag{24.3.39}\\
P^{n+1} & =P^{n}+\Delta t\left[-\frac{\partial}{\partial z}\left(c_{s}^{2} W^{n+1}\right)-\frac{R_{d}}{C_{v}} W^{n+1} \tilde{g}+\frac{R_{d}}{C_{v}} G_{E}^{n}\right] \tag{24.3.40}
\end{align*}
$$

where

$$
\begin{equation*}
G_{R}^{n}=-\left(\frac{\partial U}{\partial x}+\frac{\partial V}{\partial y}\right)^{n+1} \tag{24.3.41}
\end{equation*}
$$

Substituting $R^{n+1}$ and $P^{n+1}$ of (24.3.38) and (24.3.40) into (24.3.39), we obtain a

Helmholtz equation for $W^{n+1}$ :

$$
\begin{align*}
-\frac{\partial^{2}}{\partial z^{2}} & \left(\Delta t^{2} c_{s}^{2} W^{n+1}\right)-\left[\frac{\partial}{\partial z}\left(\Delta t^{2} \frac{R_{d}}{C_{v}} \tilde{g} W^{n+1}\right)+\Delta t^{2} g \frac{\partial W^{n+1}}{\partial z}\right]+W^{n+1} \\
& =W^{n}+\Delta t G_{W}^{n}-\Delta t \frac{\partial}{\partial z}\left(P^{n}+\Delta t \frac{R_{d}}{C_{v}} G_{E}^{n}\right)-\Delta t g\left(R^{n}+\Delta t G_{R}^{n}\right) \tag{24.3.42}
\end{align*}
$$

If we use second-order discretization in the vertical gradient, this equation is discretized as a form of tri-diagonal matrix multiplied by the vector $W^{n+1}$. This type of equation is easily solved.

The density $R^{n+1}$ is integrated with a conservative flux form by substituting $W^{n+1}$ into (24.3.38). Similarly, $P^{n+1}$ can be integrated by using (24.3.40). The replacement of (24.3.31), however, introduces inconsistency to the transformation of energy. Then, we recover (24.3.28) instead of (24.3.40) to integrate $E$, that is,

$$
\begin{align*}
E^{n+1}= & E^{n}+\Delta t\left[-\frac{\partial}{\partial x}\left(h^{n} U^{n+1}\right)-\frac{\partial}{\partial y}\left(h^{n} V^{n+1}\right)-\frac{\partial}{\partial z}\left(h^{n} W^{n+1}\right)\right. \\
& \left.+\bar{u} \frac{\partial P^{n}}{\partial x}+\bar{v} \frac{\partial P^{n}}{\partial x}+\bar{w}\left(\frac{\partial P^{n+1}}{\partial z}+R^{n+1} g\right)-W^{n+1} g+Q^{n}\right] \tag{24.3.43}
\end{align*}
$$

where $\bar{A}=\left(A^{n}+A^{n+1}\right) / 2$. It is clear that $E^{n+1}$ obtained by (24.3.43) and $P^{n+1}$ obtained by (24.3.40) do not satisfy the relation (24.3.16). Precisely, one needs to iterate for $E^{n+1}$ and $P^{n+1}$; the number of iterations should be determined by the relative importance between accuracy and computation time. For our purpose, however, no iteration is needed as long as the integration is stable, since it is thought that the accuracy of sound waves is unimportant.

In the above formula, we derived the Helmholtz equation for $W^{n+1}$. The other choice of equation for $R^{n+1}$ or $P^{n+1}$ may be considered. One of the advantages of solving for $W$ is that the top and the bottom boundary conditions are easily incorporated; in the case when a kinematic condition is applied at the boundaries, the boundary values of $W^{n+1}$ are directly given. In addition, round-off errors will be smaller if $R^{n+1}$ and $E^{n+1}$ are directly integrated using flux-form equations. In particular, by using the energy equation (24.3.43), we can make a correction for the errors introduced when (24.3.32) is derived. Furthermore, if specific heat depends on temperature or humidity, (24.3.32) is only an approximation. (24.3.43) satisfies conservation since the advection term is written in flux form.

### 24.3.4 Stability analysis of the implicit scheme

In this section, we show the stability of the implicit scheme for sound and gravity waves in an isothermal atmosphere. Before examination of the numerical scheme, we first derive the dispersion relations of sound waves and gravity waves in a horizontal-vertical two-dimensional isothermal atmosphere without diabatic and friction terms. The unperturbed state is in hydrostatic balance (24.3.7) with the
temperature $T_{s}=$ const. We start from the two-dimensional equations of (24.3.19), (24.3.20), (24.3.22), and (24.3.23) omitting non-linear terms and heating and friction terms:

$$
\begin{align*}
\frac{\partial}{\partial t} R+\frac{\partial}{\partial x} U+\frac{\partial}{\partial z} W & =0  \tag{24.3.44}\\
\frac{\partial}{\partial t} U+\frac{\partial}{\partial x} P & =0  \tag{24.3.45}\\
\frac{\partial}{\partial t} W+\frac{\partial}{\partial z} P+R g & =0  \tag{24.3.46}\\
\frac{\partial}{\partial t} P+c_{s}^{2} \frac{\partial}{\partial x} U+c_{s}^{2} \frac{\partial}{\partial z} W+\frac{R_{d} g}{C_{v}} W & =0 \tag{24.3.47}
\end{align*}
$$

where we have used the relations $\frac{\partial}{\partial t} E=\frac{C_{v}}{R_{d}} \frac{\partial}{\partial t} P$ and $\frac{R_{d}}{C_{v}} h=c_{s}^{2}=\gamma R_{d} T_{s}$ (see (24.3.32)). Introducing the following variables

$$
\begin{array}{cc}
\hat{R}=\frac{\rho^{\prime}}{\sqrt{\rho_{s}}}=\frac{R}{\sqrt{\rho_{s}}}, & \hat{P}=\frac{p^{\prime}}{\sqrt{\rho_{s}}}=\frac{P}{\sqrt{\rho_{s}}} \\
\hat{U}=\sqrt{\rho_{s}} u=\frac{U}{\sqrt{\rho_{s}}}, & \hat{W}=\sqrt{\rho_{s}} w=\frac{W}{\sqrt{\rho_{s}}}
\end{array}
$$

we rewrite (24.3.44)-(24.3.47) as

$$
\begin{align*}
\frac{\partial}{\partial t} \hat{R}+\left(\frac{\partial}{\partial z}-\frac{1}{2 H}\right) \hat{W} & =0  \tag{24.3.48}\\
\frac{\partial}{\partial t} \hat{U}+\frac{\partial}{\partial x} \hat{P} & =0  \tag{24.3.49}\\
\frac{\partial}{\partial t} \hat{W}+\left(\frac{\partial}{\partial z}-\frac{1}{2 H}\right) \hat{P}+\hat{R} g & =0  \tag{24.3.50}\\
\frac{\partial}{\partial t} \hat{P}+c_{s}^{2}\left(\frac{\partial}{\partial z}-\frac{1}{2 H}\right) \hat{W}+\frac{c_{s}^{2} N^{2}}{g} \hat{W} & =0 \tag{24.3.51}
\end{align*}
$$

where $H=-\left(\frac{1}{\rho_{s}} \frac{\partial \rho_{s}}{\partial z}\right)^{-1}=\frac{R_{d} T_{s}}{g}$ and $N^{2}=\frac{g^{2}}{C_{p} T_{s}}$ in the isothermal atmosphere. Assuming that $\hat{R}, \hat{P}, \hat{U}$, and $\hat{W}$ are proportional to $\exp [i(k x+m z-\omega t)]$, we have the dispersion relation:

$$
\begin{equation*}
\omega^{4}-c_{s}^{2}\left(k^{2}+m_{H}^{2}\right) \omega^{2}+k^{2} c_{s}^{2} N^{2}=0 \tag{24.3.52}
\end{equation*}
$$

where $m_{H}^{2}=m^{2}+\frac{1}{4 H^{2}}$. In particular, the dispersion relations of sound waves and gravity waves are approximated as given in the limit $N^{2} \rightarrow 0$ and $c_{s}^{2} \rightarrow \infty$ : $\omega^{2}=c_{s}^{2}\left(k^{2}+m_{H}^{2}\right)$ and $\omega^{2}=k^{2} N^{2} /\left(k^{2}+m_{H}^{2}\right)$, respectively.

Next, we step to the stability analysis of the time-discretized equations. The spatial structure is the same as for analytic forms:

$$
(\hat{R}, \hat{U}, \hat{W}, \hat{P})=(R, U, W, P) \exp [i(k x+m z)]
$$

and discretization is introduced only in time integration. We replace the time derivatives in (24.3.48)-(24.3.51) by the discrete form $\delta_{t}$, where $\delta_{t} A=\left(A^{n+1}-\right.$
$\left.A^{n}\right) / \Delta t$ and introduce $\tilde{m}=m+i / 2 H$. We explicitly discretize the horizontal pressure gradient and implicitly discretize the other terms:

$$
\begin{align*}
\delta_{t} R & =-i k U^{n+1}-i \tilde{m}\left[\alpha W^{n+1}+(1-\alpha) W^{n}\right]  \tag{24.3.53}\\
\delta_{t} U & =-i k P^{n},  \tag{24.3.54}\\
\delta_{t} W & =-i \tilde{m}\left[\alpha P^{n+1}+(1-\alpha) P^{n}\right]-g\left[\alpha R^{n+1}+(1-\alpha) R^{n}\right]  \tag{24.3.55}\\
\delta_{t} P & =-i k c_{s}^{2} U^{n+1}-c_{s}^{2}\left(i \tilde{m}+\frac{N^{2}}{g}\right)\left[\alpha W^{n+1}+(1-\alpha) W^{n}\right] \tag{24.3.56}
\end{align*}
$$

where $\alpha$ is an implicit factor of the vertical propagation of sound waves. $\alpha$ represents the weight between implicit and explicit schemes: $\alpha=0$ is for the explicit scheme, and $\alpha=1$ is for the fully implicit scheme.

The above equations can be written as $A X^{n+1}=B X^{n}$ where $X=[R, U, W, P]^{t}$. The growth rate $\lambda$ is the eigenvalue of the matrix $A^{-1} B$, and must satisfy $\operatorname{det}(B-$ $\lambda A)=0$. From (24.3.53)-(24.3.56), we have

$$
\begin{align*}
0= & \operatorname{det}(B-\lambda A) \\
= & (1-\lambda)^{4}+\Delta t^{2} c_{s}^{2}\left\{k^{2} \lambda+m_{H}^{2}[(1-\alpha)+\lambda \alpha]^{2}\right\}(1-\lambda)^{2} \\
& +k^{2} \Delta t^{4} c_{s}^{2} N^{2} \lambda[(1-\alpha)+\lambda \alpha]^{2} . \tag{24.3.57}
\end{align*}
$$

For nearly vertically propagating sound waves with $k^{2} \ll m_{H}^{2}$, the dispersion relation is approximated as

$$
\begin{equation*}
(1-\lambda)^{2}+\Delta t^{2} c_{s}^{2} m_{H}^{2}[(1-\alpha)+\lambda \alpha]^{2}=0 \tag{24.3.58}
\end{equation*}
$$

From this, the growth rate is given by

$$
\begin{equation*}
|\lambda|^{2}=\frac{1+(1-\alpha)^{2} \nu^{2}}{1+\alpha^{2} \nu^{2}} \tag{24.3.59}
\end{equation*}
$$

where $\nu^{2} \equiv \Delta t^{2} c_{s}^{2} m_{H}^{2}$ is the Courant number. The scheme is stable $|\lambda|^{2} \leq 1$ irrespective of $\nu$ as long as $\alpha \geq 1 / 2$. Figure 24.1 shows the dependence of $|\lambda|$ on $\nu$. The dispersion relation (24.3.52) and the growth rate (24.3.59) become those of simple sound waves without stratification as $H \rightarrow \infty$.

For quasi-horizontally propagating sound waves with $k^{2} \gg m_{H}^{2}$ and $N^{2} \approx 0$, the growth rate satisfies

$$
\begin{equation*}
(1-\lambda)^{2}+\Delta t^{2} c_{s}^{2} k^{2} \lambda=0 \tag{24.3.60}
\end{equation*}
$$

From this, the scheme is neutral $|\lambda|=1$ if $\Delta t^{2} c_{s}^{2} k^{2} \leq 1$ is satisfied.
The growth rate for gravity waves is approximately given in the limit $c_{s} \rightarrow \infty$ in (24.3.57). In the case with $k^{2} \gg m_{H}^{2}$, we have

$$
\begin{equation*}
(1-\lambda)^{2}+\Delta t^{2} N^{2}[(1-\alpha)+\lambda \alpha]^{2}=0 \tag{24.3.61}
\end{equation*}
$$

from which the growth rate is

$$
\begin{equation*}
|\lambda|^{2}=\frac{1+(1-\alpha)^{2} \Delta t^{2} N^{2}}{1+\alpha^{2} \Delta t^{2} N^{2}} \tag{24.3.62}
\end{equation*}
$$



Figure 24.1: Dependences of the growth rate $|\lambda|$ on the Courant number $\nu$ and the implicit factor $\alpha$. After Satoh (2002). (c)American Meteorological Society. Used with permission.

Thus, the scheme is stable when $\alpha \geq \frac{1}{2}$. The dependence of the growth rate is the same as Fig. 24.1 but for $\nu=N \Delta t$. In the case with $k^{2} \ll m_{H}^{2}$, on the other hand, we have

$$
\begin{equation*}
m_{H}^{2}(1-\lambda)^{2}+k^{2} \Delta t^{2} N^{2} \lambda=0 \tag{24.3.63}
\end{equation*}
$$

From this, the scheme is neutral $|\lambda|=1$ as long as the time step satisfies $\Delta t^{2} N^{2} \leq$ $m_{H}^{2} / k^{2}$, which is a less restrictive condition.

### 24.3.5 Terrain-following coordinate

The conservation form of equations is extended to the terrain-following coordinate when the surface has topography. We summarize here flux-form equations in the terrain-following coordinate. We assume that a new vertical coordinate $\xi$ is steady and monotonic in the vertical direction. The simplest example of $\xi$ is

$$
\begin{equation*}
\xi=\frac{z_{T}\left(z-z_{s}\right)}{z_{T}-z_{s}} \tag{24.3.64}
\end{equation*}
$$

where $z_{T}$ is the top of the model domain and $z_{s}$ is the height of the surface. This coordinate is used for the simulation of topographic waves in Section 24.5.4.

The metrics are defined as

$$
G^{1 / 2} \equiv\left(\frac{\partial z}{\partial \xi}\right)_{x, y}=\frac{1}{\left(\frac{\partial \xi}{\partial z}\right)_{x, y}}, \quad G^{13} \equiv\left(\frac{\partial \xi}{\partial x}\right)_{z}, \quad G^{23} \equiv\left(\frac{\partial \xi}{\partial y}\right)_{z}
$$

and

$$
J_{x} \equiv\left(\frac{\partial z}{\partial x}\right)_{\xi}=-G^{1 / 2} G^{13}, \quad J_{y} \equiv\left(\frac{\partial z}{\partial y}\right)_{\xi}=-G^{1 / 2} G^{23}
$$

Mass element within a vertical length $\delta z$ is $\delta m=\rho \delta z$. Using the corresponding length in the $\xi$-coordinate, $\delta \xi$, we have

$$
\begin{equation*}
\delta m=\rho \delta z=\rho \frac{\partial z}{\partial \xi} \delta \xi=G^{1 / 2} \rho d \xi \tag{24.3.65}
\end{equation*}
$$

Hence, the prognostic variable of the equation of $\phi$ is transformed to $G^{1 / 2} \rho \phi$ in a flux-form equation. We also have the transformation of the derivatives:

$$
\begin{align*}
G^{1 / 2}\left(\frac{\partial \phi}{\partial x}\right)_{z} & =\left.\frac{\partial}{\partial x}\left(G^{1 / 2} \phi\right)\right|_{\xi}-\left.\frac{\partial}{\partial \xi}\left(J_{x} \phi\right)\right|_{x, y} \\
& =\left.\frac{\partial}{\partial x}\left(G^{1 / 2} \phi\right)\right|_{\xi}+\left.\frac{\partial}{\partial \xi}\left(G^{1 / 2} G^{13} \phi\right)\right|_{x, y}  \tag{24.3.66}\\
G^{1 / 2}\left(\frac{\partial \phi}{\partial y}\right)_{z} & =\left.\frac{\partial}{\partial y}\left(G^{1 / 2} \phi\right)\right|_{\xi}-\left.\frac{\partial}{\partial \xi}\left(J_{y} \phi\right)\right|_{x, y} \\
& =\left.\frac{\partial}{\partial y}\left(G^{1 / 2} \phi\right)\right|_{\xi}+\left.\frac{\partial}{\partial \xi}\left(G^{1 / 2} G^{23} \phi\right)\right|_{x, y}  \tag{24.3.67}\\
G^{1 / 2}\left(\frac{\partial \phi}{\partial z}\right)_{x, y} & =\left(\frac{\partial \phi}{\partial \xi}\right)_{x, y} \tag{24.3.68}
\end{align*}
$$

Thus, the divergence of a flux $\boldsymbol{F}=\left(F_{x}, F_{y}, F_{z}\right)$ is expressed as

$$
\begin{align*}
G^{1 / 2} \nabla \cdot \boldsymbol{F} & =G^{1 / 2} \frac{\partial F_{x}}{\partial x}+G^{1 / 2} \frac{\partial F_{y}}{\partial y}+G^{1 / 2} \frac{\partial F_{z}}{\partial z} \\
& =\left(\frac{\partial\left(G^{1 / 2} F_{x}\right)}{\partial x}\right)_{\xi}+\left(\frac{\partial\left(G^{1 / 2} F_{y}\right)}{\partial y}\right)_{\xi}+\frac{\partial}{\partial \xi} F_{z}^{*} \tag{24.3.69}
\end{align*}
$$

where

$$
\begin{equation*}
F_{z}^{*}=F_{z}-J_{x} F_{x}-J_{y} F_{y}=F_{z}+G^{1 / 2} G^{13} F_{x}+G^{1 / 2} G^{23} F_{y} \tag{24.3.70}
\end{equation*}
$$

Vertical velocity in the $\xi$-coordinate is

$$
\begin{equation*}
\dot{\xi} \equiv \frac{d \xi}{d t}=G^{13} u+G^{23} v+\frac{1}{G^{1 / 2}} w=\frac{1}{G^{1 / 2}} w^{*} \tag{24.3.71}
\end{equation*}
$$

where

$$
\begin{equation*}
w^{*}=w-J_{x} u-J_{y} v=w+G^{1 / 2} G^{13} u+G^{1 / 2} G^{23} v \tag{24.3.72}
\end{equation*}
$$

Therefore, multiplying $G^{1 / 2}$ to the equation,

$$
\begin{equation*}
\frac{\partial}{\partial t}(\rho \phi)+\frac{\partial}{\partial x}\left(\rho \phi u+F_{x}\right)+\frac{\partial}{\partial y}\left(\rho \phi v+F_{y}\right)+\frac{\partial}{\partial z}\left(\rho \phi w+F_{z}\right)=S \tag{24.3.73}
\end{equation*}
$$

we have a flux-form equation in $(x, y, \xi)$-coordinates as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(G^{1 / 2} \rho \phi\right)+\frac{\partial}{\partial x}\left(G^{1 / 2} \rho \phi u+G^{1 / 2} F_{x}\right)+\frac{\partial}{\partial y}\left(G^{1 / 2} \rho \phi v+G^{1 / 2} F_{y}\right) \\
& \quad+\frac{\partial}{\partial \xi}\left(\rho \phi w^{*}+F_{z}^{*}\right)=G^{1 / 2} S \tag{24.3.74}
\end{align*}
$$

By transforming (24.3.19)-(24.3.23) using this formula, we obtain the set of equations in the terrain-following coordinate.

### 24.4 Energy budget

### 24.4.1 Transformation of energy

In section 24.3.3, we described the time discretization of model equations. We have pointed out that each of the transformation terms of energy should be consistently discretized to satisfy the conservation of energy, and have presented one possible approach. In this section, we consider how the conservation of energy is satisfied in the numerical scheme and argue about alternative forms of the equation of energy.

Total energy is defined as the sum of kinetic energy, potential energy, and internal energy as (24.3.4). The change in each energy is written as

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\rho \frac{\boldsymbol{v}^{2}}{2}\right)+\nabla \cdot\left(\rho \boldsymbol{v} \frac{\boldsymbol{v}^{2}}{2}\right) & =-\boldsymbol{v} \cdot \nabla p^{\prime}-\rho^{\prime} w g+v_{i} \frac{\partial \sigma_{i j}}{\partial x_{j}}  \tag{24.4.1}\\
\frac{\partial}{\partial t}(\rho \Phi)+\nabla \cdot(\rho \Phi \boldsymbol{v}) & =\rho w g  \tag{24.4.2}\\
\frac{\partial}{\partial t}(\rho e)+\nabla \cdot(\rho \boldsymbol{v} h) & =\left(\boldsymbol{v} \cdot \nabla p^{\prime}+\rho^{\prime} w g\right)-\rho w g+Q \tag{24.4.3}
\end{align*}
$$

The sum of (24.4.1), (24.4.2), and (24.4.3) gives the conservation of total energy (24.3.3). Let us denote the transformation term from potential energy to internal energy by $C_{P I}$, and that from kinetic energy to internal energy by $C_{K I}$ :

$$
\begin{align*}
C_{P I} & =-\rho w g  \tag{24.4.4}\\
C_{K I} & =\boldsymbol{v} \cdot \nabla p^{\prime}+\rho^{\prime} w g . \tag{24.4.5}
\end{align*}
$$

Note that the contribution of the stress tensor is not considered here. To satisfy the conservation of total energy, we need to consistently discretize these transformation terms.

The form of $C_{P I}$ depends on discretization of the equation of density. We have chosen (24.3.24) for the equation of density. In this case, the corresponding change in potential energy is written as

$$
\begin{align*}
& \delta_{t}(\rho \Phi)+\frac{\partial}{\partial x}\left(U^{n+1} \Phi\right)+\frac{\partial}{\partial y}\left(V^{n+1} \Phi\right)+\frac{\partial}{\partial z}\left(W^{n+1} \Phi\right) \\
& \quad=\Phi\left(\delta_{t} \rho+\frac{\partial}{\partial x} U^{n+1}+\frac{\partial}{\partial y} V^{n+1}+\frac{\partial}{\partial z} W^{n+1}\right)+W^{n+1} g=W^{n+1} g \tag{24.4.6}
\end{align*}
$$

Thus, the transformation from potential energy to internal energy should be expressed as

$$
\begin{equation*}
C_{P I}=-W^{n+1} g \tag{24.4.7}
\end{equation*}
$$

As for the transformation term $C_{K I}$, the exact conservation is not satisfied since discretization is not complete as shown below. When each of the velocity components are chosen as prognostic variables, the change in kinetic energy is derived from the discretized equations of momentum. Actually, the equation of
kinetic energy (24.4.1) is given by the inner product of the equations of momentum (24.3.2) and the velocity vector using the equation of density (24.3.1). By using a formula,

$$
\begin{equation*}
\bar{A} \delta_{t} B+\bar{B} \delta_{t} A=\delta_{t}(A B) \tag{24.4.8}
\end{equation*}
$$

we have the discretized relation for the change in kinetic energy:

$$
\begin{equation*}
\bar{u} \delta_{t} U+\bar{v} \delta_{t} V+\bar{w} \delta_{t} W-\frac{\overline{\boldsymbol{v}^{2}}}{2} \delta_{t} R=\delta_{t} K-(\overline{\boldsymbol{V}}-\bar{\rho} \overline{\boldsymbol{v}}) \cdot \delta_{t} \boldsymbol{v}, \tag{24.4.9}
\end{equation*}
$$

where kinetic energy is defined by

$$
\begin{equation*}
K^{n}=\rho^{n} \frac{\left(u^{n}\right)^{2}+\left(v^{n}\right)^{2}+\left(w^{n}\right)^{2}}{2}=\frac{1}{\rho^{n}} \frac{\left(U^{n}\right)^{2}+\left(V^{n}\right)^{2}+\left(W^{n}\right)^{2}}{2} . \tag{24.4.10}
\end{equation*}
$$

The second term on the right-hand side of (24.4.9) is a discretization error. From (24.3.24), (24.3.25), (24.3.26), and (24.3.27), the discretized equation of kinetic energy is given by

$$
\begin{align*}
\delta_{t} K & =-\bar{u} \frac{\partial P^{n}}{\partial x}-\bar{v} \frac{\partial P^{n}}{\partial y}-\bar{w}\left(\frac{\partial P^{n+1}}{\partial z}+R^{n+1} g\right)+\bar{u} G_{U}^{n}+\bar{v} G_{V}^{n}+\bar{w} G_{W}^{n} \\
& +\frac{\overline{\boldsymbol{v}^{2}}}{2}\left(\frac{\partial U}{\partial x}+\frac{\partial V}{\partial y}+\frac{\partial W}{\partial z}\right)^{n+1}+(\overline{\boldsymbol{V}}-\bar{\rho} \overline{\boldsymbol{v}}) \cdot \delta_{t} \boldsymbol{v} \tag{24.4.11}
\end{align*}
$$

The corresponding discretized form of the transformation term is

$$
\begin{equation*}
C_{K I}=\bar{u} \frac{\partial P^{n}}{\partial x}+\bar{v} \frac{\partial P^{n}}{\partial y}+\bar{w}\left(\frac{\partial P^{n+1}}{\partial z}+R^{n+1} g\right) \tag{24.4.12}
\end{equation*}
$$

which is introduced to (24.3.43).
It is clear from (24.4.11) that the conservation of kinetic energy is not exactly satisfied, since $\bar{\rho}$ is time dependent and the last term on the right-hand side of (24.4.11) remains as a discretization error. The other difficulty comes from the advection of momentum. The advection of kinetic energy in the second line on the right-hand side of (24.4.11) is not rewritten in flux form, since the velocities of the $n$-th and $(n+1)$-th step values are contaminated. In general, when the equation of kinetic energy is constructed from the equations of momentum, the advection of kinetic energy is not expressed in flux form; this will be another source of change in total energy. It is widely believed, however, that the contribution of the advection of kinetic energy is small in the budget of total energy. In the numerical scheme presented in Section 24.3.3, therefore, total energy is approximately conserved in the case when the contributions of density change and the advection of kinetic energy are negligible.

### 24.4.2 Integration of total energy

As a totally different approach to the exact conservation of total energy, one could choose total energy as a prognostic variable. We have implicitly solved for the
variables $R, W$, and $P$ from (24.3.38), (24.3.39), and (24.3.40) for the vertical propagation of sound waves. In general, the internal energy $E$ obtained by the following method does not satisfy the relation (24.3.32) with $P$. Nevertheless, similar to using (24.3.43) for the prediction of $E$, the following method may be used as an iterative process, if the difference in $E$ obtained by the two methods is small.

From (24.4.1)-(24.4.3), the change in total energy is written as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left[\rho\left(e+\Phi+\frac{\boldsymbol{v}^{2}}{2}\right)\right]+\nabla \cdot\left[\rho \boldsymbol{v}\left(h+\Phi+\frac{\boldsymbol{v}^{2}}{2}\right)\right] \\
& \quad=-\nabla \cdot \boldsymbol{q}+\frac{\partial}{\partial x_{j}}\left(v_{i} \sigma_{i j}\right) \tag{24.4.13}
\end{align*}
$$

where (24.3.6) is used. The discretized form may be given as

$$
\begin{align*}
& \delta_{t}(E+G+K)=-\nabla \cdot\left[\boldsymbol{V}^{n+1}\left(h+\Phi+\frac{\boldsymbol{v}^{2}}{2}\right)^{n}\right] \\
& \quad-\nabla \cdot \boldsymbol{q}^{n}+\frac{\partial}{\partial x_{j}}\left(v_{i} \sigma_{i j}\right)^{n} \tag{24.4.14}
\end{align*}
$$

where $G \equiv \rho \Phi$. In the advection term, the $(n+1)$-th step velocity $\boldsymbol{V}^{n+1}$ is used; it is required from the stability of the propagation of sound waves. Since $K^{n+1}$ is already given from the $(n+1)$-th step values of $U, V, W$, and $R, E^{n+1}$ is given by subtracting $(G+K)^{n+1}$ from $(E+G+K)^{n+1}$ which is integrated by the above equation.

### 24.4.3 Integration of entropy

In the last part of this section, we comment on the conservation of entropy in comparison to the conservation of energy. In many nonhydrostatic models, potential temperature is used as a prognostic variable. For instance, Ooyama (1990) argues that the choice of entropy as a prognostic variable is preferable. The change in potential temperature is written as

$$
\begin{equation*}
\frac{\partial}{\partial t}(\rho \theta)+\nabla \cdot(\rho \boldsymbol{v} \theta)=\frac{\theta}{C_{p} T} Q \tag{24.4.15}
\end{equation*}
$$

The diabatic heating $Q$ is given by (24.3.6). For climate modeling, the convergence of the heat flux $-\nabla \cdot \boldsymbol{q}$ has an important contribution. If one uses the equation of internal energy (24.3.5), the domain integral of the source term $\int Q d V$ leaves only the boundary values of heat flux (e.g. sensible heat flux from the surface and radiative fluxes at the top and the bottom boundaries of the atmosphere). On the other hand, if one uses the equation of potential temperature based on a discretized form of (24.4.15), the change in the domain integral of total energy is generally different from energy input from the boundaries, since temperature is diagnostically calculated from potential temperature. This will cause an error in the energy budget. As for the discretization of general circulation models, for instance, the conservation of energy is formulated based on the change in enthalpy as
described by Arakawa and Lamb (1977) and Arakawa and Suarez (1983) (Chapter 22). They use an additional requirement that the domain integral of potential temperature remains constant under the adiabatic condition to eliminate arbitrary choice of vertical discretization. We also follow Arakawa's concept that the first principle is the conservation of energy (i.e., internal energy or enthalpy), but not the conservation of entropy.

A similar approach is adopted by Taylor (1984) who followed Arakawa and Lamb (1977) and devised the vertical discretization scheme using height $z$ as the vertical coordinate. Taylor uses the equation of enthalpy as a prognostic equation, and guarantees conservation of potential temperature and entropy by appropriate vertical interpolations of thermodynamic variables. If we use such a vertical discretization as Taylor's, potential temperature and entropy will also be conserved even when internal energy is chosen as a prognostic variable.

### 24.5 Some results with the nonhydrostatic model

### 24.5.1 Model

We show some results for simple simulations using the numerical scheme described in Sections 24.3 and 24.4. We have proposed four methods for energy integration. The first method is based on (24.3.40), from which $E^{n+1}$ is given by multiplication of $C_{v} / R_{d}$ to $P^{n+1}$. The second is based on (24.3.43) where correction is made to the transformation terms of energies. In the third method, conservation of total energy is guaranteed based on (24.4.14). In the last, conservation of entropy (24.4.15) can be used. The details of the energy balance are different between these cases, and exact conservation is guaranteed only if (24.4.14) is used. However, for the flow patterns, the overall results are very similar for the cases shown below. We mainly show numerical results using (24.4.14).

The model is constructed in a three-dimensional Cartesian coordinate, but only the results for two-dimensional calculations are shown here. The definition points of variables are based on the Arakawa- $C$ grid; $R, E$, and $P$ are defined at the same points, and $U, V$, and $W$ are defined at staggered points shifted half a point in the $x, y$, and $z$ directions, respectively. A Lorenz grid is used in the vertical direction. Rigid walls are placed at the bottom and top of boundaries and free slip and insulating conditions are used at the boundaries. Periodicity is assumed at lateral boundaries. The time integration of sound waves is based on the forward-backward scheme; the horizontally explicit and vertically implicit scheme is as described in Section 24.3.3. We do not use the time-splitting method here. The model is integrated with the leap frog scheme with a time filter to suppress computational mode. We use $2 \Delta t$ for the time step of the leap-frog scheme where $2 \Delta t$ is equal to the time step of the forward-backward scheme of sound waves. We use a simple second-order centered-in-space scheme for advection.

### 24.5.2 One-dimensional vertical propagation of sound waves

First, we calculate vertically propagating sound waves to see the stability of the scheme. A perturbation of pressure is given in a layer at the initial state under a horizontally uniform condition. The initial state is uniform temperature 250 K at rest in hydrostatic balance except for a perturbation of pressure $p^{\prime}=100 \mathrm{hPa}$ between heights 2.5 km and 5 km . The top of the atmosphere is $z_{T}=15 \mathrm{~km}$, and the layer difference is uniform with $\Delta z=500 \mathrm{~m}$. No numerical smoothing such as numerical diffusion, Rayleigh damping, or a time filter is introduced in this case. Note that, however, the fully implicit scheme has a damping characteristic (see Section 24.3.4).

Figure 24.2 shows the vertical distributions of pressure and vertical velocity, respectively, at $t=10,20$, and 30 s . We compare the profiles with the time step $\Delta t=0.1,1$, and 10 s . It can be confirmed that the case with $\Delta t=10 \mathrm{~s}$, which is larger than the CFL criterion for sound waves (see (23.2.1)), is stably integrated. Since the fully implicit scheme is used for the vertical propagation of sound waves, the amplitude of pressure perturbation rapidly decreases as $\Delta t$ becomes larger (see Section 24.5.5). The characteristics of these figures are almost the same for the three methods of energy integration. The difference between the methods emerges if the energy budget is examined.

Conservation properties are investigated for the case $\Delta t=1 \mathrm{~s}$. Total mass should be constant within round-off errors. Figure 24.3 shows time sequences of energies until $t=100 \mathrm{~s}$ : internal energy $\rho e$, potential energy $\rho \Phi$, and kinetic energy $\rho w^{2} / 2$. Here, we define total energy $e^{t o t}$ and available potential energy $e^{\text {avail }}$ :

$$
\begin{align*}
e^{\text {avail }} & =e+\Phi  \tag{24.5.1}\\
e^{t o t} & =e+\Phi+\frac{\boldsymbol{v}^{2}}{2}=e^{\text {avail }}+\frac{\boldsymbol{v}^{2}}{2} \tag{24.5.2}
\end{align*}
$$

We use the name "available energy" since we will consider only the time change in
 in kinetic energy in the analytic form. In these figures, the differences of volumeaveraged values from those initial values are shown. Figure 24.3 (left) shows that the change in $\rho e$ is almost balanced by the change in $\rho \Phi$. The change in potential energy is due to the change in height of the center of gravity. The small difference between $\rho e$ and $\rho \Phi$ is reflected in available potential energy $\rho e^{a v a i l}$, which is transformed by kinetic energy $\rho w^{2} / 2$. In this setup, total energy is analytically conserved since there is no energy input. Conservation of total energy in the numerical scheme is not guaranteed, however, unless the transformation between kinetic energy and available potential energy is taken care of. Changes in total energy are shown in Fig. 24.3 (right). The change in kinetic energy is almost canceled out by the change in available potential energy and total energy is almost conserved.

### 24.5.3 Horizontal propagation of gravity waves

The second example shows horizontal propagation of gravity waves by initially giving potential temperature perturbations. The experimental condition is the same as that given by Skamarock and Klemp (1994). The top of atmosphere is


Figure 24.2: Vertical profiles of perturbations of pressure $p^{\prime}$ (left) and vertical velocity $w$ (right) for the vertical propagation of sound waves at (top) $t=10 \mathrm{~s}$, (middle) 20 s , and (bottom) 30 s . The initial state is shown by the dotted curve and experiments with $\Delta t=0.1 \mathrm{~s}, 1.0 \mathrm{~s}$, and 10.0 s are shown by the solid, dashed, and dashed-dotted curves, respectively. After Satoh (2002).
(c)American Meteorological Society. Used with permission.


Figure 24.3: Time sequences of energies for the vertical propagation of sound waves with $\Delta t=$ 1 s . Left: internal energy $\rho e$ (solid), potential energy $\rho \Phi$ (dashed), and available potential energy $\rho(e+\Phi)$ (dotted). Right: kinetic energy $\rho w^{2} / 2$ (solid), available potential energy $\rho(e+\Phi)$ (dashed), and total energy $\rho e^{t o t}$ (dotted). Values of the energies are differences from initial values. After Satoh (2002). (c)American Meteorological Society. Used with permission.
$z_{T}=10 \mathrm{~km}$, and the horizontal domain size is 300 km in the $x$ direction. The grid interval is $\Delta x=\Delta z=1 \mathrm{~km}$ and the time step is $\Delta t=1 \mathrm{~s}$. The coefficient of the time filter is 0.05 . We do not introduce any other numerical smoothing. The initial thermal state has a constant Brunt-Väisälä frequency with $N^{2}=10^{-4} \mathrm{~s}^{-2}$. The temperature at the bottom of the atmosphere is 300 K . The initial profile of potential temperature perturbation is given by

$$
\begin{equation*}
\theta^{\prime}=\Delta \theta_{0} \frac{\sin \left(\pi z / z_{T}\right)}{1+\left(x-x_{m}\right)^{2} / x_{r}^{2}} \tag{24.5.3}
\end{equation*}
$$

where $\Delta \theta_{0}=0.01 \mathrm{~K}, x_{m}=100 \mathrm{~km}$, and $x_{r}=5 \mathrm{~km}$. A uniform horizontal wind of $20 \mathrm{~m} \mathrm{~s}^{-1}$ is given.

Figure 24.4 shows the distributions of potential temperature at the initial state and $t=3,000 \mathrm{~s}$. Although a slight asymmetry emerges in the vertical direction, the horizontal propagation of gravity waves almost agrees with the analytic solution shown by Skamarock and Klemp (1994). Figure 24.5 shows the time sequences of volume-averaged values of energies. Similar to Fig. 24.3, conservation of total energy is well satisfied. In particular, as shown by Fig. 24.5 (right), the transformation between kinetic energy and available energy is appropriately calculated.


Figure 24.4: Distributions of perturbations of potential temperature for an experiment investigating the horizontal propagation of gravity waves at the initial state (left) and $t=3,000 \mathrm{~s}$ (right). The contour intervals are $10^{-3} \mathrm{~K}$ (left) and $0.5 \times 10^{-3} \mathrm{~K}$ (right). The solid curves are positive, the dashed curves are negative, and the dotted curves are zero. After Satoh (2002). (c)American Meteorological Society. Used with permission.


Figure 24.5: The same as Fig. 24.3 but for the horizontal propagation of gravity waves. In the right panel, total kinetic energy $\rho\left(u^{2}+w^{2}\right) / 2$ (solid), $\rho u^{2} / 2$, and $\rho w^{2} / 2$ (dashed-dotted) are added. After Satoh (2002). (c)American Meteorological Society. Used with permission.

### 24.5.4 Topographic waves

The third example shows the propagation of topographic waves induced by surface topography in a uniform zonal wind field. The configuration of topography is given by

$$
\begin{equation*}
z_{s}=\frac{h a^{2}}{x^{2}+a^{2}} \tag{24.5.4}
\end{equation*}
$$

We simulate the case with a finite amplitude of $h=1,000 \mathrm{~m}$. The horizontal length of the mountain is $a=10 \mathrm{~km}$. The top of the model domain is $z_{T}=16 \mathrm{~km}$, and the horizontal domain length is 180 km . The terrain-following coordinate $\xi$ given by (24.3.64) is used. The grid intervals are $\Delta x=2 \mathrm{~km}$ and $\Delta \xi=200 \mathrm{~m}$. Initially, temperature is constant 250 K , and the zonal wind is uniform $\bar{u}=20 \mathrm{~m} \mathrm{~s}^{-1}$. In the layers above $\xi=8 \mathrm{~km}$, we introduce damping terms which relax velocities and temperature to those of the basic initial fields. The relaxation rate of damping has a cosine profile in the vertical. The damping time takes its shortest value $20 \Delta t$ at the top of the model domain. We show results for a time step $\Delta t=1 \mathrm{~s}$ below.

Figure 24.6 shows the structure of the perturbation of horizontal velocity $u^{\prime}$ and vertical velocity $w$ at $t=3,000 \mathrm{~s}$. At this time $t=3,000 \mathrm{~s}(\bar{u} t / a=6)$, the topographic is not yet in a steady state. However, further integration shows that turbulence develops due to nonlinearity since this is a finite amplitude calculation; numerical diffusions are required to continue a stable calculation.

Figure 24.7 shows the time sequences of energies. Since damping terms are included above $\xi=8 \mathrm{~km}$, the change in total energy should be equal to the accumulation of energy sinks due to the damping terms. In Fig. 24.7 (right), the accumulated energy change due to the damping terms is shown by the dasheddotted curve $E_{R}$. It is found that $E_{R}$ is almost explained by the damping terms due to temperature perturbations (not shown). Figure 24.7 (right) shows the difference between the change in total energy and $E_{R}$ by the dotted curve. It is confirmed that the change in total energy is almost equal to $E_{R}$. This shows that the energy conservation is well satisfied. Mass is also almost conserved.


Figure 24.6: Distributions of perturbations of horizontal velocity (left) and vertical velocity (right) for an experiment investigating finite amplitude topographic waves at $t=3,000 \mathrm{~s}$. The contour intervals are $6 \mathrm{~m} \mathrm{~s}^{-1}$ (left) and $0.6 \mathrm{~m} \mathrm{~s}^{-1}$ (right). The solid curves are positive, the dashed curves are negative, and the dotted curves are zero. After Satoh (2002). (c)American Meteorological Society. Used with permission.


Figure 24.7: The same as Fig. 24.3 but for finite amplitude topographic waves. In the right panel, energy change due to the damping terms $E_{R}$ (dashed-dotted) and the difference between total energy $\rho e^{t o t}$ and $E_{R}$ (dotted) are added. After Satoh (2002). (c)American Meteorological Society. Used with permission.

### 24.5.5 Cold-bubble simulation

As the final example, we simulate the finite amplitude density current induced by a cold bubble given at the initial state. This experiment is suggested as a benchmark simulation of the nonlinear density current by Straka et al. (1993), and also used by Gallus and Rančić (1996). The basic thermal state is neutral and the initial perturbation of temperature (i.e., a cold bubble) is given by

$$
\begin{align*}
T^{\prime} & =\Delta T_{0} \cos ^{2}\left(\frac{\pi r^{*}}{2}\right)  \tag{24.5.5}\\
r^{*} & =\min \left[1, \sqrt{\left(\frac{x-x_{m}}{x_{r}}\right)^{2}+\left(\frac{z-z_{m}}{z_{r}}\right)^{2}}\right] \tag{24.5.6}
\end{align*}
$$

where $\Delta T_{0}=-15.0 \mathrm{~K}, x_{r}=4.0 \mathrm{~km}, z_{r}=2.0 \mathrm{~km}$, and $z_{m}=3.0 \mathrm{~km}$. The domain size is 51.2 km in the horizontal, and 6.4 km in the vertical. We have tested simulations for grid intervals of $\Delta x=\Delta z=50 \mathrm{~m}, 100 \mathrm{~m}$, and 200 m . The corresponding time step is $\Delta t=0.05 \mathrm{~s}, 0.1 \mathrm{~s}$, and 0.2 s , respectively. Secondorder diffusion is applied to the velocity and temperature fields with the diffusion coefficient $75 \mathrm{~m}^{2} \mathrm{~s}^{-1}$. Note that energy change due to the diffusion terms is almost negligible in this calculation.

The distributions of the perturbation of potential temperature at $t=0,300,600$, and 900 s are shown in Figure 24.8 for the 50 m grid interval simulation. A gravity current propagates along the lower boundary and three rotors associated with Kelvin-Helmholtz shear instability are well captured. The distribution of potential temperature at $t=900 \mathrm{~s}$ is comparable to the corresponding resolution experiment shown by Straka et al. (1993). Figure 24.9 compares the distribution of the perturbation of potential temperature at $t=900 \mathrm{~s}$ in the cases with coarser resolutions 100 m and 200 m . Since we only use the second-order centered-in-space scheme for advection, the internal structure of vortices are not well simulated particularly in the case with the 200 m grid interval. However, as the resolution gets finer, the representation of the rotors becomes better; this result indicates the confidence of the present scheme. The maximum and minimum values of the perturbation of potential temperature at $t=900 \mathrm{~s}$ are $0.007000 \mathrm{~K},-12.1084 \mathrm{~K}$ for the 50 m grid,
0.2178 K, -16.9435 K for the 100 m gird, and $2.2038 \mathrm{~K},-21.6496 \mathrm{~K}$ for the 200 m grid. These values tend to converge to those of the reference solution presented by Straka et al. (1993).

The time sequences of energies for the simulation using a 50 m grid interval are displayed in Fig. 24.10. Nonlinear advective terms play important roles in this simulation. Figure 24.10 (right) shows the time sequences of energies. The change in total energy during 900 s is only $-0.005428 \mathrm{~J} \mathrm{~m}^{-3}$ for the 50 m grid interval, $-0.01084 \mathrm{~J} \mathrm{~m}^{-3}$ for the 100 m grid, and $-0.02528 \mathrm{~J} \mathrm{~m}^{-3}$ for the 200 m grid; conservation is well guaranteed.


Figure 24.8: Distributions of perturbations of potential temperature for the cold-bubble experiment with gird intervals $\Delta x=\Delta z=50 \mathrm{~m}$ at (top left) the initial state, (top right) $t=300 \mathrm{~s}$, (bottom left) 600 s , and (bottom right) 900 s . The contour intervals are 1 K . After Satoh (2002).
(c)American Meteorological Society. Used with permission.


Figure 24.9: The same as the bottom right panel of Fig. $24.8(t=900 \mathrm{~s})$ but for grid intervals of (left) 100 m and (right) 200 m . After Satoh (2002). (c)American Meteorological Society. Used with permission.


Figure 24.10: The same as Fig. 24.3 but for the cold-bubble experiment. After Satoh (2002). (c)American Meteorological Society. Used with permission.
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## 25

## Icosahedral grids

In this chapter, we describe an icosahedral grid method for spherical grid discretization of global atmospheric models. An icosahedral grid is applied to a shallow-water model in this chapter, and application to a global three-dimensional model will be shown in the next chapter.

We first describe how to construct an icosahedral grid, and introduce grid modification techniques to achieve accuracy and stability. Discretization of differential operators in the equations is based on the finite volume method, so that the global integrations of transported quantities are numerically conserved.

Ordinarily, a standard icosahedral grid is obtained by recursive grid division starting from the lowest order icosahedral grid. From the viewpoints of numerical accuracy and instability, the standard grid obtained by simple recursive division is not practically used, and some modifications are required. Among the modification methods proposed, we explain the following techniques here. First, we introduce the relocation of variable-defined grid points from the original positions to the centers of control volumes to achieve accuracy. Next, from the viewpoint of numerical stability, we modify the grid configuration by employing spring dynamics, namely, the grid points are connected by appropriate springs, which move grid points until the dynamical system calms down. We find that the latter modification dramatically reduces gridnoise in the numerical integration of equations. The reason for this is that the geometrical quantities of control volume such as its area and distortion of its shape exhibit monotonic distribution on a sphere. By combining the two modifications, we can integrate equations with both high accuracy and stability.

In Section 25.1, we look at the background of recent activities in icosahedral modeling. Then, in Section 25.2, we describe how to construct icosahedral grids recursively. In Section 25.3, numerical implementation of an icosahedral grid in differential operators is described. Differential operators are discretized by the finite volume method to conserve the global integration of physical quantities. In Section 25.4, we describe grid modification techniques in detail and show the result of an operator test. In Section 25.5, we introduce a spherical shallow-water model,
which is used to show the performance of the icosahedral model using the standard test set proposed by Williamson et al. (1992) in Section 25.6.

### 25.1 Introduction

The purpose of this chapter is to describe an icosahedral grid mesh with a modified grid configuration, and to demonstrate it by showing results from the time integration of a shallow-water model using an icosahedral grid. In this section, we look at the background of icosahedral modeling by briefly reviewing grid models.

There are many applications from solving partial differential equation systems on a spherical geometry. One of them is in geophysical fluid dynamics, which include ocean and atmosphere dynamics. To numerically solve ocean dynamics, the grid method has been used because of the existence of continents. On the other hand, most of today's atmospheric general circulation models have employed the spectral method rather than the grid method to represent meteorological fields, as described by Chapter 21. This is because the spectral method has the great advantage of high numerical accuracy over the grid method.

Recently, it was pointed out that the spectral method may not be suitable for high-resolution simulations. One of the main reasons is the computational inefficiency of the Legendre transformation. In the representation of a field, spherical harmonics are used as the basic functions, which consist of associated Legendre functions and trigonometric functions. When a nonlinear term is estimated, the transform between the wave number domain and the physical space is required. The operation time of total transformation increases as $\mathrm{O}\left(N^{3}\right)$, where $N$ is total wave number. Another problem is related to the use of a massively parallel computer. Calculation of the nonlinear term by the spectral method essentially includes a process requiring all values globally. When the spectral method is employed on a distributed-memory architecture, it requires extensive data transfer between computer nodes. Consequently, the ratio of communication to calculation becomes high and it makes the scalability of parallelization worse.

The grid method seems to be a good alternative to the spectral method. However, when a simple latitude-longitude grid is used, another problem, the so-called pole problem, occurs. Grid spacing near the poles gets very small as the resolution becomes high. This severely limits the time interval for the advection problem because of the CFL condition (see (23.2.1)). In order to overcome the pole problem, other types of grids, which are distributed as homogeneously as possible on a sphere, are needed. Examples of such grids are icosahedral grids, or geodesic grids, which are described in detail in this chapter, cubic grids (McGregor, 1996; Rancic et al., 1996; Purser and Rancic, 1998; Adcroft et al., 2004; Lin, 2004; overset grids (Dudhia and Bresch, 2002; Baba et al., 2010), and others (Swinbank and Purser, 2006). A comprehensive review of spherical horizontal grids is given by Staniforth and Thuburn (2012). Figure 25.1 shows examples of an icosahedral grid and a conformal cubic grid. Among these grids, this chapter focuses on the icosahedral grid. The idea of using icosahedral grids dates from the 1960s. Original work in the meteorological area was performed by Sadourny et al. (1968) and Williamson (1968).

They solved the nondivergent barotropic equation by the finite difference method and examined the performance of an icosahedral grid for the Rossby-Haurwitz wave problem (Phillips, 1959) with wave number 6. After these works, they extended the idea to primitive equation models (Sadourny, 1969; Williamson, 1970). Masuda and Ohnishi (1986) also developed a primitive equation model in which mass is exactly conserved. Conservation of kinetic energy and potential enstrophy is also considered in their model, though they are not complete. They also solved the Rossby-Haurwitz wave with several wave numbers for their one-layer model (shallow-water model). Another attempt was made to solve the problem not only by the finite difference method but also by the finite element method. Cullen (1974) developed the shallow-water model and Cullen and Hall (1979) extended it to the multilayer model. Although many efforts had been made, as described above, the icosahedral grid method as well as other grid methods were overwhelmed by the spectral method. This is because, besides the great advantage of numerical accuracy of the spectral method, the development of the fast Fourier transformation (Cooley and Turkey, 1965) reduced the high calculation cost of transformation. However, as described previously, there still remains the problem caused by the Legendre transformation; that is, it becomes computationally more inefficient as horizontal resolution increases.

In recent decades, several icosahedral grid systems including new ideas have been reconsidered in the planning of next-generation global models with very high horizontal resolution. Heikes and Randall (1995a,1995b) developed a shallow-water model on their modified icosahedral grid and tested the performance of their model by the standard test set proposed by Williamson et al. (1992). Their research group extended it to a primitive equation model (Ringler et al., 2000). Stuhne and Peltier $(1996,1999)$ developed a nondivergent barotropic model. They demonstrated that use of an icosahedral grid is free from the pole problem by applying their model to the barotropic instability problem near the poles. After that, they developed two


Figure 25.1: Left: an icosahedral grid; right: an conformal cubic grid.
shallow-water models formulated by different forms of equations and compared the performances of these models (Stuhne and Peltier, 1999). Thuburn (1997) independently developed a shallow-water model that has a conservation property for potential vorticity.

Various grid construction methods using an icosahedron have been proposed. The method by Sadourny et al. (1968) is that each of the triangle sides of a spherical icosahedron is divided into $n$ arcs and grid points are connected along a geodesic line, where $n$ is the number of divisions. The method by Williamson (1970) is somewhat different from that of Sadourny et al. (1968); after dividing the arcs of a spherical icosahedron into $n$, perpendicular lines are drawn from the division points to the opposite sides and intersecting points are defined as grid points. The grid construction method used by Cullen (1974) and Cullen and Hall (1979) is similar to that of Sadourny et al. (1968) but grid lines are not geodesic in their method.

Another method is based on the recursive division technique. This method consists of the following procedures, and will be shown in the next section. Each side of an icosahedron whose vertices are on a unit sphere are projected onto the sphere. By connecting the midpoints of geodesic arcs, four subtriangles are generated from each triangle. By iterating such a process, grid refinement proceeds. This simple method is employed by many recent researchers (Baumgardner and Frederickson, 1985; Heikes and Randall, 1995a, 1995b; Ringler et al., 2000; Stuhne and Peltier, 1996, 1999; Majewski et al., 2002; Tomita et al., 2001a, 2001b; Tomita and Satoh, 2004). Heikes and Randall (1995a) modified the grid by twisting the icosahedral grid after first division to obtain geometrical symmetry over the equator.

Although an icosahedral grid has the desirable property of constructing highresolution geophysical models (i.e., spherical homogeneity of grid size), there still remain some problems to overcome. One of the problems in the use of icosahedral grids is the convergence problem of solution (i.e., whether the numerical solution reasonably converges to the exact solution or not as resolution increases). Actually, Stuhne and Peltier (1999) reported degradation of accuracy with increasing resolution in the Williamson's standard test case 3. Heikes and Randall (1995a) also suggested that the result of the nonmodified grid indicates a serious problem with regard to the accuracy of operators. They modified the grid to minimize the errors in numerical operators (Heikes and Randall, 1995b). Tomita et al. (2001, 2002) developed another modification method of the icosahedral grid by introducing spring dynamics and the relocation of definition points. Different modification methods are compared by Miura and Kimoto (2005).

In this chapter, we describe a shallow-water model on an icosahedral grid with the grid modifications proposed by Tomita et al. (2001), focusing on icosahedral discretization of the Arakawa-A grid, which is one of the forms of icosahedral models. We do not describe other types of icosahedral discretization in detail, though they are actively being studied. We describe relocation of grid points to the centers of control volumes from the viewpoint of the accuracy of operators, and the application of spring dynamics in configuring a modified icosahedral grid to reduce grid noise. Combining these modifications, we will show numerical experiments with high numerical accuracy and stability.

### 25.2 Icosahedral grids

An icosahedron is a polyhedron with 20 congruent triangular faces, and has the largest number of faces among the Platonic solids. Icosahedral division grids, or icosahedral grids), can be obtained by recursively dividing the icosahedron. Starting from the original icosahedron, one-level finer grids are generated by bisecting the geodesic arcs of the former coarser grids. More general types of recursive divisions can be used by dividing each arch by an arbitrary number instead of 2. However, we focus on the bisection divisions to construct icosahedral grids for simplicity. We call the $n$-th bisection of the icosahedron grid division level $n$, or $g$-level $n$. The original icosahedron is $g$-level 0 , and the number of recursive division increases as $g$ level. Figure 25.2 shows examples of icosahedral grids for g-level $0-5$. From this, we can see that five triangles are connected to the vertices of the original icosahedron, whereas six triangles are connected to the other vertices.

The number of points, arcs, and triangles of icosahedral grids with g-level $l$ are given as follows:

$$
\begin{align*}
& N_{P}=10 n^{2}+2=10 \times 2^{2 l}+2  \tag{25.2.1}\\
& N_{A}=30 n^{2}=30 \times 2^{2 l}  \tag{25.2.2}\\
& N_{T}=20 n^{2}=20 \times 2^{2 l} \tag{25.2.3}
\end{align*}
$$

where $n=2^{l}$. The average area of the triangles is


Figure 25.2: Icosahedral grids for g-level (grid division levels) of $0,1,2$ (top, from left to right), and 3,4 , and 5 (bottom, from left to right).

$$
\begin{equation*}
\bar{A}=\frac{4 \pi R^{2}}{N_{P}}=\frac{\pi R^{2}}{5 \times 2^{2 l}} \tag{25.2.4}
\end{equation*}
$$

where $R$ is the radius of the Earth. From this, we can define the "average grid interval" as follows:

$$
\begin{equation*}
\bar{\Delta} \equiv \sqrt{2 \bar{A}}=\sqrt{\frac{2 \pi}{5}} \frac{R}{2^{l}} \tag{25.2.5}
\end{equation*}
$$

Table 25.1 summarizes values characterizing icosahedral grids. Note that a different definition can be used to represent the average grid interval. For example, one can define it by averaging triangle edges or by the distance between the centers of the triangles. The average grid interval is used to discuss the CFL condition of the numerical scheme.

Icosahedral grids can be viewed in two ways. On the one hand, a sphere is covered by triangles as shown above. On the other hand, by connecting the centers of the triangles, we construct a mesh with hexagons and pentagons: pentagons are located at the 12 vertices of the original icosahedron, and hexagons are associated with the other vertices. These two structures of icosahedral grids are shown by Fig. 25.3. These cells (i.e., triangles or hexagons and pentagons) can be used as control volumes if the finite volume method is used. If a spherical shallowwater model is used as in section 25.5 , mass is defined at these cells. Velocity components can be defined in different ways. One can choose the Arakawa-A grid, in which all the physical variables are defined at the centers of cells. Alternatively, one can choose the Arakawa-C grid, in which horizontal velocity components are

| g-level <br> $l$ | Points <br> $N_{P}$ | Arcs <br> $N_{A}$ | Triangles <br> $N_{T}$ | Average interval <br> $\bar{\Delta}[\mathrm{km}]$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 12 | 32 | 20 | 7142 |
| 1 | 42 | 122 | 80 | 3571 |
| 2 | 162 | 482 | 320 | 1786 |
| 3 | 642 | 1,922 | 1,280 | 892.8 |
| 4 | 2,562 | 7,682 | 5,120 | 446.4 |
| 5 | 10,242 | 30,722 | 20,480 | 223.2 |
| 6 | 40,962 | 122,882 | 81,920 | 111.6 |
| 7 | 163,842 | 491,522 | 327,680 | 55.80 |
| 8 | 655,362 | $1,966,082$ | $1,310,720$ | 27.899 |
| 9 | $2,621,442$ | $7,864,322$ | $5,242,880$ | 13.949 |
| 10 | $10,485,762$ | $31,457,282$ | $20,971,520$ | 6.975 |
| 11 | $41,943,042$ | $125,829,122$ | $83,886,080$ | 3.487 |
| 12 | $167,772,162$ | $503,316,482$ | $335,544,320$ | 1.744 |
| 13 | $671,088,642$ | $2,013,265,922$ | $1,342,177,280$ | 0.872 |
| 14 | $2,684,354,562$ | $8,053,063,682$ | $5,368,709,120$ | 0.436 |

Table 25.1: Number of points, arcs, triangles, and average grid interval of icosahedral grids. g -level is the grid division level. Here, $R=6,371.22 \mathrm{~km}$ is used.


Figure 25.3: Two cell types of an icosahedral grid for g-level 2.
defined at the bisection of the faces of cells, and mass is defined at the centers of cells. The Arakawa-C grid approach is also actively being studied recently (Thuburn et al., 2009; Ringler et al., 2010; Gassmann, 2011; Skamarock et al., 2012).

For numerical modeling using an icosahedral grid, different approaches have been proposed for gridpoint allocation, together with the choice of prognostic variables (Mesinger, 2000). As alternatives to the Arakawa-A and C grid approaches, Heikes and Randall (1995a, 1995b) employed the Z-grid (Randall, 1994) using potential vorticity and divergence as prognostic variables. Although it is a good choice to represent geostrophic adjustment, two-dimensional elliptic solvers are required for time integration. Ringler and Randall (2002a) modified this scheme so as to guarantee conservation of total energy and potential enstrophy, and then the ZM-grid was developed by Ringler and Randall (2002b) using velocity components as prognostic variables to avoid the use the elliptic solvers. The ZM-grid is a staggered grid system in which velocity components and mass are defined at different points. Since the number of the definition points of velocity is twice as many as those of mass, the ZM-grid has computational modes. Several methods have been proposed to filter out computational modes by Ringler and Randall (2002b).

In the subsequent formulation, we focus on the Arakawa-A grid approach using the hexagon and pentagon as control volumes following Stuhne and Peltier (1996), Tomita et al. (2001), and Majewski et al. (2002). The A-grid system does not contain computational modes, except for two-grid checkerboard noise. Besides, the A-grid has an advantage for data handling and communication in parallel computing. However, it is difficult to give physical meanings for two-grid scale waves (Randall, 1994), so they should be regarded as grid noise. In this sense, the Arakawa-A grid system has less horizontal resolution than other staggered grid systems such as the C-, Z-, and ZM-grid if the same number of grid points are used, and requires stronger numerical filters to remove grid noise.

Iosahedral grids possess a favorable structure for programming as described by Stuhne and Peltier (1996). By connecting two neighboring triangles of the original icosahedron, 10 rectangular regions are constructed. All variables for each
rectangular region can be described by a two-dimensional array, which is suitable for FORTRAN programming, particularly on vector processors.

### 25.3 Numerical discretization

We employ the finite volume method for the discretization of differential operators of icosahedral grids. It is suitable for the conservation of prognostic variables, which is one of the most important properties required for long-time integrations such as climate simulations. All variables are defined at the vertices of triangular grid elements. This arrangement is the Arakawa-A grid. A schematic figure of control volume is shown in Fig. 25.4. The points denoted by black circles are the vertices of triangular grid elements (i.e., variable-defined points). The points denoted by black triangles are the centers of cells of triangular grid elements (hereafter referred to as cell centers or centers, for simplicity). The control volume for the point $P_{0}$ is the polygon constructed by connecting the cell-centers of neighboring triangular grid elements. The shape of the control volume is a hexagon except that it is a pentagon at only 12 of the points inherited from the original icosahedron.

In the shallow-water model described in Section 25.5, three differential operators appear: gradient operator $(\nabla)$, divergence operator $(\nabla \cdot)$, and rotation operator $(\hat{\boldsymbol{k}} \cdot \nabla \times)$. The divergence operator is discretized by the following method. If an arbitrary vector $\boldsymbol{u}$ at $P_{i}$ in Fig. 25.4 is known, vector $\boldsymbol{u}$ at $G_{1}$ is calculated as

$$
\begin{equation*}
\boldsymbol{u}\left(G_{1}\right)=\frac{\alpha \boldsymbol{u}\left(P_{0}\right)+\beta \boldsymbol{u}\left(P_{1}\right)+\gamma \boldsymbol{u}\left(P_{2}\right)}{\alpha+\beta+\gamma} \tag{25.3.1}
\end{equation*}
$$

where $\alpha, \beta$, and $\gamma$ are the areas of $G_{1} P_{1} P_{2}, G_{1} P_{2} P_{0}$, and $G_{1} P_{0} P_{1}$, respectively. Vectors $\boldsymbol{u}$ at the other points $G_{i}(i=2, \cdots, 6)$ are calculated in the same manner. If $b_{1}$ and $\boldsymbol{n}_{1}$ denote the geodesic arc length of $G_{1} G_{2}$ and the outward unit vector normal to this arc at the midpoint of $G_{1} G_{2}$, the outward flux $f_{1}$ crossing over the side $G_{1} G_{2}$ is estimated as

$$
\begin{equation*}
f_{1}=b_{1} \frac{\boldsymbol{u}\left(G_{1}\right)+\boldsymbol{u}\left(G_{2}\right)}{2} \cdot \boldsymbol{n}_{\mathbf{1}} \tag{25.3.2}
\end{equation*}
$$



Figure 25.4: The control volume in a standard grid. After Tomita et al. (2001).

Other fluxes $f_{i}(i=2, \cdots, 6)$ are also estimated in the same way. From the Gauss theorem, we can obtain the divergence of $\boldsymbol{u}$ at the point $P_{0}$ as

$$
\begin{equation*}
\nabla \cdot \boldsymbol{u}\left(P_{0}\right)=\frac{1}{A\left(P_{0}\right)} \sum_{i=1}^{6} b_{i} \frac{\boldsymbol{u}\left(G_{1}\right)+\boldsymbol{u}\left(G_{1+\bmod (l, 6)}\right)}{2} \cdot \boldsymbol{n}_{\boldsymbol{i}} \tag{25.3.3}
\end{equation*}
$$

where $A\left(P_{0}\right)$ is the area of the control volume of the cell containing the point $P_{0}$.
The rotation operator and the gradient operator are defined in a similar method; the line integral values along the arcs of the control volume are divided by the area of the control volume. If $\boldsymbol{m}_{1}$ denotes the counterclockwise unit vector parallel to the $\operatorname{arc} G_{1} G_{2}$ at the midpoint, we can obtain the vertical component of $\nabla \times \boldsymbol{u}$ at the point $P_{0}$ as

$$
\begin{equation*}
\hat{\boldsymbol{k}} \cdot \nabla \times \boldsymbol{u}\left(P_{0}\right)=\frac{1}{A\left(P_{0}\right)} \sum_{i=1}^{6} b_{i} \frac{\boldsymbol{u}\left(G_{1}\right)+\boldsymbol{u}\left(G_{1+\bmod (l, 6)}\right)}{2} \cdot \boldsymbol{m}_{\boldsymbol{i}} \tag{25.3.4}
\end{equation*}
$$

The gradient operator for an arbitrary scalar variable $\phi$ can be calculated as

$$
\begin{equation*}
\nabla \phi\left(P_{0}\right)=\frac{1}{A\left(P_{0}\right)} \sum_{i=1}^{6} b_{i} \frac{\phi\left(G_{1}\right)+\phi\left(G_{1+\bmod (l, 6)}\right)}{2} \cdot \boldsymbol{n}_{\boldsymbol{i}}-\frac{\phi_{0}}{A\left(P_{0}\right)} \sum_{i=1}^{6} b_{i} \boldsymbol{n}_{\boldsymbol{j}} \tag{25.3.5}
\end{equation*}
$$

The second term on the right-hand side of (25.3.5) is the correction term. If this term was neglected, the gradient vector of the homogeneous field would not vanish because of the curvature of the spherical surface.

To achieve stable numerical integrations, we may add a fourth-order hyperviscosity term to the momentum equation (see (25.5.6) below)

$$
\begin{equation*}
\mathcal{D}(\boldsymbol{u})=-\nu \nabla^{4} \boldsymbol{u} \tag{25.3.6}
\end{equation*}
$$

where $\nu$ is the numerical viscosity coefficient. We discretize this term as follows. Gradient vectors of the velocity component at $G_{i}(i=1, \cdots, 6)$ are calculated from values at three surrounding $P_{i}$ points as in (25.3.5), but the correction term is omitted. The Laplacian at $P_{0}$ is obtained from the divergence of gradient vectors as in (25.3.3). Discretization of the operator $\nabla^{4}$ can be obtained by operating this process twice.

### 25.4 Grid modification

It is readily known that the areas of triangles of icosahedral grids are not uniform for g-level $l \geq 1$, since only the original icosahedron is a Platonic solid. The area distribution of triangles of icosahedral grids is not smooth but very noisy. When bisection is applied to recursive grid construction, four subtriangles are generated from a triangle of a coarser icosahedral grid. In general, the middle subtriangle is largest among the four subtriangles. This means that the area distribution of triangles have local maxima at all triangles of a coarser icosahedral grid and that the
distribution is fractal if recursive division continues. An example will be shown by Fig. 25.6 (see below). This noisy area distribution might be the origin of numerical instability.

Some techniques are proposed to modify the icosahedral grid structure to reduce noisy distribution (Heikes and Randall, 1995b; Tomita et al., 2001, 2002). Heikes and Randall (1995b) adjusted the grid points so as to possess such characteristics that lines connecting a pair of cells and the edges of cells orthogonally bisect each other. Tomita et al.(2001) introduced two step modifications by relocating cell centers and smoothing by spring dynamics. These modification methods are compared by Miura and Kimoto (2005). In this section, we describe the method by Tomita et al. (2001) which improves the accuracy of operators and reduces systematic grid noise. Hereafter, we call a icosahedral grid without any modification a standard-grid.

First, we consider the location of grid points as follows. Since operators at the grid point $P_{0}$ (Fig. 25.4) are discretized by the finite volume method as (25.3.3)(25.3.5), the values on the right-hand side in those equations represent average values in hexagonal or pentagonal control volumes. On the other hand, the values on the left-hand side represent values at the grid point $P_{0}$. It is desirable that grid points coincide with points whose values represent average values in control volumes. It is natural to consider that a point representing the average value in the control volume should be the cell center of the control volume. However, it is not always so in the original standard grid. Therefore, we relocate grid points to cell centers. A schematic diagram of this process is shown in Fig. 25.5. We call the modified grid system a centered grid. This modification provides increased accuracy for numerical operators, as shown by Tomita et al. (2001). Furthermore, it provides consistency with governing equations in that other volume forces, such as the Coriolis force in (25.5.6), are defined at cell centers.

The characteristics of the grid structure are measured using test functions (Heikes and Randall, 1995b):

$$
\begin{align*}
\alpha(\lambda, \varphi) & =\sin \lambda  \tag{25.4.1}\\
\beta(\lambda, \varphi) & =\cos m \lambda \cos ^{4} n \varphi \tag{25.4.2}
\end{align*}
$$



Figure 25.5: The control volume in a centered grid. After Tomita et al. (2001).
where $\lambda$ and $\varphi$ are longitude and latitude and $m$ and $n$ are arbitrary integers. Using these functions, we define a vector $\boldsymbol{u}$ as

$$
\begin{align*}
\boldsymbol{u} & =\alpha \nabla \beta \\
& =\boldsymbol{i}\left[-m \frac{\cos ^{4} n \varphi}{\cos \varphi} \sin \lambda \sin m \lambda\right]+\boldsymbol{j}\left[-4 n \cos ^{3} n \varphi \sin n \varphi \sin \lambda \cos m \lambda\right] \tag{25.4.3}
\end{align*}
$$

where $\boldsymbol{i}$ and $\boldsymbol{j}$ are longitudinal and latitudinal unit vectors, respectively. We numerically calculate $\nabla \cdot \boldsymbol{u}, \hat{\boldsymbol{k}} \cdot(\nabla \times \boldsymbol{u})$, and $\nabla \beta$ by using (25.3.3)-(25.3.5), respectively. These are compared with the exact solutions. Numerical errors are estimated by finding their one norm, two norm, and infinity norm defined as

$$
\begin{align*}
l_{1}(\phi) & =\frac{I\left[\left|\phi(\lambda, \varphi)-\phi_{t}(\lambda, \varphi)\right|\right]}{I\left[\left|\phi_{t}(\lambda, \varphi)\right|\right]} \\
l_{2}(\phi) & =\frac{I\left[\left(\phi(\lambda, \varphi)-\phi_{t}(\lambda, \varphi)\right)^{2}\right]^{1 / 2}}{I\left[\phi_{t}(\lambda, \varphi)^{2}\right]^{1 / 2}} \\
l_{\infty}(\phi) & =\frac{\max _{\text {all } \lambda, \varphi}\left|\phi(\lambda, \varphi)-\phi_{t}(\lambda, \varphi)\right|}{\max _{\text {all } \lambda, \varphi}\left|\phi_{t}(\lambda, \varphi)\right|} \tag{25.4.4}
\end{align*}
$$

where $\phi$ represents either a scalar or a vector and $I$ denotes a global-averaged operator; $\phi_{t}$ denotes the exact value of $\phi$. the $l_{1}$ and $l_{2}$ norms represent globally averaged errors and the $l_{\infty}$ norm represents maximum error globally.

Table 25.2 shows the norms for $m=1$ and $n=1$ with $g$-level 5 . For all norms and all operators, the results from a centered grid are improved in comparison with those of the standard grid. The $l_{1}$ norms are especially much improved. This means that local errors are reduced by centered modification.

To examine error distribution on a sphere, we perform the following test. The solid rotation field $(\boldsymbol{v})$ whose rotation axis corresponds to the z-axis as shown in Fig. 25.2 is set to the grid points and its divergence $(\nabla \cdot \boldsymbol{v})$ is numerically solved. Since $\nabla \cdot \boldsymbol{v}=0$ analytically, a numerical value of $|\nabla \cdot \boldsymbol{v}|$ indicates the difference from the exact solution. Figure 25.6 shows the error distribution of the divergence operator $|\nabla \cdot \boldsymbol{v}|$ and the distribution of the area of control volume $A$ for a centered grid with g-level 5. Relatively large errors appear along the edge of triangles generated by the standard grid construction. In this case, primary errors are along the arcs of g-level 1. Secondary errors are along the arcs of g-level 2. As shown in Fig. 25.6, the recursive method of grid construction leads to a fractal structure in regard to the geometrical quantities of control volumes; differences from mean values originate from the first division of grid construction. These differences are inherited by the next refined grid system at the second division. Thus, the grid system inherits the geometrical quantities from its previous generation. From Fig. 25.6, we can see that the region where there is a large error in a numerical solution corresponds to the region where the gradient of area is steep. The error pattern of $|\nabla \times \boldsymbol{r}|$ is similar to that of area, so that it may cause the generation of systematic grid noise at the temporal evolution of governing equations.

| Divergence operator |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $l_{1}$ | $l_{2}$ | $l_{\infty}$ |
| standard grid | $3.580 \times 10^{3}$ | $3.579 \times 10^{3}$ | $7.194 \times 10^{3}$ |
| centered grid | $2.981 \times 10^{3}$ | $2.753 \times 10^{3}$ | $2.546 \times 10^{3}$ |
| Rotation operator |  |  |  |
| $l_{1}$ |  |  |  |
| $l_{2}$ | $l_{\infty}$ |  |  |
| standard grid | $2.721 \times 10^{3}$ | $2.936 \times 10^{3}$ | $6.273 \times 10^{3}$ |
| centered grid | $2.169 \times 10^{3}$ | $2.086 \times 10^{3}$ | $5.568 \times 10^{3}$ |
| Gradient operator |  |  |  |
| $l_{1}$ | $l_{2}$ | $l_{\infty}$ |  |
| standard grid | $2.295 \times 10^{3}$ | $2.764 \times 10^{3}$ | $8.882 \times 10^{3}$ |
| centered grid | $1.830 \times 10^{3}$ | $1.861 \times 10^{3}$ | $2.814 \times 10^{3}$ |

Table 25.2: Comparison of the accuracies of differential operators between a standard grid and a centered grid. After Tomita et al. (2001).

We can easily guess from the above discussion that if we construct a grid system in which geometrical quantities vary monotonically on a sphere, the error distribution on this grid system would also be monotonic so that the grid noise is reduced. To construct such a grid system, an application of spring dynamics is proposed as follows. After the grid is constructed by the recursive method, grid points are connected by appropriate springs. Figure 25.7 shows a schematic figure of this process. The mathematical expression of this dynamic system can be described as


Figure 25.6: Error distribution of the divergence operator (left) and distribution of the area of the control volume (right) for a centered grid. Contours are arbitrary, and relative distribution is noticed. After Tomita et al.(2001).

$$
\begin{align*}
M \frac{d \boldsymbol{w}_{0}}{d t} & =\sum_{i=1}^{6} k\left(d_{i}-\bar{d}\right) \boldsymbol{e}_{i}-\alpha \boldsymbol{w}_{0}  \tag{25.4.5}\\
\frac{d \boldsymbol{r}_{0}}{d t} & =\boldsymbol{w} \tag{25.4.6}
\end{align*}
$$

where $k$ is a spring constant; $d_{i}$ and $\bar{d}$ are the length of arc $P_{0} P_{i}$ and the length of spring without imposed force, respectively; $\boldsymbol{e}_{i}$ is a unit vector in the direction from $P_{0}$ to $P_{i}$ on the tangential plane at $P_{0} ; \alpha$ is the frictional constant; $\boldsymbol{w}_{0}$ is the velocity vector at $P_{0} ; M$ is an arbitrarily defined mass; and $\boldsymbol{r}_{0}$ is the position vector of $P_{0}$. When the system calms down to a statically balanced state, $\boldsymbol{w}_{0}=0$ and $d \boldsymbol{w}_{0} / d t=0$, so that the following relation is satisfied:

$$
\begin{equation*}
\sum_{i=1}^{6}\left(d_{i}-\bar{d}\right) \boldsymbol{e}_{i}=0 \tag{25.4.7}
\end{equation*}
$$

Thus, the grid can be obtained only by tuning $\bar{d}$, which is formulated using the grid division level $l$ as

$$
\begin{equation*}
\bar{d}=\beta \frac{2 \pi R}{10 \times 2^{l-1}} . \tag{25.4.8}
\end{equation*}
$$

where $\beta$ is a tuning parameter. The numerator and denominator on the right-hand side of (25.4.8) represent the length of the equator and the number of grid points on the equator. The choice of $\beta$ is discussed by Tomita et al. (2002), and we use $\beta=0.4$ in this section. By using a standard grid as the initial condition, (25.4.5) and (25.4.6) are numerically solved until the balance equation (25.4.7) is satisfied. After that, control volumes are defined and grid points are relocated to the cell centers of control volumes in the same way as a centered grid (Fig. 25.5). We refer to this grid constructed by the two modification procedures as a spring grid. Figure 25.8 compares a standard grid and a spring grid with g-level 3 . This shows that the grid edges of the spring grid are more smoothly curved than those of the standard grid, especially near the 12 singular points. Instead, the grid intervals of the spring grid near the singular points are a little smaller than those of the standard grid.


Figure 25.7: Connection of the spring in the modification that uses spring dynamics. After Tomita et al. (2001).


Figure 25.8: Grid structures of a standard grid (left) and a spring grid (right) with g-level 3. After Tomita et al. (2001).

Figure 25.9 shows the error distribution of the divergence operator and distribution of area of control volume for the spring grid, which should be compared to Fig. 25.6. The distribution of area of control volumes show monotonic variations on the sphere. Consequently, the error distribution also has monotonicity and the noise-like error as shown in Fig. 25.6. disappears.

The spring grid also shows the convergence property as increasing the resolution. Performing the operator test of $\nabla \beta, \nabla \cdot \boldsymbol{u}$, and $\hat{\boldsymbol{k}} \cdot(\nabla \times \boldsymbol{u})$ using (25.4.1) and (25.4.3) for higher modes of $m=3$ and $n=3$, Tomita et al. (2001) examined the convergences of $l_{2}$ and $l_{1}$ norms defined by (25.4.4) for each of the operators. For the standard grid, $l_{2}$ norms are reduced by a factor of four with each increment of g-level. In this sense, $l_{2}$ norms for a standard grid behave in a second-order way. However, the convergence speeds of $l_{1}$ norms become slower at higher resolution. For example, for the standard grid, $l_{\infty}(\hat{\boldsymbol{k}} \cdot(\nabla \times \boldsymbol{u}))$ reduces by one half with each increment of g-level. On the other hand, for the centered grid, both $l_{2}$ and $l_{1}$ norms are reduced by a factor of four for all the operators.


Figure 25.9: As in Fig. 25.6 but for a spring grid. After Tomita et al. (2001).

### 25.5 Spherical shallow-water model

We use a shallow-water model over a sphere to implement icosahedral grids here. Icosahedral spherical shallow-water modeling is a first step toward the threedimensional global icosahedral model that is described in Chapter 26. Horizontal discretization of operators such as divergence and gradient ones must be defined to develop a shallow-water model using icosahedral grids. We will then analyze the discretization errors of these operators and move on to the effects of modifications of icosahedral grids described in Section 25.4. Note however that formulation of the shallow-water model introduced here is not actually used in the global nonhydrostatic model in Chapter 26. Advection terms of momentum are treated differently in Section 26.4.2.

There are two forms of the momentum equation of the shallow-water system (see Chapter 3): vorticity-divergence form and the velocity form. In the vorticitydivergence form, the vorticity and divergence, which are invariant against the rotation of coordinates because of scalar quantities, are used as prognostic variables. If this formula is used, we have to solve the Poisson equation to obtain the velocity field from vorticity and divergence. To numerically solve the Poisson equation, massive computational resources are required both in the calculation and in the communication. Stuhne and Peltier $(1996,1999)$ and Heikes and Randall (1995a) reduced the computational cost by using a multigrid technique. On the other hand, the velocity vector is directly solved in the velocity form. The velocity form has some advantage over the vorticity-divergence form from the viewpoint of computational efficiency. For this reason, we employ the velocity form as the momentum equation. Stuhne and Peltier showed that the physical result of the velocity form is comparable with that of the vorticity-divergence form.

Côté (1988) derived a three-dimensional form of shallow-water equations on a sphere as

$$
\begin{align*}
\frac{\partial \boldsymbol{v}}{\partial t}+(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}+f \hat{\boldsymbol{k}} \times \boldsymbol{v} & =-\nabla(g h)-\frac{\boldsymbol{v} \cdot \boldsymbol{v}}{R} \hat{\boldsymbol{k}}  \tag{25.5.1}\\
\frac{\partial h^{*}}{\partial t}+\nabla \cdot\left(h^{*} \boldsymbol{v}\right) & =0 \tag{25.5.2}
\end{align*}
$$

where $\boldsymbol{v}$ denotes a velocity vector that has three components while lying on the tangential plane. $h^{*}$ and $h$ denote fluid depth and surface height, respectively. If $h_{s}$ denotes the height of the underlying mountains, $h=h^{*}+h_{s} . t$ is time, $\nabla$ is the gradient operator, and $\hat{\boldsymbol{k}}$ is the unit vector in the radial direction. $f$ and $g$ are the Coriolis parameter and gravitational acceleration, respectively. The last term of (25.5.1) represents the constrained force so as to satisfy the relation of $\hat{\boldsymbol{k}} \cdot \boldsymbol{v}=0$. The second term on the left-hand side of (25.5.1) is rewritten as

$$
\begin{align*}
(\boldsymbol{v} \cdot \nabla) \boldsymbol{v} & =(\nabla \times v) \times \boldsymbol{v}+\nabla\left(\frac{\boldsymbol{v} \cdot \boldsymbol{v}}{2}\right)  \tag{25.5.3}\\
& =\zeta \hat{\boldsymbol{k}} \times \boldsymbol{v}-\frac{\boldsymbol{v} \cdot \boldsymbol{v}}{R} \hat{\boldsymbol{k}}+\nabla\left(\frac{\boldsymbol{v} \cdot \boldsymbol{v}}{2}\right), \tag{25.5.4}
\end{align*}
$$

where $\zeta$ is vertical vorticity, defined as

$$
\begin{equation*}
\zeta=\hat{\boldsymbol{k}} \cdot(\nabla \times v) . \tag{25.5.5}
\end{equation*}
$$

The derivation from (25.5.3) to (25.5.4) is soon shown below. From (25.5.1) and (25.5.4), we can obtain the following vector invariant form:

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}+(\zeta+f) \hat{\boldsymbol{k}} \times \boldsymbol{v}=-\nabla\left(g h+\frac{\boldsymbol{v} \cdot \boldsymbol{v}}{2}\right)+\mathcal{D}(\boldsymbol{v}), \tag{25.5.6}
\end{equation*}
$$

in which the numerical diffusion term is added as the last term on the right hand side. We use (25.5.6) instead of (25.5.1) as the momentum equation. Eqs. (25.5.2) and (25.5.6) are the system equations to be solved in this chapter.

Here, we show how to obtain (25.5.4) from (25.5.3). An arbitrary tangential plane on a sphere is considered. We consider an $x-y-z$ Cartesian coordinate in which $x-y$ planes are parallel to the tangential plane and the origin corresponds to the contact point between the spherical surface and the tangential plane. $z$ is directed to the vertical. At the origin, the relations are satisfied,

$$
\begin{equation*}
w=0, \quad \frac{\partial u}{\partial z}=\frac{\partial v}{\partial z}=0 \tag{25.5.7}
\end{equation*}
$$

where $u, v$, and $w$ are $x$-, $y$-, and $z$-components of velocity vector $\boldsymbol{v}$, respectively. Using (25.5.7), the vorticity vector $\boldsymbol{\omega}$ at the origin can be written as

$$
\begin{equation*}
\boldsymbol{\omega}=\nabla \times \boldsymbol{v}=\left(\frac{\partial w}{\partial y},-\frac{\partial w}{\partial x}, \frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) \tag{25.5.8}
\end{equation*}
$$

The $x$ - and $y$-components of $\boldsymbol{\omega}$ do not vanish because of the curvature of a spherical surface. From the constraint that the normal component of a velocity vector to the spherical surface equals zero, the horizontal derivative of w at the origin is given by

$$
\begin{equation*}
\frac{\partial w}{\partial y}=-\frac{v}{R}, \quad \frac{\partial w}{\partial x}=-\frac{u}{R} \tag{25.5.9}
\end{equation*}
$$

We can interpret (25.5.8) and (25.5.9) as resulting in the following formulation:

$$
\begin{equation*}
\boldsymbol{\omega}=\zeta \hat{\boldsymbol{k}}+\hat{\boldsymbol{k}} \times \frac{\boldsymbol{v}}{R} . \tag{25.5.10}
\end{equation*}
$$

This vector formulation holds at any point on a spherical surface. From (25.5.10), the following equation is obtained:

$$
\begin{equation*}
\boldsymbol{\omega} \times \boldsymbol{v}=\zeta \hat{\boldsymbol{k}} \times \boldsymbol{v}-\frac{\boldsymbol{v} \cdot \boldsymbol{v}}{R} \hat{\boldsymbol{k}} . \tag{25.5.11}
\end{equation*}
$$

Eq. (25.5.4) is derived from (25.5.3) by using (25.5.11).

### 25.6 Numerical results

The spherical shallow-water model introduced in the previous section is discretized following the numerical methods described in Section 25.3. All temporal integrations are performed explicitly. The third-order Adams-Bashforth method is used as
the time integration scheme:

$$
\frac{\boldsymbol{V}^{n+1}+\boldsymbol{V}^{n}}{\Delta t}=\frac{1}{12}\left[\left.23 \frac{\partial \boldsymbol{V}}{\partial t}\right|^{n}-\left.16 \frac{\partial \boldsymbol{V}}{\partial t}\right|^{n-1}+\left.5 \frac{\partial \boldsymbol{V}}{\partial t}\right|^{n-2}\right]
$$

where $\boldsymbol{V}=(h, \boldsymbol{v})$. This scheme requires the temporal tendencies at two past time levels. Therefore, for two steps from the initial time, the fourth-order Runge-Kutta scheme is used. The time interval $\Delta t$ is limited by the CFL condition of the gravity wave speed.

The suite of test cases proposed by Williamson et al. (1992) is used to investigate the performance of a spherical shallow-water model using icosahedral grids. Among seven cases in the suite, we describe the results of test cases 2 and 5 in the following.

### 25.6.1 Test case 2: global steady state nonlinear zonal geostrophic flow

This test case has a steady state solution for nonlinear shallow-water equations. The initial condition of the velocity field represents solid body rotation, and the height field is in geostrophic balance. The rotation axis of solid rotation can be chosen in any direction in the spherical coordinate and the Coriolis parameter becomes a function of longitude and latitude as

$$
\begin{equation*}
f=2 \Omega(-\cos \lambda \cos \varphi \sin \alpha+\sin \varphi \cos \alpha), \tag{25.6.1}
\end{equation*}
$$

where $\alpha$ is the angle between the rotation axis and the coordinate axis. Williamson et al. (1992) suggest that tests should run with $\alpha=0.0,0.05, \pi / 2$, and $\pi / 2-0.05$. We set $u_{0}=2 \pi R /(12$ days $)$ and $g h_{0}=2.94 \times 10^{4} \mathrm{~m}^{2} \mathrm{~s}^{-2}$ as the same parameters as used by Williamson et al. (1992). The numbers of time steps are set as 593 , 1185,2370 , and 4740 in simulations for g-levels $4,5,6$, and 7 , respectively. The corresponding time intervals are similarly equal to $728,364,182$, and 91 s . All the cases are run without hyperviscosity.

Figure 25.10 shows temporal variations of the $l_{1}(h)$ norm for $\alpha=0$ using a standard grid, a centered grid, and a spring grid. The $l_{1}(h)$ norm of a standard grid is larger than the others even in the first stage and it becomes much larger as time goes on. This is because operators in the case of a standard grid are less accurate than those in the other grids. The $l_{\infty}(h)$ norm of a centered grid has similar temporal variation to that of a spring grid until $t=1$ day, but it increases for $t>$ 2 day. The reason the result of a centered grid gets worse is that, although the discretized operators of a centered grid are more accurate than those of a standard grid, the discretized operators include systematic errors as shown in Fig. 25.6 so that the small grid noise, which occurs initially, is amplified and finally the whole field is contaminated by the noise. Although there is also small noise in the case of a spring grid, it is not amplified. Consequently, the $l_{\infty}(h)$ norm of a spring grid is kept at almost the same values of days 1 overa period of 5 days.

Four runs of different $\alpha$ for g-level 5 are performed using a centered grid. The rotation axis intersects the vertices of the major spherical triangles in the case of $\alpha=0$, while the rotation axis penetrates the center of major spherical triangles for the case of $\alpha=\pi / 2$. The results shown in Fig. 25.10 indicate little difference among the four cases. We may say that this is due to the isotropy of grid structure.

Figure 25.11 shows the dependence on resolution using a centered grid. The $l_{2}(h)$ norm is reduced by a factor of four with each increase in grid division level. The $l_{\infty}(h)$ norm is also reduced by a factor of four. The results for the velocity field $\boldsymbol{v}$ also indicates similar convergence. Thus, for prognostic variables, second-order accuracy can be kept in both the global and local sense.

In discretized system equations, there are two factors which generate higher wave number components. One is the nonlinear effect and the other is associated with discretized schemes. If the nonlinear effect is dominant, the viscosity term should be added to dissipate high wave number components. This test case is free from the nonlinear effect, because the exact solution is steady. In this sense, we can regard this test case as the test to measure how long the model runs without viscosity. As previously shown in Fig. 25.10, the result using a centered grid indicates good accuracy and high stability. Although the originally proposed integration time of test case 2 is 5 days, we extend the integration time to 3 months, and find that the level of values of $l_{\infty}(h)$ remains unchanged for 90 days. We may say that use of a spring grid is the best choice in grid structures from the viewpoint of numerical stability.


Figure 25.10: Temporal variation of the $l_{\infty}(h)$ norm for test case 2 (g-level 5). Left: comparison between the grid systems for $\alpha=0$. Right: comparison between different values of $\alpha$ for the spring grid. After Tomita et al. (2001).


Figure 25.11: Dependence of error norms on resolution for test case 2 with $\alpha=0$ (centered grid).
The $l_{2}(h)$ norm (left) and the $l_{\infty}(h)$ norm (right). After Tomita et al. (2001).

### 25.6.2 Test case 5: zonal flow over an isolated mountain

Test case 5 has a dynamic evolution of flow. The initial condition is similar to that in test case 2 (i.e., the velocity field is solid body rotation and the height field is in geostrophic balance). The reference depth and the maximum flow speed are set as $h_{0}=5,960 \mathrm{~m}$ and $u_{0}=20 \mathrm{~m} \mathrm{~s}^{-1}$, respectively. A mountain whose height is $h_{s 0}=$ $2,000 \mathrm{~m}$ is located at $\left(\varphi_{c}, \lambda_{c}\right)=\left(30^{\circ} \mathrm{N}, 90^{\circ} \mathrm{W}\right)$. The mountain height distribution is given by

$$
h_{s}=h_{s 0}\left(1-\frac{\theta}{\theta_{0}}\right)
$$

where $\theta_{0}=10^{\circ}$ and $\theta^{2}=\min \left[\theta_{0}^{2},\left(\lambda-\lambda_{c}\right)^{2}+\left(\varphi-\varphi_{c}\right)^{2}\right]$. The total integration time is 15 days.

We perform this test case with an icosahedral model using a centered grid without hyperviscosity. The time intervals are set to $\Delta t=480,240,120$, and 60 s for g-levels $4,5,6$, and 7 , respectively. Figure 25.12 shows a snapshot of $h$ at 15 days with g-level 6. In spite of the absence of viscosity, grid noise does not appear so that the contour lines are smoothly curved.

Since there is no analytic solution in this test case, a reference solution is obtained from integration of a spectral model with T213, and the convergence of a reference solution is confirmed before the analysis. Figure 25.13 shows height field differences from the T213 spectral model result at $t=15$ days for g -level $4(\bar{\Delta} \approx$ $\left.4.5^{\circ}\right)$ up to $7\left(\bar{\Delta} \approx 0.56^{\circ}\right)$. The large phase errors that appear in the lowest resolution become reduced with increasing resolution. There are some noise-like errors around the mountain for g -levels 5 and 6 . As described previously, this test case is performed without hyperviscosity, so that high wave number components generated by the nonlinear effect, which is large near the mountain, are not eliminated. Noise-like errors may be caused by the nonlinear effect. The temporal evolutions of the $l_{2}$ and $l_{\infty}$ norms of $h$ and $\boldsymbol{v}$ are shown in Fig. 25.14. Globally averaged errors $l_{2}$ are reduced with increasing resolution. Local errors $l_{\infty}$ are also reduced as shown in Fig. 25.14. Although there is a little degradation of accuracy for $l_{\infty}(h)$ from g-levels 5 to 6 , the value of $l_{\infty}(h)$ decreases again from g-level 6 to 7 .


Figure 25.12: Height field after 15 days for a spring grid with g-level 6. After Tomita et al. (2001).


Figure 25.13: Height field differences from the spectral result of T213 for test case 5. Upper left: g-level 4, upper right: g-level 5, bottom left: g-level 6, bottom right: g-level 7. Contour interval is 5 m . After Tomita et al. (2001).

One of the purposes in test case 5 is to investigate the global conservation properties of models. Since the current model is based on finite volume representation, the domain integral of mass $h^{*}$ is conserved. In this model, the vorticity $\zeta$ and divergence $\delta(=\nabla \cdot \boldsymbol{v})$ are not prognostic variables. If we define these quantities diagnostically as (25.3.3) and (25.3.4), they are also conserved.

We check the conservation of total energy $T E$ and potential enstrophy $P E$ defined as

$$
\begin{align*}
T E & =\frac{1}{4 \pi r^{2}} \iint\left(\frac{1}{2} h^{*} \boldsymbol{v} \cdot \boldsymbol{v}+\frac{1}{2} g\left(h^{2}-h_{s}^{2}\right)-E_{p 0}\right) d \sigma  \tag{25.6.2}\\
P E & =\frac{1}{4 \pi r^{2}} \iint \frac{1}{2 h^{*}}(\zeta+f)^{2} d \sigma \tag{25.6.3}
\end{align*}
$$

where $E_{p 0}$ denotes potential energy in the initial state and $d \sigma$ denotes the infinitesimal element of area. The difference rates from initial values for $T E$ and $P E$ are defined as

$$
\begin{align*}
& \Delta T E=\frac{T E-T E_{0}}{T E_{0}}  \tag{25.6.4}\\
& \Delta P E=\frac{P E-P E_{0}}{P E_{0}} \tag{25.6.5}
\end{align*}
$$

where $T E_{0}$ and $P E_{0}$ are the initial values. Figure 25.15 shows temporal variations of $|\Delta T E|$ and $|\Delta P E|$. The rapid decreases near 2 days for $|\Delta T E|$ and near 10 days for $|\triangle P E|$ are due to the change in sign of $\triangle T E$ and $\triangle P E$. Numerical results with test case 5 shows that $|\Delta T E|$ and $|\triangle P E|$ decrease in the quadratic sense as the g-level increases. Thus, conservative quantities also have second-order accuracy.


Figure 25.14: Temporal variations of error norms for test case 5 . Upper left: $l_{2}(h)$, upper right: $l_{2}(\infty)$, bottom left: $l_{2}(\boldsymbol{v})$, bottom right: $l_{\infty}(\boldsymbol{v})$. After Tomita et al. (2001).


Figure 25.15: Dissipation rates of total energy and potential enstrophy for test case 5. Left: total energy $|\Delta T E|$, right: potential enstrophy $|\triangle P E|$. After Tomita et al. (2001).
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## 26

## Global nonhydrostatic models

This chapter describes a global atmospheric model for very high resolution simulations to explicitly calculate deep convective circulations, which play key roles not only in tropical circulations but in global circulations of the atmosphere. Since the horizontal scale of upward cores of deep convection is about a few kilometers, they cannot be directly resolved by hydrostatic atmospheric general circulation models. In order to drastically enhance horizontal resolution, a new framework for global atmospheric models is required. Around a resolution with a mesh size of the orders of a few kilometers, we need to use a nonhydrostatic dynamical core instead of the hydrostatic models described in Chapters 20-23. In general, as horizontal resolution increases, grid methods become more computationally efficient than spectral methods. As preparations for this chapter, therefore, we described a nonhydrostatic scheme in Chapter 24 and icosahedral grids in Chapter 25 as a typical emaple of grid discretization method over a sphere. This chapter combinei the numerical techniques described in the previous two chapters to introduce a global nonhydrostatic model. One can choose any combination of numerical schemes to construct a global nonhydrostatic model both for the nonhydrostatic scheme and horizontal discretization. This chapter focuses on one type of global nonhydrostatic model, called the Nonhydrostatic Icosahedral Atmospheric Model (NICAM) which has been developed by the author's group in Japan.

In this chapter, we first review global nonhydrostatic modeling activity in Section 26.1. Then, we describe governing equations and numerical techniques employed in NICAM in Sections 26.2-26.4. This chapter documents a full physics model in which the formulation of basic equations for moist processes is reviewed (see Section 26.2). In Section 26.3, the governing equations of NICAM are summarized. Numerical techniques of NICAM are described in Section 26.4. Representative results of global nonhydrostatic simulations are reviewed in Section 26.5, where examples of high-resolution 3.5 km mesh global nonhydrostatic experiments are shown.

### 26.1 Introduction

Higher resolution computations are continuously demanded for global atmospheric modeling. Although the resolvable scale of global atmospheric models was of the order of 100 km until a decade ago, numerical simulations with a resolvable scale of $\mathrm{O}(10 \mathrm{~km})$ can be achieved using the conventional type of atmospheric general circulation models (AGCMs) because of recent progress in massive computer facilities such as the Earth Simulator (http://www.es.jamstec.go.jp/esc/eng/) in Japan (Ohfuchi et al., 2004; Mizuta et al., 2005). As the resolvable scale drops to less than 10 km , however, traditional AGCMs encounter fundamental difficulties in dynamic framework formulation and computational efficiency. As the resolution increases, AGCMs start capturing flow features with scales of motion comparable in the horizontal and vertical (e.g., deep convection, fine-scale gravity waves), whereupon the hydrostatic approximation becomes invalid. Although deep convective systems in the tropics play key roles in global atmospheric circulations, they have not been directly resolved by hydrostatic AGCMs, and their effects have been considered in parameterized form (Arakawa 2004). The effects of fine-scale gravity waves that are parameterized as gravity wave drag in AGCMs become captured and the resolution increases, resulting in the propagation of such gravity waves being incorrectly calculated unless the nonhydrostatic effect is taken into account.

For a numerical algorithm, many of the existing AGCMs employ the spectral transform method to represent spherical fields as introduced in Chapter 21. It is pointed out, however, that as horizontal resolution increases, spectral transforms become inefficient for high-performance computing; see Stuhne and Peltier (1996), Taylor et al. (1997), Randall et al. (2000), Satoh et al. (2005), Cheong (2006), and Tomita et al. (2008). A serious problem is the computational inefficiency of the Legendre transformation: computational operations are $\mathrm{O}\left(N^{3}\right)$ complex, where $N$ is the truncation number. Another problem occurs with computation on a massively parallel computer: the spectral transform method requires extensive data transfer between computer nodes. Although the double Fourier transformation method is proposed as an alternative (e.g., Cheong 2006), this method still requires global communication between computer nodes.

To drastically increase horizontal resolution, governing equations and numerical algorithms must both be reconsidered for a new type of global atmospheric model. First, nonhydrostatic dynamical cores must be chosen as governing equations. Next, instead of spectral methods, the grid point method is a prospective alternative for high-resolution modeling. As for the familiar latitude-longitude grid, however, the grid spacing near the poles becomes unaffordably small as horizontal resolution is increased, so that numerical filters or reduced grids are required to avoid computational instability near the poles, in general. In principle, the semi-Lagrangian and semi-implicit (SLSI) approach (cf. Laprise, 2008; Staniforth and Wood, 2008) might be employed to overcome severe restrictions of the time interval for the CFL condition. Several authors have used the latitude-longitude grid to solve a set of nonhydrostatic equations with the SLSI approach to acquire a large time interval for integration (Semazzi et al., 1995; Cullen et al., 1997; Qian et al., 1998; Côté
et al., 1998; Yeh et al., 2002; Davies et al., 2005; Wedi and Smolarkiewicz, 2009). However, it is unclear how effective elliptic solvers, developed for SLSI schemes, would be for the stiff boundary value problems accompanying ultra-high resolution calculations. There are also different types of global nonhydrostatic models (Smolarkiewicz et al., 2001); incompressible, anelastic, and elastic systems can be considered.

One can overcome the pole problem using other types of grid systems with quasihomogeneous grids over a sphere, as described in Chapter 25, in which one such grid, the icosahedral grid is particularly described. The icosahedral grid is nowadays one of the major grid systems for high-resolution atmospheric modeling. Primitive (hydrostatic) equation global models using the icosahedral grid are being developed at Colorado State University for climate modeling (CSU AGCM) (Ringler et al., 2000), Deutscher Wetterdienst for numerical prediction modeling (GME) (Majewski et al., 2002), and the Flow-following finite-volume Icosahedral Model (FIM) at the National Oceanic and Atmospheric Administration (NOAA). Global nonhydrostatic models using icosahedral grids are being developed by several groups in the world: the geodesic grid model at the Colorado State University, the ICOsahedral Nonhydrostatic model (ICON) at the Deutscher Wetterdienst and the Max Planck Institute for Meteorology, the Model for Prediction Across Scales (MPAS) at the National Center for Atmospheric Research (Skamarock et al. 2012), and the Nonhydrostatic Icosahedral Model (NIM) at NOAA. In Japan, we have shown pioneering studies in the development and simulation of an icosahedral atmospheric model using the nonhydrostatic system, called NICAM (Satoh et al., 2008). In Chapter 25, the properties of icosahedral grids used for NICAM are described. They are characterized by the improved numerical accuracy of differential operators and the homogeneity of the grid system using spring dynamics (Tomita et al., 2001, 2002).

NICAM is intended to be used for "cloud-resolving simulations" by explicitly resolving deep convective circulation using outstanding computing power such as provided by the Earth Simulator and the K-computer (http://www.nsc.riken.jp/indexeng.html). We use a fully compressible (elastic) nonhydrostatic system to obtain thermodynamically quasi-equilibrium states by long-time simulations. For this purpose, we devised a nonhydrostatic numerical scheme that guarantees conservation of mass and energy as described in Chapter 24 (Satoh 2002, 2003). Tomita and Satoh (2004) implemented this nonhydrostatic scheme in a global model using an icosahedral grid configuration, and developed the dynamical core of NICAM. The split-explicit time integration scheme (Klemp and Wilhelmson, 1978) is used for the horizontal propagation of fast waves, and an implicit scheme is used for vertical propagation of fast waves; thus, multidimensional elliptic solvers are not required. To extend the original nonhydrostatic scheme to the global domain, the set of equations in Satoh $(2002,2003)$ is reformulated for spherical geometry and made suitable for the icosahedral grid configuration. The finite volume method is used for numerical discretization, so that total mass and energy over the domain is conserved; thus this model is suitable for long-term climate simulation.

This chapter only considers NICAM simulations briefly. More detailed studies
of NICAM experiments with a 3.5 km horizontal mesh interval are reported by Tomita et al. (2005), Miura et al. (2005), Nasuno et al. (2007), Inoue et al. (2008), and Sato et al. (2009) among others. The computational performance of NICAM is summarized by Satoh et al. (2005) and Tomita et al. (2008). A review and the future perspectives of NICAM studies is given in Satoh et al. (2008) and Matsuno et al. (2011).

### 26.2 The basic equations

In this section, governing equations of full moist physics used for a global nonhydrostatic model are described. The formulation is for the Nonhydrostatic Icosahedral Atmospheric Model (NICAM) and followings Satoh et al. (2008) to a large extent. The "dry" dynamical core of NICAM is described in Tomita and Satoh (2004). For formulation of a moist atmosphere, we follow that of the Cartesian coordinate model of Satoh (2003). While the warm rain process without cloud ice is described in Satoh (2003), we extend this scheme to cover spherical geometry and to take account of the effects of cloud ice. We also introduce deep-atmosphere dynamics as described in Tomita and Satoh (2004). Here, we write the governing equations of NICAM in compact operator form, as actually integrated in the model. Formal definitions of the operator notation are provided in Section 26.2.1, whereas derivation of the set of governing equations, starting with more basic fluid equations, is outlined in Sections 26.2.2-26.2.6.

### 26.2.1 Operator notation

Before describing the governing equations of the global nonhydrostatic model, we summarize the notations of differential operators. In order to discretize governing equations separately in the horizontal and vertical directions, we divide the terms of differential operators into horizontal and vertical components. The threedimensional gradient operator for a scalar $\phi$ and the three-dimensional divergence operator for a vector $\boldsymbol{u}$ are respectively written as

$$
\begin{align*}
\nabla \phi & =\nabla_{h} \phi+\hat{\boldsymbol{k}} \frac{\partial \phi}{\partial z}=\frac{\hat{\boldsymbol{i}}}{r \cos \varphi} \frac{\partial \phi}{\partial \lambda}+\frac{\hat{\boldsymbol{j}}}{r} \frac{\partial \phi}{\partial \varphi}+\hat{\boldsymbol{k}} \frac{\partial \phi}{\partial z}  \tag{26.2.1}\\
\nabla \cdot \boldsymbol{u} & =\nabla_{h} \cdot \boldsymbol{u}_{h}+\frac{1}{r^{2}} \frac{\partial\left(r^{2} u_{z}\right)}{\partial z} \\
& =\frac{1}{r \cos \varphi}\left[\frac{\partial u_{\lambda}}{\partial \lambda}+\frac{\partial\left(u_{\varphi} \cos \varphi\right)}{\partial \varphi}\right]+\frac{1}{r^{2}} \frac{\partial\left(r^{2} u_{z}\right)}{\partial z} \tag{26.2.2}
\end{align*}
$$

where $\nabla_{h}$ is the horizontal gradient operator, $\hat{\boldsymbol{i}}$ and $\hat{\boldsymbol{j}}$ are unit vectors in the longitudinal and latitudinal directions, respectively; and $\hat{\boldsymbol{k}}$ is an outward unit vector in the vertical direction. $\varphi$ and $\lambda$ are latitude and longitude, respectively. A vector $\boldsymbol{u}$ is decomposed of $u_{z}(=\boldsymbol{u} \cdot \hat{\boldsymbol{k}})$ and $\boldsymbol{u}_{h}\left(=\boldsymbol{u}-\hat{\boldsymbol{k}} u_{z}\right)$, and $u_{\lambda}$ and $u_{\varphi}$ are the longitudinal and latitudinal components, respectively. $z$ is the vertical coordinate, defined by $z \equiv r-r_{0}$, where $r_{0}$ is the Earth's radius. We do not consider an ellipsoid of the Earth's shape, and assume that the radius at the sea level is constant;
hence $z$ is height from the sea level. Hereafter, for an arbitrary three-dimensional vector, a bold character with subscript $h$ denotes the horizontal vector component and an italic character with subscript $z$ denotes the vertical component. $\nabla_{h}$. is the spherical divergence operator.

Generally, we use deep-atmosphere formulation. For shallow-atmosphere approximation over a spherical Earth, $r$ in (26.2.1) and (26.2.2) is replaced by a constant $r_{0}$. To enable optionality of deep and shallow approximations, we introduce a factor $\gamma \equiv r / r_{0}$. With this, we readily derive the following relations:

$$
\begin{equation*}
\gamma \nabla_{h} \phi=\nabla_{h 0} \phi, \quad \gamma \nabla_{h} \cdot \boldsymbol{u}=\nabla_{h 0} \cdot \boldsymbol{u} \tag{26.2.3}
\end{equation*}
$$

where

$$
\begin{align*}
\nabla_{h 0} \phi & =\frac{\hat{\boldsymbol{i}}}{r_{0} \cos \varphi} \frac{\partial \phi}{\partial \lambda}+\frac{\hat{\boldsymbol{j}}}{r_{0}} \frac{\partial \phi}{\partial \varphi}  \tag{26.2.4}\\
\nabla_{h 0} \cdot \boldsymbol{u}_{h} & =\frac{1}{r_{0} \cos \varphi}\left[\frac{\partial u_{\lambda}}{\partial \lambda}+\frac{\partial\left(u_{\varphi} \cos \varphi\right)}{\partial \varphi}\right] . \tag{26.2.5}
\end{align*}
$$

To include topographical effects, we introduce terrain-following coordinates with a transformed vertical coordinate $\xi$ : an arbitrary monotonic function of height (GalChen and Somerville 1975; Wedi and Smolarkiewicz 2004). In the current model, we simply use a linear relation between $z$ and $\xi$ :

$$
\xi=\frac{z_{T}\left(z-z_{s}\right)}{z_{T}-z_{s}}
$$

where $z_{T}$ is the top of the model domain and is constant in the entire globe; $z_{s}$ is surface height which depends on horizontal location. Here, we define gradient and divergence operators on a constant $\xi$ shell:

$$
\begin{aligned}
\tilde{\nabla}_{h 0} \phi & \equiv \frac{\hat{\boldsymbol{i}}}{r_{0} \cos \varphi}\left(\frac{\partial \phi}{\partial \lambda}\right)_{\xi}+\frac{\hat{\boldsymbol{j}}}{r_{0}}\left(\frac{\partial \phi}{\partial \varphi}\right)_{\xi} \\
\tilde{\nabla}_{h 0} \cdot \boldsymbol{u}_{h} & \equiv \frac{1}{r_{0} \cos \varphi}\left[\left(\frac{\partial u_{\lambda}}{\partial \lambda}\right)_{\xi}+\left(\frac{\partial\left(u_{\varphi} \cos \varphi\right)}{\partial \varphi}\right)_{\xi}\right] .
\end{aligned}
$$

Note that these operators are evaluated at the sea level $r_{0}$. We define the metrics as

$$
\begin{equation*}
G^{1 / 2} \equiv\left(\frac{\partial z}{\partial \xi}\right)_{h}, \quad G^{z} \equiv \nabla_{h 0} \xi=-\frac{\tilde{\nabla}_{h 0} z}{G^{1 / 2}} \tag{26.2.6}
\end{equation*}
$$

where $(\partial / \partial \xi)_{h}$ denotes a derivative in the vertical direction. Using this, we obtain the following relations:

$$
\begin{align*}
G^{1 / 2} \nabla_{h 0} \phi & =\tilde{\nabla}_{h 0}\left(G^{1 / 2} \phi\right)+\frac{\partial}{\partial \xi}\left(\boldsymbol{G}^{z} G^{1 / 2} \phi\right)  \tag{26.2.7}\\
G^{1 / 2} \nabla_{h 0} \cdot \boldsymbol{u}_{h} & =\tilde{\nabla}_{h 0} \cdot\left(G^{1 / 2} \boldsymbol{u}_{h}\right)+\frac{\partial}{\partial \xi}\left(G^{1 / 2} \boldsymbol{u}_{h} \cdot \boldsymbol{G}^{z}\right)  \tag{26.2.8}\\
G^{1 / 2} \frac{\partial \phi}{\partial z} & =\frac{\partial \phi}{\partial \xi} \tag{26.2.9}
\end{align*}
$$

Note that the above equations are not satisfied if $\nabla_{h}()$ and $\nabla_{h} \cdot()$ are used instead of $\nabla_{h 0}()$ and $\nabla_{h 0} \cdot()$.

### 26.2.2 Continuity equations

We consider a system in which the unit volume of air is composed of dry air, water vapor, and liquid and solid phases of water. In this formulation, equations are formulated using the one-moment bulk formula for cloud microphysics schemes, where the mass concentrations of water categories are treated as prognostic variables and the numbers of concentration are not. There are both the airborne and precipitating components of liquid and solid phases of water, so that these consist of more than or equal to two components, designated by indices $j$ and $k$, respectively. We might call airborne component of liquid water "cloud water", and that of solid water "cloud ice", though a sedimentation effect is sometimes introduced for the category of "cloud ice" based on observation. Precipitating components are categorized in many species depending on cloud microphysics schemes. In a simple case, the precipitating component of liquid air is "rain", and that of solid water is "snow". If we use a more comprehensive scheme such as that of Lin et al. (1983), precipitating components of solid water are composed of more categories such as "snow", "graupel", and "hail". Examples of single bulk cloud microphysics schemes are that of Kessler (1969) and that used by Klemp and Wilhelmson (1978) for warm rain and Lin et al. (1983) and Grabowski $(1998,1999)$ for cold rain. We gave an expression for Kessler's scheme in Section 9.2, and refer to the above references for a complete exposition.

We use the total density of moist air $\rho$ for the continuity equation. The mass concentration of dry air, vapor, the $j$-th component of liquid water, and the $k$-th component of solid water are denoted by $q_{d}, q_{v}, q_{i, k}$, and $q_{l, j}$, respectively. The total number of liquid water components is $j_{\max }$, and that of solid water components is $k_{\max }$. The continuity equations of dry air, water vapor, liquid and solid components of water are respectively written as

$$
\begin{align*}
& \frac{\partial\left(\rho q_{d}\right)}{\partial t}+\nabla_{h} \cdot\left(\rho q_{d} \boldsymbol{v}_{h}\right)+\frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{d} w\right)}{\partial z}=s_{d},  \tag{26.2.10}\\
& \frac{\partial\left(\rho q_{v}\right)}{\partial t}+\nabla_{h} \cdot\left(\rho q_{v} \boldsymbol{v}_{h}\right)+\frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{v} w\right)}{\partial z}=s_{v},  \tag{26.2.11}\\
& \frac{\partial\left(\rho q_{l, j}\right)}{\partial t}+\nabla_{h} \cdot\left(\rho q_{l, j} \boldsymbol{v}_{h}\right)+\frac{1}{r^{2}} \frac{\partial\left[r^{2} \rho q_{l, j}\left(w+w_{l, j}^{*}\right)\right]}{\partial z}=s_{l, j}, \\
& \frac{\partial\left(\rho q_{i, k}\right)}{\partial t}+\nabla_{h} \cdot\left(\rho q_{i, k} \boldsymbol{v}_{h}\right)+\frac{1}{r^{2}} \frac{\partial\left[r^{2} \rho q_{i, k}\left(w+w_{i, k}^{*}\right)\right]}{\partial z}=j_{\max },  \tag{26.2.12}\\
& \text { for } 1 \leq k \leq k_{\max },
\end{align*}
$$

where $s_{*}$ represents the source terms of each category including diffusion and conversion between water categories. $\boldsymbol{v}_{h}$ and $w$ are the horizontal velocity vector and vertical velocity of the air; $w_{l, j}^{*}$ and $w_{i, k}^{*}$ are terminal velocities relative to the air;
$t$ is time. Following Ooyama (2001) and Satoh (2003), horizontal velocity is the same as the air irrespective of water categories, while vertical velocity depends on the categories of water, as represented by $w_{l, j}^{*}$ and $w_{i, k}^{*}$. We assume that the sum of the source terms should vanish:

$$
\begin{equation*}
s_{d}+s_{v}+\sum_{j=1}^{j_{\max }} s_{l, j}+\sum_{k=1}^{k_{\max }} s_{i, k}=0 \tag{26.2.14}
\end{equation*}
$$

This implies that both the sum of conversion terms between water categories and the sum of diffusion terms vanish. The formulation of conversion terms depends on cloud microphysics schemes.

It is convenient to use sums of liquid phases of water and solid phases of water. Mass concentrations and source terms are defined by

$$
q_{l}=\sum_{j=1}^{j_{\max }} q_{l, j}, \quad s_{l}=\sum_{j=1}^{j_{\max }} s_{l, j} ; \quad q_{i}=\sum_{k=1}^{k_{\max }} q_{i, k}, \quad s_{i}=\sum_{k=1}^{k_{\max }} s_{i, k}
$$

The mass concentration of total water is $q_{w}=q_{v}+q_{l}+q_{i}$ and that of dry air is $q_{d}=1-q_{w}$. Summing (26.2.10), (26.2.11), (26.2.12) over $j$, and (26.2.13) over $k$, and using (26.2.14), we obtain the continuity equation of total density as

$$
\begin{align*}
\frac{\partial \rho}{\partial t} & +\nabla_{h} \cdot\left(\rho \boldsymbol{v}_{h}\right)+\frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho w\right)}{\partial z} \\
& =-\sum_{j=1}^{j_{\text {max }}} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{l, j} w_{l, j}^{*}\right)}{\partial z}-\sum_{k=1}^{k_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{i, k} w_{i, k}^{*}\right)}{\partial z} . \tag{26.2.15}
\end{align*}
$$

The first and second terms on the right-hand side represent flux convergences of liquid and solid water due to precipitating velocities relative to the mass center of the air, respectively.

It is remarked that dry density is used as a prognostic variable in many nonhydrostatic models, instead of total density. In this case, (26.2.10) is used by assuming $s_{d}=0$ for simplicity. Theoretically, this assumption is closely related to the definition of momentum in the next subsection, but in practice the assumption is made just for simplicity because complex multiphase dynamics are involved in general.

### 26.2.3 Momentum equation

The momentum equation derives from the fundamental Navier-Stokes' equations, posed in a rotating reference frame with its origin in the center of the Earth (Fig. 26.1). In vector notation, the momentum equation for a multiphase atmospheric fluid is compactly written as

$$
\begin{align*}
& \frac{\partial(\rho \boldsymbol{v})}{\partial t}+\nabla \cdot(\rho \boldsymbol{v} \otimes \boldsymbol{v})+2 \rho \boldsymbol{\Omega} \times \boldsymbol{v}=-\nabla p-\rho g \hat{\boldsymbol{k}}+\boldsymbol{f} \\
& \quad-\sum_{j=1}^{j_{\text {max }}} \nabla \cdot\left(r^{2} \rho q_{l, j} \boldsymbol{v}_{l, j}^{*} \otimes \boldsymbol{v}\right)-\sum_{k=1}^{k_{\max }} \nabla \cdot\left(r^{2} \rho q_{i, k} \boldsymbol{v}_{i, k}^{*} \otimes \boldsymbol{v}\right), \tag{26.2.16}
\end{align*}
$$

where $p$ is pressure; $g, \boldsymbol{\Omega}$, and $\boldsymbol{f}$ are the acceleration due to gravity, the angular velocity of the Earth, and the frictional force such as viscosity, respectively; $\otimes$ and $\times$ stand for the tensor product and the outer product, respectively. The last two terms on the right-hand side of (26.2.16) represent drag forcing, where $\boldsymbol{v}_{l, j}^{*}=\left(0,0, w_{l, j}^{*}\right)$ and $\boldsymbol{v}_{i, k}^{*}=\left(0,0, w_{i, k}^{*}\right)$. In this equation, the material derivatives of $w_{l, j}^{*}$ and $w_{i, k}^{*}$ along the paths of precipitation are ignored. The validation of this approximation is discussed in Ooyama (2001). For convenience, we abbreviate the advection term and Coriolis term to $\boldsymbol{a}$ and $\boldsymbol{c}$, respectively:

$$
\begin{equation*}
\boldsymbol{a} \equiv \nabla \cdot(\rho \boldsymbol{v} \otimes \boldsymbol{v}), \quad \boldsymbol{c} \equiv 2 \rho \boldsymbol{\Omega} \times \boldsymbol{v} \tag{26.2.17}
\end{equation*}
$$

The vertical velocity component and the horizontal velocity vector are $w=\boldsymbol{v} \cdot \hat{\boldsymbol{k}}$ and $\boldsymbol{v}_{h}=\boldsymbol{v}-w \hat{\boldsymbol{k}}$, respectively. From (26.2.16), the horizontal and vertical momentum equations are given by

$$
\begin{align*}
& \frac{\partial\left(\rho \boldsymbol{v}_{h}\right)}{\partial t}+\boldsymbol{a}_{h}+\boldsymbol{c}_{h}=-\nabla_{h} p+\boldsymbol{f}_{h} \\
& \quad-\sum_{j=1}^{j_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{l, j} w_{l, j}^{*} \boldsymbol{v}_{h}\right)}{\partial z}-\sum_{k=1}^{k_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{i, k} w_{i, k}^{*} \boldsymbol{v}_{h}\right)}{\partial z} .  \tag{26.2.18}\\
& \frac{\partial(\rho w)}{\partial t}+a_{z}+c_{z}=-\frac{\partial p}{\partial z}-\rho g+f_{z} \\
& \quad-\sum_{j=1}^{j_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{l, j} w_{l, j}^{*} w\right)}{\partial z}-\sum_{k=1}^{k_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{i, k} w_{i, k}^{*} w\right)}{\partial z} . \tag{26.2.19}
\end{align*}
$$

### 26.2.4 Energy equation

First, we summarize the thermodynamic variables used here. Following the notation in Section 8.2 and extending it to Satoh (2003) to include ice effects, we neglect the dependence of specific heat on temperature but consider the dependence of latent heat on temperature. Latent heat for vaporization and fusion is expressed respectively as

$$
L_{v}=L_{v 00}+\left(C_{p v}-C_{l}\right) T, \quad L_{f}=L_{f 00}+\left(C_{l}-C_{i}\right) T
$$

where $T$ is temperature; $C_{p v}$ is specific heat at constant pressure for water vapor; $C_{l}$ and $C_{i}$ are the specific heat for liquid water and solid water. $L_{v 00}$ and $L_{f 00}$ are introduced; these can be viewed as the latent heat of vaporization at 0 K and that of fusion at 0 K , respectively. The enthalpy and internal energy per unit mass of each substance are defined as follows:

$$
\begin{aligned}
& h_{d}=C_{p d} T, \quad e_{d}=C_{v d} T \\
& h_{v}=C_{p v} T+L_{v 00}, \quad e_{v}=C_{v v} T+L_{v 00} \\
& h_{l, j}=C_{l} T, \quad e_{l, j}=h_{l, j} \\
& h_{i, k}=C_{i} T-L_{f 00}, \quad e_{i, k}=h_{i, k}
\end{aligned}
$$

where $C_{p d}$ is specific heat at constant pressure for dry air; $C_{v d}\left(=C_{p d}-R_{d}\right)$ and $C_{v v}\left(=C_{p v}-R_{v}\right)$ are the specific heat at a constant volume for dry air and water
vapor, respectively. $R_{d}$ and $R_{v}$ are the gas constants for dry air and water vapor, respectively. Moist enthalpy per unit mass (including water substance), pressure, and moist internal energy are respectively written as

$$
\begin{align*}
h & =q_{d} C_{p d} T+q_{v}\left(C_{p v} T+L_{v 00}\right)+q_{l} C_{l} T+q_{i}\left(C_{i} T-L_{f 00}\right)  \tag{26.2.20}\\
p & =\rho\left(q_{d} R_{d}+q_{v} R_{v}\right) T  \tag{26.2.21}\\
e & =h-\frac{p}{\rho} \\
& =q_{d} C_{v d} T+q_{v}\left(C_{v v} T+L_{v 00}\right)+q_{l} C_{l} T+q_{i}\left(C_{i} T-L_{f 00}\right) \tag{26.2.22}
\end{align*}
$$

It should be commented here that, in the forms of (26.2.20) and (26.2.22), the enthalpy and internal energy of water substances are measured from those of liquid water at 0 K . If the enthalpy and internal energy of water substances are measured from those of solid water at $0 \mathrm{~K},(26.2 .20)$ and (26.2.22) are replaced respectively by

$$
\begin{aligned}
h & =q_{d} C_{p d} T+q_{v}\left(C_{p v} T+L_{v 00}+L_{f 00}\right)+q_{l}\left(C_{l} T+L_{f 00}\right)+q_{i} C_{i} T \\
e & =q_{d} C_{v d} T+q_{v}\left(C_{v v} T+L_{v 00}+L_{f 00}\right)+q_{l}\left(C_{l} T+L_{f 00}\right)+q_{i} C_{i} T
\end{aligned}
$$

These expressions can also be used but it should be noted that expressions of the energy quantities can be different, depending on the origin of the energy.

The resulting conservation equation for the moist internal energy takes the form:

$$
\begin{align*}
\frac{\partial(\rho e)}{\partial t} & +\nabla_{h} \cdot\left(\rho \boldsymbol{v}_{h} h\right)+\frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho w h\right)}{\partial z}=\left(\boldsymbol{v}_{h} \cdot \nabla_{h} p+w \frac{\partial p}{\partial z}\right) \\
& -\left[\sum_{j=1}^{j_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{l, j} e_{l, j} w_{l, j}^{*}\right)}{\partial z}+\sum_{k=1}^{k_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{i, k} e_{i, k} w_{i, k}^{*}\right)}{\partial z}\right] \\
& -\left(\sum_{j=1}^{j_{\max }} \rho q_{l, j} g w_{l, j}^{*}+\sum_{k=1}^{k_{\max }} \rho q_{i, k} g w_{i, k}^{*}\right)-\left(\boldsymbol{v}_{h} \cdot \boldsymbol{f}_{h}+w f_{z}\right)+q_{h e a t}, \tag{26.2.23}
\end{align*}
$$

where $q_{\text {heat }}$ represents a source term of internal energy, such as radiative forcing or the convergence of latent and sensible heat fluxes. The first term on the right-hand side represents the conversion from kinetic energy due to pressure force, the second term represents the vertical convergence of precipitating fluxes, and the third term represents the heat source by the drag force, which is converted from potential energy (Ooyama, 2001).

The moist internal energy (26.2.22) can be rewritten as

$$
\begin{equation*}
e=C_{V} T+\left(q_{v} L_{v 00}-q_{i} L_{f 00}\right)=e_{a}+\left(q_{v} L_{v 00}-q_{i} L_{f 00}\right) \tag{26.2.24}
\end{equation*}
$$

where $e_{a} \equiv C_{V} T$ and $C_{V}=q_{d} C_{v d}+q_{v} C_{v v}+q_{l} C_{l}+q_{i} C_{i}$ represents the specific heat of total air at constant volume. From this, we regard the first term of (26.2.24) as the sensible heat part of internal energy, and the second term, $\left(q_{v} L_{v 00}-q_{i} L_{f 00}\right)$,
as the latent heat part of internal energy. In the same way, we define the sensible heat part of enthalpy, which is denoted by $h_{a} \equiv h-\left(q_{v} L_{v 00}-q_{i} L_{f 00}\right)$. Multiplying the sum of (26.2.13) over $k$ by $L_{f 00}$ and (26.2.11) by $L_{v 00}$, and subtracting the two from (26.2.23), we obtain an equation for the sensible heat part of internal energy; that is

$$
\begin{align*}
& \frac{\partial\left(\rho e_{a}\right)}{\partial t}+\nabla_{h} \cdot\left(\rho \boldsymbol{v}_{h} h_{a}\right)+\frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho w h_{a}\right)}{\partial z}=\left(\boldsymbol{v}_{h} \cdot \nabla_{h} p+w \frac{\partial p}{\partial z}\right) \\
& \quad-\left[\sum_{j=1}^{j_{\text {max }}} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{l, j} C_{l} T w_{l, j}^{*}\right)}{\partial z}+\sum_{k=1}^{k_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{i, k} C_{i} T w_{i, k}^{*}\right)}{\partial z}\right] \\
& \quad-\left(\sum_{j=1}^{j_{\max }} \rho q_{l, j} g w_{l, j}^{*}+\sum_{k=1}^{k_{\max }} \rho q_{i, k} g w_{i, k}^{*}\right) \\
& \quad-\left(\boldsymbol{v}_{h} \cdot \boldsymbol{f}_{h}+w f_{z}\right)+q_{\text {heat }}-L_{v 00} s_{v}+L_{f 00} s_{i} . \tag{26.2.25}
\end{align*}
$$

### 26.2.5 The conservation of total energy

We demand that total energy is conserved in this formulation, following the concept described in Chapter 24. In the following, we review some pertinent points. Kinetic energy is defined by

$$
k=\frac{\rho\left(\boldsymbol{v}_{h} \cdot \boldsymbol{v}_{h}+w^{2}\right)}{2} .
$$

The equation of kinetic energy can be derived from momentum equations:

$$
\begin{align*}
& \frac{\partial(\rho k)}{\partial t}+\nabla_{h} \cdot\left(\rho \boldsymbol{v}_{h} k\right)+\frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho w k\right)}{\partial z}=-\left(\boldsymbol{v}_{h} \cdot \nabla_{h} p+w \frac{\partial p}{\partial z}\right)-\rho g w \\
& \quad-\left[\sum_{j=1}^{j_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{l, j} w_{l, j}^{*} k\right)}{\partial z}+\sum_{k=1}^{k_{\text {max }}} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{i, k} w_{i, k}^{*} k\right)}{\partial z}\right] \\
& \quad+\boldsymbol{v}_{h} \cdot \boldsymbol{f}_{h}+w f_{z} . \tag{26.2.26}
\end{align*}
$$

The equation of potential energy is simply $\rho d \phi / d t=\rho g w$, where geopotential $\phi=$ $g z$. The flux-form equation of potential energy is derived from this equation, using the total mass continuity (26.2.15); that is,

$$
\begin{align*}
& \frac{\partial(\rho \phi)}{\partial t}+\nabla_{h} \cdot\left(\rho \boldsymbol{v}_{h} \phi\right)+\frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho w \phi\right)}{\partial z} \\
& \quad=\quad \rho g w+\sum_{j=1}^{j_{\max }} \rho q_{l, j} g w_{l, j}^{*}+\sum_{k=1}^{k_{\max }} \rho q_{i, k} g w_{i, k}^{*} \\
&-\left[\sum_{j=1}^{j_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{l, j} w_{l, j}^{*} \phi\right)}{\partial z}+\sum_{k=1}^{k_{\max }} \frac{1}{r^{2}} \frac{\partial\left(r^{2} \rho q_{i, k} w_{i, k}^{*} \phi\right)}{\partial z}\right] . \tag{26.2.27}
\end{align*}
$$

The sum of (26.2.23), (26.2.26), and (26.2.27) gives the conservation law of the total energy. If we use the sensible heat part of internal energy $e_{a}$ instead of $e$, the equation of corresponding total energy can be written as

$$
\begin{align*}
& \frac{\partial\left[\rho\left(e_{a}+k+\phi\right)\right]}{\partial t}+\nabla_{h}\left[\rho \boldsymbol{v}_{h}\left(h_{a}+k+\phi\right)\right]+\frac{1}{r^{2}} \frac{\partial\left[r^{2} \rho w\left(h_{a}+k+\phi\right)\right]}{\partial z} \\
& =-\left\{\sum_{j=1}^{j_{\max }} \frac{1}{r^{2}} \frac{\partial\left[r^{2} \rho q_{l, j}\left(C_{l} T+k+\phi\right) w_{l, j}^{*}\right]}{\partial z}\right. \\
& \left.\quad+\sum_{k=1}^{k_{\max }} \frac{1}{r^{2}} \frac{\partial\left[r^{2} \rho q_{i, k}\left(C_{i} T+k+\phi\right) w_{i, k}^{*}\right]}{\partial z}\right\} \\
& \quad+q_{\text {heat }}-L_{v 00} s_{v}+L_{f 00} s_{i} . \tag{26.2.28}
\end{align*}
$$

### 26.2.6 Summary of the governing equations

Here, we summarize the governing equations of the model: the continuity equations are (26.2.15) for total mass, (26.2.11) for water vapor, and (26.2.12) and (26.2.13) for each component of liquid and solid water substances. The momentum equations are (26.2.18) for the horizontal component and (26.2.19) for the vertical component of momentum. As for energy, we use the sensible heat part of the internal energy equation (26.2.25). Additionally, we may use the conservation of total energy (26.2.28). Equations are discretized in flux form by defining control volumes in space. Thus, the prognostic variables are ( $\left.\rho, \rho \boldsymbol{v}_{h}, \rho w, \rho e_{a}, \rho q_{v}, \rho q_{l, j}, \rho q_{i, j}\right)$. The other variables, such as $p$ and $T$, are derived diagnostically from these prognostic variables. The explicit formulation is reviewed in the next section.

### 26.3 Governing equations

In the previous section, we introduced the basic equations of a global nonhydrostatic model. We explicitly summarize the set of governing equations used for the model in this section.

We emphasize two metric symbols: $\gamma \equiv r / r_{0}$ for deep atmosphere, and $G^{1 / 2} \equiv$ $(\partial z / \partial \xi)_{h}$ for terrain-following coordinates, where the vertical coordinate $\xi$ is related to height $z$ as a monotonic function of $\xi=\xi(z)$ (Section 26.2.1). Multiplying the original set of physical variables by $G^{1 / 2} \gamma^{2}$, we define the following variables:

$$
\begin{equation*}
\left(R, P, \boldsymbol{V}_{h}, W, E_{a}, Q_{n}\right)=G^{1 / 2} \gamma^{2}\left(\rho^{\prime}, p^{\prime}, \rho \boldsymbol{v}_{h}, \rho w, \rho e_{a}, \rho q_{n}\right) \tag{26.3.1}
\end{equation*}
$$

where $\rho^{\prime}$ and $p^{\prime}$ are the perturbation fields of density and pressure from a basic state that satisfies the hydrostatic balance equation: $\rho^{\prime}=\rho-\rho_{s}$ and $p^{\prime}=p-p_{s}$ with

$$
0=-\frac{\partial p_{s}}{\partial z}-\rho_{s} g
$$

where $p_{s}$ and $\rho_{s}$ stand for the pressure and density of a basic state, which depends only on height $z$. Note $\rho$ is the total density of moist air including the contribution
of water substances. $\boldsymbol{v}_{h}$ and $w$ are the horizontal velocity vector and the vertical velocity component, respectively; $e_{a}$ is the sensible heat part of internal energy defined by $(26.2 .24) ; q_{n}$ stands for the $n$-th component of water substance: water vapor for $n=1$, liquid water for $2 \leq n \leq j_{\max }+1$, and solid water for $j_{\max }+2 \leq$ $n \leq j_{\max }+k_{\max }+1$. The number of liquid water categories is $j_{\max }$ and that of solid water (ice) categories is $k_{\max }$ as introduced in Section 26.2.2.

Multiplying (26.2.15), (26.2.18), (26.2.19), (26.2.25), and (26.2.10)-(26.2.13) by the factor $G^{1 / 2} \gamma^{2}$, and using (26.2.3) and (26.2.7)-(26.2.9), we obtain the following prognostic equations for a deep atmosphere in terrain-following coordinates:

$$
\begin{align*}
& \frac{\partial R}{\partial t}+\tilde{\nabla}_{h 0} \cdot\left(\frac{\boldsymbol{V}_{h}}{\gamma}\right)+\frac{\partial}{\partial \xi}\left(\frac{\boldsymbol{V}_{h}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W}{G^{1 / 2}}\right)=\mathcal{G}_{R}  \tag{26.3.2}\\
& \frac{\partial \boldsymbol{V}_{h}}{\partial t}+\tilde{\nabla}_{h 0} \frac{P}{\gamma}+\frac{\partial}{\partial \xi}\left(\boldsymbol{G}^{z} \frac{P}{\gamma}\right)=\mathcal{G}_{V_{h}}  \tag{26.3.3}\\
& \frac{\partial W}{\partial t}+\gamma^{2} \frac{\partial}{\partial \xi}\left(\frac{P}{G^{1 / 2} \gamma^{2}}\right)+R g=\mathcal{G}_{W}  \tag{26.3.4}\\
& \frac{\partial E_{a}}{\partial t}+\tilde{\nabla}_{h 0} \cdot\left(h_{a} \frac{\boldsymbol{V}_{h}}{\gamma}\right)+\frac{\partial}{\partial \xi}\left[h\left(\frac{\boldsymbol{V}_{h}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W}{G^{1 / 2}}\right)\right] \\
& \quad-\left\{\boldsymbol{v}_{h} \cdot\left[\tilde{\nabla}_{h 0} \frac{P}{\gamma}+\frac{\partial}{\partial \xi}\left(\boldsymbol{G}^{z} \frac{P}{\gamma}\right)\right]+w\left[\gamma^{2} \frac{\partial}{\partial \xi}\left(\frac{P}{G^{1 / 2} \gamma^{2}}\right)+R g\right]\right\} \\
& \quad+W g=\mathcal{G}_{E_{a}},  \tag{26.3.5}\\
& \frac{\partial Q_{n}}{\partial t}+\tilde{\nabla}_{h 0} \cdot\left(q_{n} \frac{\boldsymbol{V}_{h}}{\gamma}\right)+\frac{\partial}{\partial \xi}\left[q_{n}\left(\frac{\boldsymbol{V}_{h}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W}{G^{1 / 2}}\right)\right]=\mathcal{G}_{Q_{n}} \tag{26.3.6}
\end{align*}
$$

where $\boldsymbol{G}^{z} \equiv \nabla_{h 0} \xi$ which is defined by (26.2.6). In (26.3.2)-(26.3.5), left-hand side terms are associated with fast propagating waves, while right-hand side terms are related to slow motions. This categorization is used for the time integration scheme in Section 26.4.3. The terms on the right-hand side are expressed as

$$
\begin{align*}
\mathcal{G}_{R}= & -\sum_{n} \frac{\partial}{\partial \xi}\left(\frac{W_{n}^{*}}{G^{1 / 2}}\right)  \tag{26.3.7}\\
\mathcal{G}_{V_{h}}= & \tilde{\boldsymbol{F}}_{h}-\tilde{\boldsymbol{A}}_{h}-\tilde{\boldsymbol{C}}_{h}-\sum_{n} \frac{\partial}{\partial \xi}\left(\boldsymbol{v}_{h} \frac{W_{n}^{*}}{G^{1 / 2}}\right)  \tag{26.3.8}\\
\mathcal{G}_{W}= & \tilde{F}_{z}-\tilde{A}_{z}-\tilde{C}_{z}-\sum_{n} \frac{\partial}{\partial \xi}\left(w \frac{W_{n}^{*}}{G^{1 / 2}}\right)  \tag{26.3.9}\\
\mathcal{G}_{E_{a}}= & -\sum_{n} \frac{\partial}{\partial \xi}\left(C_{n} T \frac{W_{n}^{*}}{G^{1 / 2}}\right)-\sum_{n} W_{n}^{*} g \\
& -\left(\boldsymbol{v}_{h} \cdot \tilde{\boldsymbol{F}}_{h}+w \tilde{F}_{z}\right)-L_{v 00} \tilde{S}_{v}+L_{f 00} \tilde{S}_{i}+\tilde{Q}_{h e a t},  \tag{26.3.10}\\
\mathcal{G}_{Q_{n}}= & \tilde{S}_{n}-\frac{\partial}{\partial \xi}\left(\frac{W_{n}^{*}}{G^{1 / 2}}\right) . \tag{26.3.11}
\end{align*}
$$

where $W_{n}^{*}$ is the mass flux of a precipitable water substance, defined by

$$
W_{n}^{*}=G^{1 / 2} \gamma^{2} \rho q_{n} w_{n}^{*}
$$

$w_{n}^{*}$ is the terminal velocity relative to the air, and is nonzero only for precipitable water substances (e.g., "rain" and "snow"). $C_{n}$ is the specific heat of the $n$-th component of water substance: $C_{n}=C_{l}$ for liquid water and $C_{n}=C_{i}$ for ice. $\left(\tilde{\boldsymbol{F}}, \tilde{Q}_{\text {heat }}, \tilde{S}_{n}\right) \equiv G^{1 / 2} \gamma^{2}\left(\boldsymbol{f}, q_{\text {heat }}, s_{n}\right)$ (see Section 26.2 for definitions). Vectors of the advection of momentum and the Coriolis force are $(\tilde{\boldsymbol{A}}, \tilde{\boldsymbol{C}})=G^{1 / 2} \gamma^{2}(\boldsymbol{a}, \boldsymbol{c})$, and $\tilde{\boldsymbol{A}}_{h}$ and $\tilde{A}_{z}$ are the horizontal and vertical components of $\tilde{\boldsymbol{A}}$. We introduce an orthogonal basis $\left\{\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right\}$ fixed to the Earth, where $\boldsymbol{e}_{3}$ is in the same direction as $\boldsymbol{\Omega}$, and define the three components of velocity by $\left(v_{1}, v_{2}, v_{3}\right)=\boldsymbol{v} \cdot\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right)$, as shown by Fig. 26.1. In this case, $(\tilde{\boldsymbol{A}}, \tilde{\boldsymbol{C}})$ are specifically expressed as

$$
\begin{align*}
\tilde{\boldsymbol{A}} \equiv & \left\{\tilde{\nabla}_{h 0} \cdot\left(v_{1} \frac{\boldsymbol{V}_{h}}{\gamma}\right)+\frac{\partial}{\partial \xi}\left[v_{1}\left(\frac{\boldsymbol{V}_{h}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W}{G^{1 / 2}}\right)\right]\right\} \boldsymbol{e}_{1} \\
& +\left\{\tilde{\nabla}_{h 0} \cdot\left(v_{2} \frac{\boldsymbol{V}_{h}}{\gamma}\right)+\frac{\partial}{\partial \xi}\left[v_{2}\left(\frac{\boldsymbol{V}_{h}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W}{G^{1 / 2}}\right)\right]\right\} \boldsymbol{e}_{2} \\
& +\left\{\tilde{\nabla}_{h 0} \cdot\left(v_{3} \frac{\boldsymbol{V}_{h}}{\gamma}\right)+\frac{\partial}{\partial \xi}\left[v_{3}\left(\frac{\boldsymbol{V}_{h}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W}{G^{1 / 2}}\right)\right]\right\} \boldsymbol{e}_{3},  \tag{26.3.12}\\
\tilde{\boldsymbol{C}} \equiv & \rho G^{1 / 2} \gamma^{2}\left(-2|\boldsymbol{\Omega}| v_{2} \boldsymbol{e}_{1}+2|\boldsymbol{\Omega}| v_{1} \boldsymbol{e}_{2}\right) . \tag{26.3.13}
\end{align*}
$$

For numerical integration, we supplementarily use the equation of total energy, which can be given from (26.2.28):

$$
\begin{align*}
& \frac{\partial\left(E_{a}+K+\Phi\right)}{\partial t}+\tilde{\nabla}_{h 0} \cdot\left[\left(h_{a}+k+\phi\right) \frac{\boldsymbol{V}_{h}}{\gamma}\right] \\
& \quad+\frac{\partial}{\partial \xi}\left[\left(h_{a}+k+\phi\right)\left(\frac{\boldsymbol{V}_{h}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W}{G^{1 / 2}}\right)\right]=\mathcal{G}_{E_{a}+K+\Phi} \tag{26.3.14}
\end{align*}
$$



Figure 26.1: Definitions of three components of velocity vector $\boldsymbol{v}$ and an orthogonal basis $\left\{\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right\}$. An orthogonal basis is fixed to the Earth with $\boldsymbol{e}_{3}$ parallel to the rotation vector $\boldsymbol{\Omega}$. The velocity vector $\boldsymbol{v}$ defined at point P is decomposed into three components $\left(v_{1}, v_{2}, v_{3}\right)$ in the directions of $\left\{\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right\}$. After Satoh et al. (2008).
where $(K, \Phi)=\rho G^{1 / 2} \gamma^{2}(k, \phi)$, which are kinetic energy and potential energy respectively, and

$$
\begin{equation*}
\mathcal{G}_{E_{a}+K+\Phi}=-\sum_{n} \frac{\partial}{\partial \xi}\left(C_{n} T \frac{W_{n}^{*}}{G^{1 / 2}}\right)-L_{v 00} \tilde{S}_{v}+L_{f 00} \tilde{S}_{i}+\tilde{Q}_{h e a t} \tag{26.3.15}
\end{equation*}
$$

### 26.4 Numerical methods

### 26.4.1 Overview of numerical methods

The governing prognostic equations solved in this global nonhydrostatic model are (26.3.2)-(26.3.5) for the dynamical part, and (26.3.6) for water components. For horizontal discretization, we use the icosahedral grid system on a sphere as described in Chapter 25. The original icosahedron consists of 20 triangles; we called it g-level 0 (grid division level 0). By dividing each triangle into four small triangles recursively, we obtain one-higher resolution with g-level $n$ (grid division level $n$ ). The total number of grid points is $N_{P}=10\left(2^{n}\right)^{2}+2$. We further modify the horizontal grid structure by relocating cell centers and spring dynamics to obtain a smooth distribution of the horizontal mesh (Tomita et al. 2001, 2002); see Section 25.4. For vertical discretization, we use Lorenz grid staggering as shown by Fig. 26.2. It is similar to that introduced in Chapter 22, but here the vertical levels are defined by the height $z$-coordinate, while Fig. 22.1 is based on the pressure coordinate. Horizontally, all prognostic variables are defined at the same collocation points at the mass centers of control volumes (hexagon or pentagon). Vertically, $R, \boldsymbol{V}_{h}, E$ are defined at the integer levels and $W$ is defined at the half-integer levels as shown in Fig. 26.2. Water components $Q_{n}$ are defined at the same points as $E$.


Figure 26.2: Vertical levels and locations of variables of Lorenz grids. $R$ is density, $V_{h}$ is horizontal velocity, $W$ is vertical velocity, and $E$ is internal energy. $k$ is the index of vertical levels, and the number of vertical levels is $k_{\max }$. After Satoh et al. (2008).

It seems that the Lorenz grid is appropriate for a nonhydrostatic system, where three-dimensional divergence is defined at the same point as thermodynamic variables. However, there is ongoing debate for the choice of vertical grid system (i.e., the Lorenz grid vs. the Charney-Phillips grid, see Arakawa and Moorthi, 1988; Fox-Rabinovitz, 1996; Thuburn et al., 2002; Thuburn and Woollings, 2005). In the Lorenz grid, both thermodynamic variables are staggered with respect to vertical velocity, while temperature and vertical velocity are defined at the same vertical levels in the Charney-Phillips grid. For NICAM simulations, no difficulties associated with the Lorenz grid have been encountered. It may be thought that deviations from hydrostatic balance are automatically adjusted in a nonhydrostatic system, and therefore the Lorenz grid can still be regarded as a candidate for the vertical coordinate of the global nonhydrostatic model, although numerical modes may arise in special cases.

For time discretization, a split-explicit scheme is used to integrate governing equations. Figure 26.3 outlines the time integration procedure. Fast-mode terms are evaluated at every small time step with a time interval $\Delta \tau$, while slow-mode terms are evaluated at large time steps with a larger time interval $\Delta t$, thus defining the split number $N_{s}=\Delta t / \Delta \tau$. For small time step integration, we implicitly solve the vertical propagation of fast waves and explicitly solve the horizontal propagation of fast waves; this method is referred to as the horizontally explicit and vertically implicit scheme (HEVI; Saito et al., 2006). We use the forward-backward scheme based on the HEVI scheme and the flux division method, which is described in Chapter 24 and will be repeated later in Section 26.4.3 in the present context. To guarantee the conservation of total energy, an energy correction step is introduced using the equation of total energy (26.3.14); see Section 26.4.3 and for further discussion Satoh (2002, 2003).

For large time step integration, we use the seconde-order Runge-Kutta scheme (Fig. 26.3), or the third-order Runge-Kutta scheme as an option for enhanced numerical stability (Wicker and Skamarock, 1998, 2002). The advection terms of momentum, tracers, and physical processes are evaluated at large time steps.


Figure 26.3: Procedures of time integration. Case for the splitting number $N_{s}=8$ with the second-order Runge-Kutta scheme. After Satoh et al. (2008).

### 26.4.2 Icosahedral discretization

We use an icosahedral grid for the horizontal mesh structure based on the ArakawaA grid approach as introduced in Chapter 25. We construct an icosahedral grid by a recursive division method following Tomita et al. (2001). Since the areas of triangles obtained in such a way are not smoothly distributed on a sphere, we need to modify the grid arrangement to achieve second-order accuracy of discretization. We modify the location of grid points by relocating cell centers and spring dynamics. In this process, the parameter $\beta$ defined in (25.4.8) is chosen as $\beta=1.15 ; \beta$ is associated with a natural spring length. Tomita et al. (2002) show that this value gives a well-optimized grid structure from the viewpoint of both numerical accuracy and computational efficiency. After this modification. the control volume is defined by connecting the cell centers of triangular elements. The shape of the control volume is hexagonal except for pentagons at 12 vertices of the original icosahedron. We furthermore relocate all the definition points of prognostic variables to the cell centers of control volumes. An icosahedral grid resulting from $n$-th time recursive division is referred to as g-level $n$. These modifications guarantee second-order accuracy for horizontal differential operators at all grid points (Tomita et al., 2001).

The discretization of differential operators on icosahedral grids is given in Chapter 25 . For calculation of the advection terms of momentum, we adopt a different approach from the shallow-water model formulation in Section 25.5. If spherical coordinates are used, evaluation of the advection terms of momentum reveal metric terms that will cause additional complexity. Instead, we use an orthogonal basis $\left\{\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right\}$ independent of positions for the evaluation of advection terms in order to avoid explicit treatment of metric terms. The velocity vector $\boldsymbol{V}$ is composed of $\boldsymbol{V}_{h}$ and $W$, whose governing equations are (26.3.3) and (26.3.4), respectively. For time integration of $\boldsymbol{V}_{h}$, we use the three Cartesian components of the horizontal velocity vector: $\left(V_{h 1}, V_{h 2}, V_{h 3}\right)=\boldsymbol{V}_{h} \cdot\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right)$. That is, the prognostic equation of the horizontal velocity vector $(26.3 .3)$ consists of three equations, so that we need four equations to update the velocity vector: $\left(V_{h 1}, V_{h 2}, V_{h 3}, W\right)$. From $V_{h}$ and $W$, we can construct the three-dimensional vector as

$$
\begin{equation*}
\boldsymbol{v}=\boldsymbol{v}_{h}+w \hat{\boldsymbol{k}}=\frac{\boldsymbol{V}_{h}}{\rho G^{1 / 2} \gamma^{2}}+\frac{W}{\rho G^{1 / 2} \gamma^{2}} \hat{\boldsymbol{k}} . \tag{26.4.1}
\end{equation*}
$$

The advection term $\tilde{\boldsymbol{A}}$ is calculated using (26.3.12) by inserting each of the orthogonal components of $\boldsymbol{v}$ :

$$
\begin{equation*}
\left(v_{1}, v_{2}, v_{3}\right)=\left(v_{h 1}+w \cos \varphi \cos \lambda, v_{h 2}+w \cos \varphi \sin \lambda, v_{h 3}+w \sin \varphi\right) \tag{26.4.2}
\end{equation*}
$$

where $\left(v_{h 1}, v_{h 2}, v_{h 3}\right)=\boldsymbol{v}_{h} \cdot\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right)=\left(V_{h 1}, V_{h 2}, V_{h 3}\right) / \rho G^{1 / 2} \gamma^{2}$. The advection vector $\tilde{\boldsymbol{A}}$ is split again into a horizontal vector as the horizontal advection term $\tilde{\boldsymbol{A}}_{h}$ and a vertical component as the vertical advection term $\tilde{A}_{z}$.

### 26.4.3 Time integration scheme

In (26.3.2)-(26.3.5), left-hand side terms are associated with fast propagating waves, while right-hand side terms are related to relatively slow motions. We refer to
the former as fast-mode terms and the latter as slow-mode terms. We integrate prognostic variables using a time-splitting method; that is, fast-mode terms are evaluated at every small time step with a time interval $\Delta \tau$, while slow-mode terms are evaluated at large time steps with a larger time interval $\Delta t$. The split number is $N_{s}=\Delta t / \Delta \tau$.

For small time step integration, we use the forward-backward scheme based on the HEVI scheme, while we use the Runge-Kutta scheme (either second- or thirdorder) for large time step integration. If a set of prognostic variables at $t=t_{A}$ is known in Fig. 26.3, we can evaluate slow-mode tendency $S\left(t_{A}\right)$. Fast-mode tendency is updated at every small time step, and the variables are integrated by using $S\left(t_{A}\right)$ from $t_{A}$ to $t_{B}$. Thus, the values of prognostic variables at $t=t_{B}$ are obtained. Using these values, we can evaluate slow-mode tendency $S\left(t_{B}\right)$. Returning to $t=t_{A}$, the variables are integrated from $t_{A}$ to $t_{C}$ by using $S\left(t_{B}\right)$.

We also introduce the flux division method for small time step integration (Satoh 2002); that is, the prognostic variables are further divided into portions at the current large time step $t\left(t_{A}\right.$ or $t_{B}$ in Fig. 26.3) and deviations from them. Let the value of a prognostic variable $\phi$ at the current large time step be $\phi^{t}$ and the deviation from it be $\phi^{*}\left(=\phi-\phi^{t}\right)$. We temporally discretize (26.3.2)-(26.3.5) by expanding fluxes around the time $t$ :

$$
\begin{align*}
& \frac{R^{* \tau+\Delta \tau}-R^{* \tau}}{\Delta \tau}+\tilde{\nabla}_{h 0} \cdot \frac{\boldsymbol{V}_{h}^{* \tau+\Delta \tau}}{\gamma}+\frac{\partial}{\partial \xi}\left(\frac{\boldsymbol{V}_{h}^{* \tau+\Delta \tau}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W^{* \tau+\Delta \tau}}{G^{1 / 2}}\right) \\
& =-\left[\tilde{\nabla}_{h 0} \cdot \frac{\boldsymbol{V}_{h}^{t}}{\gamma}+\frac{\partial}{\partial \xi}\left(\frac{\boldsymbol{V}_{h}^{t}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W^{t}}{G^{1 / 2}}\right)\right]+\mathcal{G}_{R}^{t},  \tag{26.4.3}\\
& \frac{\boldsymbol{V}_{h}^{* \tau+\Delta \tau}-\boldsymbol{V}_{h}^{* \tau}}{\Delta \tau}+\tilde{\nabla}_{h 0} \frac{P^{* \tau}}{\gamma}+\frac{\partial}{\partial \xi}\left(\boldsymbol{G}^{z} \frac{P^{* \tau}}{\gamma}\right) \\
& =-\left[\tilde{\nabla}_{h 0} \frac{P^{t}}{\gamma}+\frac{\partial}{\partial \xi}\left(\boldsymbol{G}^{z} \frac{P^{t}}{\gamma}\right)\right]+\mathcal{G}_{V_{h}}^{t},  \tag{26.4.4}\\
& \frac{W^{* \tau+\Delta \tau}-W^{*} \tau}{\Delta \tau}+\gamma^{2} \frac{\partial}{\partial \xi}\left(\frac{P^{* \tau+\Delta \tau}}{G^{1 / 2} \gamma^{2}}\right)+R^{* \tau+\Delta \tau} g \\
& =-\left[\gamma^{2} \frac{\partial}{\partial \xi}\left(\frac{P^{t}}{G^{1 / 2} \gamma^{2}}\right)+R^{t} g\right]+\mathcal{G}_{W}^{t},  \tag{26.4.5}\\
& \frac{E_{a}^{* \tau+\Delta \tau}-E_{a}^{* \tau}}{\Delta \tau}+\tilde{\nabla}_{h 0} \cdot\left(h_{a}^{t} \frac{\boldsymbol{V}_{h}^{*} \tau+\Delta \tau}{\gamma}\right) \\
& +\frac{\partial}{\partial \xi}\left[h_{a}^{t}\left(\frac{\boldsymbol{V}_{h}^{*} \tau+\Delta \tau}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W^{* \tau+\Delta \tau}}{G^{1 / 2}}\right)\right]+\tilde{g}^{t} W^{* \tau+\Delta \tau} \\
& =-\left[\tilde{\nabla}_{h 0} \cdot\left(h_{a}^{t} \frac{\boldsymbol{V}_{h}^{t}}{\gamma}\right)+\frac{\partial}{\partial \xi}\left[h_{a}^{t}\left(\frac{\boldsymbol{V}_{h}^{t}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W^{t}}{G^{1 / 2}}\right)\right]\right] \\
& +\frac{\boldsymbol{V}_{h}^{t}}{\rho^{t} G^{1 / 2} \gamma^{2}} \cdot\left(\tilde{\nabla}_{h 0} \frac{P^{t}}{\gamma}+\frac{\partial}{\partial \xi}\left(\boldsymbol{G}^{z} \frac{P^{t}}{\gamma}\right)\right)-\tilde{g}^{t} W^{t}+\mathcal{G}_{E_{a}}^{t}, \tag{26.4.6}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{g}^{t}=g-\frac{1}{\rho^{t} G^{1 / 2} \gamma^{2}}\left[\gamma^{2} \frac{\partial}{\partial \xi}\left(\frac{P^{t}}{G^{1 / 2} \gamma^{2}}\right)+R^{t} g\right] \tag{26.4.7}
\end{equation*}
$$

In (26.4.6), the major part of the work done by the pressure gradient force and the buoyancy force is evaluated using large time step stratification (26.4.7). The enthalpy in advection terms plays a role in acoustic wave speed $\left(c_{s}^{2}=\left(R_{d} / C_{v}\right) h_{a}^{t}\right)$ and is evaluated at large time steps.

We first integrate (26.4.4) by the forward method. Using $\boldsymbol{V}_{h}^{*}{ }^{\tau+\Delta \tau}$ thus obtained, we couple (26.4.3), (26.4.5), and (26.4.6) to construct a one-dimensional Helmholtz equation for $W^{* \tau+\Delta \tau}$ by eliminating $R^{*} \tau+\Delta \tau$ and $P^{* \tau+\Delta \tau}$. To do this, we rewrite (26.4.6) for the equation of pressure as

$$
\begin{equation*}
\frac{P^{* \tau+\Delta \tau}-P^{* \tau}}{\Delta \tau}+\frac{R_{d}}{C_{v}} \frac{\partial}{\partial \xi}\left[h_{a}^{t}\left(\frac{W^{* \tau+\Delta \tau}}{G^{1 / 2}}\right)\right]+\frac{R_{d}}{C_{v}} \tilde{g}^{t} W^{* \tau+\Delta \tau}=G_{P} \tag{26.4.8}
\end{equation*}
$$

where use is made of the approximate relation between $P^{*}$ and $E_{a}^{*}$ :

$$
\begin{equation*}
E_{a}^{*} \approx \frac{C_{v}}{R_{d}} P^{*} \tag{26.4.9}
\end{equation*}
$$

Note that this relation is exact only in the dry case, and conventionally is a good approximation in this solver (Satoh 2003). The tendency term $G_{P}$ is the sum of the remaining terms in (26.4.6) multiplied by $R_{d} / C_{v}$. After solving the one-dimensional Helmholtz solver for $W^{*} \tau+\Delta \tau$, we obtain $R^{*} \tau+\Delta \tau$ from (26.4.3). Since (26.4.3) is in flux form, the total integral of mass over the domain is conserved in this scheme.

For the evaluation of internal energy $E^{*} \tau+\Delta \tau$, we use a flux-form method to guarantee the conservation of total energy. That is, we use the following form of the total energy equation:

$$
\begin{align*}
& \frac{E_{t o t}^{\tau+\Delta \tau}-E_{t o t}^{\tau}}{\Delta \tau}+\tilde{\nabla}_{h 0} \cdot\left[\left(h_{a}+\phi+k\right)^{t} \frac{\boldsymbol{V}_{h}^{* \tau+\Delta \tau}}{\gamma}\right] \\
& \quad+\frac{\partial}{\partial \xi}\left[\left(h_{a}+\phi+k\right)^{t}\left(\frac{\boldsymbol{V}_{h}^{* \tau+\Delta \tau}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W^{* \tau+\Delta \tau}}{G^{1 / 2}}\right)\right]=\mathcal{G}_{E_{a}+K+\Phi}^{t} \tag{26.4.10}
\end{align*}
$$

where $E_{t o t}=E_{a}+K+\Phi$. Since $(K+\Phi)^{\tau+\Delta \tau}$ is known, $E_{a}^{* \tau+\Delta \tau}$ can be obtained by

$$
\begin{equation*}
E_{a}^{* \tau+\Delta \tau}=E_{a}^{\tau+\Delta \tau}-E_{a}^{t}=E_{t o t}^{\tau+\Delta \tau}-(K+\Phi)^{\tau+\Delta \tau}-E_{a}^{t} . \tag{26.4.11}
\end{equation*}
$$

In flux-form equations, the vertical transport of momentum and energy in addition to the water mass associated with precipitable water components are taken into account. Such transport is calculated using an accurate one-dimensional conservative semi-Lagrangian scheme (Xiao et al. 2003). The associated energy transformation from the potential energy of precipitating substances to internal energy are properly evaluated after Ooyama (2001).

### 26.4.4 Numerical filters

For numerical stabilization, we introduce two kinds of numerical filters to the model: divergence damping (Skamarock and Klemp 1992) and biharmonic horizontal diffusion. The divergence damping term is used in the momentum equation to suppress instability associated with the time-splitting scheme. Different from the widely used second-order divergence damping, we use higher order damping to suppress small-scale numerical disturbances. The pressure gradient terms in (26.3.3) and (26.3.4) are modified as

$$
\begin{aligned}
\tilde{\nabla}_{h 0} \frac{P}{\gamma} & \rightarrow \tilde{\nabla}_{h 0} \frac{P-A_{d H} \tilde{\nabla}^{2} D}{\gamma} \\
\gamma^{2} \frac{\partial}{\partial \xi}\left(\frac{P}{G^{1 / 2} \gamma^{2}}\right) & \rightarrow \gamma^{2} \frac{\partial}{\partial \xi}\left(\frac{P-A_{d V} \tilde{\nabla}^{2} D}{G^{1 / 2} \gamma^{2}}\right),
\end{aligned}
$$

where $D$ is the three-dimensional divergence of momentum defined by

$$
D=\tilde{\nabla}_{h 0} \cdot \frac{\boldsymbol{V}_{h}}{\gamma}+\frac{\partial}{\partial \xi}\left(\frac{\boldsymbol{V}_{h}}{\gamma} \cdot \boldsymbol{G}^{z}+\frac{W}{G^{1 / 2}}\right)
$$

$A_{d H}$ and $A_{d V}$ are the damping coefficients in horizontal and vertical directions, respectively. They are expressed by using the non-dimensional numbers $\alpha_{d H}$ and $\alpha_{d V}$ :

$$
A_{d H}=\alpha_{d H} \frac{\overline{\Delta x}^{4}}{\Delta t}, \quad A_{d V}=\alpha_{d V} \frac{\overline{\Delta x}^{4}}{\Delta t}, \quad \text { where } \quad \overline{\Delta x}=\sqrt{2 \frac{4 \pi r_{0}^{2}}{N_{P}}}
$$

$\overline{\Delta x}$ is the mean grid interval in horizontal directions. The divergence damping term is evaluated at every small time step, so that it is integrated by the Euler method with the small time step interval $\Delta \tau$. If the horizontal grid interval is much larger than the vertical one, the same value cannot be used for both horizontal and vertical directions. In this case, the divergence damping term in the vertical momentum equation should be reduced such that $\alpha_{d V}=0$.

Biharmonic horizontal diffusion terms are applied to all the prognostic equations (26.3.2)-(26.3.5). Numerical diffusions in the vertical direction are not used in general. That is,

$$
\text { [R.H.S. of }(26.3 .2)-(26.3 .5)]
$$

$$
\rightarrow \quad[\text { R.H.S. of }(26.3 .2)-(26.3 .5)]-\tilde{\nabla}_{h 0}^{2}\left[\mu K_{H}\left(\tilde{\nabla}_{h}^{2} \phi\right)\right]
$$

where $(\phi, \mu) \in\left[\left(\rho, G^{1 / 2} \gamma^{2}\right),\left(e, \rho G^{1 / 2} \gamma^{2}\right),\left(\boldsymbol{v}_{h}, \rho G^{1 / 2} \gamma^{2}\right),\left(w, \rho G^{1 / 2} \gamma^{2}\right)\right] ; K_{H}$ is the lateral diffusion coefficient on $\xi$-surfaces. Diffusion terms are evaluated at every large time step. Using the large time step interval $\Delta t$, the diffusion coefficient is expressed as

$$
K_{H}=\gamma_{H} \frac{\overline{\Delta x}^{4}}{\Delta t}
$$

where $\gamma_{H}$ is the nondimensional diffusion coefficient.
The corresponding damping times for $A_{d H}$ and $K_{H}$ are defined as

$$
\tau_{d i v} \equiv \frac{\overline{\Delta x}^{4}}{A_{d H}}=\frac{\Delta t}{\alpha_{d H}}, \quad \tau_{d i f} \equiv \frac{\overline{\Delta x}^{4}}{K_{H}}=\frac{\Delta t}{\gamma_{H}}
$$

respectively. In general, as the grid interval is halved $\overline{\Delta x} \rightarrow \overline{\Delta x} / 2$ (g-level $n \rightarrow$ $n+1$ ), the above diffusion times are halved to suppress smaller scale disturbances. We generally set the large time step interval $\Delta t \rightarrow \Delta t / 2$ to keep numerical stability as the g-level is increased $n \rightarrow n+1$. Thus, the non-dimensional coefficients $\alpha_{d H}$ and $\gamma_{H}$ are kept constant in general. As default values, we use $A_{d H}=K_{H}=10^{16}$ $\mathrm{m}^{4} \mathrm{~s}^{-1}$ at the resolution $\overline{\Delta x} \approx 240 \mathrm{~km}(\mathrm{~g}$-level 5) and $\Delta t=1,200 \mathrm{~s}$.

### 26.4.5 Consistency with continuity

It is pointed out that consistency with continuity (CWC) for integration of a tracer should be guaranteed (Jöckel et al., 2001; Gross et al., 2002; Lin 2004; Niwa et al., 2011); that is, the advection of a tracer should be consistently constructed from the equation of density (26.3.2). This property can be achieved using time-averaged mass flux over small time steps for calculation of the advection of tracers. The advection term of a tracer $q$ including water substances is calculated at large time steps using (26.3.6).

By omitting density change due to precipitation fluxes $G_{R}$, the time discretized form of (26.3.2) is abbreviated as

$$
\begin{equation*}
\frac{R^{\tau+\Delta \tau}-R^{\tau}}{\Delta \tau}=-\nabla \cdot \boldsymbol{V}^{\tau} \tag{26.4.12}
\end{equation*}
$$

where $R=\rho^{\prime} G^{1 / 2} \gamma^{2}$ and $\boldsymbol{V}^{\tau}$ is the three-dimensional mass flux vector represented in the second and third terms on the left-hand side of (26.3.2). In this equation, $R$ is updated at every small time step $\tau$. This means that density change in the long time step interval $\Delta t$ is given by average mass flux over $\Delta t$ defined by

$$
\overline{\boldsymbol{V}}^{t}=\frac{1}{N_{s}} \sum_{n=1}^{N_{s}} \boldsymbol{V}^{t+n \Delta \tau} .
$$

Then, if the tracer per unit volume $Q=\rho G^{1 / 2} \gamma^{2} q$ is integrated as

$$
\begin{equation*}
\frac{Q^{t+\Delta t}-Q^{t}}{\Delta t}=-\nabla \cdot\left(\overline{\boldsymbol{V}}^{t} q^{t}\right) \tag{26.4.13}
\end{equation*}
$$

then, in the case of $q=1$, (26.4.13) becomes equal to the time average of (26.4.12) over $\Delta t$; that is, the consistency with continuity is guaranteed.

### 26.5 Numerical results

Various experiments are already done using NICAM. Several dynamical core experiments are shown in Tomita and Satoh (2004), and high-resolution dry experiments
for extratropical cyclones, together with consistent horizontal and vertical grid intervals, are described by Iga et al. (2007). "Global cloud-resolving experiments" using a 3.5 km horizontal mesh interval (g-level 11) under idealized aquaplanet conditions (Neale and Hoskins, 2001; see Section 27.3) are shown and analyzed by Tomita et al. (2005), Satoh et al. (2005), and Nasuno et al. (2007). Miura et al. (2007) showed a more realistic simulation of the large-scale organization of deep convective clouds in the tropics, called the Madden-Julian Oscillation (Madden and Julian 1971, 1972). Instead of cumulus parameterization schemes used in conventional AGCMs, a cloud microphysics scheme is used for these experiments.

A 3.5 km mesh aquaplanet experiment was performed for 10 days after spin-up runs using coarser resolution 14 km and 7 km mesh as described in Tomita et al. (2005) and Nasuno et al. (2007). Note that details of the aquaplanet experiment are described in Section 27.3. The time steps of the 3.5, 7, 14 km mesh experiments were 15,30 , and 30 s , respectively. Figure 26.4 shows a global view of outgoing longwave radiation (OLR) from the 3.5 km mesh experiment. This is the 90 min average between 0:00-1:30 on the fifth day of integration. This shows the hierarchical structure of tropical convection: mesoscale circulation associated with individual deep clouds, cloud clusters, super cloud clusters (SCC), or planetary-scale eastward-propagating convective systems. Figure 26.5 shows a Hovmöller diagram of precipitation averaged over latitudes $2^{\circ} \mathrm{N}-2^{\circ} \mathrm{S}$ for the 3.5 and 7 km mesh experiments. Note that the 3.5 km mesh run corresponds to a time duration between 80 and 90 days, and that Fig. 26.4 is for day 85. As seen by the diagonal signals in Fig. 26.5, super cloud clusters propagate eastward; these have a Kelvin wave structure in dynamical fields (Nasuno et al. 2007). Inside super cloud clusters, cloud clusters with a few hundred kilometers size are moving westward (Fig. 26.5, right bottom). They are persistently seen within super cloud clusters during integration. Super cloud clusters were first identified by AGCM simulation in aquaplanet configuration by Hayashi and Sumi (1986) and by observation (Nakazawa, 1988). The simulated multiscale structure and motions of cloud systems possess similar characteristics seen in observation (Nakazawa, 1988; Takayabu et al., 1999).

The above experiment was conducted under the same experimental conditions proposed by Neale and Hoskins (2001) (Section 27.3) using the CTL (control) case. Many research groups have conducted this experiment using different AGCMs. Mainly because of the difference in closures of cumulus schemes, the resulting signal of cloud systems was very different among AGCMs (Blackburn et al., 2012); some results show westward propagation of large-scale organized convective systems, and others show scattered signals. To reproduce realistic eastward propagation of cloud systems seen observationally, cumulus closures must be properly implemented. Our results with high-resolution global nonhydrostatic simulations should provide a guidance to the choice of cumulus closures in AGCMs.


Figure 26.4: Global view of the outgoing longwave radiation (OLR) simulated by NICAM with the 3.5 km mesh aquaplanet experiment. After Satoh et al. (2008).


Figure 26.5: Hovmöller diagrams of precipitation along the equator averaged in latitudes $2^{\circ} \mathrm{N}$ $2^{\circ} \mathrm{S}$. Left: 7 km mesh run; right top: 3.5 km mesh run; and right bottom: zoomed up in the region over days $64-67$ and latitudes $40^{\circ} \mathrm{E}-80^{\circ} \mathrm{E}$ for 7 km mesh run. Unit is mm day ${ }^{-1}$. After Satoh et al. (2005).

Next, a more realistic result of a global nonhydrostatic simulation under land and ocean distribution with topography is shown after Miura et al. (2007). This was a weather forecast type experiment for the short-term duration of a week by giving it realistic initial conditions at 00 UTC on 15 Dec. 2006. A 3.5 km mesh global simulation was conducted for a week and a 7 km mesh simulation was conducted for a month. Although the initial field was of coarse resolution $\left(1^{\circ} \times 1^{\circ}\right)$, cloud systems were spun up within a few hours. Figure 26.6 shows the global view of OLR at 00 UTC on 31 Dec. 2006 of the numerical simulation. The results show that a Madden-Julian Oscillation event was realistically simulated. The simulation reproduced large-scale organized cloud systems slowly propagating eastward from


Figure 26.6: Global view of OLR simulated by the 3.5 km mesh NICAM (right) and a cloud image by a geo-stationary satellite (MTSAT-1R: left) for 00 UTC on 29 Dec. 2006. Integration started at 00 UTC on 15 Dec. 2006 (Miura et al., 2007).
the Indian Ocean to the western Pacific. The cloud patterns of midlatitude extratropical cyclones were well captured. Different from regional models in which side boundary data are prescribed, large-scale circulations were spontaneously reproduced in the global nonhydrostatic model simulations.
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## 27

## Standard experiments of atmospheric general circulation models

Atmospheric general circulation models were originally developed for such practical applications as weather forecasts and climate prediction. They can also be used to investigate the basic properties of atmospheric circulations by performing numerical experiments under suitable conditions. This kind of usage is similar to certain kinds of laboratory experiments: baroclinic disturbances can be studied using a rotating annulus by changing the temperature difference between inner and outer annuli or rotation speed; and various aspects of atmospheric general circulation can also be examined using atmospheric general circulation models by artificially changing their governing parameters.

In this chapter, we describe some examples of atmospheric general circulation models by changing their numerical setups. Historically, the experiments shown below were designed for specific research into atmospheric dynamics. Once the behavior of dynamics was well understood, these experiments became good case studies for nonlinear problems and could be used to study the appropriateness of numerical models. For example, the life cycle experiment of extratropical cyclones described in Section 18.3 was originally considered for the study of the nonlinear development of baroclinic instability (Simmons and Hoskins, 1978). As simulations of the development of cyclones can be reproduced by many other numerical models, this numerical simulation can be used as a bench mark test for atmospheric general circulation models. The global hydrostatic model with the spectral method described in Chapters 20-23 and the global nonhydrostatic model with the icosahedral grid method described in Chapters 24-26 are examples of atmospheric general circulation models. Global atmospheric models are being developed by many institutes in the world, and details of the numerical schemes are different among them. The performance of different dynamical frameworks of atmospheric general circulation models and the effects of newly incorporated numerical schemes can be evaluated using such kinds of experiments if the behavior of the solutions is well understood. In this sense, these experiments are viewed as a standard set suitable
for numerical models.
Of course, the meaning of "standard" depends on the purpose of the numerical experiment. Each experiment has its own perspective of atmospheric circulation. Even if one type of experiment is successfully simulated in a model, it is not proof of model appropriateness. Numerical models cannot be thought reliable until they are tested under various circumstances. If one runs a model with many kinds of experiments, they will reveal both the advantages and deficiencies of the model.

We explained the dynamical part of global hydrostatic/nonhydrostatic models in Chapters 20-26. In order to simulate realistic atmospheric circulation, we need to incorporate such physical processes as cumulus convection, clouds, radiation, and turbulence. Since global models do not have sufficient resolution for accurate representation of fine-scale physical processes, many uncertainties are introduced to take account of the effects of physical processes within the grid scale. Cumulus parameterization is one of the main factors of model uncertainty. In order to discuss the performance of numerical models, therefore, it is better to evaluate different parts of the models. First, we need to discuss the performance of the dynamical part of the models by omitting all the physical processes. We also need to examine the performance of individual physical processes separately. The dynamical part of atmospheric general circulation models without physical processes is called the $d y$ namical core. Standard experiments should include both types of experiments: for models with full physics and for the dynamical core model. In the first two sections, we describe examples of a dynamical core experiment such as the life cycle of extratropical cyclones experiment (Polvani et al., 2004; Jablonowski and Williamson, 2006), and the statistically equilibrium climatology experiment (Held and Suarez, 1994). Then, we describe an aquaplanet experiment as an example of a model with full physics. An aquaplanet is an idealistic Earth-like planet covered completely by ocean. These three experiments are highly idealized. Finally, we briefly describe the realistic experiment for model comparison called AMIP (Atmospheric Model Intercomparison Project).

### 27.1 Life cycle of extratropical cyclones experiment

We described the relation between the evolution of extratropical cyclones and meridional circulation in Section 18.3. If a disturbance is added to a zonally symmetric thermally balanced state with a jet stream, baroclinic waves grow: first, there is a linear developing stage and a nonlinear occluding stage then follows. Such an experiment can be used for testing the dynamical core of general circulation models. As an initial disturbance, Simmons and Hoskins (1978) and Thorncroft et al. (1993) applied the fastest growing linear solution to the initial zonal field. Such a mode is numerically calculated. In contrast, Polvani et. al. (2004) and Jablonowski and Williamson (2006) proposed an analytic function localized in longitude as an initial disturbance. Let us describe the simpler experimental setup proposed by Polvani et al. (2004). The experimental design of Jablonowski and Williamson (2006) is very similar and also popularly used.

The initial condition of Polvani et al. (2004) is a thermally balanced state be-
tween zonal winds and temperature with no meridional velocity $v=0$ and constant surface pressure $p_{0}$. Zonal winds are given as

$$
u(\varphi, p)=\left\{\begin{array}{lll}
u_{0} \sin ^{3}\left(\pi \mu^{2}\right) F(z), & \text { for } & \varphi>0  \tag{27.1.1}\\
0, & \text { for } & \varphi<0
\end{array}\right.
$$

where $\mu=\sin \varphi, z=-H \log \left(p / p_{0}\right)$, and

$$
\begin{equation*}
F(z)=\frac{1}{2}\left[1-\tanh ^{3}\left(\frac{z-z_{0}}{\Delta z}\right)\right] \sin \frac{\pi z}{z_{1}} \tag{27.1.2}
\end{equation*}
$$

Here, the constants used in the above formula are $u_{0}=50 \mathrm{~m} \mathrm{~s}^{-1}, z_{0}=22 \mathrm{~km}$, $\Delta z=5 \mathrm{~km}, z_{1}=30 \mathrm{~km}, H=7 \mathrm{~km}$, and $p_{0}=1,000 \mathrm{hPa}$. The temperature field satisfies cyclostrophic balance and hydrostatic balance. From

$$
\begin{equation*}
(R f+u \tan \varphi) u=-\frac{\partial \Phi}{\partial \varphi}, \quad \frac{\partial \Phi}{\partial z}=\frac{R_{d}}{H} T \tag{27.1.3}
\end{equation*}
$$

cyclostrophic balance reads

$$
\begin{equation*}
\frac{\partial T}{\partial \varphi}=-\frac{H}{R_{d}}(R f+2 u \tan \varphi) \frac{\partial u}{\partial z} \tag{27.1.4}
\end{equation*}
$$

in which $R=6,376 \mathrm{~km}, R_{d}=287.04 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}, f=2 \Omega \sin \varphi$, and $\Omega=7.292 \times$ $10^{-5} \mathrm{~s}^{-1}$. Integrating (27.1.4) in latitude, we obtain

$$
\begin{equation*}
T(\varphi, p)=\int_{0}^{\varphi} \frac{\partial T\left(\varphi^{\prime}, z\right)}{\partial \varphi^{\prime}} d \varphi^{\prime}+T_{0}(z) \tag{27.1.5}
\end{equation*}
$$

The temperature profile $T_{0}(z)$ is specified as the U.S. standard atmosphere (1976) at each $p$ (see Section 14.1). Figure 27.1 shows the initial zonal winds and potential temperature field in the meridional section. Initial perturbation is given to the temperature field in the following analytic form:

$$
\begin{equation*}
T^{\prime}(\lambda, \varphi)=\hat{T} \operatorname{sech}^{2}\left(\frac{\lambda-\lambda_{0}}{\alpha}\right) \operatorname{sech}^{2}\left(\frac{\varphi-\varphi_{0}}{\beta}\right) \tag{27.1.6}
\end{equation*}
$$

where $\hat{T}=1 \mathrm{~K}, \lambda_{0}=0, \varphi_{0}=\pi / 4, \alpha=1 / 3$, and $\beta=1 / 6$. The vertical profile of temperature perturbation is uniform.


Figure 27.1: Initial potential temperature field and zonal wind field for extratropical cyclone experiments. The contour intervals are 5 K for potential temperature and $5 \mathrm{~m} \mathrm{~s}^{-1}$ for zonal winds.

Numerical diffusion is required for both the zonal wind and temperature fields. Diffusion terms are given as

$$
\begin{equation*}
\left(\frac{d \boldsymbol{v}}{d t}\right)_{d i f}=(-1)^{n+1} \nu \nabla^{2 n} \boldsymbol{v}, \quad\left(\frac{d T}{d t}\right)_{d i f}=(-1)^{n+1} \nu \nabla^{2 n} T \tag{27.1.7}
\end{equation*}
$$

The order of hyperdiffusion $n$ and the diffusion coefficient $\nu$ are specified according to the problems considered. In Polvani et al. (2004), $n=1$ and $\nu=7.0 \times 10^{5} \mathrm{~m}^{2}$ $\mathrm{s}^{-1}$ are used as a standard case. To show the convergence of numerical solutions, the value of the diffusion coefficient $\nu$ should remain constant regardless of the resolution of numerical models. In such a case, even though resolution increases, finer structure will not be resolved in the model. In contrast, the diffusion coefficient should be reduced in order to represent finer structure with higher resolution models. The time-scale of diffusion is expressed as

$$
\begin{equation*}
\tau_{d i f}=\frac{\lambda_{\min }^{4}}{\nu} \tag{27.1.8}
\end{equation*}
$$

where $\lambda$ is the smallest resolvable scale. Although there remains ambiguity regarding interpretation of the resolvable scale in different model architectures, it is thought that the resolvable scale of the spectrum model with the largest wave number $N$ is given by $\lambda_{\text {min }}=2 \pi R / N$, and that of the grid model with the grid increment $\Delta x$ by $\lambda_{\text {min }}=2 \Delta x$. In general, as $\lambda_{\text {min }}$ becomes half, $\tau_{d i f}$ is set to be halved. As an example of numerical experiments, Figure 27.2 shows the surface temperature distribution at day 8 . This is a result from the global nonhydrostatic model, NICAM (Chapter 26), with very high resolution about $\Delta x=3.5 \mathrm{~km}$ (Iga et al., 2007). Different from the original setup, the diffusion coefficient is set to $n=2$, $\nu=9.54 \times 10^{10} \mathrm{~m}^{4} \mathrm{~s}^{-1}$ which corresponds to the diffusion time 7.0 h , to represent
finer structures. An occluding cyclone with spiral bands and a developing cyclone with an elongated cold front can be seen.

### 27.2 Held and Suarez experiment

We can reproduce a realistic general circulation by giving the realistic distributions of diabatic heating and frictional or dissipative forcing in general circulation models. Although the distributions of diabatic heating and forcing are determined by appropriate physical processes, one may obtain distributions similar to the real atmosphere by artificially prescribing their forms. The general circulation thus obtained is free from complicated physical processes and is thought to reflect the characteristics of the dynamical part of the models. In this section, we introduce a standard experimental set proposed by Held and Suarez (1994), with which the model can produce a climate state similar to that observed in some respects. In this experiment, diabatic heating and the dissipation process are given by simple arithmetic expressions. While the life cycle experiment described in the previous section is a test case for studying a short-range deterministic stage in the nonlinear development of extratropical cyclones of about 10 days, this Held and Suarez experiment is used for studying the statistical behavior of the atmosphere based on a log time simulation of about 1,000 days.


Figure 27.2: Temperature distributions at the lowest level of the model for the extratropical cyclone experiment at day 8 . The contour interval is 1 K . This result is obtained with a nonhydrostatic icosahedral grid atmospheric model (NICAM) with an average horizontal grid interval $\Delta x=3.5 \mathrm{~km}$ using the Earth Simulator (Iga et al., 2007). Courtesy of H. Tomita and K. Goto.

In the experimental setup of Held and Suarez, diabatic heating is expressed by Newtonian cooling and frictional forcing is expressed by Rayleigh friction. That is, diabatic heating and frictional forcing are respectively given by

$$
\begin{align*}
Q & =\left(\frac{\partial T}{\partial t}\right)_{d i a b}=-k_{T}(\varphi, \sigma)\left[T-T_{e q}(\varphi, p)\right]  \tag{27.2.1}\\
\boldsymbol{F} & =\left(\frac{\partial \boldsymbol{v}}{\partial t}\right)_{f r i c} \tag{27.2.2}
\end{align*}=-k_{v}(\sigma) \boldsymbol{v}, ~ l
$$

where $\varphi$ is latitude, and altitude is denoted by the $\sigma$-coordinate. $T_{e q}$ is a reference temperature of Newtonian cooling, given by

$$
\begin{align*}
T_{e q}(\varphi, p) & =\max \{200 \mathrm{~K}, \\
& {\left.\left[315 \mathrm{~K}-(\Delta T)_{y} \sin ^{2} \varphi-(\Delta \theta)_{z} \ln \left(\frac{p}{p_{0}}\right) \cos ^{2} \varphi\right]\left(\frac{p}{p_{0}}\right)^{\kappa}\right\} } \tag{27.2.3}
\end{align*}
$$

The relaxation coefficients $k_{T}$ and $k_{v}$ are expressed as

$$
\begin{align*}
k_{T}(\varphi, \sigma) & =k_{a}+\left(k_{s}-k_{a}\right) \max \left(0, \frac{\sigma-\sigma_{b}}{1-\sigma_{b}}\right) \cos ^{4} \varphi  \tag{27.2.4}\\
k_{v}(\sigma) & =k_{f} \max \left(0, \frac{\sigma-\sigma_{b}}{1-\sigma_{b}}\right) \tag{27.2.5}
\end{align*}
$$

The following parameters are used: $\sigma_{b}=0.7, k_{f}^{-1}=1$ day, $k_{a}^{-1}=40$ day, $k_{s}^{-1}=$ 4 day, $(\Delta T)_{y}=60 \mathrm{~K}$, and $(\Delta \theta)_{z}=10 \mathrm{~K}$; and physical constants: surface pressure $p_{0}=1,000 \mathrm{hPa}, \kappa=R_{d} / C_{p}=2 / 7$, specific heat at constant pressure $C_{p}=1004 \mathrm{~J}$ $\mathrm{kg}^{-1} \mathrm{~K}^{-1}$, rotational velocity $\Omega=7.292 \times 10^{-5} \mathrm{~s}^{-1}$, acceleration due to gravity $g=$ $9.8 \mathrm{~m} \mathrm{~s}^{-2}$, and radius of the Earth $R=6.371 \times 10^{6} \mathrm{~m}$. At the surface boundary, no heat or momentum fluxes are allowed between the atmosphere and the surface.

Figure 27.3 (a), (b) shows the reference temperature profile of Newtonian cooling $T_{e q}$ and the corresponding profile of potential temperature. It is thought that $T_{e q}$ is the temperature of radiative-convective equilibrium when no circulation exists. Thus, the reference temperature has stable stratification in the tropics, and becomes neutral as the latitude gets higher. If meridional circulation is driven, the temperature at lower latitudes becomes colder than the reference temperature, while the temperature at mid and high latitudes becomes warmer than the reference temperature. As a result, diabatic heating is $Q>0$ in the lower latitudes, which corresponds to latent heat release due to cumulus convection. In mid-latitudes, on the other hand, diabatic heating is $Q<0$, which represents radiative cooling.

Since this experiment does not allow any sensible heat flux between the atmosphere and the surface, Newtonian heating (27.2.1) contains the effects of diabatic heating near the surface. As shown by (27.2.4), the relaxation time of heating gets smaller as the surface gets closer. If the relaxation time is constant irrespective of height, the temperature in the lower layer becomes colder due to the advection of colder air from higher latitudes near the surface, such that stratification would
become much more stable. Rayleigh friction is applied to the lower layer below the level $\sigma_{b}$. This effect represents surface friction. In the free atmosphere above $\sigma_{b}$, no explicit friction is given. It is left to individual models to use any other artificial friction or numerical damping to suppress numerical oscillations.

Under the conditions described above, a statistical equilibrium state is obtained after a sufficient amount of time integration, starting with an arbitrary initial condition. Figure 27.3 (c), (d) shows the distributions of zonal-mean temperature and potential temperature for a 1,000-day time average. This shows that stratification is neutral in mid and high latitudes after a circulation in statistically equilibrium is established. In particular, stratification is a little too strong in the lower layers. Figure 27.4 also shows the meridional distribution of zonal-mean zonal winds. The subtropical jet has its maximum at around $40^{\circ}$ in the upper layer. Zonal winds are easterly in the lower layer of lower latitudes as well as in that of higher latitudes. We do not assume realistic climatology in the stratosphere, such that zonal winds become weaker as the altitude is higher above the maximum of the subtropical jet.


Figure 27.3: Meridional distributions of the reference temperature (a) and the corresponding potential temperature (b) used for Newtonian cooling in the dynamical core experiment of Held and Suarez. The lower panels are distributions of temperature (c) and potential temperature (d) of a statistically equilibrium state (1,000-day average). This is the 1,000-day average produced by the T63 spectral model. After Held and Suarez (1994). (c)American Meteorological Society. Used with permission.


Figure 27.4: As in Fig. 27.3 (c) and (d) but for zonal winds. After Held and Suarez (1994). (c)American Meteorological Society. Used with permission.

Figure 27.5 shows the kinetic energy spectrum with respect to the total spherical wave number $n$. The left panel is the dependence on horizontal truncation for triangular truncation $n_{\max }=79,159$, and 319 (T79, T159, and T319). At the middle range of the wave number around $n \approx 20$, the energy spectrum follows the dependence of $n^{-3}$. This characteristic of the kinetic energy spectrum is similar to that of two-dimensional turbulence described in Sections 11.1.2 and 17.4.2. It should be noted, however, that these results are sensitive to numerical diffusions particularly in the higher wave number range. Fourth-order Laplacian diffusion is used for these calculations; the diffusion coefficients are $\nu=1.0 \times 10^{16}, 1.25 \times$ $10^{15}$, and $1.56 \times 10^{14} \mathrm{~m}^{4} \mathrm{~s}^{-1}$, respectively. Decay rates for the shortest length scale $R / n_{\max }$ are $1.2,0.57$, and 0.28 hour, respectively; these are inversely proportional to horizontal resolution $n_{\max }$. The right panel of Fig. 27.5 shows dependence on the coefficient of numerical diffusion for T79 experiments. The diffusion coefficients are set to $\nu=1.0 \times 10^{16}, 1.25 \times 10^{15}$, and $1.0 \times 10^{15} \mathrm{~m}^{4} \mathrm{~s}^{-1}$. As diffusion gets smaller, the spectrum range close to the $n^{-3}$ line becomes broader. At the smallest scale, however, the monotonicity of the energy spectrum breaks down and the spectrum has a small jump. It is thought that such a small numerical coefficient which results in nonmonotonic behavior of the energy spectrum is inappropriate.


Figure 27.5: Kinetic energy spectrum at the 10 km high field for the Held and Suarez experiment. The unit is $\mathrm{m}^{2} \mathrm{~s}^{-2}$ and the abscissa is the total wave number of spherical harmonics $n$. Left: The three solid curves are for horizontal resolutions with T79, T159, and T319 of the atmospheric general circulation model (AGCM). The dotted line indicates the dependence of $n^{-3}$. Right: Dependency on the coefficient of numerical diffusion. A: $10^{16} \mathrm{~m}^{4} \mathrm{~s}^{-1}$, B: $1.25 \times 10^{15} \mathrm{~m}^{4} \mathrm{~s}^{-1}$, C: $10^{15} \mathrm{~m}^{4} \mathrm{~s}^{-1}$. This calculation was done using a high-performance AGCM (AFES; Ohfuchi et al. 2004). Courtesy of K. Goto.

### 27.3 Aquaplanet experiment

The dynamical core experiment proposed by Held and Suarez requires such artificial processes as Newtonian cooling and Rayleigh damping, which are designed to produce a climatology similar to the observed one. Although the damping time of Newtonian cooling and that of Rayleigh damping are appropriately tuned, some unrealistic features still remain (i.e., too stable stratification near the surface). The distribution of diabatic heating also greatly depends on the assumed profile of Newtonian cooling. To obtain more realistic stratification or the distribution of diabatic heating without artificial assumptions, one needs to introduce the hydrological process. For test cases that have a degree of complexity and includes the physical processes of the hydrological process, an aqua-planet experiment is proposed (Neale and Hoskins, 2001a). As already explained an aquaplanet is a hypothesized Earth-like planet covered completely by ocean. Although the aquaplanet experiment is still highly idealized, it can be used to argue the differences between atmospheric general circulation models without introducing uncertainties derived from the surface land process. Since there is no contrast between land and ocean, the complex features of monsoon circulation that are driven by the land-sea contrast can also be excluded. In addition, one can ascertain how the choice of hydrological process, such as cumulus parameterization, affects the model results.

The most important parameter of the aqua-planet model is the distribution of sea surface temperature (SST). While planetary radiation is internally calculated through the radiation process, the appropriate profile of solar radiation must be externally specified. One of the simplest forms of SST may be given by

$$
\begin{equation*}
T_{s}(\lambda, \varphi)=T_{E}-\Delta T_{s} \sin ^{2} \varphi \tag{27.3.1}
\end{equation*}
$$

with $T_{E}=300 \mathrm{~K}$ and $\Delta T_{s}=40 \mathrm{~K}$, for instance. $\Delta T_{s}$ is the equator-pole surface temperature difference. This profile comes from (27.2.3) of the Held and Suarez experiment and also corresponds to (16.2.1) in the study of Hadley circulation.

Neale and Hoskins (2001a) proposed the following SST distributions: a control experiment is given by

$$
\begin{equation*}
T_{s}(\lambda, \varphi)=T_{0}+\Delta T_{s}\left(1-\sin ^{2} \frac{3 \varphi}{2}\right) \tag{27.3.2}
\end{equation*}
$$

with $\Delta T_{s}=27 \mathrm{~K}$ and $T_{0}=0^{\circ} \mathrm{C}$ at latitudes $|\varphi|<\frac{\pi}{3}$. At other latitudes, a constant $\mathrm{SST} T_{s}=T_{0}$ is used. Modified profiles of SST are also proposed: peaked and flat SST profiles at the equator are respectively given by

$$
\begin{equation*}
T_{s}(\lambda, \varphi)=T_{0}+\Delta T_{s}\left(1-\frac{3|\varphi|}{\pi}\right) \tag{27.3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{s}(\lambda, \varphi)=T_{0}+\Delta T_{s}\left(1-\sin ^{4} \frac{3 \varphi}{4}\right) \tag{27.3.4}
\end{equation*}
$$

at latitudes $|\varphi|<\frac{\pi}{3}$. The asymmetric profile with maximum SST at 5 N is given by

$$
T_{s}(\lambda, \varphi)=\left\{\begin{array} { l l } 
{ T _ { 0 } + \Delta T _ { s } \{ 1 - \operatorname { s i n } ^ { 2 } [ \frac { 9 0 } { 5 5 } ( \varphi - \frac { \pi } { 3 6 } ) ] , } & { \text { for } \frac { \pi } { 3 6 } < \varphi < \frac { \pi } { 3 } }  \tag{27.3.5}\\
{ T _ { 0 } + \Delta T _ { s } }
\end{array} \left\{1-\sin ^{2}\left[\frac{90}{65}\left(\varphi-\frac{\pi}{36}\right)\right], \quad \text { for }-\frac{\pi}{3}<\varphi<\frac{\pi}{36} .\right.\right.
$$

In this case, again, the temperature is uniform $T_{s}=T_{0}$ at high latitudes with $|\varphi|>$ $\frac{\pi}{3}$. Like the longitudinal dependence of SST, deviation of the surface temperature is given in the rectangular domain $\left|\lambda-\lambda_{0}\right|<\lambda_{d}$ and $|\varphi|<\varphi_{d}$ by

$$
\begin{equation*}
T_{s}^{\prime}(\lambda, \varphi)=\Delta T \cos ^{2}\left[\frac{\pi}{2}\left(\frac{\lambda-\lambda_{0}}{\lambda_{d}}\right)\right] \cos ^{2}\left(\frac{\pi}{2} \frac{\varphi}{\varphi_{d}}\right) \tag{27.3.6}
\end{equation*}
$$

or in the zonal belt $|\varphi|<\varphi_{d}$ by

$$
\begin{equation*}
T_{s}^{\prime}(\lambda, \varphi)=\Delta T \cos \left(\lambda-\lambda_{0}\right) \cos ^{2}\left(\frac{\pi}{2} \frac{\varphi}{\varphi_{d}}\right) \tag{27.3.7}
\end{equation*}
$$

where $\Delta T$ is the magnitude of temperature deviation, $\lambda_{0}$ is the longitudinal position of the SST maximum, and $\lambda_{d}$ and $\varphi_{d}$ are decay widths of the SST in the longitudinal and latitudinal directions, respectively.

Figure 27.6 shows the latitudinal SST profiles of (27.3.1)-(27.3.5). Figure 27.7 shows the horizontal distribution of SST given by the latitudinal profile (27.3.2) with the longitudinal deviation (27.3.6) or (27.3.7) with $\Delta T=3 \mathrm{~K}$. These SST distributions are intended for an idealized experiment on Walker circulation driven by the warm and cold SST contrast along the equator.

Figure 27.8 shows an example of the results from the aquaplanet experiment in the case when the SST distribution is given by (27.3.2) (Neale and Hoskins, 2001b). The meridional distributions of the zonal-mean zonal wind and potential temperature of climatology are shown. The latitudinal profiles of precipitation for the experiments with (27.3.2)-(27.3.5) are compared in Fig. 27.9. A strong precipitation maximum exists in the case of the peaked experiment. This precipitation


Figure 27.6: Latitudinal profiles of SST for the aquaplanet experiment. (Left) dashed: (27.3.1) and solid: (27.3.2). (Right) solid: (27.3.2), dotted: (27.3.3), dashed-dotted: (27.3.4), and dashed: (27.3.5).
maximum corresponds to the intertropical convergence zone (ITCZ). In contrast, there are two precipitation maxima near latitude $5^{\circ}$ in both hemispheres. These are often called the double ITCZ. The observed profile denoted by $Q_{o b s}$ is the intermediate case, and is close to the control experiment.

The aqua planet experiment under the control SST condition using NICAM is shown in Section 26.5, where the horizontal resolution is increased up to $\bar{\Delta}=$ 3.5 km . No cumulus parameterization is used and deep convective circulations are explictly calculated in this case. As shown by Fig. 26.5, the multiscale structure of convective systems is automatically reproduced and large-scale convective systems propagate eastward at a speed of one rotation per month. Tomita et al. (2005) analyzed the results and showed that the width of the ITCZ becomes broadened


Figure 27.7: Horizontal SST distributions of the aquaplanet experiment. Top: $T_{s}^{\prime}$ given by (27.3.6) and $T_{s}+T_{s}^{\prime}$ given by (27.3.2) + (27.3.6). $\lambda_{d}=60^{\circ}, \varphi_{d}=15^{\circ}$. Bottom: $T_{s}^{\prime}$ given by (27.3.7) and $T_{s}+T_{s}^{\prime}$ given by (27.3.2) $+(27.3 .7) . \varphi_{d}=30^{\circ}$. The contour intervals of $T_{s}^{\prime}$ (left figures) are 0.5 K , and those of $T_{s}+T_{s}^{\prime}$ (right figures) are 2 K .


Figure 27.8: (a) Zonal-mean zonal wind and (b) potential temperature of the climatology of the aquaplanet experiment. After Neale and Hoskins (2001b) by permission of the Quarterly Journal of the Royal Meteorological Society.


Latitude
Figure 27.9: Latitudinal profiles of zonal-mean precipitation [mm day ${ }^{-1}$ ]. After Neale and Hoskins (2001b) by permission of the Quarterly Journal of the Royal Meteorological Society.
as the resolution increases. The results from the intercomparison of the aquaplanet experiment are shown by the APE Atlas (Williamson et al., 2012).

### 27.4 Atmospheric Model Intercomparison Project (AMIP)

More realistic standard experiments of atmospheric general circulation models are proposed in the Atmospheric Model Intercomparison Project (AMIP). In order to compare the performance of different general circulation models, a set of realistic conditions is prepared. These experiments are used to investigate the extent to which general circulation models reproduce observed climatology and the extent of differences between general circulation models. Experiments are carried out by giving observed distributions to global SST and ozone. It is reasonable to expect that the distribution of heating could be calculated internally using general circulation models and that realistic general circulation could be reproduced if such appropriate physical processes as radiation, moist convection, and the surface process were implemented. After integration of an initial spin-up, the model atmosphere should behave like a similar seasonal sequence of the general circulation. Complete information of AMIP is given at http://www-pcmdi.llnl.gov/amip and will not be further explained here.

Various types of model intercomparison projects (MIPs) have been proposed as extensions to AMIP. In particular, CMIP (Coupled Model Intercomparison Project) was originally designed to coordinate intercomparison of atmosphere and ocean coupled models. Recently, CMIP5 (CMIP Phase 5) has been proposed to promote a new set of coordinated climate model experiments, one of which is idealized atmosphere-only model intercomparison such as aquaplanet experiments (visit http://www-pcmdi.llnl.gov/cmip5). The results from CMIP5 are expected to greatly contribute to IPCC AR5 (Intergovernmental Panel on Climate Change Fifth Assessment Report), which is scheduled to be published in September 2013.
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## A1

## Transformation of coordinates

In this appendix, we summarize the transformation formulas of curvilinear coordinates. We particularly derive the formulas of such orthogonal curvilinear coordinates as cylindrical coordinates and spherical coordinates. Transformation of the equations of motion and other basic equations will be described. Although theories of the geometry of manifolds underlie the basics of these subjects, we do not propose to discuss them here. We simply describe technical methods for transformations in three-dimensional Euclidean space.

## A1.1 General transformation formulas

A position vector $\boldsymbol{x}$ in three-dimensional space is expressed by three components of coordinates $\xi^{1}, \xi^{2}$, and $\xi^{3}$ :

$$
\boldsymbol{x}=\left(\xi^{1}, \xi^{2}, \xi^{3}\right) .
$$

Tangential vectors in the direction of increasing $\xi^{\mu}(\mu=1,2,3)$ are defined as

$$
\boldsymbol{x}_{\mu} \equiv \frac{\partial \boldsymbol{x}}{\partial \xi^{\mu}} \equiv \partial_{\mu} \boldsymbol{x}
$$

These vectors form a basis at the point $\boldsymbol{x}$. The metric tensor is defined as

$$
\begin{equation*}
g_{\mu \nu} \equiv \boldsymbol{x}_{\mu} \cdot \boldsymbol{x}_{\nu} \tag{A1.1.1}
\end{equation*}
$$

Let $\left(g^{\mu \nu}\right)$ denote the inverse matrix of $\left(g_{\mu \nu}\right)$. If we define a vector as

$$
\boldsymbol{x}^{\mu}=g^{\mu \nu} \boldsymbol{x}_{\nu}
$$

we have

$$
\boldsymbol{x}^{\mu} \cdot \boldsymbol{x}_{\lambda}=g^{\mu \nu} g_{\nu \lambda}=\delta_{\lambda}^{\mu},
$$

where $\left(\delta_{\lambda}^{\mu}\right)$ is the identity matrix. Thus, vector $\boldsymbol{x}^{\mu}$ is orthogonal to vector $\boldsymbol{x}_{\mu}$. Any vector $\boldsymbol{v}$ can be decomposed with vectors $\boldsymbol{x}_{\mu}$ or $\boldsymbol{x}^{\mu}$ such that

$$
\boldsymbol{v}=v^{\mu} \boldsymbol{x}_{\mu}=v_{\mu} \boldsymbol{x}^{\mu} .
$$

$v^{\mu}$ are called contravariant components and $v_{\mu}$ are called covariant components.
A line element, an area element, and a volume element are written as

$$
\begin{aligned}
d \boldsymbol{x} & =\boldsymbol{x}_{\mu} d \xi^{\mu} \\
d s^{2} & =d \boldsymbol{x} \cdot d \boldsymbol{x}=g_{\mu \nu} d \xi^{\mu} d \xi^{\nu} \\
d V & =\sqrt{\operatorname{det}\left(g_{\mu \nu}\right)} d \xi^{1} d \xi^{2} d \xi^{3}=\sqrt{g} d \xi^{1} d \xi^{2} d \xi^{3}
\end{aligned}
$$

where $g=\operatorname{det}\left(g_{\mu \nu}\right)$. We write the exterior product of basis vectors $\boldsymbol{x}_{\mu}$ and $\boldsymbol{x}_{\nu}$ as

$$
\boldsymbol{x}_{\mu} \times \boldsymbol{x}_{\nu}=E_{\mu \nu}{ }^{\lambda} \boldsymbol{x}_{\lambda} .
$$

Then, the scalar triple product of the basis vectors are written as

$$
\left(\boldsymbol{x}_{\mu} \times \boldsymbol{x}_{\nu}\right) \cdot \boldsymbol{x}_{\lambda}=E_{\mu \nu}{ }^{\kappa} g_{\kappa \lambda}=E_{\mu \nu \lambda .} .
$$

If the basis $\boldsymbol{x}_{\mu}(\mu=1,2,3)$ forms right-handedness in this order, the sign of the above product is the same as that of the antisymmetric tensor $\varepsilon_{\mu \nu \lambda}$. When $\mu, \nu$ and $\lambda$ are all different, the absolute value of the scalar triple product is equal to the volume of the parallelepiped formed by the three basis vectors:

$$
E_{\mu \nu \lambda}=\sqrt{g} \varepsilon_{\mu \nu \lambda},
$$

and

$$
E^{\mu \nu \lambda}=\frac{\varepsilon_{\mu \nu \lambda}}{\sqrt{g}} .
$$

The change in tangential vector $\partial_{\mu} \boldsymbol{x}_{\nu}$ is expressed by a linear combination of the basis vectors $\boldsymbol{x}_{\nu}$ as

$$
\partial_{\mu} \boldsymbol{x}_{\nu}=\Gamma_{\mu \nu}^{\lambda} \boldsymbol{x}_{\lambda},
$$

where $\Gamma_{\mu \nu}^{\lambda}$ are the connection coefficients or Christoffel's symbols. In general, symmetry $\Gamma_{\mu \nu}^{\lambda}=\Gamma_{\nu \mu}^{\lambda}$ is satisfied. Since $\boldsymbol{x}_{\nu} \cdot \boldsymbol{x}^{\mu}=\delta_{\nu}^{\mu}$, we have

$$
\partial_{\mu} \boldsymbol{x}^{\lambda} \cdot \boldsymbol{x}_{\nu}=-\boldsymbol{x}^{\lambda} \cdot \partial_{\mu} \boldsymbol{x}_{\nu}=-\Gamma_{\mu \nu}^{\lambda},
$$

thus

$$
\partial_{\mu} x^{\nu}=-\Gamma_{\mu \lambda}^{\nu} x^{\lambda}
$$

$\Gamma_{\mu \nu}^{\lambda}$ is expressed in terms of $g_{\mu \nu}$ as follows. First, taking derivatives from each side of (A1.1.1), we have

$$
\begin{equation*}
\partial_{\mu} g_{\nu \lambda}=\partial_{\mu} \boldsymbol{x}_{\nu} \cdot \boldsymbol{x}_{\lambda}+\boldsymbol{x}_{\nu} \cdot \partial_{\mu} \boldsymbol{x}_{\lambda}=g_{\kappa \lambda} \Gamma_{\mu \nu}^{\kappa}+g_{\nu \kappa} \Gamma_{\mu \lambda}^{\kappa} . \tag{A1.1.2}
\end{equation*}
$$

By replacing the indices, we have

$$
\begin{align*}
\partial_{\lambda} g_{\mu \nu} & =g_{\kappa \nu} \Gamma_{\lambda \mu}^{\kappa}+g_{\mu \kappa} \Gamma_{\lambda \nu}^{\kappa},  \tag{A1.1.3}\\
\partial_{\nu} g_{\lambda \mu} & =g_{\kappa \mu} \Gamma_{\nu \lambda}^{\kappa}+g_{\lambda \kappa} \Gamma_{\nu \mu}^{\kappa} . \tag{A1.1.4}
\end{align*}
$$

Subtracting (A1.1.4) from the sum of (A1.1.2) and (A1.1.3), and dividing by two, we obtain

$$
g_{\kappa \nu} \Gamma_{\lambda \mu}^{\kappa}=\frac{1}{2}\left(\partial_{\mu} g_{\nu \lambda}+\partial_{\lambda} g_{\mu \nu}-\partial_{\nu} g_{\lambda \mu}\right)
$$

where we have used $g_{\mu \nu}=g_{\nu \mu}$ and $\Gamma_{\mu \nu}^{\lambda}=\Gamma_{\nu \mu}^{\lambda}$. Since $g_{\kappa \nu} g^{\lambda \nu}=\delta_{\kappa}^{\lambda}$, we finally obtain

$$
\Gamma_{\mu \nu}^{\lambda}=\frac{1}{2} g^{\lambda \kappa}\left(\partial_{\mu} g_{\nu \kappa}+\partial_{\nu} g_{\kappa \mu}-\partial_{\kappa} g_{\mu \nu}\right)
$$

In particular, we note that contracting for indices $\mu$ and $\lambda$ gives

$$
\Gamma_{\mu \nu}^{\mu}=\frac{1}{\sqrt{g}} \partial_{\nu} \sqrt{g}
$$

The gradient operator $\nabla$ of a scalar $f$ is defined as

$$
\begin{equation*}
d f=d \boldsymbol{x} \cdot \nabla f \tag{A1.1.5}
\end{equation*}
$$

We expand the gradient by the basis as

$$
\nabla f=\left(\nabla_{\mu} f\right) \boldsymbol{x}^{\mu},
$$

where $\nabla_{\mu} f$ are the components of the gradient vector of $f$. Comparing (A1.1.5) with

$$
d f=\partial_{\mu} f d \xi^{\mu}
$$

we have

$$
\boldsymbol{x}_{\mu} \cdot \nabla f=\partial_{\mu} f
$$

Thus, we have the expression

$$
\begin{equation*}
\nabla_{\mu} f=\partial_{\mu} f \tag{A1.1.6}
\end{equation*}
$$

In the same manner, the gradient of a vector $\boldsymbol{v}$ is expressed as

$$
d \boldsymbol{v}=d \boldsymbol{x} \cdot \nabla \boldsymbol{v}
$$

where $\nabla \boldsymbol{v}$ is a tensor of degree two. Since

$$
\begin{aligned}
\boldsymbol{x}_{\mu} \cdot \nabla \boldsymbol{v} & =\partial_{\mu} \boldsymbol{v}=\partial_{\mu}\left(v^{\nu} \boldsymbol{x}_{\nu}\right)=\left(\partial_{\mu} v^{\nu}\right) \boldsymbol{x}_{\nu}+v^{\nu}\left(\partial_{\mu} \boldsymbol{x}_{\nu}\right) \\
& =\left(\partial_{\mu} v^{\nu}\right) \boldsymbol{x}_{\nu}+v^{\nu} \Gamma_{\mu \nu}^{\lambda} \boldsymbol{x}_{\lambda},
\end{aligned}
$$

then we have

$$
\begin{align*}
& \nabla_{\mu} v^{\nu} \equiv \boldsymbol{x}^{\nu} \cdot\left(\boldsymbol{x}_{\mu} \cdot \nabla \boldsymbol{v}\right) \\
& \nabla_{\mu} v_{\nu} \equiv \partial_{\mu} v^{\nu}+\Gamma_{\mu \lambda}^{\nu} v^{\lambda}  \tag{A1.1.7}\\
& \boldsymbol{x}_{\nu} \cdot\left(\boldsymbol{x}_{\mu} \cdot \nabla \boldsymbol{v}\right)=\partial_{\mu} v_{\nu}-\Gamma_{\mu \nu}^{\lambda} v_{\lambda}
\end{align*}
$$

From the same manipulation of the tensor of degree two, the gradient of $T^{\nu \lambda}$ and $T_{\nu \lambda}$ is given as

$$
\begin{align*}
\nabla_{\mu} T^{\nu \lambda} & =\partial_{\mu} T^{\nu \lambda}+\Gamma_{\mu \kappa}^{\nu} T^{\kappa \lambda}+\Gamma_{\mu \kappa}^{\nu} T^{\lambda \kappa} \\
\nabla_{\mu} T_{\nu \lambda} & =\partial_{\mu} T_{\nu \lambda}-\Gamma_{\mu \nu}^{\kappa} T_{\kappa \lambda}-\Gamma_{\mu \nu}^{\kappa} T_{\lambda \kappa} \tag{A1.1.8}
\end{align*}
$$

Using these expressions, we have the following relations:

$$
\begin{align*}
\nabla_{\mu} v_{\nu}-\nabla_{\nu} v_{\mu} & =\partial_{\mu} v_{\nu}-\partial_{\nu} v_{\mu},  \tag{A1.1.9}\\
\nabla_{\mu} v_{\nu}+\nabla_{\nu} v_{\mu} & =\partial_{\mu} v_{\nu}+\partial_{\nu} v_{\mu}+2 \Gamma_{\mu \nu}^{\lambda} v_{\lambda},  \tag{A1.1.10}\\
\nabla_{\mu} v^{\mu} & =\partial_{\mu} v^{\mu}+\Gamma_{\mu \nu}^{\mu} v^{\nu}=\partial_{\mu} v^{\mu}+\frac{1}{\sqrt{g}}\left(\partial_{\nu} \sqrt{g}\right) v^{\nu} \\
& =\frac{1}{\sqrt{g}} \partial_{\mu}\left(\sqrt{g} v^{\mu}\right),  \tag{A1.1.11}\\
\nabla_{\nu} T^{\nu \mu} & =\partial_{\nu} T^{\nu \mu}+\Gamma_{\nu \kappa}^{\nu} T^{\kappa \mu}+\Gamma_{\nu \kappa}^{\mu} T^{\nu \kappa} \\
& =\frac{1}{\sqrt{g}} \partial_{\nu}\left(\sqrt{g} T^{\nu \mu}\right)+\Gamma_{\nu \kappa}^{\mu} T^{\nu \kappa},  \tag{A1.1.12}\\
\nabla^{2} f & =\nabla_{\mu} \nabla^{\mu} f \\
& =\frac{1}{\sqrt{g}} \partial_{\mu}\left(\sqrt{g} \nabla^{\mu} f\right)=\frac{1}{\sqrt{g}} \partial_{\mu}\left(\sqrt{g} g^{\mu \nu} \partial_{\mu} f\right),  \tag{A1.1.13}\\
\nabla^{2} v^{\mu} & =\nabla_{\nu} \nabla^{\nu} v^{\mu}=\frac{1}{\sqrt{g}} \partial_{\nu}\left(\sqrt{g} \nabla^{\nu} v^{\mu}\right)+\Gamma_{\mu \kappa}^{\nu} \nabla^{\nu} v^{\kappa}  \tag{A1.1.14}\\
& =\nabla^{\mu} \nabla_{\nu} v^{\nu}-E^{\mu \nu \lambda} \nabla^{\nu}\left(E_{\lambda \kappa \pi} \nabla^{\kappa} v^{\pi}\right),  \tag{A1.1.15}\\
(\nabla \times \boldsymbol{v})^{\mu} & =E^{\mu \nu \lambda} \nabla_{\nu} v_{\lambda} . \tag{A1.1.16}
\end{align*}
$$

## A1.2 Transformation of orthogonal coordinates

Hereafter, we concentrate on the transformation of orthogonal coordinates. The metric tensors of orthogonal coordinates have only diagonal components:

$$
\left(g_{\mu \nu}\right)=\left(\begin{array}{ccc}
h_{1}^{2} & 0 & 0 \\
0 & h_{2}^{2} & 0 \\
0 & 0 & h_{3}^{2}
\end{array}\right), \quad\left(g^{\mu \nu}\right)=\left(\begin{array}{ccc}
h_{1}^{-2} & 0 & 0 \\
0 & h_{2}^{-2} & 0 \\
0 & 0 & h_{3}^{-2}
\end{array}\right)
$$

where ${ }^{\dagger}$

$$
h_{\alpha}=\sqrt{g_{\alpha \alpha}}=\left|\boldsymbol{x}_{\alpha}\right|, \quad \text { for } \quad \alpha=1,2,3 .
$$

Unit vectors of the tangential directions of coordinates are given by

$$
\boldsymbol{e}_{\alpha}=\frac{\boldsymbol{x}_{\alpha}}{\left|\boldsymbol{x}_{\alpha}\right|}=\frac{\boldsymbol{x}_{\alpha}}{h_{\alpha}}
$$

Line elements and volume elements are

$$
\begin{aligned}
d \boldsymbol{x} & =\boldsymbol{x}_{\mu} d \xi^{\mu}=h_{\mu} \boldsymbol{e}_{\mu} d \xi^{\mu} \\
d V & =\sqrt{g} d \xi^{1} d \xi^{2} d \xi^{3}=h_{1} h_{2} h_{3} d \xi^{1} d \xi^{2} d \xi^{3}
\end{aligned}
$$

[^54]where $\sqrt{g}=h_{1} h_{2} h_{3}$. We assume that the three unit vectors $\boldsymbol{e}_{\mu}(\mu=1,2,3)$ possess right-handedness in this order. We therefore have
$$
\left(\boldsymbol{e}_{\mu} \times \boldsymbol{e}_{\nu}\right) \cdot \boldsymbol{e}_{\lambda}=\varepsilon_{\mu \nu \lambda} .
$$

Christoffel's symbols are written as

$$
\begin{equation*}
\Gamma_{\alpha \alpha}^{\alpha}=\frac{\partial_{\alpha} h_{\alpha}}{h_{\alpha}}, \quad \Gamma_{\alpha \beta}^{\alpha}=\frac{\partial_{\beta} h_{\alpha}}{h_{\alpha}}, \quad \Gamma_{\beta \beta}^{\alpha}=-\frac{h_{\beta}}{h_{\alpha}^{2}} \partial_{\alpha} h_{\beta} \tag{A1.2.1}
\end{equation*}
$$

and the other components of $\Gamma_{\beta \gamma}^{\alpha}$ are zero. Then, the sum of the three symbols is

$$
\Gamma_{\mu \alpha}^{\mu}=\sum_{i=1}^{3} \Gamma_{i \alpha}^{i}=\frac{1}{\sqrt{g}} \partial_{\alpha} \sqrt{g}
$$

The derivatives of the unit vector are calculated as

$$
\partial_{\mu} \boldsymbol{e}_{\nu}=\partial_{\mu} \frac{\boldsymbol{x}_{\nu}}{h_{\nu}}=-\frac{\partial_{\mu} h_{\nu}}{h_{\nu}^{2}} \boldsymbol{x}_{\nu}+\frac{1}{h_{\nu}} \partial_{\mu} \boldsymbol{x}_{\nu}=-\frac{\partial_{\mu} h_{\nu}}{h_{\nu}} \boldsymbol{e}_{\nu}+\frac{h_{\lambda}}{h_{\nu}} \Gamma_{\mu \nu}^{\lambda} \boldsymbol{e}_{\lambda}
$$

In particular, using (A1.2.1), we have

$$
\begin{equation*}
\partial_{\alpha} \boldsymbol{e}_{\alpha}=-\frac{\partial_{\beta} h_{\alpha}}{h_{\beta}} \boldsymbol{e}_{\beta}-\frac{\partial_{\gamma} h_{\alpha}}{h_{\gamma}} \boldsymbol{e}_{\gamma}, \quad \partial_{\beta} \boldsymbol{e}_{\alpha}=\frac{\partial_{\alpha} h_{\beta}}{h_{\alpha}} \boldsymbol{e}_{\beta} \tag{A1.2.2}
\end{equation*}
$$

Now, we expand a vector $\boldsymbol{v}$ by the basis $\boldsymbol{x}_{\mu}$ or $\boldsymbol{e}_{\mu}$ :

$$
\begin{equation*}
\boldsymbol{v}=v^{\mu} \boldsymbol{x}_{\mu}=v_{\mu} \boldsymbol{x}^{\mu}=\bar{v}_{\mu} \boldsymbol{e}_{\mu} \tag{A1.2.3}
\end{equation*}
$$

$\bar{v}_{\mu}$ is the length of $\boldsymbol{v}$ in the direction of $\xi^{\mu}$, and is called a physical component or ordinary component. Physical components are related to contravariant and covariant components as

$$
\bar{v}_{\mu}=v^{\mu} h^{\mu}=\frac{v_{\mu}}{h^{\mu}}
$$

The derivative of $\boldsymbol{v}$ is expressed as

$$
\begin{align*}
\partial_{\mu} \boldsymbol{v} & =\partial_{\mu}\left(\bar{v}_{\nu} \boldsymbol{e}_{\nu}\right)=\left(\partial_{\mu} \bar{v}_{\nu}\right) \boldsymbol{e}_{\nu}+\bar{v}_{\nu}\left(\partial_{\mu} \boldsymbol{e}_{\nu}\right) \\
& =\left(\partial_{\mu} \bar{v}_{\nu}\right) \boldsymbol{e}_{\nu}-\bar{v}_{\nu} \frac{\partial_{\mu} h_{\nu}}{h_{\nu}} \boldsymbol{e}_{\nu}+\bar{v}_{\nu} \frac{h_{\lambda}}{h_{\nu}} \Gamma_{\mu \nu}^{\lambda} \boldsymbol{e}_{\lambda} \tag{A1.2.4}
\end{align*}
$$

in which $\left(\partial_{\mu} \boldsymbol{e}_{\nu}\right)$ is expanded by the basis $\boldsymbol{e}_{\mu}$ using (A1.2.2).
By using rule (A1.2.3), the gradient, divergence, rotation, and Laplacian operators, which are given as (A1.1.6), (A1.1.11), (A1.1.16), and (A1.1.13), are expressed by orthogonal components:

$$
\begin{aligned}
(\overline{\nabla f})_{\mu} & =\frac{1}{h_{\mu}} \nabla_{\mu} f=\frac{1}{h_{\mu}} \partial_{\mu} f \\
\nabla \cdot \boldsymbol{v} & =\frac{1}{\sqrt{g}} \partial_{\mu}\left(\frac{\sqrt{g}}{h_{\mu}} \bar{v}_{\mu}\right) \\
(\overline{\nabla \times \boldsymbol{v}})_{\mu} & =h_{\mu} \frac{\varepsilon_{\mu \nu \lambda}}{\sqrt{g}} \nabla_{\nu} v_{\lambda}=\frac{\varepsilon_{\mu \nu \lambda}}{h_{\nu} h_{\lambda}} \partial_{\nu}\left(h_{\lambda} \bar{v}_{\lambda}\right) \\
\nabla^{2} f & =\frac{1}{\sqrt{g}} \partial_{\mu}\left(\frac{\sqrt{g}}{h_{\mu}^{2}} \partial_{\mu} f\right)
\end{aligned}
$$

or their explicit expressions are

$$
\begin{align*}
\overline{\nabla f}= & \left(\frac{1}{h_{1}} \partial_{1} f, \frac{1}{h_{2}} \partial_{2} f, \frac{1}{h_{3}} \partial_{3} f\right),  \tag{A1.2.5}\\
\nabla \cdot \boldsymbol{v}= & \frac{1}{h_{1} h_{2} h_{3}}\left[\partial_{1}\left(h_{2} h_{3} \bar{v}_{1}\right)+\partial_{2}\left(h_{3} h_{1} \bar{v}_{2}\right)+\partial_{3}\left(h_{1} h_{2} \bar{v}_{3}\right)\right],  \tag{A1.2.6}\\
\overline{\nabla \times v}= & \left(\frac{1}{h_{2} h_{3}}\left[\partial_{2}\left(h_{3} \bar{v}_{3}\right)-\partial_{3}\left(h_{2} \bar{v}_{2}\right)\right], \frac{1}{h_{3} h_{1}}\left[\partial_{3}\left(h_{1} \bar{v}_{1}\right)-\partial_{1}\left(h_{3} \bar{v}_{3}\right)\right],\right. \\
& \left.\frac{1}{h_{1} h_{2}}\left[\partial_{1}\left(h_{2} \bar{v}_{2}\right)-\partial_{2}\left(h_{1} \bar{v}_{1}\right)\right]\right),  \tag{A1.2.7}\\
\nabla^{2} f= & \frac{1}{h_{1} h_{2} h_{3}}\left[\partial_{1}\left(\frac{h_{2} h_{3}}{h_{1}} \partial_{1} f\right)+\partial_{2}\left(\frac{h_{3} h_{1}}{h_{2}} \partial_{2} f\right)+\partial_{3}\left(\frac{h_{1} h_{2}}{h_{3}} \partial_{3} f\right)\right] . \tag{A1.2.8}
\end{align*}
$$

From (A1.1.7), the gradient of a vector, or the deformation tensor, is written as

$$
(\overline{\nabla \boldsymbol{v}})_{\mu \nu}=\frac{1}{h_{\mu} h_{\nu}}\left[\partial_{\mu}\left(h_{\nu} \bar{v}_{\nu}\right)-\Gamma_{\mu \nu}^{\lambda}\left(h_{\lambda} \bar{v}_{\lambda}\right)\right]
$$

or, using (A1.2.1),

$$
\begin{align*}
(\overline{\nabla \boldsymbol{v}})_{\alpha \beta} & =\frac{1}{h_{\alpha} h_{\beta}}\left[\partial_{\alpha}\left(h_{\beta} \bar{v}_{\beta}\right)-\left(\partial_{\beta} h_{\alpha} \cdot \bar{v}_{\alpha}+\partial_{\alpha} h_{\beta} \cdot \bar{v}_{\beta}\right)\right]  \tag{A1.2.9}\\
& =\frac{1}{h_{\alpha} h_{\beta}}\left[h_{\beta}^{2} \partial_{\alpha} \frac{\bar{v}_{\beta}}{h_{\beta}}-\left(\partial_{\beta} h_{\alpha} \cdot \bar{v}_{\alpha}-\partial_{\alpha} h_{\beta} \cdot \bar{v}_{\beta}\right)\right],  \tag{A1.2.10}\\
(\overline{\nabla \boldsymbol{v}})_{\alpha \alpha} & =\frac{1}{h_{\alpha}}\left[\partial_{\alpha} \bar{v}_{\alpha}+\frac{1}{h_{\beta}} \partial_{\beta} h_{\alpha} \cdot \bar{v}_{\beta}+\frac{1}{h_{\gamma}} \partial_{\gamma} h_{\alpha} \cdot \bar{v}_{\gamma}\right] . \tag{A1.2.11}
\end{align*}
$$

$\alpha, \beta$, and $\gamma$ take different values of indices. From (A1.2.9) and (A1.2.10), we have

$$
\begin{aligned}
(\overline{\nabla \boldsymbol{v}})_{\alpha \beta}-(\overline{\nabla \boldsymbol{v}})_{\beta \alpha} & =\frac{1}{h_{\alpha} h_{\beta}}\left[\partial_{\alpha}\left(h_{\beta} \bar{v}_{\beta}\right)-\partial_{\beta}\left(h_{\alpha} \bar{v}_{\alpha}\right)\right], \\
(\overline{\nabla \boldsymbol{v}})_{\alpha \beta}+(\overline{\nabla \boldsymbol{v}})_{\beta \alpha} & =\frac{h_{\beta}}{h_{\alpha}} \partial_{\alpha} \frac{\bar{v}_{\beta}}{h_{\beta}}+\frac{h_{\alpha}}{h_{\beta}} \partial_{\beta} \frac{\bar{v}_{\alpha}}{h_{\alpha}} .
\end{aligned}
$$

From (A1.1.12), the divergence of a tensor of degree two, $\nabla_{\nu} T^{\nu \mu}$, is given by

$$
\begin{equation*}
(\overline{\nabla \cdot T})_{\mu}=\frac{h_{\mu}}{\sqrt{g}} \partial_{\nu}\left(\frac{\sqrt{g}}{h_{\nu} h_{\mu}} \bar{T}_{\nu \mu}\right)+h_{\mu} \Gamma_{\nu \kappa}^{\mu} \frac{\bar{T}_{\nu \kappa}}{h_{\nu} h_{\kappa}} \tag{A1.2.12}
\end{equation*}
$$

or, using (A1.2.1),

$$
\begin{aligned}
(\overline{\nabla \cdot T})_{\alpha}= & \frac{1}{h_{\alpha} h_{\beta} h_{\gamma}}\left[\partial_{\alpha}\left(h_{\beta} h_{\gamma} \bar{T}_{\alpha \alpha}\right)+\partial_{\beta}\left(h_{\gamma} h_{\alpha} \bar{T}_{\beta \alpha}\right)+\partial_{\gamma}\left(h_{\alpha} h_{\beta} \bar{T}_{\gamma \alpha}\right)\right] \\
& -\frac{\partial_{\alpha} h_{\beta}}{h_{\alpha} h_{\beta}} \bar{T}_{\beta \beta}-\frac{\partial_{\alpha} h_{\gamma}}{h_{\alpha} h_{\gamma}} \bar{T}_{\gamma \gamma}+\frac{\partial_{\beta} h_{\alpha}}{h_{\alpha} h_{\beta}} \bar{T}_{\alpha \beta}+\frac{\partial_{\gamma} h_{\alpha}}{h_{\alpha} h_{\gamma}} \bar{T}_{\alpha \gamma} .
\end{aligned}
$$

In particular, if $T$ is antisymmetric $\bar{T}_{\alpha \beta}=-\bar{T}_{\beta \alpha}$, we have

$$
(\overline{\nabla \cdot T})_{\alpha}=\frac{1}{h_{\beta} h_{\gamma}}\left[\partial_{\beta}\left(h_{\gamma} \bar{T}_{\beta \alpha}\right)+\partial_{\gamma}\left(h_{\beta} \bar{T}_{\gamma \alpha}\right)\right]
$$

The Laplacian of a vector is, from (A1.1.14),

$$
\left(\overline{\nabla^{2} \boldsymbol{v}}\right)_{\mu}=\frac{h_{\mu}}{\sqrt{g}} \partial_{\nu}\left[\frac{\sqrt{g}}{h_{\nu} h_{\mu}}(\overline{\nabla \boldsymbol{v}})_{\nu \mu}\right]+h_{\mu} \Gamma_{\mu \kappa}^{\nu} \frac{(\overline{\nabla \boldsymbol{v}})_{\nu \kappa}}{h_{\nu} h_{\mu}}
$$

or, using (A1.1.15) and (A1.2.7),

$$
\begin{aligned}
\left(\overline{\nabla^{2} \boldsymbol{v}}\right)_{\alpha}= & {[\overline{\nabla(\nabla \cdot \boldsymbol{v})}]_{\alpha}-[\overline{\nabla \times(\nabla \times \boldsymbol{v})}]_{\alpha} } \\
= & \frac{1}{h_{\alpha}} \partial_{\alpha}\left[\frac{1}{\sqrt{g}} \partial_{\nu}\left(\frac{\sqrt{g}}{h_{\nu}} \bar{v}_{\nu}\right)\right] \\
& +\frac{1}{h_{\beta} h_{\gamma}}\left\{\partial_{\beta}\left(\frac{h_{\gamma}}{h_{\alpha} h_{\beta}}\left[\partial_{\alpha}\left(h_{\beta} \bar{v}_{\beta}\right)-\partial_{\beta}\left(h_{\alpha} \bar{v}_{\alpha}\right)\right]\right)\right. \\
& \left.-\partial_{\gamma}\left(\frac{h_{\beta}}{h_{\alpha} h_{\gamma}}\left[\partial_{\gamma}\left(h_{\alpha} \bar{v}_{\alpha}\right)-\partial_{\alpha}\left(h_{\gamma} \bar{v}_{\gamma}\right)\right]\right)\right\}
\end{aligned}
$$

Finally, let us summarize the transformation laws of the time derivative. For a scalar, we have

$$
\frac{d f}{d t}=\frac{\partial f}{\partial t}+v^{\mu} \nabla_{\mu} f=\frac{\partial f}{\partial t}+\frac{\bar{v}^{\mu}}{h_{\mu}} \partial_{\mu} f
$$

A time derivative of a vector $s$ is

$$
\begin{align*}
\left(\frac{\overline{d s}}{d t}\right)_{\mu} & =h_{\mu} \frac{d s^{\mu}}{d t}=h_{\mu}\left(\frac{\partial s^{\mu}}{\partial t}+v^{\nu} \nabla_{\nu} s^{\mu}\right) \\
& =h_{\mu}\left(\frac{\partial s^{\mu}}{\partial t}+v^{\nu} \partial_{\nu} s^{\mu}+v^{\nu} \Gamma_{\nu \lambda}^{\mu} s^{\lambda}\right) \\
& =h_{\mu}\left(\frac{\partial}{\partial t} \frac{\bar{s}_{\mu}}{h_{\mu}}+\frac{\bar{v}_{\nu}}{h_{\nu}} \partial_{\nu} \frac{\bar{s}_{\mu}}{h_{\mu}}+\frac{\bar{v}_{\nu}}{h_{\nu}} \Gamma_{\nu \lambda}^{\mu} \frac{\bar{s}_{\lambda}}{h_{\lambda}}\right) \\
& =\frac{d}{d t} \bar{s}_{\mu}-\frac{\partial_{\nu} h_{\mu}}{h_{\mu} h_{\nu}} \bar{v}_{\nu} \bar{s}_{\mu}+\frac{h_{\mu}}{h_{\nu} h_{\lambda}} \Gamma_{\nu \lambda}^{\mu} \bar{v}_{\nu} \bar{s}_{\lambda} \tag{A1.2.13}
\end{align*}
$$

where

$$
\frac{d}{d t} \bar{s}_{\mu}=\frac{\partial}{\partial t} \bar{s}_{\mu}+\frac{\bar{v}_{\nu}}{h_{\nu}} \partial_{\nu} \bar{s}_{\mu}
$$

Substituting (A1.2.1) into (A1.2.13), we can express

$$
\left(\overline{\frac{d \boldsymbol{s}}{d t}}\right)_{\alpha}=\frac{d}{d t} \bar{s}_{\alpha}-\frac{\partial_{\alpha} h_{\beta}}{h_{\alpha} h_{\beta}} \bar{v}_{\beta} \bar{s}_{\beta}-\frac{\partial_{\alpha} h_{\gamma}}{h_{\alpha} h_{\gamma}} \bar{v}_{\gamma} \bar{s}_{\gamma}+\frac{\partial_{\beta} h_{\alpha}}{h_{\alpha} h_{\beta}} \bar{v}_{\alpha} \bar{s}_{\beta}+\frac{\partial_{\gamma} h_{\alpha}}{h_{\alpha} h_{\gamma}} \bar{v}_{\alpha} \bar{s}_{\gamma} .
$$

## A1.3 Basic equations in orthogonal coordinates

The governing equations of fluid motion (i.e., the continuity equation (1.2.8), the equations of motion (1.2.18), and the entropy equation (1.2.53)), are written in the flux form of orthogonal coordinates as

$$
\begin{align*}
& \frac{\partial}{\partial t} \rho+\frac{1}{\sqrt{g}} \partial_{\mu}\left(\frac{\sqrt{g}}{h_{\mu}} \rho \bar{v}_{\mu}\right)=0 \\
& \frac{\partial}{\partial t}\left(\rho \bar{v}_{\mu}\right)+\frac{h_{\mu}}{\sqrt{g}} \partial_{\nu}\left[\frac{\sqrt{g}}{h_{\mu} h_{\nu}}\left(\rho \bar{v}_{\mu} \bar{v}_{\nu}-\bar{\sigma}_{\mu \nu}\right)\right]+\Gamma_{\nu \lambda}^{\mu} \frac{h_{\mu}}{h_{\nu} h_{\lambda}}\left(\rho \bar{v}_{\mu} \bar{v}_{\nu}-\bar{\sigma}_{\mu \nu}\right) \\
& \quad=-\frac{\rho}{h_{\mu}} \partial_{\mu} \Phi \\
& \frac{\partial}{\partial t}(\rho s)+\frac{1}{\sqrt{g}} \partial_{\mu}\left(\frac{\sqrt{g}}{h_{\mu}} \rho s \bar{v}_{\mu}\right)=\frac{1}{T}\left[\varepsilon-\frac{1}{\sqrt{g}} \partial_{\mu}\left(\frac{\sqrt{g}}{h_{\mu}} \bar{q}_{\mu}\right)\right] \tag{A1.3.1}
\end{align*}
$$

We have used (A1.2.12) to derive the equation of motion. In the advective form, the equation set is written as

$$
\begin{align*}
& \frac{d \rho}{d t}+\frac{\rho}{\sqrt{g}} \partial_{\mu}\left(\frac{\sqrt{g}}{h_{\mu}} \bar{v}_{\mu}\right)=0 \\
& \frac{d \bar{v}_{\mu}}{d t}-\frac{\partial_{\nu} h_{\mu}}{h_{\mu} h_{\nu}} \bar{v}_{\nu} \bar{v}_{\mu}+\frac{h_{\mu}}{h_{\nu} h_{\lambda}} \Gamma_{\nu \lambda}^{\mu} \bar{v}_{\nu} \bar{v}_{\lambda}=-\frac{1}{\rho h_{\mu}} \partial_{\mu} p-\frac{1}{h_{\mu}} \partial_{\mu} \Phi+\bar{f}_{\mu}, \\
& \frac{d s}{d t}=\frac{1}{\rho T}\left[\varepsilon-\frac{1}{\sqrt{g}} \partial_{\mu}\left(\frac{\sqrt{g}}{h_{\mu}} \bar{q}_{\mu}\right)\right] . \tag{A1.3.2}
\end{align*}
$$

We have used (A1.2.13) to derive the equation of motion. The stress tensor is written as

$$
\begin{align*}
\bar{\sigma}_{\mu \nu} & =-p \delta_{\mu \nu}+\overline{\sigma^{\prime}}{ }_{\mu \nu}, \\
{\overline{\sigma^{\prime}}}_{\mu \nu} & =\eta\left(\overline{\nabla_{\mu} v_{\nu}}+\overline{\nabla_{\nu} v_{\mu}}\right)+\delta_{\mu \nu}\left(\zeta-\frac{2}{3}\right) \nabla \cdot \boldsymbol{v}, \tag{A1.3.3}
\end{align*}
$$

and the friction force $\boldsymbol{f}$ is

$$
\begin{equation*}
\bar{f}_{\mu}=\frac{1}{\rho} \overline{\nabla_{\nu} \sigma_{\mu \nu}^{\prime}}=\frac{1}{\rho}\left[\frac{h_{\mu}}{\sqrt{g}} \partial_{\nu}\left(\frac{\sqrt{g}}{h_{\nu} h_{\mu}} \overline{\sigma^{\prime}}{ }_{\mu \nu}\right)+h_{\mu} \Gamma_{\nu \kappa}^{\mu} \frac{\overline{\sigma^{\prime}}{ }_{\nu \kappa}}{h_{\nu} h_{\kappa}}\right] . \tag{A1.3.4}
\end{equation*}
$$

In particular, if $\eta$ and $\zeta$ are constant, (1.2.21) becomes

$$
\begin{equation*}
\bar{f}_{\mu}=\frac{\eta}{\rho}\left(\overline{\nabla^{2} \boldsymbol{v}}\right)_{\mu}+\frac{1}{\rho}\left(\zeta+\frac{1}{3} \eta\right) \frac{1}{h_{\mu}} \partial_{\mu}(\nabla \cdot \boldsymbol{v}) . \tag{A1.3.5}
\end{equation*}
$$

The dissipation rate $\varepsilon$ given by (1.2.37) is written as

$$
\varepsilon=\overline{\sigma^{\prime}}{ }_{\mu \nu} \overline{\nabla_{\nu} \boldsymbol{v}_{\mu}}=\frac{1}{2} \eta\left(\overline{\nabla_{\mu} \boldsymbol{v}_{\nu}}+\overline{\nabla_{\nu} \boldsymbol{v}_{\mu}}-\frac{2}{3} \nabla \boldsymbol{v} \delta_{\mu \nu}\right)^{2}+\zeta(\nabla \cdot \boldsymbol{v})^{2} .
$$

The flux form and advective form of the vorticity equation are, respectively,

$$
\begin{align*}
& \frac{\partial \bar{\omega}_{\mu}}{\partial t}+\frac{h_{\mu}}{\sqrt{g}} \partial_{\nu}\left\{\frac{\sqrt{g}}{h_{\nu} h_{\mu}}\left[\bar{\omega}_{\mu} \bar{v}_{\nu}-\bar{\omega}_{\nu} \bar{v}_{\mu}-\varepsilon_{\mu \nu \lambda} g_{\lambda}\right]\right\}=0  \tag{A1.3.6}\\
& \frac{d \bar{\omega}_{\mu}}{d t}-\frac{\partial_{\nu} h_{\mu}}{h_{\mu} h_{\nu}} \bar{v}_{\nu} \bar{\omega}_{\mu}+\frac{h_{\mu}}{h_{\nu} h_{\lambda}} \Gamma_{\nu \lambda}^{\mu} \bar{v}_{\nu} \bar{\omega}_{\lambda} \\
& \quad=-\bar{\omega}_{\mu} \nabla \cdot \boldsymbol{v}+\bar{\omega}_{\nu} \bar{\nabla}_{\nu} v_{\mu}  \tag{A1.3.7}\\
& +\varepsilon_{\mu \nu \lambda} \overline{\nabla_{\nu} g_{\lambda}}
\end{align*}
$$

where we have defined the force by

$$
g_{\lambda}=-\frac{1}{\rho h_{\lambda}} \partial_{\lambda} p+f_{\lambda}
$$

Vorticity is expressed in the form (A1.2.7); that is,

$$
\bar{\omega}_{\alpha}=\frac{1}{h_{\beta} h_{\gamma}}\left[\partial_{\beta}\left(h_{\gamma} \bar{v}_{\gamma}\right)-\partial_{\gamma}\left(h_{\beta} \bar{v}_{\beta}\right)\right] .
$$

## A1.4 Cylindrical coordinates

In cylindrical coordinates, we use ${ }^{\dagger}$

$$
\xi^{1}=\xi^{r}=r, \quad \xi^{2}=\xi^{\varphi}=\varphi, \quad \xi^{3}=\xi^{z}=z
$$

where $r$ is the radius, $\varphi$ is the azimuth, and $z$ is the normal axis. The line element and metrics are

$$
\begin{aligned}
d s^{2} & =d r^{2}+r^{2} d \varphi^{2}+d z^{2} \\
h_{r} & =1, \quad h_{\varphi}=r, \quad h_{z}=1 \\
\sqrt{g} & =h_{r} h_{\varphi} h_{z}=r
\end{aligned}
$$

Christoffel's symbols are written as

$$
\Gamma_{\varphi r}^{\varphi}=\Gamma_{r \varphi}^{\varphi}=\frac{1}{r}, \quad \Gamma_{\varphi \varphi}^{r}=-r
$$

The other components of Christoffel's symbols are zero.
Expressions of the gradient, divergence, rotation, and Laplacian operators are, from (A1.2.5)-(A1.2.8),

$$
\begin{align*}
\nabla f & =\left(\partial_{r} f, \frac{1}{r} \partial_{\varphi} f, \partial_{z} f\right)  \tag{A1.4.1}\\
\nabla \cdot \boldsymbol{v} & =\frac{1}{r} \partial_{r}\left(r v_{r}\right)+\frac{1}{r} \partial_{\varphi} v_{\varphi}+\partial_{z} v_{z}  \tag{A1.4.2}\\
\nabla \times \boldsymbol{v} & =\left(\frac{1}{r} \partial_{\varphi} v_{z}-\partial_{z} v_{\varphi}, \partial_{z} v_{r}-\partial_{r} v_{z}, \frac{1}{r} \partial_{r}\left(r v_{\varphi}\right)-\frac{1}{r} \partial_{\varphi} v_{r}\right)  \tag{A1.4.3}\\
\nabla^{2} f & =\frac{1}{r} \partial_{r}\left(r \partial_{r} f\right)+\frac{1}{r^{2}} \partial_{\varphi \varphi} f+\partial_{z z} f \tag{A1.4.4}
\end{align*}
$$

[^55]The gradient and Laplacian of a vector $\boldsymbol{v}$ are given by

$$
\begin{aligned}
\nabla \boldsymbol{v} & =\left(\begin{array}{ccc}
\partial_{r} v_{r} & \partial_{r} v_{\varphi} & \partial_{r} v_{z} \\
\frac{1}{r} \partial_{\varphi} v_{r}-\frac{1}{r} v_{\varphi} & \frac{1}{r} \partial_{\varphi} v_{\varphi}+\frac{1}{r} v_{r} & \frac{1}{r} \partial_{\varphi} v_{z} \\
\partial_{z} v_{r} & \partial_{z} v_{\varphi} & \partial_{z} v_{z}
\end{array}\right) \\
\nabla^{2} \boldsymbol{v} & =\left(\nabla^{2} v_{r}-\frac{1}{r^{2}} v_{r}-\frac{2}{r^{2}} \partial_{\varphi} v_{\varphi}, \nabla^{2} v_{\varphi}-\frac{1}{r^{2}} v_{\varphi}+\frac{2}{r^{2}} \partial_{\varphi} v_{r}, \nabla^{2} v_{z}\right) .
\end{aligned}
$$

The time derivative of a vector $s$ is

$$
\begin{equation*}
\frac{d s}{d t}=\left(\frac{d s_{r}}{d t}-\frac{v_{\varphi} s_{\varphi}}{r}, \frac{d s_{\varphi}}{d t}+\frac{v_{\varphi} s_{r}}{r}, \frac{d s_{z}}{d t}\right), \tag{A1.4.5}
\end{equation*}
$$

where

$$
\frac{d}{d t}=\frac{\partial}{\partial t}+v_{r} \partial_{r}+\frac{v_{\varphi}}{r} \partial_{\varphi}+v_{z} \partial_{z}
$$

The continuity equation and the equations of motion are, in flux form,

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}+\frac{1}{r} \partial_{r}\left(r \rho v_{r}\right)+\frac{1}{r} \partial_{\varphi}\left(\rho v_{\varphi}\right)+\partial_{z}\left(\rho v_{z}\right)=0, \\
& \frac{\partial\left(\rho v_{r}\right)}{\partial t}+\frac{1}{r} \partial_{r}\left[r\left(\rho v_{r}^{2}-\sigma_{r r}\right)\right]+\frac{1}{r} \partial_{\varphi}\left(\rho v_{r} v_{\varphi}-\sigma_{\varphi r}\right)+\partial_{z}\left(\rho v_{r} v_{z}-\sigma_{z r}\right) \\
& \quad-\frac{1}{r}\left(\rho v_{\varphi}^{2}-\sigma_{\varphi \varphi}\right)=-\rho \partial_{r} \Phi, \\
& \frac{\partial\left(\rho v_{\varphi}\right)}{\partial t}+\frac{1}{r^{2}} \partial_{r}\left[r^{2}\left(\rho v_{\varphi} v_{r}-\sigma_{r \varphi}\right)\right]+\frac{1}{r} \partial_{\varphi}\left(\rho v_{\varphi}^{2}-\sigma_{\varphi \varphi}\right)+\partial_{z}\left(\rho v_{\varphi} v_{z}-\sigma_{z \varphi}\right) \\
& \quad=\quad-\frac{\rho}{r} \partial_{\varphi} \Phi, \\
& \frac{\partial\left(\rho v_{z}\right)}{\partial t}+\frac{1}{r} \partial_{r}\left[r\left(\rho v_{z} v_{r}-\sigma_{r z}\right)\right]+\frac{1}{r} \partial_{\varphi}\left(\rho v_{z} v_{\varphi}-\sigma_{\varphi z}\right)+\partial_{z}\left(\rho v_{z}^{2}-\sigma_{z z}\right) \\
& \quad=\quad-\rho \partial_{z} \Phi . \tag{A1.4.6}
\end{align*}
$$

and, in advective form,

$$
\begin{align*}
\frac{d \rho}{d t} & +\rho\left[\frac{1}{r} \partial_{r}\left(r v_{r}\right)+\frac{1}{r} \partial_{\varphi} v_{\varphi}+\partial_{z} v_{z}\right]=0 \\
\frac{d v_{r}}{d t} & =\frac{1}{r} v_{\varphi}^{2}-\frac{1}{\rho} \partial_{r} p-\partial_{r} \Phi+f_{r}, \\
\frac{d v_{\varphi}}{d t} & =-\frac{1}{r} v_{r} v_{\varphi}-\frac{1}{\rho r} \partial_{\varphi} p-\frac{1}{r} \partial_{\varphi} \Phi+f_{\varphi}, \\
\frac{d v_{z}}{d t} & =-\frac{1}{\rho} \partial_{z} p-\partial_{z} \Phi+f_{z}, \tag{A1.4.7}
\end{align*}
$$

where the stress tensor is given by $\sigma_{\mu \nu}=-p \delta_{\mu \nu}+\sigma_{\mu \nu}^{\prime}$ with

$$
\begin{aligned}
\sigma_{r r}^{\prime} & =2 \eta \partial_{r} v_{r}+\left(\zeta-\frac{2}{3} \eta\right) \nabla \cdot \boldsymbol{v} \\
\sigma_{\varphi \varphi}^{\prime} & =2 \eta\left(\frac{1}{r} \partial_{\varphi} v_{\varphi}+\frac{v_{r}}{r}\right)+\left(\zeta-\frac{2}{3} \eta\right) \nabla \cdot \boldsymbol{v}
\end{aligned}
$$

$$
\begin{align*}
\sigma_{z z}^{\prime} & =2 \eta \partial_{z} v_{z}+\left(\zeta-\frac{2}{3} \eta\right) \nabla \cdot \boldsymbol{v} \\
\sigma_{r \varphi}^{\prime}=\sigma_{\varphi r}^{\prime} & =\eta\left(r \partial_{r} \frac{v_{\varphi}}{r}+\frac{1}{r} \partial_{\varphi} v_{r}\right) \\
\sigma_{\varphi z}^{\prime}=\sigma_{\varphi z}^{\prime} & =\eta\left(\frac{1}{r} \partial_{\varphi} v_{z}+\partial_{z} v_{\varphi}\right) \\
\sigma_{z r}^{\prime}=\sigma_{r z}^{\prime} & =\eta\left(\partial_{z} v_{r}+\partial_{z} v_{r}\right) \tag{A1.4.8}
\end{align*}
$$

The friction force is

$$
\begin{align*}
f_{r} & =\frac{1}{\rho}\left[\frac{1}{r} \partial_{r}\left(r \sigma_{r r}^{\prime}\right)+\frac{1}{r} \partial_{\varphi} \sigma_{\varphi r}^{\prime}+\partial_{z} \sigma_{z r}^{\prime}-\frac{\sigma_{\varphi \varphi}^{\prime}}{r}\right] \\
& =\frac{1}{\rho}\left[\eta\left(\nabla^{2} v_{r}-\frac{v_{r}}{r^{2}}-\frac{2}{r^{2}} \partial_{\varphi} v_{\varphi}\right)+\left(\zeta+\frac{1}{3} \eta\right) \partial_{r} \nabla \cdot \boldsymbol{v}\right] \\
f_{\varphi} & =\frac{1}{\rho}\left[\frac{1}{r} \partial_{r}\left(r \sigma_{r \varphi}^{\prime}\right)+\frac{1}{r} \partial_{\varphi} \sigma_{\varphi \varphi}^{\prime}+\partial_{z} \sigma_{z \varphi}^{\prime}+\frac{\sigma_{\varphi r}^{\prime}}{r}\right] \\
& =\frac{1}{\rho}\left[\eta\left(\nabla^{2} v_{\varphi}-\frac{v_{\varphi}}{r^{2}}-\frac{2}{r^{2}} \partial_{\varphi} v_{r}\right)+\left(\zeta+\frac{1}{3} \eta\right) \frac{1}{r} \partial_{\varphi} \nabla \cdot \boldsymbol{v}\right] \\
f_{z} & =\frac{1}{\rho}\left[\frac{1}{r} \partial_{r}\left(r \sigma_{r z}^{\prime}\right)+\frac{1}{r} \partial_{\varphi} \sigma_{\varphi z}^{\prime}+\partial_{z} \sigma_{z z}^{\prime}\right] \\
& =\frac{1}{\rho}\left[\eta \nabla^{2} v_{z}+\left(\zeta+\frac{1}{3} \eta\right) \partial_{z} \nabla \cdot \boldsymbol{v}\right] \tag{A1.4.9}
\end{align*}
$$

where $\eta$ and $\zeta$ are assumed to be constant in each of the second lines.
Three components of vorticity $\boldsymbol{\omega}=\left(\omega_{r}, \omega_{\varphi}, \omega_{z}\right)$ are given by (A1.4.3). The flux-form vorticity equations are

$$
\begin{align*}
& \frac{\partial \omega_{r}}{\partial t}+\frac{1}{r} \partial_{\varphi}\left(v_{\varphi} \omega_{r}-v_{r} \omega_{\varphi}-g_{z}\right)-\partial_{z}\left(v_{r} \omega_{z}-v_{z} \omega_{r}-g_{\varphi}\right)=0 \\
& \frac{\partial \omega_{\varphi}}{\partial t}+\partial_{z}\left(v_{z} \omega_{\varphi}-v_{\varphi} \omega_{z}-g_{r}\right)-\partial_{r}\left(v_{\varphi} \omega_{r}-v_{r} \omega_{\varphi}-g_{z}\right)=0 \\
& \frac{\partial \omega_{z}}{\partial t}+\frac{1}{r} \partial_{r}\left[r\left(v_{r} \omega_{z}-v_{z} \omega_{r}-g_{\varphi}\right)\right]-\frac{1}{r} \partial_{\varphi}\left(v_{z} \omega_{\varphi}-v_{\varphi} \omega_{z}-g_{r}\right)=0 \tag{A1.4.10}
\end{align*}
$$

where $\boldsymbol{g}=-\nabla p / \rho+\boldsymbol{f}$. In advective form, the vorticity equations are written as

$$
\begin{aligned}
\frac{d \omega_{r}}{d t}= & -\omega_{r}\left(\frac{1}{r} \partial_{\varphi} v_{\varphi}+\frac{v_{r}}{r}+\partial_{z} v_{z}\right)+\frac{\omega_{\varphi}}{r} \partial_{\varphi} v_{r} \\
& +\omega_{z} \partial_{\varphi} v_{r}+\frac{1}{r} \partial_{\varphi} g_{z}-\partial_{z} g_{\varphi} \\
\frac{d \omega_{\varphi}}{d t}= & -\omega_{\varphi}\left(\partial_{r} v_{r}+\partial_{z} v_{z}\right)+r \omega_{r} \partial_{r} \frac{v_{\varphi}}{r} \\
& +\omega_{z} \partial_{z} v_{\varphi}+\partial_{z} g_{r}-\partial_{r} g_{z}
\end{aligned}
$$

$$
\begin{align*}
\frac{d \omega_{z}}{d t}= & -\omega_{z}\left(\partial_{r} v_{r}+\frac{1}{r} \partial_{\varphi} v_{\varphi}+\frac{v_{r}}{r}\right) \\
& +\omega_{r} \partial_{r} v_{z}+\frac{\omega_{\varphi}}{r} \partial_{\varphi} v_{z}+\frac{1}{r} \partial_{r}\left(r g_{\varphi}\right)-\frac{1}{r} \partial_{\varphi} g_{r} \tag{A1.4.11}
\end{align*}
$$

Angular momentum about axis $z$ is given by $l=r v_{\varphi}$. Conservation of angular momentum is given from (A1.4.6) and (A1.4.7) as

$$
\begin{align*}
\frac{\partial(\rho l)}{\partial t} & +\frac{1}{r} \partial_{r}\left[r\left(\rho l v_{r}-r \sigma_{r \varphi}\right)\right]+\frac{1}{r} \partial_{\varphi}\left(\rho l v_{\varphi}-r \sigma_{\varphi \varphi}\right)+\partial_{z}\left(\rho l v_{z}-r \sigma_{z \varphi}\right) \\
& =-\rho \partial_{\varphi} \Phi \\
\frac{d l}{d t} & =-\frac{1}{\rho} \partial_{\varphi} p-r \partial_{\varphi} \Phi+r f_{\varphi} \tag{A1.4.12}
\end{align*}
$$

## A1.5 Spherical coordinates

Spherical coordinates are expressed by longitude $\lambda$, latitude $\varphi$, and radius $r$ :

$$
\xi^{1}=\xi^{\lambda}=\lambda, \quad \xi^{2}=\xi^{\varphi}=\varphi, \quad \xi^{3}=\xi^{r}=r .
$$

The use of longitude and latitude as coordinates is different from normal spherical coordinates where the colatitude is used instead of $\varphi$ and the direction of the azimuthal coordinate is opposite to that of longitude. To differentiate between the two types of spherical coordinates, we refer to the spherical coordinates we use as latitude-longitude coordinates. The line element and the metrics are given by

$$
\begin{aligned}
d s^{2} & =r^{2} \cos ^{2} \varphi d \lambda^{2}+r^{2} d \varphi^{2}+d r^{2} \\
h_{\lambda} & =r \cos \varphi, \quad h_{\varphi}=r, \quad h_{r}=1, \\
\sqrt{g} & =h_{\lambda} h_{\varphi} h_{r}=r^{2} \cos \varphi
\end{aligned}
$$

Christoffel's symbols are

$$
\begin{aligned}
& \Gamma_{\varphi \varphi}^{r}=-r, \quad \Gamma_{\lambda \lambda}^{r}=-r \cos ^{2} \varphi, \quad \Gamma_{\varphi r}^{\varphi}=\Gamma_{r \varphi}^{\varphi}=\frac{1}{r} \\
& \Gamma_{\lambda \lambda}^{\varphi}=\sin \varphi \cos \varphi, \quad \Gamma_{\lambda r}^{\lambda}=\Gamma_{r \lambda}^{\lambda}=\frac{1}{r}, \quad \Gamma_{\lambda \varphi}^{\lambda}=\Gamma_{\varphi \lambda}^{\lambda}=-\tan \varphi
\end{aligned}
$$

The other components of Christoffel's symbols are zero.
Expressions of the gradient, divergence, rotation, and Laplacian operators are, from (A1.2.5)-(A1.2.8),

$$
\begin{align*}
\nabla f= & \left(\frac{1}{r \cos \varphi} \partial_{\lambda} f, \frac{1}{r} \partial_{\varphi} f, \partial_{r} f\right)  \tag{A1.5.1}\\
\nabla \cdot \boldsymbol{v}= & \frac{1}{r \cos \varphi} \partial_{\lambda} v_{\lambda}+\frac{1}{r \cos \varphi} \partial_{\varphi}\left(\cos \varphi v_{\varphi}\right)+\frac{1}{r^{2}} \partial_{r}\left(r^{2} v_{r}\right) .  \tag{A1.5.2}\\
\nabla \times \boldsymbol{v}= & \left(\frac{1}{r} \partial_{\varphi} v_{r}-\frac{1}{r} \partial_{r}\left(r v_{\varphi}\right), \frac{1}{r} \partial_{r}\left(r v_{\lambda}\right)-\frac{1}{r \cos \varphi} \partial_{\lambda} v_{r},\right. \\
& \left.\frac{1}{r \cos \varphi} \partial_{\lambda} v_{\varphi}-\frac{1}{r \cos \varphi} \partial_{\varphi}\left(\cos \varphi v_{\lambda}\right)\right), \tag{A1.5.3}
\end{align*}
$$

$$
\begin{equation*}
\nabla^{2} f=\frac{1}{r^{2} \cos ^{2} \varphi} \partial_{\lambda \lambda} f+\frac{1}{r^{2} \cos \varphi} \partial_{\varphi}\left(\cos \varphi \partial_{\varphi} f\right)+\frac{1}{r^{2}} \partial_{r}\left(r^{2} \partial_{r} f\right) \tag{A1.5.4}
\end{equation*}
$$

The gradient and the Laplacian of a vector $\boldsymbol{v}$ are given respectively by
$\nabla v$

$$
\begin{gathered}
=\left(\begin{array}{ccc}
\frac{1}{r \cos \varphi} \partial_{\lambda} v_{\lambda}-\frac{\sin \varphi}{r \cos \varphi} v_{\varphi}+\frac{1}{r} v_{r} & \frac{1}{r \cos \varphi} \partial_{\lambda} v_{\varphi}+\frac{\sin \varphi}{r \cos \varphi} v_{\lambda} & \frac{1}{r \cos \varphi} \partial_{\lambda} v_{r}-\frac{1}{r} v_{\lambda} \\
\frac{1}{r} \partial_{\varphi} v_{\lambda} & \frac{1}{r} v_{\varphi}+\frac{1}{r} v_{r} & \frac{1}{r} \partial_{\varphi} v_{r}-\frac{1}{r} v_{\varphi} \\
\partial_{r} v_{\lambda} & \partial_{r} v_{\varphi} & \partial_{r} v_{r}
\end{array}\right), \\
\nabla^{2} \boldsymbol{v}=\left(\nabla^{2} v_{\lambda}-\frac{2 \sin \varphi}{r^{2} \cos ^{2} \varphi} \partial_{\lambda} v_{\varphi}+\frac{2}{r^{2} \cos \varphi} \partial_{\lambda} v_{r}-\frac{1}{r^{2} \cos ^{2} \varphi} v_{\lambda},\right. \\
\nabla^{2} v_{\varphi}-\frac{1}{r^{2} \cos ^{2} \varphi} v_{\varphi}+\frac{2}{r^{2}} \partial_{\varphi} v_{r}+\frac{2 \sin \varphi}{r^{2} \cos ^{2} \varphi} \partial_{\lambda} v_{\lambda} \\
\left.\nabla^{2} v_{r}-\frac{2}{r^{2}} v_{r}-\frac{2}{r^{2} \cos \varphi} \partial_{\lambda} v_{\lambda}-\frac{2}{r^{2} \cos \varphi} \partial_{\varphi}\left(\cos \varphi v_{\varphi}\right)\right) .
\end{gathered}
$$

The time derivative of a vector $s$ is

$$
\begin{align*}
\frac{d s}{d t}= & \left(\frac{d s_{\lambda}}{d t}-\frac{\sin \varphi}{\cos \varphi} \frac{v_{\lambda} s_{\varphi}}{r}+\frac{v_{\lambda} s_{r}}{r}, \frac{d s_{\varphi}}{d t}+\frac{\sin \varphi}{\cos \varphi} \frac{v_{\lambda} s_{\lambda}}{r}+\frac{v_{\varphi} s_{r}}{r}\right. \\
& \left.\frac{d s_{r}}{d t}-\frac{v_{\lambda} s_{\lambda}}{r}-\frac{v_{\varphi} s_{\varphi}}{r}\right) \tag{A1.5.5}
\end{align*}
$$

where

$$
\frac{d}{d t}=\frac{\partial}{\partial t}+\frac{v_{\lambda}}{r \cos \varphi} \partial_{\lambda}+\frac{v_{\varphi}}{r} \partial_{\varphi}+v_{r} \partial_{r}
$$

The continuity equation and the equations of motion are given by, in flux form,

$$
\begin{aligned}
& \frac{\partial \rho}{\partial t}+\frac{1}{r \cos \varphi} \partial_{\lambda}\left(\rho v_{\lambda}\right)+\frac{1}{r \cos \varphi} \partial_{\varphi}\left(\cos \varphi \rho v_{\varphi}\right)+\frac{1}{r^{2}} \partial_{r}\left(r^{2} \rho v_{r}\right)=0 \\
& \frac{\partial\left(\rho v_{\lambda}\right)}{\partial t}+\frac{1}{r \cos \varphi} \partial_{\lambda}\left(\rho v_{\lambda}^{2}-\sigma_{\lambda \lambda}\right)+\frac{1}{r \cos \varphi} \partial_{\varphi}\left[\cos \varphi\left(\rho v_{\lambda} v_{\varphi}-\sigma_{\varphi \lambda}\right)\right] \\
& \quad+\frac{1}{r^{2}} \partial_{r}\left[r^{2}\left(\rho v_{\lambda} v_{r}-\sigma_{r \lambda}\right)\right]+\frac{1}{r}\left(\rho v_{\lambda} v_{r}-\sigma_{\lambda r}\right) \\
& \quad-\frac{\sin \varphi}{r \cos \varphi}\left(\rho v_{\lambda} v_{\varphi}-\sigma_{\lambda \varphi}\right)=-\frac{\rho}{r \cos \varphi} \partial_{\lambda} \Phi \\
& \frac{\partial\left(\rho v_{\varphi}\right)}{\partial t}+\frac{1}{r \cos \varphi} \partial_{\lambda}\left(\rho v_{\varphi} v_{\lambda}-\sigma_{\lambda \varphi}\right)+\frac{1}{r \cos \varphi} \partial_{\varphi}\left[\cos \varphi\left(\rho v_{\varphi}^{2}-\sigma_{\varphi \varphi}\right)\right] \\
& \quad+\frac{1}{r^{2}} \partial_{r}\left[r^{2}\left(\rho v_{\varphi} v_{r}-\sigma_{r \varphi}\right)\right]+\frac{\sin \varphi}{r \cos \varphi}\left(\rho v_{\lambda}^{2}-\sigma_{\lambda \lambda}\right) \\
& \quad+\frac{1}{r}\left(\rho v_{\varphi} v_{r}-\sigma_{\varphi r}\right)=\quad-\frac{\rho}{r} \partial_{\varphi} \Phi
\end{aligned}
$$

$$
\begin{align*}
& \frac{\partial\left(\rho v_{r}\right)}{\partial t}+\frac{1}{r \cos \varphi} \partial_{\lambda}\left(\rho v_{r} v_{\lambda}-\sigma_{\lambda r}\right)+\frac{1}{r \cos \varphi} \partial_{\varphi}\left[\cos \varphi\left(\rho v_{r} v_{\varphi}-\sigma_{\varphi r}\right)\right] \\
& \quad+\frac{1}{r^{2}} \partial_{r}\left[r^{2}\left(\rho v_{r}^{2}-\sigma_{r r}\right)\right]-\frac{1}{r}\left(\rho v_{\varphi}^{2}-\sigma_{\varphi \varphi}\right) \\
& \quad-\frac{1}{r}\left(\rho v_{\lambda}^{2}-\sigma_{\lambda \lambda}\right)=-\rho \partial_{r} \Phi \tag{A1.5.6}
\end{align*}
$$

or, in advective form,

$$
\begin{align*}
\frac{d \rho}{d t} & +\rho\left[\frac{1}{r \cos \varphi} \partial_{\lambda} v_{\lambda}+\frac{1}{r \cos \varphi} \partial_{\varphi}\left(\cos \varphi \rho v_{\varphi}\right)+\frac{1}{r^{2}} \partial_{r}\left(r^{2} \rho v_{r}\right)\right]=0 \\
\frac{d v_{\lambda}}{d t} & =\frac{\sin \varphi}{r \cos \varphi} v_{\lambda} v_{\varphi}-\frac{v_{\lambda} v_{r}}{r}-\frac{1}{\rho r \cos \varphi} \partial_{\lambda} p-\frac{1}{r \cos \varphi} \partial_{\lambda} \Phi+f_{\lambda} \\
\frac{d v_{\varphi}}{d t} & =\frac{\sin \varphi}{r \cos \varphi} v_{\lambda}^{2}-\frac{v_{\varphi} v_{r}}{r}-\frac{1}{\rho r} \partial_{\varphi} p-\frac{1}{r} \partial_{\varphi} \Phi+f_{\varphi} \\
\frac{d v_{r}}{d t} & =\frac{v_{\varphi}^{2}}{r}+\frac{v_{\lambda}^{2}}{r}-\frac{1}{\rho} \partial_{r} p-\partial_{r} \Phi+f_{r} \tag{A1.5.7}
\end{align*}
$$

The stress tensor reads

$$
\begin{align*}
\sigma_{\lambda \lambda}^{\prime} & =2 \eta\left(\frac{1}{r \cos \varphi} \partial_{\lambda} v_{\lambda}-\frac{\sin \varphi}{r \cos \varphi} v_{\varphi}+\frac{1}{r} v_{r}\right)+\left(\zeta-\frac{2}{3} \eta\right) \nabla \cdot \boldsymbol{v} \\
\sigma_{\varphi \varphi}^{\prime} & =2 \eta\left(\frac{1}{r} \partial_{\varphi} v_{\varphi}+\frac{v_{r}}{r}\right)+\left(\zeta-\frac{2}{3} \eta\right) \nabla \cdot \boldsymbol{v} \\
\sigma_{r r}^{\prime} & =2 \eta \partial_{z} v_{z}+\left(\zeta-\frac{2}{3} \eta\right) \nabla \cdot \boldsymbol{v} \\
\sigma_{\varphi r}^{\prime}=\sigma_{r \varphi}^{\prime} & =\eta\left(\frac{1}{r} \partial_{\varphi} v_{r}+r \partial_{r} \frac{v_{\varphi}}{r}\right), \\
\sigma_{r \lambda}^{\prime}=\sigma_{\lambda r}^{\prime} & =\eta\left(r \partial_{r} \frac{v_{\lambda}}{r}+\frac{1}{r \cos \varphi} \partial_{\lambda} v_{r}\right), \\
\sigma_{\lambda \varphi}^{\prime}=\sigma_{\varphi \lambda}^{\prime} & =\eta\left(\frac{1}{r \cos \varphi} \partial_{\lambda} v_{\varphi}+\frac{\cos \varphi}{r} \partial_{\varphi} \frac{1}{\cos \varphi} v_{\lambda}\right), \tag{A1.5.8}
\end{align*}
$$

and the friction force is

$$
\begin{aligned}
f_{\lambda}= & \frac{1}{\rho}\left[\frac{1}{r \cos \varphi} \partial_{\lambda} \sigma_{\lambda \lambda}^{\prime}+\frac{1}{r \cos \varphi} \partial_{\varphi}\left(\cos \varphi \sigma_{\lambda \varphi}^{\prime}\right)+\frac{1}{r^{2}} \partial_{r}\left(r^{2} \sigma_{\lambda r}^{\prime}\right)\right. \\
& \left.+\frac{1}{r} \sigma_{\lambda r}^{\prime}-\frac{\sin \varphi}{r \cos \varphi} \sigma_{\lambda \varphi}^{\prime}\right] \\
= & \frac{1}{\rho}\left[\eta\left(\nabla^{2} v_{\lambda}-\frac{2 \sin \varphi}{r^{2} \cos \varphi} \partial_{\lambda} v_{\varphi}+\frac{2}{r^{2} \cos \varphi} \partial_{\lambda} v_{r}-\frac{1}{r^{2} \cos ^{2} \varphi} v_{\lambda}\right)\right. \\
& \left.+\left(\zeta+\frac{1}{3} \eta\right) \frac{1}{r \cos \varphi} \partial_{\lambda} \nabla \cdot \boldsymbol{v}\right],
\end{aligned}
$$

$$
\begin{align*}
f_{\varphi}= & \frac{1}{\rho}\left[\frac{1}{r \cos \varphi} \partial_{\lambda} \sigma_{\lambda \varphi}^{\prime}+\frac{1}{r \cos \varphi} \partial_{\varphi}\left(\cos \varphi \sigma_{\varphi \varphi}^{\prime}\right)+\frac{1}{r^{2}} \partial_{r}\left(r^{2} \sigma_{r \varphi}^{\prime}\right)\right. \\
& \left.+\frac{\sin \varphi}{r \cos \varphi} \sigma_{\lambda \lambda}^{\prime}+\frac{1}{r} \sigma_{\varphi r}^{\prime}\right] \\
= & \frac{1}{\rho}\left[\eta\left(\nabla^{2} v_{\varphi}-\frac{1}{r^{2} \cos ^{2} \varphi} v_{\varphi}+\frac{2}{r^{2}} \partial_{\varphi} v_{r}-\frac{2 \sin \varphi}{r^{2} \cos \varphi} \partial_{\lambda} v_{\lambda}\right)\right. \\
& \left.+\left(\zeta+\frac{1}{3} \eta\right) \frac{1}{r} \partial_{\varphi} \nabla \cdot \boldsymbol{v}\right], \\
f_{r}= & \frac{1}{\rho}\left[\frac{1}{r \cos \varphi} \partial_{\lambda} \sigma_{\lambda r}^{\prime}+\frac{1}{r \cos \varphi} \partial_{\varphi}\left(\cos \varphi \sigma_{\varphi r}^{\prime}\right)+\frac{1}{r^{2}} \partial_{r}\left(r^{2} \sigma_{r r}^{\prime}\right)\right. \\
& \left.-\frac{1}{r} \sigma_{\varphi \varphi}^{\prime}-\frac{1}{r} \sigma_{\lambda \lambda}^{\prime}\right] \\
= & \frac{1}{\rho}\left[\eta\left(\nabla^{2} v_{r}-\frac{2}{r^{2}} v_{r}-\frac{2}{r^{2} \cos \varphi} \partial_{\lambda} v_{\lambda}-\frac{2}{r^{2} \cos \varphi} \partial_{\varphi}\left(\cos \varphi v_{\varphi}\right)\right)\right. \\
& \left.+\left(\zeta+\frac{1}{3} \eta\right) \partial_{r} \nabla \cdot \boldsymbol{v}\right], \tag{A1.5.9}
\end{align*}
$$

where $\eta$ and $\zeta$ are assumed to be constant in each of the second lines.
Vorticity $\boldsymbol{\omega}=\left(\omega_{\lambda}, \omega_{\varphi}, \omega_{r}\right)$ is given by (A1.5.3). The vorticity equations are, in flux form,

$$
\begin{align*}
& \frac{\partial \omega_{\lambda}}{\partial t}+\frac{1}{r} \partial_{\lambda}\left(v_{\lambda} \omega_{\varphi}-v_{\varphi} \omega_{\lambda}-g_{r}\right) \\
& \quad-\frac{1}{r} \partial_{r}\left[r\left(v_{\lambda} \omega_{r}-v_{r} \omega_{\lambda}-g_{\varphi}\right)\right]=0 \\
& \frac{\partial \omega_{\varphi}}{\partial t}+\frac{1}{r \cos \varphi} \partial_{\lambda}\left(v_{\varphi} \omega_{\lambda}-v_{\lambda} \omega_{\varphi}-g_{r}\right) \\
& \quad-\frac{1}{r} \partial_{r}\left[r\left(v_{r} \omega_{\varphi}-v_{\varphi} \omega_{r}-g_{\lambda}\right)=0\right. \\
& \frac{\partial \omega_{r}}{\partial t}+\frac{1}{r \cos \varphi} \partial_{\lambda}\left(v_{\lambda} \omega_{r}-v_{r} \omega_{\lambda}-g_{\varphi}\right) \\
& \quad-\frac{1}{r \cos \varphi} \partial_{\lambda}\left[\cos \varphi\left(v_{r} \omega_{\lambda}-v_{\lambda} \omega_{r}-g_{\lambda}\right)\right]=0 \tag{A1.5.10}
\end{align*}
$$

and, in advective form,

$$
\begin{aligned}
\frac{d \omega_{\lambda}}{d t}= & -\omega_{\lambda}\left(\frac{1}{r} \partial_{\varphi} v_{\varphi}+\frac{v_{r}}{r}+\partial_{r} v_{r}\right) \\
& +\frac{\omega_{\varphi}}{r}\left(\partial_{\varphi} v_{\lambda}+\frac{\sin \varphi}{\cos \varphi} v_{\lambda}\right)+\omega_{r}\left(\partial_{r} v_{\lambda}-\frac{v_{\lambda}}{r}\right)+\frac{1}{r} \partial_{\varphi} g_{r}-\frac{1}{r} \partial_{r}\left(r g_{\varphi}\right) \\
\frac{d \omega_{\varphi}}{d t}= & -\omega_{\varphi}\left(\frac{1}{r \cos \varphi} \partial_{\lambda} v_{\lambda}-\frac{\sin \varphi}{r \cos \varphi} v_{\varphi}+\frac{v_{r}}{r}+\partial_{r} v_{r}\right) \\
& +\frac{\omega_{\lambda}}{r \cos \varphi} \partial_{\lambda} v_{\varphi}+\omega_{r}\left(\partial_{r} v_{\varphi}-\frac{v_{\varphi}}{r}\right)+\frac{1}{r} \partial_{r}\left(r g_{\lambda}\right)-\frac{1}{r \cos \varphi} \partial_{\lambda} g_{r}
\end{aligned}
$$

$$
\begin{align*}
\frac{d \omega_{r}}{d t}= & -\omega_{r}\left(\frac{1}{r \cos \varphi} \partial_{\lambda} v_{\lambda}-\frac{\sin \varphi}{r \cos \varphi} v_{\varphi}+\frac{1}{r} \partial_{\varphi} v_{\varphi}+\frac{2}{r} v_{r}\right) \\
& +\frac{\omega_{\lambda}}{r \cos \varphi} \partial_{\lambda} v_{r}+\frac{\omega_{\varphi}}{r} \partial_{\varphi} v_{r}+\frac{1}{r \cos \varphi} \partial_{\lambda} g_{\varphi}-\frac{1}{r \cos \varphi} \partial_{\varphi}\left(\cos \varphi g_{\lambda}\right) . \tag{A1.5.11}
\end{align*}
$$

The component of angular momentum about the pole-to-pole axis (or the rotation axis) is denoted by $l=r \cos \varphi v_{\varphi}$. Using (A1.5.6) and (A1.5.7), conservation of the angular momentum of this component is given by

$$
\begin{align*}
\frac{\partial(\rho l)}{\partial t}+ & \frac{1}{r \cos \varphi} \partial_{\lambda}\left(\rho l v_{\lambda}-r \sigma_{\lambda \lambda} \cos \varphi\right) \\
& +\frac{1}{r \cos \varphi} \partial_{\varphi}\left[\cos \varphi\left(\rho l v_{\varphi}-r \sigma_{\lambda \varphi} \cos \varphi\right)\right] \\
& +\frac{1}{r^{2}} \partial_{r}\left[r^{2}\left(\rho l v_{r}-r \sigma_{\lambda r} \cos \varphi\right)\right]=-\rho \partial_{\lambda} \Phi \\
\frac{d l}{d t}= & -\frac{1}{\rho} \partial_{\lambda} p-\partial_{\lambda} \Phi+r \cos \varphi f_{\lambda} \tag{A1.5.12}
\end{align*}
$$

We note that the absolute angular momentum in a rotating frame is defined by

$$
\begin{equation*}
l=r \cos \varphi\left(v_{\varphi}+\Omega r \cos \varphi\right) \tag{A1.5.13}
\end{equation*}
$$

## References and suggested reading

The mathematical expressions of tensors summarized in this chapter are based on the geometry of manifolds. Flanders (1963) and Schutz (1980) are introductory textbooks to the mathematical methods of manifolds. Weinberg (1972), which is a textbook on the theory of the universe, concisely describes tensor analysis in a slightly general form and is very useful. Many textbooks on dynamic meteorology have an appendix similar to this to summarize the expressions of orthogonal coordinates, but errors are frequently found, particularly for the derivatives of a tensor of degree two. I suggest that readers should derive these expressions for themselves and not take them for granted.
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## A2

## Physical constants

The following values of physical constants are based on values recommended by the Committee on Data for Science and Technology (CODATA, 1998).

| Name | Symbol and value |
| :--- | :--- |
| Atomic mass constant | $m_{u}=1.66053873 \times 10^{-27} \mathrm{~kg}$ |
| Avogadro constant | $N_{A}=6.02214199 \times 10^{23} \mathrm{~mol}^{-1}$ |
| Boltzmann constant | $k_{B}=1.3806503 \times 10^{-23} \mathrm{~J} \mathrm{~K}^{-1}$ |
| Molar volume of ideal gas ${ }^{\dagger}$ | $v^{I}=22.413996 \times 10^{-3} \mathrm{~m}^{3} \mathrm{~mol}^{-1}$ |
| Newtonian constant of gravitation | $G=6.673 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~kg}^{-1} \mathrm{~s}^{-2}$ |
| Planck constant | $h=6.62606876 \times 10^{-34} \mathrm{~J} \mathrm{~s}$ |
| Planck constant over $2 \pi$ | $\hbar=1.054571596 \times 10^{-34} \mathrm{~J} \mathrm{~s}$ |
| Speed of light in vacuum | $c=299792458 \mathrm{~m} \mathrm{~s}^{-1}$ |
| Standard acceleration of gravity | $g_{n}=9.80665 \mathrm{~m} \mathrm{~s}^{-2}$ |
| Standard atmosphere | $p_{0}=101,325 \mathrm{~Pa}$ |
| Stefan-Boltzmann constant | $\sigma_{B}=5.670400 \times 10^{-8} \mathrm{~W} \mathrm{~m} \mathrm{~m}^{-2} \mathrm{~K}^{-4}$ |
| Wien displacement law constant | $2.8977686 \times 10^{-3} \mathrm{~m} \mathrm{~K}$ |
| Mean radius of the Earth $\ddagger$ | $R=6,371.01 \mathrm{~km}$ |
| Mass of the Earth |  |
| Mean sidereal day | $\ddagger$ |
| Rotation rate of the Earth | $M=5.9736 \times 10^{24} \mathrm{~kg}$ |

$\dagger$ Values at the standard atmospheric state ( $273.15 \mathrm{~K}, 1,013.25 \mathrm{hPa}$ ).
$\ddagger$ Yoder (1995).

The following values of thermodynamic constants are representative. The temperature dependence of the thermodynamic constants of moist air is summarized in List (1951). Iribarne and Godson (1981) and Emanuel (1994) are also useful references.

| Name | Symbol and value |
| :--- | :--- |
| Molecular weight of dry air | $m_{d}=28.966 \mathrm{~kg}$ |
| Molecular weight of water vapor | $m_{w}=18.0160 \mathrm{~kg}$ |
| Gas constant of ideal gas | $R^{*}=8.31436 \mathrm{~J} \mathrm{~mol}$ |
| Gas constant of dry air | $R_{d}=287.04 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$ |
| Gas constant of water vapor | $R_{v}=461.50 \mathrm{~J} \mathrm{~kg} \mathrm{~K}^{-1}$ |
| Specific heat at constant volume of dry air | $C_{v d}=5 R_{d} / 2=717.6 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$ |
| Specific heat at constant pressure of dry air | $C_{p d}=7 R_{d} / 2=1,004.6 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$ |
| Specific heat at constant volume |  |
| $\quad$ of water vapor | $C_{v v}=3 R_{v}=1,390 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$ |
| Specific heat at constant pressure |  |
| $\quad$ of water vapor | $C_{p v}=4 R_{v}=1,846 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$ |
| Specific heat of liquid water ${ }^{\dagger}$ | $C_{l}=4,218 \mathrm{~J} \mathrm{~kg}{ }^{-1} \mathrm{~K}^{-1}$ |
| Specific heat of ice ${ }^{\dagger}$ | $C_{i}=2,106 \mathrm{~J} \mathrm{~kg}-1 \mathrm{~K}^{-1}$ |
| Latent heat of vaporization $^{\dagger}$ | $L_{v}=2.501 \times 10^{6} \mathrm{~J} \mathrm{~kg}^{-1}$ |
| Latent heat of sublimation $^{\dagger}$ | $L_{s}=2.834 \times 10^{6} \mathrm{~J} \mathrm{~kg}^{-1}$ |
| Latent heat of fusion $^{\dagger}$ | $L_{f}=3.337 \times 10^{5} \mathrm{~J} \mathrm{~kg}^{-1}$ |
| Saturation vapor pressure $^{\dagger}$ | $e_{s 0}=6.1078 \times 10^{2} \mathrm{~Pa}^{2}$ |

${ }^{\dagger}$ Values at $0^{\circ} \mathrm{C}$.
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## A3

## Meridional structure

The following figures are produced by using the reanalysis data of NCEP/NCAR (Kalnay et al., 1996). Monthly mean data are averaged in time from 1982 to 1994 and in the zonal direction on pressure surfaces.
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Figure A3.1: Meridional distribution of zonal winds. The contour interval is $5 \mathrm{~m} \mathrm{~s}^{-1}$. (a) January, (b) April, (c) July, and (d) October.


Figure A3.2: Meridional distribution of streamfunctions. The contour interval is $10^{10} \mathrm{~kg} \mathrm{~s}^{-1}$. (a) January, (b) April, (c) July, and (d) October.


Figure A3.3: Meridional distribution of deviation of geopotential height from the horizontal average. The contour interval is 100 m . (a) January, (b) April, (c) July, and (d) October.


Figure A3.4: Meridional distribution of temperature. The contour interval is 5 K .
(a) January, (b) April, (c) July, and (d) October.


Figure A3.5: Meridional distribution of potential temperature. The contour interval is 5 K. (a)
January, (b) April, (c) July, and (d) October.


Figure A3.6: Meridional distribution of specific humidity. The contour interval is $1 \mathrm{~g} \mathrm{~kg}^{-1}$. (a) January, (b) April, (c) July, and (d) October.


Figure A3.7: Meridional distribution of relative humidity calculated from time-averaged values of specific humidity and temperature. The contour interval is 5\%. (a) January, (b) April, (c) July, and (d) October.


Figure A3.8: Meridional distribution of moist static energy calculated from time-averaged values of specific humidity and temperature. The contour interval is $10,000 \mathrm{~J} \mathrm{~kg}^{-1}$. (a) January, (b) April, (c) July, and (d) October.


Figure A3.9: Meridional distribution of total radiative heating rate (sum of shortwave and longwave radiative heating rates). The contour interval is $0.2 \mathrm{~K}^{\text {day }}{ }^{-1}$. (a) January, (b) April, (c) July, and (d) October.

## Index

## A

absolute enstrophy, 452
absolute vorticity, 23
absolutely stable, 401
absolutely unstable, 401
absorption coefficient, 281
Adams-Bashforth method, 651
albedo for single scattering, 283
aliasing, 553
amplification factor, 593
amplitude, 81
anelastic equations, 57
aquaplanet, 697
aquaplanet experiment, $434,681,690$
Arakawa-A grid, 641
Arakawa-C grid, 626, 641
aspect ratio, 39, 59, 66
associated Legendre function, 534, 566
asymmetric factor, 289
available potential energy, 338

## B

$\beta$-plane approximation, 61, 108
baroclinic, 23
baroclinic adjustment, 490
baroclinic instability, 147
baroclinic term, 23
barodiffusion coefficient, 271
barotropic, 23,37
barotropic adjustment, 461
barotropic equations, 108
barotropic instability, 147
barotropic model, 450
Batchelor spectrum, 301
Beer-Bouguer-Lambert's law, 282
Bernoulli's equation, 19
Bernoulli's theorem, 20
blackbody radiation, 276
boundary layer approximation, 314
Boussinesq approximation, 56
Boussinesq equations, 57
Bowen ratio, 341, 417
Brunt-Väisälä frequency, 43
bulk coefficient, 313, 385
buoyancy frequency, 43
Bénard convection, 136

## C

calculus of variation, 40
CAPE, 403
cell center, 643
centrifugal force, 15
centrifugal potential energy, 15

CFL condition, 597
Charney problem, 153, 167
Charney-Phillips grid, 577, 591, 675
Christoffel's symbol, 704
circulation, 22
circulation theorem, 23
Clausius-Clapeyron equation, 245
climate sensitivity, 329
closure, 304
cloud work function, 412
coefficients of viscosity, 13
conditionally unstable, 401
connection coefficient, 704
conservation of mass, 12
conservation of momentum, 13
conservation of wave numbers, 81
constant flux layer, 310
continuity equation, 12
contravariant component, 704
control volume, 641
convective adjustment, $370,382,385$
convective available potential energy, 403
Coriolis force, 15
Coriolis parameter, 40
Courant number, 594, 597
Courant-Friedrichs-Lewy condition, 597
covariant component, 704
critical latitude, 458
critical Rayleigh number, 138
critical wave number, 134
cubic grid, 637
cyclostrophic balance, 46

## D

Dalton number, 313
diffuse radiation, 288
diffusion approximation, 381
diffusion coefficient, 270
diffusion flux, 264
diffusion tensor, 219
diffusion time, 362
direct circulation, 167
dispersion relation, 82
dissipation rate, 16
Doppler-shifted frequency, 456
double ITCZ, 699
downward radiative flux density, 285
drag coefficient, 313
dry adiabatic lapse rate, 8,36
dry air, 4, 9
dry intrusion, 511
dry static energy, 18, 260
dynamical core, 690
dynamical core experiment, 690

## E

Eady problem, 153
Eady's shortwave cutoff, 158
EBM, 353
eddy diffusion coefficient, 304
eddy viscous coefficient, 304
edge wave, 164
effective temperature, 278, 328
effective thermal efficiency, 349
Ekman convergence, 202
Ekman layer, 310
Ekman number, 38
Ekman spiral, 205
Ekman transport, 203
Ekman transport, 205
Eliassen-Palm flux, 225, 228, 482
Eliassen-Palm relation, 226, 229
emission coefficient, 281
energy balance model, 353
ensemble mean, 302
enstrophy, 296
EP flux, 482
EP flux vector, 501
equal area method, 435
equations of motion, 13
equivalent potential temperature, 258
Ertel's potential vorticity, 28
Euler equations, 609
exchange of stability, 143
Exner function, 36
expansion coefficient, 7
expansion coefficients, 532
explicit scheme, 593
external waves, 89
extinction coefficient, 281

## F

$f$-plane, 52
fast-mode terms, 677
Ferrel cell, 474, 476
five-thirds power law, 295
Fjørtoft's theorem, 149
flux Richardson number, 306
form drag, 70
free slip conditions, 136
frequency, 81
friction velocity, 311
Froude number, 59

## G

g-level, 640, 674
Galerkin approximation, 532, 545
Gauss trapezoidal quadrature, 540, 543
Gauss-Legendre method, 540
Gaussian latitudes, 542
Gaussian weights, 542
generalized Lagrangian mean, 208
geodesic grids, 637
geoid, 34
geopotential, 15
geostrophic adjustment, 185
geostrophic balance, 36
geostrophic flows, 40
geostrophic winds, 40
Gierasch effect, 448
gravitational potential energy, 15
gravity waves, 89
gray radiation, 286
greenhouse effect, 328, 373, 374
grid division level, 640
group velocity, 82
growth rate, 134, 139

## H

Hadley circulation, 420, 426
half-integer levels, 577
harmonic function, 533
heat flux, 17
HEVI, 675
Hide's theorem, 428
hodograph, 106
horizontally explicit and vertically implicit scheme, 675
hydrostatic balance, 33
hydrostatic primitive equations, 67

## I

ice albedo feedback, 363
ice line, 364
Icosahedral division grids, 640
icosahedral grids, 637, 640
icosahedral grids, 640
implicit scheme, 593
indirect circulation, 167, 476
inertial instability, 52, 146
inertial subrange, 294
inertial waves, 96
inertio-gravity waves, 100
infrared radiation, 278
integer levels, 577
interaction coefficients, 546
internal waves, 89
Intertropical Convergence Zone, 433
intrinsic frequency, 456
inverse energy cascade, 298
isentropic coordinates, 73
isentropic mixing, 505, 506
isobaric coordinates, 70
ITCZ, 433

## K

Kelvin waves, 124

Kelvin-Helmholtz shear instability, 631
kinematic viscosity, 14
Kirchhoff's equation, 247
Kirchhoff's law, 282
Kolmogorov wave number, 294
Kolmogorov's first hypothesis, 294
Kolmogorov's second hypothesis, 294
Komabayashi-Ingersoll limit, 392
Kuo's theorem, 148

## L

Lamb parameter, 122
Lamb waves, 90
Laplace tidal equation, 122
large-eddy simulation, 302
latent heat flux, 272
latitude-longitude coordinates, 714
leapfrog scheme, 594
Legendre equation, 565
Legendre functions, 565
Legendre polynomials, 566
level of free convection, 403
life cycle of extratropical cyclones, 496
lifting condensation level, 403, 415
linear stability analysis, 40
loading effect, 268
local statistical equilibrium, 293
local thermodynamic equilibrium, 5, 282
logarithmic velocity law, 312
longwave radiation, 278, 327
Lorenz grid, 577, 647
LTE, 282

## M

mass concentration, 8, 255
Maxwell relations, 6
Mellor and Yamada model, 302, 307
mesosphere, 372
Middleworld, 507
Mie scattering, 289
mixed layer, 310, 414
mixed layer, 414
mixed Rossby-gravity waves, 124
mixing barrier, 506
mixing length, 311, 382
mixing length theory, 311, 381, 382
moist adiabatic lapse rate, 249, 251
moist adiabat, 249
moist air, 236
moist atmosphere, 236
moist static energy, 260
molar concentration, 238
molar mixing ratio, 254
momentum flux density tensor, 13
Monin-Obukhov length, 313
Monin-Obukhov's similarity theory, 313

Montgomery function, 35
most unstable mode, 135

## N

Navier-Stokes equation, 14
neutral, 43
Newtonian cooling, 380
NICAM, 661
nonacceleration theorem, 226, 229
nondivergent equations, 108
nondivergent Rossby waves, 109
Nonhydrostatic Icosahedral Atmospheric Model, 661
numerical mode, 595
Nusselt number, 141

## O

one-equation model, 306
one-third power law, 142
optical path, 282
ordinary component, 707
Orr-Sommerfeld equation, 148
oscillating instability, 143
overset grids, 637
overstable, 143
overturning circulation, 429
Overworld, 507

## P

palinstrophy, 296
parallelogramic truncation, 538
parcel method, 40, 401
partial pressure, 244, 248
passive tracer, 299
pentagonal truncation, 538
period, 81
phase, 81
phase function, 283
phase speed, 81
phase velocity, 81
physical component, 707
physical processes, 276
Planck function, 277
plane-parallel atmosphere, 283
planetary albedo, 291, 327
planetary boundary layer, 310
planetary radiation, 278
pole problem, 637
potential temperature, 10
potential temperature coordinates, 73
potential vorticity, 27
potential vorticity unit, 506
pressure coordinates, 70
primitive equations, 67
pseudo-angular momentum, 454
pseudo-moist adiabat, 249
pseudo-momentum, 452

## Q

quasi-Boussinesq equations, 57
quasi-geostrophic equations, 59
quasi-geostrophic potential vorticity, 63
quasi-geostrophic potential vorticity equation, 63

## R

radiance, 280
radiation relaxation time, 362
radiative depth, 283
radiative equilibrium, 370, 371, 375
radiative relaxation time, 347
radiative transfer equation, 281
radiative-convective equilibrium, 370,371
Rayleigh equation, 148
Rayleigh number, 138
Rayleigh scattering, 283
Rayleigh's theorem, 148
Rayleigh-Bénard convection, 136
ray, 456
relative vorticity, 23
residual, 532
residual circulation, 222, 223, 482
reversible moist adiabat, 249
reversible moist adiabatic lapse rate, 251
Reynolds number, 295
Reynolds stress, 303
Rhines scale, 466
rhomboidal truncation, 538
Richardson number, 54, 306
rigid lid condition, 136
Rodrigues formula, 566
Rossby number, 38, 59
Rossby radius of deformation, 186
Rossby waves, 107, 109
rotational Mach number, 347
roughness length, 310
runaway greenhouse effect, 391
Runge-Kutta scheme, 675

## S

$\sigma$-coordinates, 72
saturation specific humidity, 256
scale analysis, 37
scale height, 35, 43
scattering coefficient, 281
secondary circulation, 164
semi-implicit scheme, 597, 598
semi-Lagrangian and semi-implicit, 633, 662
semi-Lagrangian scheme, 520
sensible heat flux, 17, 272
shear instability, 147
sigma coordinates, 72
sigma velocity, 72, 524
similarity theory, 294
slow-mode terms, 677
Smagorinsky model, 304
solar constant, 327
solid harmonic, 533
source function, 281
specific humidity, 255
specific volume, 5
speed of sound, 8
spherical harmonic, 533
split-explicit scheme, 675
spring dynamics, 647
stable, 134
stably stratified, 41
Stanton number, 313
static energy, 18
steering level, 170
Stokes correction, 209
stratopause, 372
stratosphere, 372, 385
streamfunction vector, 30
stretching term, 26
super cloud clusters, 681
surface layer, 310
Sverdrup balance, 203
swamp boundary condition, 427
symmetric instability, 147
synoptic scale, 61

## T

$\theta$-coordinates, 73
Taylor number, 144
Taylor's identity, 452
Taylor-Proudman theorem, 37
thermal diffusion coefficient, 271
thermal diffusivity, 17
thermal efficiency, 343
thermal wind balance, 36
thermometric conductivity, 17
thermosphere, 372
three-dimensional turbulence, 295
tilting terms, 26
time Rossby number, 38
total potential energy, 334
trade wind cumulus, 415
traditional approximation, 66
transform method, 531, 546
Transformed Eulerian Mean equations, 225, 481
transmission function, 282, 284
transmissivity, 291
trapezoidal scheme, 594
trapezoidal truncation, 538
triangular truncation, 538
tropopause folds, 514
tropopause, 372, 385
troposphere, 372, 385
turbulent Prandtl number, 306
turning latitude, 458
two-dimensional turbulence, 295
two-equation model, 307

## U

Underworld, 507
universal functions, 313
unstable, 134
upward radiative flux density, 285

## V

velocity potential, 30
virial theorem, 335
virtual temperature, 257
viscous layer, 310
von Kármán constant, 311
vortical mode, 85, 107
vorticity equations, 25

## W

Walker circulation, 420
wave action, 84
wave activity, 229, 498
wave duct, 459
wave number, 81
wavelength, 81
Weber equation, 128
western boundary current, 203
Wien's displacement law, 277

## Z

Z-grid, 642
zero-equation model, 304
ZM-grid, 642


[^0]:    ${ }^{\dagger}$ The subscript $r$ for the values in the rotating frame is omitted in this chapter.

[^1]:    ${ }^{\dagger}$ In the literature, $\sigma$ is referred to as the Montgomery function. The pressure gradient term in the entropy or potential temperature coordinate is expressed by the gradient of the Montgomery function. The symbol $\Psi$ or $M$ is used to denote the Montgomery function in general. See Section 3.3.5.

[^2]:    ${ }^{\dagger}$ We should compare (2.2.16)-(2.2.18) with the right-hand side of (A1.5.11). Since there are metric terms associated with a change in the bases, we should note $\frac{d \boldsymbol{\omega}}{d t} \neq\left(\frac{d \omega_{\lambda}}{d t}, \frac{d \omega_{\varphi}}{d t}, \frac{d \omega_{r}}{d t}\right)$.

[^3]:    ${ }^{\dagger}$ The calculus of variation in this section follows Charney (1973).

[^4]:    $\dagger$ Since the perturbation is axisymmetric, it is more like a fluid ring than a fluid parcel.

[^5]:    ${ }^{\dagger}$ We have introduced the traditional approximation using the assumption $\frac{z}{R} \ll 1$ and the consistency of the definition of angular momentum. Note that neglect of terms proportional to $2 \Omega \cos \varphi$ is not justified by the assumption $\frac{z}{R} \ll 1$. See Veronis (1968).
    $\ddagger$ Precisely, in order to use the hydrostatic balance, one needs to examine the conditions under which the other terms in (3.3.11) are negligible. One of the conditions is that the ratio of the angular velocity $\Omega$ to the Brunt-Väisälä frequency $N$ is small. See Phillips (1968).

[^6]:    ${ }^{\dagger}$ In (2.1.22), we have used the symbol $\sigma$ for static energy. However, since we use the definition $\sigma=p / p_{s}$ here, a different symbol $\Psi$ is used to represent the Montgomery function. In some literature, the Montgomery function is denoted by the symbol $M$.
    ${ }^{\ddagger}$ In Chapter 2, the specific volume is denoted by the symbol $v_{s}$, while $\alpha$ is used to denote the expansion coefficient.

[^7]:    ${ }^{\dagger}$ In the literature, the symbol $\sigma$ is frequently used to represent the density in isentropic coordinates instead of $\rho_{\theta}$.

[^8]:    ${ }^{\dagger}$ Two-dimensional nondivergent equations are equivalent to three-dimensional nondivergent equations with no vertical velocity $w=0$. In this case, the vertical coordinate $z$ is a conserved quantity since $\frac{d z}{d t}=w=0$. Therefore, if one chooses $\Psi=\rho_{0} z$ in the definition of potential vorticity (1.3.33), potential vorticity is identical to absolute vorticity.

[^9]:    ${ }^{\dagger}$ In Section 17.3.3, we will consider the propagation of Rossby waves under the condition that the basic wind $\bar{u}$ has nonzero shear.

[^10]:    ${ }^{\dagger}$ The condition (4.7.22) is a little too restrictive. Since $w \propto \sqrt{\bar{\rho}} W$ and $\bar{\rho} \rightarrow 0$ as $z \rightarrow \infty, W$ need not remain finite in order for $w$ to be finite. In the special case that $\tilde{w} \equiv 0$, no boundary condition is required for $W$. In this case, we have $h \rightarrow \infty$ and $P=P_{0} e^{-\nu z}$ from (4.7.17).

[^11]:    ${ }^{\dagger}$ Characteristics of the associated Legendre functions are summarized in more detail in Section 21.8 .

[^12]:    ${ }^{\dagger}$ In the literature, the term mixed-Rossby wave is only given to westward-propagating waves of mode $n=0$. See Fig. 4.19.

[^13]:    ${ }^{\dagger}$ In this section, the symbol $L$ represents the width of the channel, while $L$ was used for angular momentum in the previous section.

[^14]:    $\dagger$ Energy conversions of barotropic and baroclinic instabilities will be described in Section 5.5.3.

[^15]:    ${ }^{\dagger}$ Dirac's delta function $\delta(z)$ satisfies the following relations:

    $$
    \delta(z)=\left\{\begin{array}{ll}
    0, & \text { for } \quad z \neq 0, \\
    \infty, & \text { for } \quad z=0
    \end{array} \quad \int_{-\infty}^{\infty} \delta(z) d z=1\right.
    $$

[^16]:    ${ }^{\dagger}$ This section follows Eliassen (1951).

[^17]:    ${ }^{\dagger}$ Here we assumed that $\left(x_{1}, x_{2}, x_{3}\right)$ are components of Cartesian coordinates. A similar formulation is possible for the spherical coordinate $(\lambda, \varphi, r)$. By taking $x_{1}$ as the longitude $\lambda$, we obtain the average along the zonal direction in the meridional cross section.

[^18]:    ${ }^{\dagger}$ In this section, subscripts $k, g, d, v$, and $c$ are used for the quantities per unit mole of each component. Quantities per unit mass of moist air are denoted by symbols without subscripts.

[^19]:    ${ }^{\dagger}$ In the next section, we will use the mass concentration of the $k$-th component $q_{k}$ which is defined as the mass of the $k$-th component per unit mass of air. Molar concentration is related as $n_{k}=q_{k} m_{k}$, where $m_{k}$ is molecular weight.

[^20]:    ${ }^{\dagger}$ Subscript $k$ is used for any phase of components, while $j$ is used only for the gas phase.

[^21]:    ${ }^{\dagger}$ Strictly, this equation is given by averaging over the frequency region $\Delta \nu$. Optical depth is the mean depth over frequency $\Delta \nu$.

[^22]:    ${ }^{\dagger}$ The deformation field is determined by the symmetric part of the deformation tensor $\frac{\partial u_{j}}{\partial x_{i}}$. For two-dimensional flow, it is characterized by $\frac{\partial u}{\partial x}, \frac{\partial v}{\partial y}$, and $\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}$.

[^23]:    ${ }^{\dagger}$ Note that $k$ may be determined by a diagnostic method as will be described in Section 11.3.4.2.

[^24]:    ${ }^{\dagger}$ It is known that the boundary layer Level $2 \frac{1}{2}$ model is markedly abnormal for growing turbulence. Some modification is needed for practical application as proposed by Helfand and Labraga (1988), for example.

[^25]:    ${ }^{\dagger}$ Hereafter, $E^{t o t}$ is the total energy of the atmosphere, while, in (12.1.1), $E^{t o t}$ represents that of the total Earth system.

[^26]:    ${ }^{\dagger}$ For geostrophic components, $\boldsymbol{v}_{g} \cdot \nabla p_{g}^{\prime}=0$ is satisfied. For turbulent motion, we also use the similar assumption (11.2.31).

[^27]:    ${ }^{\dagger}$ There are several expressions of the virial theorem in fluid dynamics. See Chandrasekhar (1961) and Lebovitz (1961). In Salmon (1988), the virial theorem is derived from the Lagrangian expression. Derivations of the virial theorem in macroscopic representation of a system of particles can be found in Landau and Lifshitz (1996) and Chandrasekhar (1958).
    $\ddagger$ The following expressions can be generalized for the case $z_{0} \geq 0$ by using the notation $\rho=0$ and $p=p_{0}$ for $z<z_{0}$.
    §It should be noted that total potential energy equals the vertical integral of enthalpy only when the acceleration of gravity $g$ is constant.

[^28]:    ${ }^{\dagger}$ Available potential energy is formulated by Lorenz (1955). There are different ways to define available potential energy. A unified view of available potential energy is presented by Shepherd (1993).

[^29]:    ${ }^{\dagger}$ With a given topography, we set $X=0$ in the region $z<z_{0}$, where $z_{0}$ is the height of the surface.

[^30]:    ${ }^{\dagger}$ In fact, $A$ is the effective zonal-mean albedo, and is given by a function of latitude and time: $A(\varphi, t)=\overline{A(\lambda, \varphi, t) F^{s o l}(\lambda, \varphi, t)} / \overline{F^{s o l}}(\varphi, t)$.

[^31]:    ${ }^{\dagger}$ The characteristics of Legendre functions are summarized in Section 21.8.

[^32]:    ${ }^{\dagger}$ This argument is closely related to that of the low-latitude circulations described in Chapter 16. See Satoh (1994) for Hadley circulation and Bretherton and Sobel (2002) for Walker circulation, for example.

[^33]:    ${ }^{\dagger}$ In this formulation, it is physically obvious that $\overline{F^{s h}}$ defines the heat flux due to molecular thermal diffusion within a thin layer just above the surface, since turbulent motion in the boundary layer cannot be distinguishable from convective motion in the free atmosphere, in principle.

[^34]:    ${ }^{\dagger}$ The U.S. standard atmosphere is defined as follows (The U.S. Standard Atmosphere, 1976): with a sea level temperature 288.15 K and sea level pressure 101325 Pa , the lapse rate of temperature $\frac{d T}{d z}$ is given at seven atmospheric layers. The lapse rate is $-6.5 \mathrm{~K} \mathrm{~km}^{-1}$ between sea level and $11 \mathrm{~km}, 0.0 \mathrm{~K} \mathrm{~km}^{-1}$ between 11 km and $20 \mathrm{~km}, 1.0 \mathrm{~K} \mathrm{~km}^{-1}$ between 20 km and $32 \mathrm{~km}, 2.8 \mathrm{~K}$ $\mathrm{km}^{-1}$ between 32 km and $47 \mathrm{~km}, 0.0 \mathrm{~K} \mathrm{~km}^{-1}$ between 47 km and $51 \mathrm{~km},-2.8 \mathrm{~K} \mathrm{~km}^{-1}$ between 51 km and 71 km , and $-2.0 \mathrm{~K} \mathrm{~km}^{-1}$ between 71 km and 84.852 km .

[^35]:    ${ }^{\dagger}$ In the theory of the boundary layer, the mixing length is proportional to the height $z$ as given by (11.3.6).

[^36]:    ${ }^{\dagger}$ In this section, the mass of an air column is denoted by $M_{c o l}$. In Section 12.4, it is simply denoted by $M$, but $M$ denotes mass flux here.

[^37]:    ${ }^{\dagger}$ If this form is used in the momentum equation, $C_{D}$ is called the aerodynamic drag coefficient and $u_{*}$ is called the friction velocity. This corresponds to $C_{H}$ of (11.3.17) in Section 11.3.3. Lateral velocity at the lowest layer $\left|\overline{\boldsymbol{u}}_{1}\right|$ is used in Section 11.3.3. Here we use the turbulent velocity $u_{*}$ which is driven by the convection itself.

[^38]:    ${ }^{\dagger}$ The two bulk coefficients are generally different. In Chapter 11, the bulk formulas of energy and water vapor fluxes (11.3.17) have different coefficients as denoted by $C_{H}$ and $C_{q}$, respectively.

[^39]:    ${ }^{\dagger}$ This situation can be created in numerical models (e.g., Nakajima and Matsuno, 1988 and Pauluis and Held, 2002).

[^40]:    ${ }^{\dagger}$ Cyclostrophic balance is introduced as (2.4.24). Eq. (16.2.3) is the corresponding thermal wind balance in a rotating frame.

[^41]:    ${ }^{\dagger} \eta$ plays the role of pressure in barotropic equations. Even if divergence $\delta$ equals zero, $\eta$ is not constant.

[^42]:    ${ }^{\dagger}$ The equation set in pressure coordinates (3.3.42)-(3.3.44) is rewritten as the corresponding set in quasi-geostrophic approximations (7.4.25)-(7.4.29) using spherical coordinate equations (3.3.15)-(3.3.18).

[^43]:    ${ }^{\dagger}$ The signs are for the northern hemisphere throughout this section.
    $\ddagger$ The tropopause is defined in Chapter 14 . We will investigate various perspectives of the tropopause in Section 18.2.3.

[^44]:    ${ }^{\dagger}$ If $\boldsymbol{F}>0$, we have $\partial A / \partial t>0$ and $\overline{v^{\prime} q^{\prime}}<0$ from (18.3.2). In the case $\partial \bar{q} / \partial y>0, \overline{q^{\prime 2}}$ and $\overline{\eta^{\prime 2}}$ increase with time due to (18.3.3). We also have $\overline{v^{\prime} q^{\prime}} \propto-\partial \bar{q} / \partial y$, where $\overline{v^{\prime} q^{\prime}}=-\overline{\eta^{\prime} v^{\prime}} \partial \bar{q} / \partial y$.
    ${ }^{\ddagger}$ At the lower boundary, the equation of potential temperature is given by

    $$
    \frac{\partial \theta^{\prime}}{\partial t}=-\bar{u} \frac{\partial \theta^{\prime}}{\partial x}-v^{\prime} \frac{\partial \bar{\theta}}{\partial y}, \quad \frac{\partial \bar{\theta}}{\partial t}=-\frac{\partial}{\partial y} \overline{v^{\prime} \theta^{\prime}}
    $$

[^45]:    ${ }^{\dagger}$ We define normalization such that the integral in the range $-1 \leq \mu \leq 1$ is 2 . In some literature, normalization is defined such that the integral is 1 .

[^46]:    ${ }^{\dagger}$ Another convention $\tilde{P}_{n}^{m}(\mu)=\tilde{P}_{n}^{-m}(\mu)$ is used in some literature.

[^47]:    ${ }^{\dagger}$ In the case of the divergent barotropic equation, the range of summation indices should be $\sum_{n=|m|}^{M+1}$. This is because the term $\frac{\mu^{2}-1}{R} \frac{\partial \xi}{\partial \mu}$ is added to the right-hand side of (21.4.5) and a new term of the order $M+1$ is required from the recurrence relation. See (21.6.21).

[^48]:    ${ }^{\dagger}$ The upper limit of $n_{2}$ is larger by one than that of $n_{1}$.

[^49]:    $\dagger$ The approach described in this subsection is based on the Christoffel-Darboux identity. The factor in Gaussian weights depends on normalization. In some literature, factor 2 does not appear in the expression of Gaussian weights.

[^50]:    ${ }^{\dagger}$ Since we use Cartesian coordinates for simplicity, the original vector $\boldsymbol{V}_{\boldsymbol{H}}$ is replaced by $\boldsymbol{v}_{\boldsymbol{H}}$ and $\nabla_{\sigma}^{\mu}$ by $\nabla_{\sigma}$ throughout this section.

[^51]:    ${ }^{\dagger}$ Some numerical models use the Charney-Phillips grid, in which $\zeta, D$, $\dot{\sigma}$, and $q$ are defined at integer levels, while $T$ is defined at half-integer levels. It is argued that the Charney-Phillips grid has the advantage of numerical stability in numerical models with hydrostatic approximation compared with the Lorenz grid. See Chapter 26.

[^52]:    ${ }^{\dagger}$ In this chapter, the symbol $e$ is used for internal energy, while $u$ is used in previous chapters.

[^53]:    ${ }^{\ddagger}$ In Chapters $24-26$, the symbol $R$ is used for density deviation instead of the Earth radius used in the other chapters.

[^54]:    ${ }^{\dagger}$ Hereafter, summation convention is not used for repeated indices $\alpha, \beta$, and $\gamma$, whereas summation is implied for $\mu, \nu$, and $\lambda$. Whenever $h_{\alpha}$ appears, no summation is assumed for any indices.

[^55]:    ${ }^{\dagger}$ In the following description, the overbar ( $\overline{)}$ for orthogonal components is omitted.

