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understand the earth by the laws of physics and water
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He loved nature and humanities. He devoted his life to
build this world in Israel, in Uruguay, and in Thailand
and also to teach hydrogeology around the world.

Your work will stay for the next generation and your
memory will stay forever.

David G. Zeitoun





Foreword

Soil subsidence is a worldwide engineering problem. In the Bangkok metropoli-
tan area, land subsidence rates were 10 cm/year in the eastern suburbs, and
5–10 cm/year in central Bangkok, between 1978 and 1981.

After remedial measures were introduced in 1983 for controlling groundwater
pumpage, a continuous recovery of the water level was observed in central Bangkok
and its eastern suburbs. The annual subsidence rates between 1988 and 1989 were
3–5 cm in the eastern suburbs, and 2–3 cm in central Bangkok. Moreover between
1989 and 1990, the subsidence rates decreased to 2–3 cm in the eastern area, and
1–2 cm in the central area of Bangkok.

However, over the past 10 years, though the new policy directed by the DGR
(Department of Groundwater Research) has succeeded in restoring the groundwater
level, the subsidence in the upper layer continues to increase.

This is mainly due to the combined effects of groundwater pumping and loading
of the buildings in the Bangkok vicinity. In most of the urban area, the man-induced
subsidence is caused by several effects.

This situation raises various questions: What are the legal implications when a
homeowner believes subsidence damaged his or her property? Who would be liable?
What is the relative importance of each subsidence cause?

The book written by Dr. Wakshal and Dr. Zeitoun presents a new approach for
the computation of the soil settlement. It permits to separate the different types of
subsidence causes and answer the above questions.

Since 2008, the DGR is working with the authors on the implementation of
the methodology presented in the book and the software built for the Bangkok
Metropolitan Area.

This book provides the details of the engineering methods that are available and
the new mathematical methodology developed by the authors. I congratulate the
authors and encourage them to develop their ideas.
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x Foreword

Also, I recommend this book to anyone working on subsidence projects. It is
important to ensure that such valuable knowledge will be used in subsidence’s
studies.

Former Director General Ms. Somkid Buapeng
Department of Groundwater Resources
Bangkok
Thailand



Preface

Subsidence may be defined as the sinking of the earth’s surface in response to
geologic or man-induced causes. When subsidence occurs, the features caused by
the accumulation of sediments are termed geosynclines. Also subsurface hydro-
chemical activities, during cave formation, may lead to subsidence features at the
ground surface, generally called, karst topography. Similar effects can be produced
by mining or by the extraction of water, gas or petroleum by means of wells.
Subsidence may also occur after irrigation of virgin areas of alluvial deposits.

Cities built on unconsolidated sediments consisting of clays, silt, peat, and sand
are particularly susceptible to subsidence. Such areas are common in delta areas,
where rivers empty into the oceans, along flood plains adjacent to rivers, and in
coastal marsh lands. Building cities in such areas aggravates the problem for several
reasons, as follows:

1. Construction of buildings and streets adds weight to the region causing additional
soil deformations

2. Often the areas have to be drained in order to be occupied, which results in a
lowering of the water table and leads to hydro-compaction

3. Often the groundwater is used as a source of water for both human consumption
and industrial use

4. Levees and dams are often built to prevent or control flooding

Then, maximum permissible land subsidence (or consolidation) is a constraint
in various management problems. Typical management problems are groundwater
management (Ramnarong and Buapeng 1991, Brozovic et al. 2006) and planning of
town and/or laws on building construction (Corwin et al. 1991). As emphasized by
Barends (2010), “in order to develop a legal framework to claims and litigation, it is
essential that direct and indirect causes of land subsidence effects can be quantified
with sufficient accuracy from a technical and scientific point of view.”

It is, therefore, necessary to quantify the contribution of each cause to soil
subsidence of the ground surface in cities and urban areas.

xi



xii Preface

Soil fracturing due to subsidence may provoke severe damages and affect the
structural stability of buildings, and therefore legal control and assessment of
damages is today required in large cities (Harter 2003, Ortiz et al. 2010).

Most existing methods and software applications treat the subsidence problem
by analyzing one of the causes. For example, over-pumping creates large-scale
subsidence, while building loading creates local subsidence/consolidation only.

In this book, an attempt is made to present a unified approach to the problem
of subsidence. This unified approach is particularly important in urban areas where
several factors are causing the soil subsidence.

Our main objective in this book is to provide groundwater hydrologists, soil me-
chanics engineers, and planners who deal with town development and management
of groundwater resources with all the tools they need for monitoring and forecasting
large-scale subsidence in urban areas. Also, we provide a theoretical background
and numerical tools for computing the contribution of each cause to subsidence.
This is particularly important for litigation problem relative to subsidence.

The difficulty of the presentation is due to the fact that the engineering practice
and existing methods belong to two different engineering subjects and matters.
On one hand, soil mechanics deals with soil consolidation, and on another hand,
groundwater hydrology deals with groundwater movement and its effects on the
ground.

In urban areas, the growth of population and consequently the town expansion is
an important factor to account for man-induced subsidence.

The approach presented in this book belongs to three different engineering
subjects:

(a) Groundwater hydrology
(b) Soil mechanics and consolidation
(c) Land use engineering

The general Biot equations for the consolidation of soil are the basic physical
model used in this book.

Also, a large part of the book is dedicated to numerical solutions and computer
implementation of the subsidence modeling.

We would like to express our thanks to Prof. G. F. Pinder for the valuable
comments on this book.

The material of the book was presented in several seminars and courses. It was
implemented in a research project with the DGR (Department of Groundwater
Resources) and the Chulalongkorn University.

We would like to express our thanks for the cooperation with DG Somkid
Buapeng, Dr. Vachi Ramnarong of the DGR and the Water Resources Sys-
tem Research Unit of the Chulalongkorn University directed by Prof. Sucharit
Koontanakulvong. We thank S. Chokchai (of the CU-WRSRU) and all the academic
and technical staffs of both institutes (the Chulalongkorn University and the DGR)
for their active cooperation and help. Fruitful discussions were carried out with
Prof. Ashim Das Gupta, Dr. Oranuj Lorphensri, senior hydro-geologist C. (Charoen)
Chuamthaisong, and Jade Julawong.
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Chapter 1
Introduction

Abstract In this section, the effect of land subsidence in urban area is presented
on the example of the Bangkok area. In Section “The Effect of Land Subsidence
in Urban Areas: The Bangkok Area”, the different aspects of land subsidence are
presented for the Bangkok area. Monitoring of soil settlements, determination of
the causes, legal aspects are fundamental subjects of soil subsidence in urban areas.
In Section “The Scope of the Book”, a general presentation of the chapters is
detailed.

Soil deformation can be either the sudden collapse of the ground and/or the slow
subsidence and/or compaction of the sediments near the earth’s surface. Sudden
collapse events are rarely major disasters, certainly not anywhere near the scale of
the earthquake, volcanic, tsunami, or landslide disasters, but the slow subsidence
of areas can cause as much economic damage, although spread out over a longer
period of time.

Cities built on unconsolidated sediments such as clays, silt, peat, and/or sand are
particularly susceptible to subsidence. Such areas are common in delta areas, flood
plains adjacent to rivers, and in coastal marsh lands. Building cities in such areas
aggravates the subsidence problem for several reasons, as follows:

1. Construction of buildings and streets adds weight to the region causing additional
soil deformation;

2. Often the areas have to be drained in order to be occupied, which results in a
lowering of the water table and leads to hydro-compaction;

3. Often the groundwater is used as a source of water for both human consumption
and industrial use; and

4. Levees and dams are often built to prevent or control flooding.

Most existing methods and software applications treat the subsidence problem by
analyzing one of the causes. This is due to the fact that the causes appear at different
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2 1 Introduction

scales. For example, over-pumping creates large-scale subsidence, while building
loading creates local subsidence/consolidation only.

In this textbook, we are presenting an engineering approach to predicting the soil
settlement due to subsidence, resulting from various causes.

A typical example of a city where several causes are causing subsidence is the
city of Bangkok, Thailand.

1.1 The Effect of Land Subsidence in Urban Areas:
The Bangkok Area

The Bangkok metropolitan area is situated on the flood plain of the Chao Phraya
river which traverses the lower central plain of Thailand.

The geological layers involved in the transmission and confinement of ground-
water in the Bangkok region are a basement complex and alluvial deposits which
constitute the principal aquifers in Bangkok (Ramnarong and Buapeng 1992).

The topmost sediments, 15–30 m thick, consist of soft clay overlying stiff clay
called the “Bangkok clay”. The underlying sand, gravel, and clay constitute the
principal aquifers of Bangkok. In the upper 600 m, the unconsolidated deposits
are subdivided into eight principal artesian aquifers, separated from each other by
thick confined clay or sandy clay layers. The current names of the aquifers are as
follows:

1. Bangkok aquifer;
2. Phra Pradaeng aquifer;
3. Nakorn Luang aquifer;
4. Nonthaburi aquifer;
5. Sam Khok aquifer;
6. Phraya Thai aquifer;
7. Thon Buri aquifer; and
8. Pak Nam aquifer

Subsidence of land surface in the Bangkok area has been collected since 1978
using two different methods: (a) periodic leveling of a network of benchmarks; and
(b) measuring compaction of sediments by observing the change in thickness of a
particular sequence of deposits.

Results of the study during 1978 and 1981 showed that land subsidence rates
were 10 cm/year in the eastern suburbs and 5–10 cm/year in central Bangkok.

After the remedial measures were implemented in 1983 for controlling ground-
water pumpage, a continuous recovery of the water level was observed in central
Bangkok and its eastern suburbs. The annual subsidence rates between 1988 and
1989 were 3–5 cm in the eastern suburbs and 2–3 cm in central Bangkok. Moreover,
between 1989 and 1990, the subsidence rates decreased to 2–3 cm in the eastern area
and 1–2 cm in the central area of Bangkok (Ramnarong and Buapeng 1992).
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According to a study of the AIT (see Asian Institute of Technology 1982), soil
compression during the period 1978–1981 of the top 50 m contributed 40% to the
total subsidence, while 60% of the total subsidence results from a compression of
the deeper zone 50–200 m.

Bangkok is underlain by soft marine clay that is in a stage of pre-consolidation.
Therefore, the consolidation or compaction process is larger than for an over-
consolidated soil. In a natural stage without human activities, this process is a
long-time process. Soil scientists agree that a high rate of soil consolidation results
in a soil matrix compression. Therefore, the analysis of subsidence is deeply
connected to the human activities that cause the increase of soil consolidation.

Aquifer compaction, which causes land subsidence and its accompanying side
effects, results from compression of grains and reduction of intergranular spaces.
The compression is caused by a decrease in buoyant support of the grains and by
a change in hydrostatic pressure between the pores in grains. A lowering of the
water table or a decrease in the artesian head may causes rearrangement of the
coarse grains, and/or compression and partial dewatering of compressible minerals,
such as montmorillonite clay. The compaction stress at depth may be increased if
a decrease in the artesian head at depth is accompanied by an increase in near-
surface loading, as may be created by a near-surface water-level rise. The greater
the clay content and void space between non-compressible grains, the greater is the
potential for compaction of the material. Also, montmorillonite clay, which is the
typical interstitial clay of the sediment in the basin, is more compressible than other
clay minerals.

Two main causes for soil consolidation, soil compression, and consequently for
land subsidence have been postulated by soil scientists, as follows:

1. The first possibility of land subsidence is due to the effect of deep well pumping.
Extracting of water from aquifers is causing declines in the piezometric pressure
in the normally consolidated Bangkok clay.

Haley and Aldrich (1970) conducted the consolidation test and reported that
the soft Bangkok clay is over-consolidated. By calculation, assuming a past
pressure of 30–50 kPa greater than the existing effective stress, the increase in
load of 30–50 kPa as a result of a decline of piezometric pressure would bring the
effective normal stress to near preconsolidation pressure .This should result in the
settlement from recompression of 0.05–0.07 m. Furthermore, from this critical
stress, an additional 3–5 tms stress would have the magnitude of settlement about
10 times the re-compression settlement. Under the tested soil property, the rate
of drawdown of 0.3 m per year in the clay would take 10–15 years to increase
the average stress level by 3–5 t.m.s, respectively.

In 1995, the JICA (Japan International Cooperation Agency) performed an ex-
tensive study of the groundwater management in the Bangkok area. The influence
of over pumping on subsidence was considered using a one-dimensional model
connected with the MODFLOW model (see Japan International Cooperation
Agency (JICA) 1995).

2. The second possibility of land subsidence is due to the load of building and
infrastructure on the ground surface and the pressure of deep foundations.
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While the effect of the natural sedimentation is located near the Chao Phraya
river, the load of the buildings is distributed throughout the whole Bangkok
metropolitan area. Therefore, the computation of the load of the buildings is a
difficult task.

• A Brief History
In 1969, land subsidence in Bangkok was given public attention for the first time
when its evidence was pointed out in the newspapers. Many indications, such
as protrusions of well casing and foundation of the buildings, were observed in
many places.

The major cause of land subsidence was recognized and discussed in a series
of seminars organized during the years 1980–2008 on this subject. Also, research
projects on the management of groundwater and mitigation of land subsidence in
Bangkok were initiated and undertaken by the DGR, the AIT, and other institutes.
Also, a new ground surface leveling was conducted in mid-1978, in the Bangkok
area.

Between 1978 and 1981, 51 new benchmarks were installed in addition to the
25 existing benchmarks belonging to the Bangkok Metropolitan Administration
(BMA). Leveling was run every 3 months to measure the actual rate of
subsidence by the Royal Thai Survey Department.

The center of land subsidence coincides with the center of depression of
artesian pressure in the east to southeast of Bangkok at Lat Phrao, Bang Kapi,
Hua Mak. Phra Khanong, and Bang Na. Since 1978, the rate of subsidence in
these places was estimated at more than 10 cm/year, and as much as 1.14 m
subsidence occurred between 1940 and 1980 (Ramnarong 1983). Between
1978 and 1992, the annual rates of subsidence at Dusit, Phaya Thai, Phra
Nakhon, and Yan Nawa in central Bangkok ranged from 5 to 10 cm, and the
subsidence rate at Thonburi in western Bangkok was estimated at less than
5 cm/year.

After the new groundwater management and the new policy were started in
1995, a reduction of the subsidence rate was observed in the Bangkok area.
However, large rates are still measured in various districts.

• Groundwater use
Over the years, the pumpage steadily increased with additional private use as the
public water supply facility could not cope with the demand. A historical record
of pumpage for public water supply by the Metropolitan Waterworks Authority
(MWA) was available, but for private pumpage, only estimates were provided by
the Department of Mineral Resources (DMR), since there was no law regulating
the use until 1978.

After the promulgation of the Groundwater Act in 1978, statistics of the total
number of private wells and the total rate of withdrawal became available.

Also today, the DGR has an accurate estimation of the withdrawal from the
public wells.
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Groundwater utilization in Bangkok and adjacent areas are of the three
following main types:

Domestic use
Since the MWA cannot cover its entire service area with surface water supply,
groundwater is pumped from deep aquifers to supply houses, condomini-
ums, hotels, restaurants, etc. A rapid urbanization accompanied by a recent
economic boom hastened the growth of residential and shopping areas in
the suburbs of the Bangkok metropolis. This situation has caused intensive
pumping in the deeper aquifers.

Industrial use
Since the inception of industrial promotion in Thailand, the growth of
industry has been remarkable in the last 30 years in Bangkok and its vicinity.
Accordingly, the need for water in these industries grew rapidly, and most of
the industries must invest for their own water supply by pumping groundwater.

Agricultural use
Although groundwater is used for agriculture in many places throughout the
country, the quantity abstracted is not large, due to the fact that agricultural
farms are using irrigation canals. Groundwater is used mostly as a supplemen-
tary source to irrigate cash crops after harvesting the rice.
However, in the future, this use may increase seriously.

• Land subsidence
From the data collected and analyzed, it can be summarized that:

1. Subsidence rates of less than 2 cm/year existed in most parts of Bangkok;
2. In Central Bangkok, a subsidence rate of more than 2 cm/year was observed

in the years 1978–1996;
3. Subsidence rates of 2 to more than 5 cm/year were observed in Samut

prakarnon in the south, Bang Pli in the southeast, and Samut Sakhon in the
southwest.;

4. Recently, subsiding areas almost coincided with the new groundwater depres-
sion zones shown; and

5. Although the groundwater water level rose in Bangkok, land subsidence is
still occurring.

Groundwater levels in Bangkok area were affected by a regional decline
of groundwater levels caused by heavy withdrawals in the surrounding areas,
which resulted in the continuous occurrence of land subsidence in the metropolis.
Serious land subsidence may now take place in the surrounding areas unless
groundwater withdrawals are strictly regulated.

• The legal aspect: the Groundwater Act
The uncontrolled and excessive pumping of groundwater has caused the
widespread decline of the water level and land subsidence in the Bangkok
Metropolis and its vicinity since the 1970s. As a legal measure against land
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subsidence, the Government enforced the Groundwater Act 1977. The underlying
principle of this Act is the government control of groundwater activities. It is
implemented since 1978.

Also, in recent years, the government is now enlarging the groundwater act
to other causes such as excess of building and/or urban planning and town
development acts.

Development of DSS tools for the detection of aquifers sensitivity to subsi-
dence are under development by the DGR (Propovitch 1991; Zeitoun and Melloul
2008).

1.2 The Scope of the Book

The main purpose of this book is to describe a methodology for the engineering
calculation of the subsidence. Also, the methodology presented in this book permits
the estimation of the relative contribution of the different causes of the total
subsidence.

Compaction of a soil layer may be due to several causes. When applying an
external or internal pressure on the soil matrix, the resulting soil displacement may
be of two types, as follows:

1. A reversible soil displacement where the soil matrix is not changed, and the soil
will come back to the initial position when no more pressure is applied; or

2. A residual compaction (or consolidation) where the soil matrix is compact and
the displacement results in a reduction of the void ratio. This type of displacement
is not reversible (see Sneed and Galloway 2000).

Both displacements are referred to as soil subsidence, but their analysis is
different.

The reversible soil displacement is generally caused by non-constant or periodic
loading, such as traffic loading on roads, or a wetting and drying process in the
unsaturated zones. This type of cyclic displacements at the soil surface is not in the
scope of our work.

This book concentrates on the estimations of residual compaction resulting from
the following three main causes:

1. The natural consolidation (river sedimentation);
2. The relative contribution of the decline in piezometric pressure; and
3. The overloading due to urbanization of the total land subsidence.

In Chap. 2, we review the different types of subsidence appearing in the world.
In Chap. 3, we present the various mathematical models currently used for the

analysis of soil deformation for each type of subsidence. The different models of
subsidence are presented in terms of:

(a) A geometrical model of the porous media is needed and a definition of
representative element volume (REV);

http://dx.doi.org/10.1007/978-94-007-5506-2_2
http://dx.doi.org/10.1007/978-94-007-5506-2_3
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(b) The variables of the model and the governing equations for the fluid and/or the
gas flow as well as the mechanical behavior of the soil skeleton;

(c) The boundary conditions associated with the partial differential equations
appearing in the model; and

(d) The type of loadings and the way it acts on the soil matrix.

Then models are described for four types of subsidence commonly encountered
in practice, as follows:

• Subsidence due to water withdrawal in saturated soil;
• Subsidence due to oil and gas withdrawal in non saturated soils;
• Subsidence due to sea water encroachment; and
• Subsidence appearing in fracture rocks.

In Chap. 4, we describe the Terzaghi theory of consolidation as a way of
decoupling the general Biot equation using the assumption of constant total stress.
We detailed the computation of the water pressure and the soil displacement. The
classical one-dimensional theory is presented with solved exercises. Also the three-
dimensional theory is described. Then we discussed the limitation of the theory in
the case of internal loadings.

We also discuss the use of the theory of consolidation for large-scale problems
such as subsidence due to large-scale groundwater pumping. We review the different
approaches that were used in the literature for the numerical modeling of the
subsidence due to groundwater pumping. We concentrate on the two following main
points:

1. The mechanical behavior of the clayey soil; and
2. The connection between groundwater movement and stress pressure in the soil.

Then, a critical review of the consolidation theory for large-scale problems is
presented in terms of the principle of superposition of loadings.

In Chap. 5, we present the constitutive equations of the Biot model. The main
difficulties of this model are the coupling of the equations and the application of
the superposition principle. We present the general solution of the coupled problem
resulting from the Biot model. This solution is based on a new method for decou-
pling the equations. This decoupling approach permits to derive a superposition
principle of the loadings. Several types of loadings and boundary conditions for the
water pressure and the displacement field are discussed. Analytical solutions are
also derived and discussed.

In Chap. 6, we first review iterative methods proposed for the numerical solution
of the coupled Biot equations. Then, we describe the numerical scheme based on
the decoupling method of the solution of the Biot model. The numerical method
is called the compartmental model and is similar to the finite volume method. We
emphasize the treatment of the different types of boundary conditions.

In Chap. 7, the interface of the software is described in general terms and we
have detailed the computation of the different types of loadings and the input data.

In Chap. 8, the implementation of the methodology is described on a modeling
study of the Bangkok area. The use of historical satellite maps of the urbanization of

http://dx.doi.org/10.1007/978-94-007-5506-2_4
http://dx.doi.org/10.1007/978-94-007-5506-2_5
http://dx.doi.org/10.1007/978-94-007-5506-2_6
http://dx.doi.org/10.1007/978-94-007-5506-2_7
http://dx.doi.org/10.1007/978-94-007-5506-2_8
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the Bangkok area is connected with the GIS system. The building of the model data
is described with details. We analyze separately the different types of effects. The
computational of the total subsidence and each component is presented. Also, the
effect of pumping from a deep layer on subsidence in the upper layer is presented.
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Chapter 2
The Subsidence Phenomenon
Throughout the World

Abstract In this section, the different types of land subsidence are discussed.
They are separated into natural causes and man-induced causes. The natural
causes are mainly geological causes, such as formations of caves, sinkholes, and
karst topography. The man-induced causes are mainly mining or fluid withdrawal
(groundwater and/or oil or gas). Also, loads of buildings are an important cause
of consolidation in urban areas. These causes are explained in general term, and
examples of subsidence in the United States are briefly referred to.

2.1 Type of Subsidence

Subsidence may be defined as the gradual and/or sudden sinking of landforms to a
lower level as a result of a subsurface movement of earth materials.

Subsidence is a worldwide global problem. For example, in the United States,
more than 17,000 square miles in 45 states, an area roughly the size of New
Hampshire and Vermont combined, have been directly affected by subsidence. The
principal causes are aquifer-system compaction, drainage of organic soils, under-
ground mining, hydro- compaction, natural compaction, sinkholes, and thawing
permafrost (National Research Council 1991). More than 80% of the identified
subsidence in the US is a consequence of the exploitation of underground water.
Also the increasing development of land and water resources threatens to increase
land subsidence problems. In many areas in the US underlain by soluble rocks
such as limestone, gypsum, or salt, land subsidence is a common environmental
consequence of our land- and water-use practices.

The most common type of a sudden collapse is due to erosion of underground
soil and/or rock caused by leaking human-made sewer pipes or water mains. This
rarely destroys large areas but commonly swallows up vehicles.

The second most common type of a sudden collapse involves dissolution of
carbonate rocks (limestone) beneath the surface.

D.G. Zeitoun and E. Wakshal, Land Subsidence Analysis in Urban Areas,
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Such a catastrophic subsidence is most commonly triggered by groundwater-
level declines caused by pumping, or by diversion of surface runoff or groundwater
flow through susceptible rocks. Although the collapse features tend to be highly
localized, they can introduce contaminants into the aquifer system and, thereby, have
lasting regional impacts. Collapse features tend to be associated with specific rock
types having hydro-geologic properties that render them susceptible to the formation
of cavities. Human activities can facilitate the formation of subsurface cavities in
these susceptible materials and trigger their collapse, as well as the collapse of
preexisting subsurface cavities.

The natural causes may be separated into two main categories:

(a) the geological causes and
(b) man-induced causes.

2.2 The Geological Causes of Land Subsidence

In terms of land area affected, underground mining accounts for about 20% of the
total land subsidence in the United States. Most of this fraction is associated with
underground mining for coal. Subsidence over underground coal workings develops
as a gradual down warping of the overburden into mine voids. It is generally
unrelated to subsurface water conditions. Salt and gypsum are, respectively, almost
7,500 and 150 times more soluble than limestone. Underground salt and gypsum
mines are also subject to down warping of the overburden, but these evaporite
minerals are susceptible to rapid dissolution by water. Also, limestone is often
associated with sinkhole formation.

2.2.1 Carbonate Dissolution and Karst Topography

Carbonate rocks such as limestone, composed mostly of the mineral calcite
(CaCO3) are very susceptible to dissolution by groundwater during the process of
chemical weathering. Such dissolution can result in systems of caves, sinkholes, and
eventually to karst topography.

2.2.2 Dissolution

Water in the atmosphere can dissolve small amounts of carbon dioxide (CO2). When
rain falls on the earth, the rain water has an amount of carbonic acid (H2CO3). As
the water infiltrates into the groundwater system and encounters carbonate rocks
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Fig. 2.1 An example of cave formation (After Murck et al. 1997)

like limestone, the calcite is dissolved in the limestone by the following chemical
reaction:

CaCO3 CH2CO3 D CaC2 C 2HCO�2
3

This relation states that calcite reacts with carbonic acid to produce dissolved
calcium ion plus dissolved bicarbonate ion.

This reaction takes place as the water flows through any types of opening in the
rock such as fractures. Over a long period of time, a large part of the limestone is
dissolved resulting in the formation of cavities.

2.2.3 Caves and Cave Formation

Caves are large underground open spaces. A cave system of many interconnected
chambers is called a cavern. Most caves are formed by the chemical dissolution
process described above, as a result of groundwater flow. The dissolution begins
along fracture systems in the rock, widening the fractures and connecting them to
other fractures, until a cave is formed (Fig. 2.1).

2.2.3.1 Sinkholes

A sinkhole is a large dissolution cavity that is open to the earth’s surface. Some
sinkholes form when the roofs of caves collapse; others can form at the surface
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Fig. 2.2 An example of a sinkhole (After Nelson 2000)

by dissolving the rock downward. Because we are here concerned with subsidence
disasters and hazards, we will concentrate on the formation of sinkholes by collapse.

Sinkholes are common in areas underlain by limestone. Central Florida is such
an area, and in one small area of about 25 km2, over 1,000 sinkholes have formed
by collapse in recent years.

Sinkholes may form as a result of lowering the water table by excessive pumping
for human use of the water (see the Florida case in National Research Council 1991).
Caverns that were forming just below the water table were filled with water. The
water table was lowered over the years resulting in the level of groundwater in the
caverns to become lower. While the water table was high, the water in the cavern
helped to support the roof of the cavern. This support is removed when the water
table is lowered, and thus, the unsupported roof eventually becomes unstable and
collapses to form a sinkhole (Fig. 2.2).

Sinkholes may also form by the slow enlargement of caverns by continued
dissolution of the limestone. This may occur no matter what the level of the water
table is. When sinkholes collapse to expose the water table at the surface, the
sinkhole will be filled with water forming small circular lakes.

Although common in areas underlain by limestone, sinkholes can form in any
area where highly water-soluble rocks occur close to the surface. Such rocks include
rock salt made of the mineral halite and gypsum deposits, both of which easily
dissolve in groundwater.

2.2.3.2 Karst Topography

In areas where highly water soluble materials lie close to the surface, dissolution
below the surface can eventually lead to the formation of caverns and sinkholes. As
the sinkholes begin to coalesce, the surface topography will become chaotic, with
many enclosed basins and streams that disappear into sinkholes, run underground,
and reappear at springs. Such a chaotic topography is known as karst topography.
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Karst topography starts out as an area with many sinkholes, but eventually, as
weathering and dissolution of the underlying rock continue, the ground surface
may be lowered, and areas that have not undergone extensive dissolution stand up
as towering pillars above the surrounded terrain. The latter type of karst is called
tower karst.

2.3 Man-Induced Causes

2.3.1 Mining

2.3.1.1 Removal of Solids and Mine-Related Collapse

Humans can play a large role causing a collapse of the surface. Mining activities
that remove material from below the surface can result in a collapse if precautions
are not taken to ensure that there is adequate support for the overlying rocks.

2.3.1.2 Removal of Salt

• Salt occurs beneath the surface in areas that were once below sea level in
restricted basins where extensive evaporation caused the concentration of salt
in seawater to become so high that the salt was precipitated on the bottom. This
occurred, for example during the Jurassic Period (about 150 million years ago) in
the area of the Gulf of Mexico. Later deposition of other sediments on top of this
salt resulted in low-density salt underlying higher-density sediments. Since salt
is rather ductile, it began to flow upward toward the surface, and in many cases,
became detached from the original layer of salt at a depth to form what is called
a salt dome. Since the salt now occurs close to the surface, it can dissolve and
collapse to form sinkholes.

• The salt can also be mined to produce salt for human usage. One mining
technique involves injecting fluids into the salt to dissolve it. The fluids are then
recovered and the salt re-precipitated from the solutions. Such mining, because
it dissolves large cavities in the salt, can lead to instability and collapse. Such
solution mining resulted in a sinkhole 300 m in diameter in Hutchinson, Kansas.

2.3.1.3 Coal Mining

Since mining often removes material from below the surface without dissolution,
mining can create voids that may become unstable and collapse.

Coal occurs beneath the surface as extensive layers called coal seams. These
seams were once swampy areas on the surface where much vegetation flourished,
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died, and became buried before it could decay. Processes acting over long periods
of geologic time have turned dead vegetation into coal. Other useful substances
are mined by digging tunnels in a rock, but in most mining techniques, the useful
substance occurs along narrow zones, and only these enriched zones need to be
removed. In mining coal, however, all of the material is useful, so large masses of
material are removed. The technique used in coal mining is referred to as “room-
and-pillar” mining. The rooms are where the coal has been removed, and the pillars
are left to support the overlying rock. Sometimes, too few pillars are left, and the
overlying rock collapses into the mine. This is not only dangerous to the miners but
can also cause hazards to areas on the surface where the collapse occurs

• Underground fires in coal mines can also lead to collapse hazards. Fires can start
by spontaneous ignition of coal dust or methane gas released from the coal.
Such fires are difficult to extinguish, and often are left to burn for years. In
Pennsylvania, for example, coal mine fires have burned for more than 25 years.
Burning of the coal results in removal of the coal, and thus, may undermine
support for the roof of the mine resulting in a collapse.

Formation of subsurface cavities by dissolution requires:

1. bedrock composed in large part of soluble minerals;
2. a water source that is unsaturated with respect to these minerals and, therefore,

can dissolve them;
3. an energy source in the form of a hydraulic gradient to move the water through

the rock; and
4. an outlet for the escaping, mineralized water.

Once a through-flowing passage develops in the soluble rock, erosion and
further dissolution enlarges the passage, further enhancing the throughflow. Once
established, subsurface cavities may provide habitat for populations of species
specially adapted to cave environments—a cave ecosystem.

2.3.1.4 Evaporite Rocks Can Form Cavities Within Days

Evaporites are sediments deposited from natural waters that have been concentrated
as a result of evaporation. Evaporite rocks such as salt and gypsum underlie about
35–40% of the contiguous United States. Natural solution-related subsidence has
occurred in each of the major salt basins (Ege 1984), perhaps most notably in the
Permian basin of Texas, New Mexico, Oklahoma, and Kansas, and the smaller
Holbrook basin of northeast Arizona. Although evaporites underlie most of the
Michigan-Appalachian and Gulf Coast basins, naturally forming collapse features
are much less common in these areas.

Man-induced collapse cavities are relatively uncommon in gypsum deposits and
are more likely to develop above salt deposits, where they are associated with both
purposeful and accidental dissolution of salt.
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2.3.1.5 Carbonate Rocks Form Cavities Over Centuries

Natural cavities in carbonates (limestone and dolomite) develop by the same
processes that form cavities in evaporite rocks, albeit much more slowly. The high
solubilities of salt and gypsum permit cavities to form in days to years, whereas
cavity formation in carbonate bedrock is a very slow process that generally occurs
over centuries to millennia. The slow dissolution of carbonate rocks favors the
stability and persistence of the distinctively weathered landforms known as karst.

Both dissolution and erosional processes play roles in the maturation of karst
in carbonates; if not for a balance between mechanical erosion and dissolution, the
distinctive landscapes could not persist.

The high strength of carbonate rocks confers resistance to mechanical failure de-
spite progressive weakening by chemical dissolution. The potential for dissolution
is controlled by the amount of water available and also by the level of saturation of
that water with respect to calcium carbonate. Where the potential for dissolution is
low, mechanical erosion dominates the morphology of carbonates.

For example, in the arid southwest, limestone exposures tend to erode as cliffs
rather than form karst. Carbonate karst landscapes comprise about 40% of the
contiguous United States east of the longitude of Tulsa, Oklahoma (White et al.
1995). In these more humid landscapes, surface and subsurface drainage pathways
converge in discrete conduits formed in the carbonate bedrock. Sinkholes, swallows
(where streams disappear into the subsurface), and springs are linked to form an
interconnected surface and subsurface drainage network.

Thus, karst aquifer systems are directly affected by variabilities in the timing
and magnitude of surface runoff. Surface runoff carries all the components of
streamflow into the conduit flow system, including suspended sediment, dissolved
contaminants, immiscible fluids, and micro- and macrobiological agents. The slower
infiltration of surface water through porous soil and rock to the water table, which
helps to protect ground water from contamination in most areas, is short-circuited
in karst landscapes.

2.3.2 Fluid Withdrawal

We have seen how fluids (particularly water) in the subsurface can dissolve rock to
undermine support and cause collapse of the surface. Here, we look at another role
that fluids may play in causing subsidence. Any fluid that exists in the pore spaces or
fractures of rock is under pressure due to the weight of the overlying rock. So long as
the pressure of the fluid is enough to support the overlying rock, no subsidence at the
surface will occur. But, if fluids are withdrawn from below the surface, a decrease in
fluid pressure may occur resulting in the removal of support and possible a collapse.
The two most important fluids that occur beneath the surface are water (in the form
of groundwater) and petroleum (in the form of oil and natural gas). Both of these
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fluids are often withdrawn for human use, and thus, humans are often responsible for
fluid withdrawal-related subsidence. But, such withdrawal can also occur by natural
processes.

2.3.2.1 Swelling

Many types of clay particles are capable of absorbing large volumes of water,
causing them to increase substantially in size compared with their dry state.
Repeated cycles of dry and wet conditions cause such soils to form networks of
fissures, resulting in the familiar cracked, polygonal landscape typical of non-sandy
desert areas. Individual clay particles may shrink and swell up to 1,000%. While
overall soil swelling is not nearly this extreme, volumetric changes of even 5% can
damage human structures.

2.3.2.2 Compaction

Compaction is the process by which the porosity of a given form of sediment is
decreased as a result of its mineral grains being squeezed together by the weight of
overlying sediment or by mechanical means.

2.3.2.3 Hydro-Compaction

Hydro-compaction is essentially the opposite of swelling. In dry areas with a mix
of sand, silt and clay, dry clay or silt particles act as a sort of cement, holding the
sand particles in an open matrix with air spaces in between. This open soil structure
is vulnerable to water infiltration in the form of soaking rain, irrigation, or broken
pipes. The sudden influx of water dissolves the silt and clay, causing the air spaces
between the sand articles to collapse and the affected area to sink, often dramatically.

Most subsidence occurs as a result of hydro-compaction, discussed previously
under mass-wasting processes. Hydro-compaction occurs when the sediments lose
water. Since lowering of the water table involves a loss of water, hydro-compaction
often occurs.

Hydro-compaction means that water absorbed on and within clay minerals are
removed by withdrawal or drying, and the clays shrink. Shrinkage of clays results in
less volume, so the surface will subside as the clays become more tightly compacted
(Fig. 2.3).

2.3.2.4 Groundwater

Groundwater occurs nearly everywhere below the surface of the earth, where, as
we have said above, it fills the pore spaces and fractures in rock at levels below
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Fig. 2.3 The swelling process in the clay expansion (After Coch 1995)

the water table. The zone beneath the water table is called the saturated zone.
Groundwater flows into the saturated zone by percolation downward from rainfall
on the surface. Surface bodies of water, like streams, lakes, and swamps, are areas
where the water table is exposed at the surface. Springs are also areas where the
water table is exposed at the surface. If one digs or drills a well to intersect the
water table, water will flow into the well and fill it to the level of the water table.
The level of the water table can change as a result of changing amounts of input
in the groundwater system (called recharge) and output from the groundwater
system (called discharge). Recharge takes place by water infiltrating down from
the surface. Discharge occurs as a result of outflow through surface bodies of
water, springs, and wells. During the wet season, the water table is generally
higher because recharge exceeds discharge. During dry seasons, the water table is
depressed because discharge exceeds recharge. Likewise, during periods of drought,
the water will be lower (Fig. 2.4).

Groundwater moves through the saturated zone both downward and upward. The
downward flow occurs due to gravity, and the upward flow occurs because fluids
tend to flow towards areas of lower pressure.

Subsidence can be caused by any process that results in lowering of the water
table. Thus, drought, dry seasons, and excessive withdrawal of groundwater by
humans can cause the water table to move to deeper levels and result in subsidence
(Figs. 2.5 and 2.6).

Most hydro-compaction is an elastic deformation process. Recall that elastic
deformation is reversible, so that when the clays or peat dry out, they compact,
but when they become wet once again, they expand. Compaction, however, can
become inelastic, which is not reversible. In such a case as the pores are closed by
compaction, they cannot be restored when new fluids are pumped in.

The rate of subsidence relative to rate of fluid withdrawal can sometimes
show when material passes from elastic compaction to inelastic compaction. If
the rate of fluid withdrawal is large but the rate of subsidence is small, this is
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Fig. 2.4 The water level in groundwater

 

  
 

 

Fig. 2.5 A flow stream in groundwater

usually an indication of elastic compaction. If, however, there is a large amount
of subsidence with only small amounts of fluid withdrawal, inelastic compaction is
likely occurring.

2.3.2.5 Oil and Gas Withdrawal

Oil and natural gas are both fluids that can exist in the pore spaces and fractures of
rock, just like water. When oil and natural gas are withdrawn from regions in the
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Fig. 2.6 (a) First stage of subsidence due to hydro-compaction. (b) Second stage of subsidence
due to hydro-compaction

Fig. 2.7 Subsidence in an oil field

earth near the surface, the fluid pressure provided by these fluids is reduced. With
a reduction in fluid pressure, the pore spaces begin to close, and the sediment may
start to compact, resulting in subsidence of the surface (Fig. 2.7).
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This has occurred recently in the oil fields of southern California. For example, in
the Wilmington oil field of Long Beach, California, subsidence was first recognized
in 1940 due to the withdrawal of oil from the subsurface. The area affected was
about 50 km2. Near the center of this area, the surface subsided by up to 9 m. In
1958, repressurization of the area was attempted by pumping fluids back into the
rocks below. By 1962, further subsidence had been greatly reduced, and the area
continuing to subside had been reduced to 8 km2. Still, up to this point, very little
uplift had occurred to restore the area to its original elevation. This subsidence event
has cost over $100 million.

2.3.2.6 Coastal and Inland Flooding

In a coastal aquifer, sea water encroachment and sea movement may cause soil
subsidence. The increase in water density causes an increase of pressure on the soil
skeleton resulting in compaction of the soil.

2.3.3 The Soil’s Loading

In urban areas, the building of houses and towers are causing a land settlement, often
called the consolidation process.

2.3.3.1 Consolidation

According to Terzaghi (1943), “consolidation is any process which involves a
decrease in water content of a saturated soil without replacement of water by air”. In
general, it is the hydro-compaction process in which reduction in volume takes place
by expulsion of water under long term static loads. It occurs when stress is applied to
a soil that causes the soil particles to pack together more tightly, therefore reducing
its bulk volume. When this occurs in a soil that is saturated with water, water will be
squeezed out of the soil. Soils are tested with an oedometer test to determine their
compression index. When stress is removed from a consolidated soil, the soil will
rebound, regaining some of the volume it had lost in the consolidation process. If
the stress is reapplied, the soil will consolidate again along a recompression curve,
defined by the recompression index.

2.4 Subsidence in Cities

Cities built on unconsolidated sediments consisting of clays, silt, peat, and sand are
particularly sensitive to subsidence. Such areas are common in delta areas, where
rivers empty into the oceans, along floodplains adjacent to rivers, and in coastal
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Table 2.1 Known places of subsidence

City Maximum subsidence (m) Area (km2)

Long Beach/Los Angeles CA 9.00 50

San Joaquin Valley, CA 8.80 13;500

Mexico City, Mexico 8.50 225

Tokyo, Japan 4.50 3;000

San Jose, CA 3.90 800

Osaka, Japan 3.00 500

Houston, TX 2.70 12;100

Shanghai, China 2.63 121

Niigata, Japan 2.50 8;300

Nagoya, Japan 2.37 1;300

New Orleans, LA 2.00 175

Taipei, China 1.90 130

Bangkok 1.00 800

Venice, Italy 0.22 150

London, England 0.30 295

Source: Nelson (2000)

marsh lands. In such settings, subsidence is a natural process Sediments deposited
by the rivers and oceans get buried, and the weight of the overlying, newly-deposited
sediment, compacts the sediment and the material subsides. Building cities in such
areas aggravates the problem for several reasons.

1. Construction of buildings and streets adds weight to the region and further adds
stress on the soil.

2. Often the areas have to be drained in order to be occupied. This results in
lowering of the water table and leads to hydro-compaction and consolidation.

3. Often the groundwater is used as a source of water for both human consumption
and industrial use. This also results in lowering the water table and further hydro-
compaction.

4. Levees and dams are often built to prevent or control flooding. This shuts off the
natural supply of new sediment to the area. In a natural setting, sedimentation
resulting from floods helps replenish the sediment that subsides and thus,
builds new material over the subsiding sediment, decreasing the overall rate of
subsidence. When the sediment supply is cut off, the replenishment does not
occur, and the rate of subsidence in enhanced.

The table below shows a list of cities throughout the world that have been
experiencing subsidence problems. Note that most of these cities are coastal
cities like London, Houston, and Venice, or are built on river flood plains and
deltas, like New Orleans, Baton Rouge, and the San Joaquin Valley of central
California. Mexico City is somewhat different in that it was built in a former lake
(Table 2.1).
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2.5 Predicting and Mitigating Subsidence Hazards

In an ideal world, all areas susceptible to subsidence would be mapped. Then
human actions could be taken to either avoid the subsidence to occur, or avoid the
inhabitance of such areas if they are prone to natural subsidence.

The exact place and time of a disaster related to subsidence cannot usually be
predicted with any degree of certainty. This is true of both slow subsidence related
to fluid withdrawal and a sudden subsidence related to sinkhole formation or mine
collapse. Therefore, the goal of the actions should be reduce the destruction potential
of the subsidence. In other words, the goals of the actions should be to “mitigate”
the effect of the subsidence. Mitigation is the best approach to these subsidence
hazards.

For subsidence caused by a sudden collapse of the ground to form sinkholes,
several measures can be taken. First, geologists can make maps of areas known to be
underlain by rocks like limestone, gypsum, or salt, that are susceptible to dissolution
by fluids. Based on knowledge of the areas, whether active dissolution is occurring
or has occurred in the recent past, and knowing something about the depth below
the surface where these features occur, hazard maps can be constructed.

Once these areas have been identified, detailed studies using drill holes, or
ground-penetrating radar can be used to locate open cavities beneath the surface.
These areas can then be avoided when the time comes for making decisions about
land use.

In areas where there is a possibility of sudden collapse, one should be aware
of any cracks that form in the ground. Especially, when the cracks start to form a
circular or elliptical pattern, a collapse event is imminent.

In areas located above known mining operations or former mining operations,
maps can be constructed based on knowledge of the actual locations of open cavities
beneath the surface. Such maps can then be used as a guide for land use planning.
Currently laws are in place to prevent active mining beneath urban areas, but these
laws did not always exist, and older mines could still cause problems.

Where fluid withdrawal is the main cause of subsidence, information on the
rate of fluid withdrawal should be determined and combined with studies of
the material in the subsurface based on sampling with drill core methods. If
subsidence is suspected or observed, human activities can be modified to prevent
further subsidence. For example, new sources of water can often be found, or
wastewater can be treated and pumped back into the ground to help maintain the
level of the water table, maintain fluid pressure, or re-hydrate hydro-compacting
clays and peat.

Fluid withdrawal problems are complicated in the United States where laws are
in conflict. Rights to withdrawal of an underground resource like water or oil usually
take precedence over the rights to sue for damages that might result from subsidence.

In the next chapter, a description of the various physical and mathematical
modeling of the different types of subsidence is presented.
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Chapter 3
Mechanical Modeling of Porous Media

Abstract In this chapter, the various mathematical models currently used for the
analysis of soil deformation for each type of subsidence are presented. The various
models of subsidence are presented in terms of

• a geometrical model of the porous media is needed and a definition of represen-
tative element volume (REV);

• the variables of the model and the governing equations for the fluid and/or the
gas flow as well as the mechanical behavior of the soil skeleton;

• the boundary conditions associated with the partial differential equations appear-
ing in the model; and

• the type of loadings and the way it acts on the soil matrix.

Then, the models are described for different types of subsidence commonly
encountered in practice:

• subsidence due to water withdrawal in saturated soil;
• subsidence due to oil and gas withdrawal in non-saturated soils;
• subsidence due to sea water encroachment;
• subsidence appearing in fracture rocks.

3.1 Description of Porous Media

• A soil consists of an aggregation of variously sized solid particles (SP) and the
“pore spaces” (PS) between the particles. (see Fig. 3.1: SP – dark gray, PS – grey)

• When the “pore space” is completely full of water, then the soil is saturated.
• When the “pore space” contains both water and air, then the soil is unsaturated.

A porous media is an array of a large number of various sized fixed solid
particles. Also, the volume concentration of solids is not small (soil).

It is characterized by its porosity n (i.e., the pore volume fraction) and its grain
size d. The latter characterizes the “coarseness” of the medium.

D.G. Zeitoun and E. Wakshal, Land Subsidence Analysis in Urban Areas,
Springer Environmental Science and Engineering, DOI 10.1007/978-94-007-5506-2 3,
© Springer ScienceCBusiness Media Dordrecht 2013
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Fig. 3.1 Typical porous media

In the literature, porous media with simple characteristics have been proposed in
order to analyze the flow and compression of general porous media.

Most of the models of subsidence are based on various mechanical modeling of
porous media. A model of porous media includes various steps, as follows:

(a) A geometric model of porous medium. In practice, the pore networks that exist
in actual porous media are too complex to measure and are difficult to represent
mathematically. In the next section, we will review some classical models used
in porous media.

(b) For the fluid and gas flowing in the pores, fluid properties must be defined. In
fluid dynamics, there are six properties of the flow that an engineer is usually
interested in – pressure p, density �, the three velocity components (u,v,w), and
the temperature T. For gases and mixtures of gases (e.g., air) the equation of
state links p, ¡, and T by:

An equation of state:

P D �RT (3.1)

We need to come up with five additional equations linking the six properties.
These five equations are PDEs and turn out to be:

• conservation of mass or continuity;
• conservation of u- momentum;
• conservation of v-momentum;
• conservation of w-momentum; and
• conservation of energy.

These elements of gas dynamics are presented in Liepmann and Roshko
(1957).

(c) In classical hydrology, the soil matrix is considered as a non-deformable solid,
and no variables associated with soil movement are needed. When subsidence
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occurs, the solid matrix is deformable; then, the variables associated with the
soil deformation must be defined. In a displacement formulation of the soil
matrix behavior, soil displacement is chosen. This displacement is represented
as a three-dimensional displacement vector.

(d) The boundary conditions associated with each equation.

1. A model of a porous medium as a bundle of capillary tubes:
The simplest model just considers the pores to be equivalent to a collection of

straight capillary tubes. Then, the radii of the tubes can be varied. Tortuosity can
be introduced and the pore radius can vary along each tube. Finally, tubes can be
connected to one another (see Bear 1972, p. 162).

Beginning with the simplest useful model, consider a collection of capillary
tubes of varying diameters placed into an open body of water. The water will rise
to different heights depending on the tube radii. At any elevation, the percentage
of the cross- sectional area of all of the tubes that are water-filled defines the
saturation.

Limitations of this model for representing porous media:

• The capillaries do not vary in diameter along their length.
• The pores are all perfectly connected vertically and are not connected

horizontally.
• The model cannot represent an appropriate residual saturation.

2. Periodic porous media
A periodic porous media is a porous media having the property that the fixed

solid particles are identical, and the whole media is a periodic system of cells
which are replicas of a standard (representative) cell (experimental column).

Several models for flow through porous media are based on a periodic array
of spheres.

• Hasimoto (1959) obtained the periodic fundamental solution to the Stokes
problem by Fourier series expansion and applied the results analytically to a
dilute array of uniform spheres.

• Zick and Homsy (1982) use Hasimoto’s fundamental solution to formulate an
integral equation for the force distribution on an array of spheres for arbitrary
concentration. By numerical solution of the integral equation, solutions for
packed spheres and for several porosity values were obtained (see also
Sorensen and Stewart 1974; Tartar 1980).

• Continuous variation of porosity was examined only when the particles are in
suspension.

• A general model for the flow through periodic porous media has been
advanced by Brenner (1980) (see also Balint and Balint 2007). In fact,
Brenner showed how Darcy’s experimental law and the permeability tensor
can be computed from a canonical boundary value problem in a standard
(representative) cell.

• Lee et al. (1996) derived averaged permeability of a periodic porous media.
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throat body throat

Fig. 3.2 A typical pore network

Table 3.1 Classifications of
a particle size

Classification Grain diameter, mm

Gravel > 2.0
Sand 0.5–2.0
Silt 0.002–0.5
Clay <0.002

3. Pore networks
A pore network can be represented as a series of pore bodies connected by

pore throats of various diameters (Fig. 3.2).
This model shows the influence of pore connectivity, including the possibility

of trapping of the wetting phase. However, this trapping does not represent the
observed residual saturation in soils. This model can be used to investigate the
influence of interfacial area on topics such as inter-phase mass transfer (see Ferre
2005; Snyder and Stewart 1966). Also it may be used to understand the roles of
microstructures during shrinkage and/or swelling processes of soils (Audiguier
et al. 2010).

The limitations to this model are the inability to model transient processes and
questions as to the applicability of the results to larger scales (larger REVs).

4. General porous media
Generally, a porous medium can be defined as anything that is comprised of a

solid matrix and voids. For the porous media of greatest interest in hydrogeology,
the matrix solids include native rock, deposited sediments (gravel, sand, silt
or clay), and organic materials. These solids may be cemented, aggregated, or
unconsolidated.

While there is no single standard definition for grain size classification, the size
classes shown in Table 3.1 are a good guideline (see Ferre 2005).

A porous medium is characterized by the mixture of particle sizes that comprise
the matrix. This can be described as simple fractions of gravel, sand, silt, and clay,
or more precisely as a particle size distribution (PSD), which defines the cumulative
fraction of the solids that is smaller than a given grain diameter.

The porosity, n [L3L�3], of a porous medium is defined as the volumetric
fraction of the medium that is occupied by the voids:

n D Vv

VT
D Vv

Vs C Vv
; (3.2a)
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Fig. 3.3 A cross-section of
porous medium

where Vv, Vs and VT are the volumes of the voids, matrix solids, and total medium,
respectively. The porosity also defines the average fraction of a cross section through
a medium that is occupied by voids (Fig. 3.3). By definition, the porosity can only
range from 0 to 1. (Note that � is also commonly used to denote porosity, but
n will be used in these notes.) Typical porosity values [m3m�3] for unfractured,
unconsolidated geologic media are: gravel (0.25–0.40); sand (0.25–0.50); silt (0.35–
0.50); and clay (0.40–0.70) (see Freeze and Cherry 1979).

The fraction of the area occupied by voids is equal to the porosity.
The primary porosity of a medium occurs between the solid particles. The

secondary porosity is caused by fracturing, root holes, animal or insect burrows,
and dissolution. The primary porosity of a medium depends on the structure of the
matrix, including the shapes of the solid particles, the distribution of the particle
sizes, the degree of compaction of the medium, and, to a lesser degree, the average
size of the solid particles (Fig. 3.4). Sorting describes the range of sizes of the
matrix solids. In a perfectly sorted medium, all of the matrix particles have the same
diameter. The more poorly sorted a medium, the more efficiently the particles can
be packed, leading to a decrease in the porosity of the medium.

Some of the pore space (such as intra-granular porosity) is not connected. The
effective porosity, ne [L3 L�3], describes only that porosity that is connected,
allowing for fluid flow through it and is defined as:

ne D Vvc

VT
; (3.2b)

Vvc is the volume of the connected voids.
The void ratio of a medium, e [L3 L�3], can also be described as:

e D Vv

Vs
: (3.3)

Unlike the porosity, the void ratio can be greater than one. This parameter is used
more often in soil engineering.

Water, gases, and dissolved compounds travel predominantly through soil voids.
Note from Fig. 3.4 that the shapes and distributions of the pore spaces change with
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a b c

d e f

Fig. 3.4 Typical grain packings showing: (a and b) well sorted, well rounded grains; (c) poorly
sorted, well rounded grains; (d) moderately well sorted, angular grains; (e) platy uncompressed
grains; and (f) platy compressed grains

the packing, shape, and degree of compaction of the soil particles. This clearly
impacts the average length of the path that a water, gas, or solute particle must take
to travel between any two points that are separated by a fixed distance. The ratio of
the average travel path to the distance of separation is known as the tortuosity, �
[LL�1]. A medium with a high tortuosity has a more convoluted, less well-connected
pore space.

Many important physical and chemical processes take place at the surface of
the solid particles. The specific surface area [L2 L�3] describes the area of the
interface between the matrix solids and the void space per unit volume of porous
medium. The value of this property increases with the roughness of the surface of
the particles and with a decrease in the size of the particles.

The void spaces in a porous medium can be filled with a variety of fluids.
Commonly, water and air fill most of the pore space. But other fluids, including
gases and fluids that do not dissolve in water, may also be present (e.g., petroleum).
The volumetric water content, � [L3 L�3], of a medium is defined as the ratio of
the volume of water, Vw, to the total volume of a sample, VT :

� D Vw

VT
: (3.4)
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The maximum volumetric water content of a medium is equal to the porosity. The
fraction of pore spaces that are filled with water is known as the water saturation,
Sw [�], and is defined as the ratio of the volumetric water content to the porosity:

Sw D �

n
: (3.5)

Fluid contents and fluid saturations can be calculated in a similar manner for any
fluids within the soil pores.

Fluid contents can also be defined on a mass basis. For instance, the gravimetric
water content, �g [M M�1], of a medium is equal to the ratio of the mass of water
in a sample, Mw, to the mass of the oven-dried soil, Ms:

�g D Mw

Ms
: (3.6)

The bulk density, �b [M L�3], of a porous medium is equal to the ratio of the
total mass of a sample to its total volume. Considering a medium with only air and
water in the pores, the bulk density is then equal to the following composite of the
densities of the medium components:

�b D MT

VT
D .1 � n/ �s C ��w C .n � �/ �a: (3.7)

The dry bulk density, �bd [M L�3], of a medium is defined as the mass of the
soil solids in a sample divided by the sample volume:

�bd D Ms

VT
: (3.8)

Combining Eqs. (3.4), (3.6), and (3.8) shows that the volumetric water content
can be related to the gravimetric water content as:

�g D �
�w

�bd
(3.9)

For most soils, the dry bulk density is greater than one, so the gravimetric water
content is lower than the volumetric water content. Exceptions include media with
very high porosities and very low particle densities, such as peat.

The compressibility, ˛ [L2M�1L�1T2], of a medium is defined as the change
in volume of a unit volume of medium under a unit applied pressure. Physically,
as a medium compresses, it experiences a reduction in the volume (and consequent
increase in density) of the solids and/or a reduction in porosity. Both changes lead
to an increase in the bulk density of the medium.

In addition to the properties of the medium solids, three fluid properties
are of primary importance in the study of subsurface hydrogeology. The fluid
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Table 3.2 Typical
permeability values for
common porous media

Classification Permeability, Darcy (9.87 � 10�9 cm2)

Gravel 10–1,000
Sand 1–100
Silt 0.001–0.1
Clay 0.000001–0.001

density �f [ML�3] (�w for water density) is the ratio between the mass of a
fluid sample to the volume of the sample. The dynamic viscosity, � [ML�1T�1],
describes the resistance to flow presented by a flowing fluid:

� D �

dv =dy
; (3.10)

where � is the shear stress applied to the fluid, y is the distance perpendicular to a
solid surface, and v is the velocity parallel to the surface. The third fluid property
of interest, fluid compressibility, ˇ [L2M�1L�1T2], describes the resistance of the
fluid to changing its volume in response to a change in the applied pressure per unit
volume of fluid:

ˇ D � 1

V0

dV

dP
; (3.11)

where V0 is the sample volume before compression. For an incompressible fluid,
ˇD 0. Values of ˇ and ˛ are compared in Table 2.5 of Freeze and Cherry (1979).

The two mechanisms contributing to the storage capacity of a medium are
combined as the specific storage:

Ss D �g .˛ C nˇ/ : (3.12)

The specific storage represents the volume of water released per unit volume of
porous medium per unit decrease in the hydraulic head and has the units [L�1].
Comparing the value of ˇ (3.84 � 10�10 m2/N) to typical values for ˛ (gravel, 10�10

to 10�8; sand, 10�9 to 10�7; clay, 10�8 to 10�6 m2/N) shows that the majority of
the water released from storage in a confined aquifer comes from compaction of
the aquifer material, except in clean gravel aquifers. The reported values of specific
storage show that 1 m3 of water pumped from a well requires that the hydraulic head
must be decreased by 1 m throughout 100 m3 of clay or throughout 10,000 m3 of
sand.

One of the main focuses of the field of hydrogeology is the study of the movement
of water through porous media. Therefore, a key characteristic of a medium is its
permeability, k [L2], which describes the ability of the medium to transmit a fluid
under an applied potential gradient. See Freeze and Cherry (1979) and Tables 3.1
and 3.2 for further typical permeability values.
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Fig. 3.5 A structured porous medium

Fluid flowing through a porous medium can be visualized most simply as a fluid
flowing through a collection of interconnected tubes. At the walls of each tube, the
fluid velocity is zero. The velocity increases with distance away from the tube walls
as the “drag” from the walls exerts less influence on the fluid. In a smaller tube, a
larger fraction of the fluid is adjacent to the walls and the maximum distance from
the walls is smaller; therefore, the average velocity in the tube is lower. In a porous
medium, the average diameter of the “tubes” through the void spaces is directly
proportional to the average pore diameter, which is directly related to the average
particle diameter. Given that the ability to conduct a fluid is directly proportional
to the average pore diameter, the permeability [L2] should be directly related to the
average particle diameter [L]. Dimensional analysis suggests a relationship of the
form:

k D Cd2; (3.13)

where d is the average grain diameter and C is a unitless constant. The Kozeny-
Carmen equation (see Bear 1972 for a further development) replaces the constant,
C, with an expression that depends on the porosity:

k D n3

.1 � n/2
d2m
180

; (3.14)

where the value of dm can be determined from a particle size distribution (PSD) plot.

In a natural environment, the properties of the porous medium will vary in
space. In a homogeneous medium, the porous medium properties described above
are the same regardless of the location from which a sample is collected. In a
heterogeneous medium, the medium properties vary with the location of sampling.
For example, the dotted box on Fig. 3.5 only includes homogeneous sand. If the
box were located farther to the right or to the left, it would include a portion
of a silt lens and the average medium properties would be different. Because the
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Fig. 3.6 Variability of any porous medium property within a sample as a function of the sample
size

porous medium properties (e.g. the porosity or permeability) of a sample taken
from the box depend on the location of the sample, the medium is considered to
be heterogeneous. Similarly, in the underlying layered sand the average properties
of a sample may depend on the location of the sample within each layer and on
which layer is sampled. A closer examination of the medium within the dashed box
would show small-scale variations in the exact distribution of particles and voids.
As the box becomes very small, on the order of the grain size, it may only contain
a void or a soil particle, depending upon its location. Consider a series of samples
represented by a box that continually increases in size. The heterogeneity within the
sample as a function of the size of the box (scale of measurement) can be shown
schematically in Fig. 3.6.

In general, both the value and the variability of a porous medium property depend
upon the scale of measurement. The term representative elementary volume
(REV) has been used to describe a scale at which the measured porous medium
properties are representative of the porous medium. An example of this may be a
measurement made in one of the “flat” regions in Fig. 3.6. However, it is evident
from Fig. 3.6 that there may not be a single REV for a given medium. Rather
it is better to consider a medium at a macroscopic scale and, ideally, to make
measurements at a scale that is appropriate for a specific application. Despite this
limitation of the concept of an REV, this term will be used in these notes as
a convenient way to describe some volume within which medium properties are
assumed to be constant.

Some properties can vary depending upon the direction of measurement. For
instance, consider the porous medium shown in the lower right frame of Fig. 3.4.
The tortuosity of this medium is clearly higher in the vertical direction than in the
horizontal. Therefore, it is likely that fluid could flow more easily in the horizontal
direction than in the vertical because the fluid does not have to flow “around”
the flat plates arranged in the horizontal plane. A medium that has directionally
dependent properties is said to be anisotropic. A medium that has properties that
are directionally independent is isotropic.
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3.2 Classification of the Different Types of Subsidence
Based on Mechanics

3.2.1 Generality on Fluid Mechanics

3.2.1.1 General Fluid Mechanics

These equations may be derived using a Lagrangian approach or an Eulerian
approach (see Fowler 1998).

In the Lagrangian approach, the governing equations for the motion of fluid
particles are written following a fixed set of fluid particles (e.g., a cloud, a tornado,
tip vortices from an aircraft). This is somewhat like tracking satellites and missiles
in space, using equations to describe their position in space and the forces acting on
them.

In the Eulerian approach, the motion equations are developed for a (usually) fixed
or (sometimes) moving volume (called “the control volume”) in space surrounded
by permeable boundaries. The equations describe the fluid motion inside the control
volume as new fluid enters, and old fluid particles leave. The Eulerian approach
is the preferred approach in most fluid dynamics applications and is chosen in the
following.

Conservation of Mass (Continuity)

The conservation of mass stems from the principle that mass cannot be created or
destroyed inside the control volume. Obviously, in some situations (e.g., nuclear
reactions), the mass may be converted into energy.

Let V be a control volume, and let us assume that it and its surface S remain fixed
in space. The surface is permeable so that fluid can freely enter in and leave. The
continuity equation claims that “the time rate of change of mass within the control
volume V equals the rate at which mass enters V through the boundary S”.

Let us assume that the control volume V is made of several infinitely small
(infinitesimal) volume elements dV. The mass of the fluid inside each of these
elements is ¡dV, where ¡ is the fluid density. The density is free to change from
point to point, from one sub-element dV to another within V. Thus,

Total mass within V D
•

V

¡dV (3.15a)

In the above equation, the three integral signs indicate a three-dimensional
integration, or volume integration. The subscript V says that this integration takes
place inside V. Then,
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Time rate of change of mass within the control volume V D d

dt

•

V

�dV

(3.15b)

In calculus, the order of integration or differentiation may be interchanged so that
these operations do not interfere with each other. Since our control volume is fixed
in space, the limits of the volume integral are not functions of time, and there is no
interaction between the two operations. Thus,

Time rate of change of mass within the control volume V D
•

V

@�

@t
dV (3.16)

Notice that we are using the partial derivative inside the integral since ¡ is a
function of (x, y, z, t) and we are only interested in its variation inside each sub-
element dV with respect to time, while the spatial location (x, y, z) of the sub-
element dV remains fixed.

We next turn our attention to the amount of fluid that enters V through the
surface S. For this purpose, we assume that the surface S is made of many quilt-
like infinitesimal patches dS. At the center of each element is a unit normal vector
(i.e., a vector of length unity, normal to the surface) En. By common convention,
this normal is pointing away from the surface dS. The normal component of fluid
velocity pointing towards the control volume (entering the control volume) is given
by � EV ��!n . Notice the negative sign. We are interested in the component of velocity
pointing towards the control volume, not away from it.

Let us compute the rate at which mass enters the control volume through dS as
the product of density times normal velocity times area. Thus, the rate at which mass
enters the control volume is given by:

dS D �¡�!V � �!n dS (3.17a)

Then, the rate at which mass enters the control volume through the entire surface
is given by:

S D �
ZZ
�
S

� EV � EndS (3.17b)

In (3.17b), a two-dimensional integration is performed over a surface; thus, the
two integrals. The little circle over the integral signs tells us that our surface is
a closed surface. The subscript S just reminds us that the integration is over the
surface S.
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Equating the relation (3.16), which is the left-hand side of continuity with the
relation (3.17b), which represents the right-hand side of the continuity equation,
we get:

•

V

@¡

@t
dV D �

ZZ
�
S

¡EV � EndS (3.18a)

Bringing the expression on the right hand side to the left, we get the conservation
of mass equation in integral form:

•

V

@�

@t
dV C

ZZ
�
S

� EV � EndS D 0 (3.18b)

Note that Eq. (3.18b) holds for a steady or unsteady, viscous or in viscid,
compressible or incompressible, two-dimensional or three-dimensional flow. It may
be used in all speed regimes from flow around a submarine in water to hypersonic
flow over the space shuttle during reentry.

The Divergence Theorem

From calculus, one can derive the following equation (which has nothing directly
to do with fluid mechanics) called the divergence theorem. Let EF be any three-
dimensional vector, which is a general function of (x, y, z, and t). Then, the
divergence theorem applied to a control volume V surrounded by a surface S states:

ZZ
�
S

EF � EndS D
•

V

Er � EFdV (3.19)

The inverted triangle Er is called a “del” operator. It is a collection of derivatives
in the x-, y- and z- directions arranged to form a vector: In a Cartesian coordinate
system, this operator is given by:

Er D Ei @
@x

CEj @
@y

C Ek @
@z

(3.20)

In a cylindrical coordinate system, this operator is given by

Er D Eez
@

@z
C Eer

@

@r
C Ee� 1

r

@

@�
(3.21)
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When this operator operates on a function g(x, y, z, and t), the resulting vector is
called the gradient of g, or simply “del g”. The gradient of a scalar in a Cartesian
coordinate system is:

Erg D Ei @g

@x
CEj@g

@y
C Ek@g

@z
(3.22)

Since the “del” operator is a vector, it can act on other vectors giving a dot product
or cross product. The dot product between Er and EF is called a divergence of EF ,
and the cross product between Er and F is called a curl of EF . These operations are
performed as follows:

Let EF D F1Ei C F2Ej C F3Ek (3.23a)

Then,

Divergence of EF D Er � EF D @F1

@x
C @F2

@y
C @F3

@z
(3.23b)

Curl of EF D Er � EF D

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

�!
i Ej Ek
@

@x

@

@y

@

@z
F1 F2 F3

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

(3.24)

We have shown these operations in a Cartesian coordinate system. Similar
derivation may be derived in the cylindrical coordinate system or radial coordinate
system.

Applying Eq. (3.19) to the surface integral in the continuity Eq. (3.18) one can
get:

•

V

@�

@t
dV C

•

V

�!r �
�
� EV
�

dV D 0 (3.25)

or,

•

V

�
@�

@t
C �!r �

�
� EV
��

dV D 0 (3.26)

Equation (3.25) holds for any arbitrarily shaped control volume V, at any instance
in time for all flows. Then, necessarily the integrand is zero:

@¡

@t
C Er �

�
� EV
�

D 0 (3.27)
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Equation (3.27) is called the differential form (PDE form) of a continuity
equation.

For steady flows, the time derivative vanishes. For incompressible flows, r is a
constant. Thus, the continuity equation for incompressible flows becomes:

�!r �
� EV
�

D 0 (3.28)

3.2.1.2 Conservation of Momentum

The u-momentum equation is an extension of Newton’s law which states that “the
rate of change of momentum of a particle (i.e., a system with fixed mass) is equal to
the force acting on the particle.” For open systems, i.e., control volumes, the mass
may change with time as a result of fluid entering or leaving the control volume. We
therefore say

The rate of change of the u-momentum of particles within a control volume D forces along
the x-direction acting on the control volume C net rate at which the u-momentum enters the
control volume through the boundaries.

A similar volume integral derivation leads to the following equation (see White
1991):

The u-momentum equation in PDE form thus becomes:
u-momentum equation:

�

�
@u

@t
C u

@u

@x
C v

@u

@y
C w

@u

@z

�
C @p

@x
D 0 (3.29a)

By a similar process, the v- and w-momentum equations become:
v-Momentum Equation:

�

�
@v

@t
C u

@v

@x
C v

@v

@y
C w

@v

@z

�
C @p

@y
D 0 (3.29b)

w-Momentum equation:

�

�
@w

@t
C u

@w

@x
C v

@w

@y
C w

@w

@z

�
C @p

@z
D 0 (3.29c)

These equations may be summarized in a vectorial form as:

¡
@Eu
@t

C ¡
�

Eu �!r
�

� Eu D �r p (3.30)
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When the fluid is viscous and external forces are present, this last equation is
known as the Navier stokes equation (White 1991):

@Eu
@t

C
�

Eu Er
�

� Eu D �
Er p

¡
C � �	Eu C Ef (3.31)

� is the viscosity coefficient and Ef the external forces.

3.2.2 Effective Stress and Water Pressure in Saturated
and Unsaturated Soils

3.2.2.1 The Principle of Effective Stress in Saturated Soils

Consolidation refers to the process of increasing the density of a saturated soil by
applying external stress to “squeeze out” the water. There are two major issues:

• for a particular stress increment, how much compression will result; and
• for a particular stress increment, how long will it take for this compression to

occur.

The amount of compression depends on the compressibility of the soil, and the
time required depends on the consolidation properties.

We shall describe the process using the spring/piston/water analog (a mechanical
model). The soil structure or soil skeleton is represented by a spring and all the
forces involved are applied in the vertical direction Ek (See Fig. 3.7a).

At all stages, the applied load in the vertical direction is shared between the
spring and the water. The equilibrium of the piston requires that:

EP � Ek D �!
F � Ek C pA (3.32a)

Where EP is the applied force; EF is the force taken by the spring; p is the pressure
in the water; and A is the cross-sectional area of the piston. In soil mechanics, the
water pressure is usually denoted by the letter u instead of P. Equation (3.32a) can
be re-written as:

EF � Ek D EP � Ek � uA (3.32b)

Equation (3.32b) states that the force in the spring (soil) is the applied force less
the force due to the pore water.
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Fig. 3.7 (a) The principle of effective stress. (b) Stresses components on faces of “stress cube”
aligned with reference frame axes. (c) Component stress reversals on going from positive to
negative faces in the ox, oy plane
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Fig. 3.7 (continued)

If we treat all forces as being “spread over” the cross-sectional area, the force
per unit area is stress in the vertical direction, the equilibrium of the piston may be
expressed as:

� 0
v D �v � u (3.32c)

Where � 0
v is the stress carried by the soil skeleton (the effective stress), �v is the

total stress applied to the soil, and u is the pore water pressure (or just the pore
pressure).

Equation (3.32a) is called the Principle of Effective Stress. In Hueckel (1992),
this principle is discussed for clays soils.

3.2.2.2 The State of Stress

Equation (3.32c) is derived for forces acting in the vertical direction. The general-
ization of the equation for forces acting in any directions requires the definition of
the state of stress in the soil.
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Consider a unit surface in the X-Y plane of area A D dx�dy, the normal to
this surface is in the positive Z direction Ek. A given force at point Q acting on this
surface has three components EF D FxEi C Fy Ej C Fz

Ek. The vectors .Ei I Ej I Ek/
corresponds to the reference frame (Ox,Oy,Oz). These force components per unit
area A corresponds to the state of stresses acting on the surface A. By definition, the
stresses components

�zz D limA!0

Fz

A
(3.33a)

�zy D limA!0

Fy

A
(3.33b)

�zx D limA!0

Fx

A
(3.33c)

The stress component �zz is acting in the direction normal to the surface.
However, the two others components �zy and �zx , called shear stress, are acting
inside the surface. In Fig. 3.7b, all the different components of the stress tensor are
described using the convention of positive stress in the principles axes directions.

Note that stresses are forces per unit area. On Fig. 3.7c, the principal stress
components and the shear stresses are shown on the three positive faces (ox
direction, oy direction) and the three opposite negative faces.

All the nine components of stresses may be written as a tensor called the stress
tensor � :

� D
2
4�xx �xy �xz

�yx �yy �yz

�zx �zy �zz

3
5 (3.34)

From moment equilibrium conditions on the infinitesimal stress cube it may be
shown that (See Germain and Muller 1995):

�xy D �yx I �xz D �zxI �yz D �zy I (3.35)

Property (3.35) is known as shear stress reciprocity. It follows that the stress
matrix (3.34) is symmetric and only six independent components exists:

� D
2
4�xx �xy �xz

�xy �yy �yz

�xz �yz �zz

3
5 D

2
66666664

�xx

�yy
�zz

�yz

�zx

�xy

3
77777775

(3.36a)
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In solid mechanics the shear stress is denoted with the letter � , like in Eq. (3.36a).
However, fluid mechanics, only the letter � is used.

� D
2
4�xx �xy �xz

�xy �yy �yz

�xz �yz �zz

3
5 D Œ�ij 
fiD1;2;3IjD1;2;3g D

2
4�11 �12 �13�21 �22 �23
�31 �32 �33

3
5 I

�ij D �j i (3.36b)

3.2.2.3 The Principle of Effective Stress in Matrix Form

The deformation of porous medium solids containing water within its voids is
defined by the principle of effective stress (Terzaghi 1943), which states that the
total stress, � , consists of the sum of the effective stress (inter-granular stress that is
exerted within the skeleton grains), � 0, and the pore pressure, P, as

� D � 0 C pI

I D
2
4 1 0 00 1 0

0 0 1

3
5 (3.37)

For a dual-porosity medium, the fluid pressure within the system is comprised
of the pressure within the porous phase, pP , and the pressure within the fractured
phase, pF (subscripts P and F referring to porous phase and the fractured phase,
respectively). Thus, the three-dimensional matrix equation for the state of stress in
the porous phase becomes:

�P
0 D �P � pP I (3.38a)

and the fractured phase is

�F
0 D �F � pF I (3.38b)

At equilibrium, the stresses in the fracture and the porous phases must equal to
the total stress within the system, therefore;

� D �P D �F (3.39)

More sophisticated models for stress distribution between soil and fluid in porous
media are presented in Shanz (2009).
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3.2.2.4 Calculating the Initial Vertical Effective Stress in the Ground

The process of soil compression is highly non-linear (the “spring” load-compression
relationship is not linear) – i.e., to work out how much compression we get when
we apply a load (resulting in a change in effective stress), we must know the starting
value of the vertical effective stress.

Total vertical stress �v: the weight per unit plan area of everything above a point
in the ground, including soil and water.

Initial pore water pressure uo: for “hydrostatic” conditions, this is found by
knowing how far below the water table the point is, and knowing that the unit weight
of water is �w.

The effective vertical stress � 0
v is then:

� 0
v D �v � uo

In the example shown in Fig. 3.8, the soil above the water table is assumed to
have a unit weight � D 17 kN=m3, and the saturated soil below the water table to
have a unit weight of �sat D 21 kN=m3. The calculation of the effective vertical
stress is shown in Fig. 3.8.

3.2.2.5 The Principle of Effective Stress in Non-saturated Soils

Bishop (1959) suggested that the behavior of an unsaturated soil can be described
in terms of a single effective stress which may be written in a tensor form as,

� 0 D � � .pa � �.pa � pw//I (3.40)

where, � 0 is Bishop’s stress tensor; � is the total stress tensor; pa is pore air
pressure; pw is pore water pressure; ¦ is a variable often associated with the degree
of saturation.

The analysis by Houlsby (1997), for an unsaturated granular material subject to
simultaneous deformation and fluid flow, resulted in a form of Bishop’s equation
with � D Sr (where Sr is the degree of saturation). The analysis relied on the
following equilibrium equation for the total stress components in an unsaturated
soil:

�ij D nŒSrpw C .1 � Sr/ pa
 ıij C .1� n/sij C Tij (3.41)

n is the porosity; sij is the average stress in the soil grains, Tij represents the forces
in the contractile skin, ıij is the Kronecker delta

Discussion on the validity of such relation has been discussed by Murray (2002).
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Fig. 3.8 Computation of effective stress

3.2.3 Mass Conservation Equation

As explained before, the flow of any fluid is governed by mass and momentum
conservation. In the case of groundwater flow, it may be shown using averaging
methods on periodic porous media and/or pore networks, that the Darcy’s law
expresses the momentum conservation (Eq. 3.30-See Whitaker 1986).

3.2.3.1 Derivation of the Flow Equations

(see Barenblatt et al. 1960; Plotkowiak 2005).
Assume that:

1. No mass transfer between phases,

A.y C	y/
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• No sources or sinks,
• Darcy flow range.

Consider an REV:

Conservation of mass for each phase requires:

mass rate in � mass rate out D rate of mass accumulation:

The rate of mass accumulation is:

�qA with the units;
�
M=L3

	 �
L3=TL2

	 �
L2
	 D ŒM=T
 :

Taking the flow to be positive in the positive x, y, and z directions, and summing
the net mass accumulation over all six faces gives:

�.x/q.x/A.x/� �.x C	x/q.x C	x/A.x C	x/

C �.y/q.y/A.y/� �.y C	y/q.y C	y/A.y C	y/

C �.z/q.z/A.z/� �.z C	z/q.z C	z/A.z C	z/

D @ .n�/

@t
	x	y	z (3.42)

where ¥ D average porosity; ŒL3=L3
;
¡ D average density; ŒM=L3
;
q D volume flux; ŒL3=TL2
;
A D cross � sectional area; ŒL2
:
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Dividing the equation by the unit volume of the REV, 	x	y	z gives:

�.x/q.x/A.x/

	x	y	z
� �.x C	x/q.x C	x/A.x C	x/

	x	y	z
C �.y/q.y/A.y/

	x	y	z

� �.y C	y/q.y C	y/A.y C	y/

	x	y	z
C �.z/q.z/A.z/

	x	y	z

� �.z C	z/q.z C	z/A.z C	z/

	x	y	z
D @ .n�/

@t
(3.43)

Taking the limit as 	x,	y and 	z approach zero and recognizing that

A.x C	x/ D A .x/ D 	y	z; and

lim
x�!0

F.xC	x/�F.x/
	x

D @F.x/

@x
, gives:

�@ .�qx/

@x
� @



�qy

�
@y

� @ .�qz/

@z
D @ .n�/

@t
(3.44a)

Expanding the derivative terms by the chain rule gives:

� �@ .qx/

@x
� qx

@ .�/

@x
� �

@


qy
�

@y
� qy

@ .�/

@y
� �

@ .qz/

@z
� qz

@ .�/

@z

D n
@ .�/

@t
C �

@ .n/

@t
(3.45)

Assume incompressible fluids:

@�

@x
D @�

@y
D @�

@z
D @�

@t
D 0;

The same development can be followed to define a relationship for each fluid in
the system, when sink/source are present. In this case, Eq. (3.45) may be written as
(Bear 1979):

@ .¡n/

@t
D �¡r � Evw C ¡Qh (3.46)

Where � the fluid density (kg/m3) is, n is the porosity (volume of fluid per volume
of soil), Evw is the fluid flux (m3/s), andQh is the sink/source mass flux (m3/s).

As the state variable for the flow equation, both the pressure p (Pa) and the
equivalent freshwater head hf (m) can be used.
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hf D p

�0g
C z (3.47a)

Assuming that Darcy’s law governs the pore water flow, we have

n
��!v w � �!v s

�
D � k

�w

�
@p

@x
i x C @p

@y
i y C @p

@z
i z

�
;

D � k

�w

Erp D �¡0gk

�w

�!r hf (3.47b)

n is the porosity of the porous aquifer; �!v w and Evs are the velocities of pore water
and solid matrix, respectively. Notice that when the velocity of pore matrix is nearly
zero Evs � E0 then Darcy’ law may be expressed as:

Evw D � k

n�w

�
@p

@x
i x C @p

@y
i y C @p

@z
i z

�

D � k

n�w

�!r p D �¡0gk

n�w

�!r hf (3.47c)

k denotes the permeability of the saturated aquifer and �w is the unit weight of pore

water; the symbols
�!
i x , Ei y , and

�!
i z are unit vectors parallel to the ox, oy and vertical

directions, respectively.
In a non isotropic aquifer, the permeability is a tensor k. For a saturated

groundwater flow, the flux �!q is given by the general Darcy’s law.

Eq D �k Er hf

k D
2
4 kxx kxy kxz

kxy kyy kyz

kxz kyz kzz

3
5 D

2
66666664

kxx

kyy

kzz

kyz

kzx

kxy

3
77777775

(3.47d)

k is the intrinsic permeability tensor (m2).
The change in the mass of water stored per unit volume of the REV per unit time

is then:

@ .n¡/

@t
D ¡

@n

@t
C n

@¡

@t
: (3.48)
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This states that the mass of water stored decreases due to decreases in the
porosity of the medium (compaction) or a decrease in the density of the fluid (fluid
compression).

3.2.3.2 The Hydrology Approach: Suppose That ¡.p/I n.p/

Rather than attempt to measure both the porosity and water density with time, it is
more practical to relate changes in compaction and fluid compression to changes in
the pressure of the water:

@n

@t
D @n

@P

@P

@t

@�

@t
D @�

@P

@P

@t
: (3.49)

From Eq. (3.11), the change in the density of water for a given change in
pressure is:

ˇ D �1
V0

dV

dP
: (3.50)

The medium compressibility can be defined as the change in the volume of the
medium in response to a change in the pressure exerted on the medium:

˛ D 1

VT

dVT

dP
D 1

VT

d .Vs C Vv/

dP
; (3.51a)

where Vs is the volume of the matrix solids, Vv is the volume of the voids and VT is
the total original volume of the sample. Generally, it can be assumed that the solid
grains are incompressible:

dVs

dP
D 0: (3.51b)

The compressibility per unit (original) volume of porous medium is then,

˛ D 1

VT

dVv

dP
D

d
�

Vv
VT

�

dP
D dn

dP
: (3.52)

Physically, the assumption of incompressible grains means that the medium
compressibility is provided entirely by rearranging of the grains into a more
efficient packing. ˛ is commonly taken to be constant (see Freeze and Cherry 1979,
p. 54, for a further discussion).
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Equation (3.39) may be written for each components in space. This leads to:

��@q

@x
� �

@q

@y
� �

@q

@z
D � .˛ C nˇ/

@P

@t
: (3.53)

Considering Eq. (3.53), let us estimate whether it is more likely that water will
be added to (or removed from) storage by the expansion/contraction of water or
of the aquifer solids. The compressibility of water is 3.88 � 10�10 m2 N�1. The
compressibility of aquifer materials ranges from 2 � 10�6 m2 N�1 for plastic clay,
to 2 � 10�8 m2 N�1 for dense sand, to 3 � 10�10 m2 N�1 for solid rock. The
compressibility of water is also multiplied by the porosity, which ranges from 0.24
to 0.60 for unconsolidated media. Therefore, it is clear that most changes in water
storage occur due to compaction of the medium, not due to the compression of
water.

Substituting for the flux using Darcy’s equation gives:

��@

�Kx

@H
@x

�
@x

� �
@
�
�Ky

@H
@y

�

@y
� �@


�Kz
@H
@z

�
@z

D � .˛ C nˇ/
@p

@t
: (3.54a)

This can be written in a more convenient form using the Einstein notation as:

@

@xi

�
Ki

@H

@xi

�
D .˛ C nˇ/

@P

@t
: (3.54b)

Note that this has been developed for an REV that is aligned with the principal
directions of the hydraulic conductivity field. That is, for instance, there is no flow
in the x-direction due to a hydraulic head gradient in the y-direction.

The pressure can be related to the hydraulic head as:

P D �gH � �gz: (3.55)

At each location g and z are constant in time. Assuming that � is also time invari-
ant, the expression describing the change in the pressure with time simplifies to:

@P

@t
D �g

@H

@t
: (3.56)

Substituting Eq. (3.55) into the flow equation gives:

@

@xi

�
Kij
@H

@xj

�
D �g .˛ C nˇ/

@H

@t
: (3.57)
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In a more general form using Eq. (3.48):

@

@xi

�
Kij
@H

@xj

�
D ¡

@n

@t
C n

@¡

@t
(3.58)

Equation (3.58) may also be written in terms of the water pressure P:

@

@xi

�
Kij

¡g

@P

@xj

�
D ¡

@n

@t
C n

@¡

@t
(3.59a)

This is the general form of the flow equation in the principal directions for a
medium saturated with a single fluid. There are some simplifications that can be
made to this equation for specific applications.

A steady-state flow is defined as a flow that occurs with no change in mass stored
with time. That is, the flow into each section is equal to the flow out of the section.
For this condition, the right-hand side of Eq. (3.59a) equals zero:

@

@xi

�
Kij
@H

@xj

�
D 0: (3.59b)

For a homogeneous, isotropic medium, the hydraulic conductivity has a single
value, regardless of the direction of flow or the location in the medium. Therefore,
K can be removed from the derivative giving:

@2H

@x2i
D �g .˛ C nˇ/

K

@H

@t
: (3.59c)

Steady-state flow in a homogeneous and isotropic medium gives the Laplace
equation:

@2H

@x2i
D 0: (3.59d)

Most quantitative analyses of subsurface water flow and solute transport make
use of boundary value problems. This method of analysis is based on a definition
of the value of some physical property at one point in space (and time) with respect
to the values of that property at neighboring locations (and times).

3.2.3.3 A Heat-Water Problem: Suppose That ¡.p; T /

When the temperature of the water T is not constant, the water density �.p; T /
depends not only on the water pressure but also on the temperature T. A linear
dependence is generally assumed:



3.2 Classification of the Different Types of Subsidence Based on Mechanics 53

�.p; c/ D �0.p/C .T � T0/ (3.60a)

Where �0.p/ is the fresh water density at a reference depth,  a regression coefficient
and T0 the temperature of the water at the reference depth.

In this case Eq. (3.48) lead to

@n

@t
D @n

@P

@P

@t

@�

@t
D @�

@P

@P

@t
C @�

@c

@c

@t
D @�

@P

@P

@t
C 

@T

@t
(3.61)

Then the flow Eq. (3.58) is written as:

@

@xi

�
Kij

@H

@xj

�
D �g .˛ C nˇ/

@H

@t
C 

@T

@t
(3.62)

The solution of the above equation requires a heat equation for the temperature
field T (see Gray et al. 1976; Thomas et al. 1998).

3.2.3.4 Boundary Conditions Associated with the Flow Equation

There are two primary types of boundary conditions that are used to analyze
subsurface water flow. The first type (Type I), also called a Dirichlet boundary
condition, defines the value of the hydraulic head along the boundary. Type II flow
boundary conditions define the gradient of the primary variable (hydraulic head)
and are known as a Neumann boundary condition. The flux can be defined based on
the hydraulic conductivity and the hydraulic head gradient using Darcy’s equation.
If the boundary condition is defined based on the water flux, then the hydraulic
conductivity of the medium must be defined at the boundaries to determine the
gradient.

It is important to realize that either the hydraulic head or the water flux may
be constrained on a boundary, but not both. If the hydraulic head is fixed, then the
water flux (or, more accurately, the hydraulic head gradient) will adjust accordingly.
Conversely, if the flux is known, the hydraulic head on the boundary will adjust to
produce this flux.

It is important to remember that boundary conditions are used to isolate a region
from its surroundings. That is, by assigning a boundary condition, you are claiming
that regardless of what happens outside of the domain of interest, the value at the
boundary will remain fixed. Often, the most challenging aspect of analyzing flow is
the definition of boundary conditions that represent the physical flow system. The
definition is not as simple for many real-world conditions. Physical features that are
often used to define boundary conditions include rivers, lakes, and impermeable
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Fig. 3.9 Flow lines in a valley with a lake and topographic divides

boundaries (faults, bedrock contacts). Some of these features represent known
flow boundaries, but others are used as best guess alternatives when constraining
hydrologic data are incomplete (which they usually are). In some cases, it is not
possible to define boundary conditions based on physical features. In these cases,
boundaries must be chosen based on an understanding of the effects of such choices
on the flow regime being represented. One approach is to model a larger area to
define approximate flow lines along boundaries of a smaller domain and then to use
these flow lines as no flow boundaries.

A flow divide describes a plane in the subsurface across which there is no ground
water flow. One example, a topographic divide, is shown in Fig. 3.9. Water does
not cross this boundary, as shown by the flow lines. As a result, this boundary can be
considered to be impermeable. For a plan view analysis, a line along the hilltop can
be set as a no flow boundary. A convergent flow boundary beneath a stream at the
base of a valley, as shown on Fig. 3.9, can also be represented as a no flow boundary
with the assumption that all of the subsurface flow enters the stream; no water flows
beneath the stream.

A lake or stream can be used to define a constant head boundary (Fig. 3.10).
Commonly, the assumption is made that the water in the lake is under hydrostatic
conditions. That is, the hydraulic head throughout the lake is equal to the hydraulic
head at the surface of the lake, which is equal to the height of the lake above the
datum elevation. Taking the lake-bed to be an equipotential line, the flow lines will
be perpendicular to the base of the lake at the top of the hill in Fig. 3.10.

There are some points to clarify concerning boundary conditions. First, a
“constant head” or “constant flux” boundary may have a varying value of head or
flux along the boundary. Generally, it is clearest to think of a boundary condition
being applied at a point along a boundary. The flux may change from point to point,
but it has a constant value at each point. In fact, one “boundary” may have Type
I and Type II sections. Additionally, the constant value at any point can change in
time. Therefore, to be even more precise, a boundary condition is a fixed condition
at a point for a fixed time period. In addition, while boundary conditions must be
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Fig. 3.10 Flow lines
between two lakes at different
elevations

Table 3.3 Physical attributes
used to define flow boundary
conditions (after Ferre J
(2005))

Boundary type Physical condition

Impermeable “no-flow” Bedrock
Clay layer
Ground water flow divide
Geometrical symmetry
Laboratory column wall

Constant flux Pumping well
Precipitation
Evaporation
Irrigation

Constant hydraulic head Surface water body
Recharge boundary
Discharge boundary
Top or bottom of a column

applied around the boundary of a domain, boundary values also may be applied at
points that are internal to the domain. For example, when modeling an area in plan
view a pumped well can be incorporated at a point within the domain. Specifically,
if the pump is operated at a constant rate, a constant flow of water leaves the
domain through this internal point, represented as a Type II boundary. Similarly,
precipitation and evaporation at the ground surface can be incorporated into plan
view models as distributed sources to allow for the addition of water to the domain
within the domain boundaries.

For reference, Table 3.3 lists some common physical conditions that can be
represented using Type I and Type II flow boundary conditions.
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3.2.3.5 The Flow Equation for Deformable Soils

The general form of the flow Eq. (3.45) may be written in terms of the water
pressure as:

��@qx
@x

� �@qy
@y

� �@qz

@z
D ��r � Eq D �

@n

@t
C n

@�

@t
I (3.63a)

Eq D � Er.Kp/ (3.63b)

Where the operator nabla is used:
�!r D

�
@

@x
;
@

@y
;
@

@z

�
.

Now, for saturated media, the volume of the REV VT is equal to the sum of the
solid volume and the water volume leading to:

VT D Vs C Vw (3.64)

Taking the time derivative of this last relation leads to

@Vs

@t
C @Vw

@t
D 0 (3.65)

Let’s define the solid dilation as "V D 	Vs
Vs

; then

@"V

@t
D 1

Vs

@Vs

@t
(3.66)

Also the time derivative of the volume of water may be expressed as:

n D Vw

VT
) @Vw

@t
D VT

@n

@t
: (3.67)

Inserting these last relations into Eq. (3.65) lead to:

Vs
@"V

@t
C VT

@n

@t
D 0 ) @n

@t
D .1 � n/@"V

@t
(3.68)

Inserting Eq. (3.68) into the conservation equation leads to another form of the
flow conservation equation similar to the Biot equation for water pressure (see Biot
1941).

r:r.Kp/ D .1 � n/@"V
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C n

�

@�

@t
I (3.69)
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The term
n

�
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@t
is treated as above and in the case where �.p/ this term is written

as:
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�
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specific storage.
Finally Eq. (3.69) leads to:

1

n
r:r.Kp/ D .1 � n/

n
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@t
C Ss

@p

@t
I (3.70)

Similar derivations have been performed by Corapcioglu (1976).
Notice that the derivation of the last equation is based on the Darcy law and

the analysis of the matrix deformation. Other approaches have been proposed for
the modeling of subsidence and land motion. For example, recently Li and Helm
proposed a theory of three-dimensional land motion based on velocity fields of both
the solid skeleton and the fluid (Li and Helm 2010).

In order to solve Eq. (3.70), we need two additional equations:

(a) A constitutive equation that relates the strain on the porous structure of the
sediment’s skeletal frame.

(b) An equation of conservation of the linear momentum that relates the displace-
ment of the matrix to the applied load on it.

These equations and issues will be discussed in the next sections.
Also, Eq. (3.70) cannot be solved for the water pressure. A way of solving this

problem is to use a constitutive equation based on linear elasticity:
"V D G � 0

V D G.�V � p/, where G is the bulk modulus, � 0
V is the trace of the

tensor of effective stress, and �V is the trace of the total stress tensor.
Finally Eq. (3.70) leads to:
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I (3.71)

If we assume that the total stress resulting from a loading on the soil is not
changed, then Eq. (3.71) is an equation in terms of the water pressure.
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I (3.72)

For secondary consolidation and a Kelvin-Voigt visco-elastic model:

"V D G � 0
V C

tZ

t0

K.t � �/� 0
V .�/d� D G.�V � p/C

tZ

t0

K.t � �/.�V .�/� p.�//d�
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Then, taking the time derivative of this last expression and inserting it into Eq.
(3.71) leads to:
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(3.73)

Assume now that �V .t/ D �0 constant, then Eq. (3.73) becomes:
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Similar models have been proposed by Miao and Wu (1991).

3.2.4 Stress Conservation of the Soil Matrix

When soil subsidence is involved, the soil matrix is not rigid and it has its own
deformation. In most of the classical models the soil matrix is supposed to have a
deformation.

In this section, the system of equations of Biot’s model is presented. This model
results from a series of field equations of linear isotropic poroelastic media. The
linear isotropic poroelastic processes may be described by (See Detourney and
Cheng (1993); Wang (2000)):

1. The constitutive equations of linear elasticity for the porous solid.
2. The constitutive equations for the fluid presented in the previous section.
3. Darcy’s law presented in the previous section.
4. The equilibrium equations for the solid phase, including the compatibility

equations to ensure a single valued continuous displacement field.
5. The continuity equation for the fluid phase.

3.2.4.1 Strain and Displacements

The total state of strain in a given material may consist of the following components
(see Elsworth and Bai 1992; Plotkowiak 2005).

"Total D "elastic C "plastic C "initial (3.75)

In this section, only the elastic strain will be considered, assuming there is no
plastic deformation and the initial strain will be discussed later. In a general case, the
elastic deformation is a result of the mechanical deformation and the deformation
due to temperature changes (see Li and Helm 2010 for the use of thermo-elastic
models).
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"elastic D "mechanical C "thermal (3.76)

The relationship between the strain tensor ", and displacements field Eu D
.u1.x; y; z/; u2.x; y; z/; u3.x; y; z//, is defined by
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or in short as
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Where a is the partial differential operator matrix.
Thermal strains are defined by:

"thermal D ˛ .T � T0/ (3.79a)

where ˛ is the matrix of thermal expansion coefficient and T and T0 are the
temperature and its reference temperature, respectively.

Assuming an isotropic behavior, the thermal expansion coefficient is equal in all
directions. The total strain can then be written as

"elastic D a Eu C ˛.T � T0/ (3.79b)

3.2.4.2 Deformation

Hooke’s Law states that a general stress, � and the strain, " within a deforming
material are related by a constant E which is the modulus of elasticity.

� D E "

This is the constitutive relations for linearly elastic material, and can be
represented in matrix form as:

¢ D D "I " D C ¢ (3.80a)
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Where D is the elasticity matrix and C D D�1, the compliance matrix. For a three-
dimensional isotropic solid used in most problems, C D D�1 is given by
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(3.80b)

where � is the Poisson’s ratio, and the shear modulus, G D E=2 .1C v/.

3.3 Models Associated with the Causes of Subsidence

3.3.1 The Biot Model for Saturated Soil and Subsidence Due to
Water Withdrawal

When water withdrawal is causing subsidence, the Biot model is computing the
water pressure and the soil displacement.

The Biot model relies on the following assumptions:

1. At the grains level the Terzaghi’s principle of effective stress inter-granular stress
holds.

2. The solid grains changes their volume exclusively because the pore or neutral
pressure variation P. The volume of the soil changes exclusively due to changes
in the volume of voids which is caused by changes in effective stress. (See
Herrera et al. 1976).

It is important to note that this last assumption takes into account the variation
of solid stress due to water pressure variation which is a part of the sedimentation
phenomena.

If we indicate by "zz; "xx; "yy , the principal components of the incremental
volumetric strain ", and both � and p are incremental quantities, with the aid of the
elastic theory and the three-dimensional form of the Terzaghi’s stress principle, gov-
erning equations for the fluid flow and the poroelastic stress in a three-dimensional
isotropic porous medium are reviewed here in terms of the incremental variables:
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.x; y; z/ 2 � I t > 0 (3.81)
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Where the components of the displacement vector Ed are u, v, w and the pore
pressure is p,Eg D .gx; gy; gz/ is the loading vector.

� is the aquifer domain. The solution Ed belongs to the Sobolev space:

Ed 2 f Ev 2 H1.�/ �H1.�/ �H1.�/I Ev D Eu on @�g
� Œ0:T 
 D ŒH1

0 .�; T /

3

Following Bear (1972, 1979) and Gambolati et al. (2000), the flow equation
for a compressible fluid moving in a deformable porous medium (single grains are
compressible).

1

�
Er:
�

k Erp
�

D �
n“C cgr .1 � n/

	 @p

@t
C @"

@t
C Q

.x,y,z/ 2 �I t > 0

Eris the gradient operator

�
Er D

�
@

@x
;
@

@y
;
@

@z

��
(3.82)

where t is the time, ” and “ are the specific weight and the volumetric com-
pressibility of water, respectively, k is the hydraulic conductivity tensor, n is the
porosity, cgr is the rock grain compressibility and the medium volume strain is

defined as " D Er � Ed D @u
@x

C @v
@y

C @w
@z . Q is the pumping term. Denoting by E

and � the Young and Poisson moduli of the bulk porous medium, and by cb the
medium compressibility, the remaining symbols are defined as ¦D (1 � cgr/cb) the
Biot coefficient, G D E/2(1 C �) the shear modulus, and œD �E/[(1 � 2�)/(1 C �)]
the Lamè constant. While the coupled model solves simultaneously equations
(1) and (2), the uncoupled approach they are solved separately. First the time
evolution of the pressure field p is obtained by the only equation (2), eliminating
the dependence on " with the equation "D’¦p, being ’D 1/(œC 2 G) the vertical
medium compressibility, and then p is supplied to the right-hand-side of equation
(1) for the calculation of the corresponding displacement field.

A more convenient form of the flow equation is:

Er:
�

K Erp
�
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S

@p

@t
C @"

@t
C Q W I .x,y,z/ 2 �I t > 0

K D k

�
I 1

S
D �

n“C cgr .1 � n/
	

(3.83)

Boundary conditions:
For the water pressure p:

p.x,t/ D g1.x,t/ .x 2 @�1; t > 0/I
� Kr p :En@� D g2.x,t/ .x 2 @�2; t > 0/I (3.84)
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where� is a bounded, polygonal open set of R2, @�1 and @�2 are partitions of the
boundary @� of � corresponding to Dirichlet and Neumann boundary conditions
and En@� the unit outward normal to the boundary @�.

The solution p belongs to the Sobolev space:

p 2 f f 2 H1.�/I f .x; t/ D g1.x; t/

.x 2 @�1; t > 0/I �Kr f :En@� D g2.x; t/

.x 2 @�2; t > 0/I g � Œ0; T 
 D H.div; �/ � Œ0; T 


The boundary conditions for the flow equations have been discussed previously.
For the displacement field, the boundary condition depends on the depth of the

geological layer where the subsidence occurs.
At the above layer, the boundary conditions are of Dirichlet types.

u.x; t/ D u1.x; t/ .x 2 @�; t > 0/I
v.x; t/ D v1.x; t/ .x 2 @�; t > 0/I
w.x; t/ D w1.x; t/ .x 2 @�; t > 0/I (3.85)

However, when the geological layer is an internal layer, the stress of the upper
layer has to be computed. Thus, there is a result with a stress boundary condition.

The solution of the Biot system of Eqs. (3.81), (3.83) and the associated boundary
conditions (3.84) and (3.85) is a coupled system of equations for displacement field
and pressure . Ed; p/ that belongs to: ŒH1

0 .�; T /

3 � H.div; �/ � Œ0; T 
. . Ed; p/ is

associated to the loading vector Eg and the pumping rate function Q.

3.3.2 The Two-Phase Flow Model for Subsidence Caused
by Oil and Gas Withdrawal

When oil and gas withdrawal are causing soil subsidence, the flow equation has to
be replaced by a two-phase flow equation (see Esaki et al. 1991; Gambolati et al.
1991).

• Governing equations for a two-phase flow – Richards’ equation:

Water-air systems can be simplified by considering air to be infinitely mobile as
we did when considering water rising in a capillary tube previously. The pressure in
the air phase is then zero gauge everywhere and spatial and temporal derivatives of
the air phase pressure are zero as well. As a result, only the wetting phase equation
is necessary to describe the flow system. The remaining wetting phase equation
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is referred to as Richards’ equation using a repeated index convention. Also, land
subsidence induced by rainwater infiltration may be described using the Richard’s
equation (see Martinez et al. 2010; Masoudzade et al. 2010).

@

@xi

"
kkr

w
ij

�w

�
@Pw

@xj
C ¡wg

@z

@xj

�#
D ¥

@Sw

@t
C @©

@t
: (3.86)

Different applications require different forms of the Richards’ equation. Celia
et al. (1990) developed the “mixed form” of the Richards’ equation.

By replacing the water pressure with the pressure head by substituting the
relationship becomes:
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where § is the pressure head of the water phase (Pw/¡g).
For air-water systems, the hydraulic conductivity can be used rather than the

permeability:
Substituting Ks D k�wg

�w
gives:
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Finally, the water phase saturation can be replaced by the volumetric water
content, � D �Sw, to give the final form:
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: (3.89)

3.3.2.1 Water Capacity

With the assumption that the air phase pressure is zero gauge everywhere, the
capillary pressure can be simplified to:

Pc D Pnw � Pw D �Pw D � w�wg: (3.90)

Therefore, a plot of the saturation as a function of the negative of the wetting
phase pressure head will differ from the capillary pressure – wetting phase saturation
curve by a constant multiplier, as shown below on the left.

The water capacity is defined as the change in water content per unit change in
the pressure head of the water phase. This is equivalent to the negative inverse slope
of the soil characteristic curve (below on the left),
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Fig. 3.11 Suction pressure versus Water content in a non saturated soil.

C . / D @�

@ 
:

The function is plotted against both water content and pressure head (below on
the right) (Fig. 3.11).

3.3.2.2 The Pressure Head form of Richards’ Equation

Beginning with the mixed form of Richards’ equation:
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Substitute the pressure dependent water capacity into the storage term:
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The final form is:
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This pressure head form is difficult to solve because it is highly nonlinear through
krij(§) and C(§). However, as we have seen above, the pressure varies smoothly
even in heterogeneous or layered media, making this form very robust.

To extend this form of the equation for use in saturated media, the saturated
storage term, Ss, must be added to the right-hand side. For completeness, the
storage mechanisms discussed for a saturated flow could be added to all of the
multiphase flow equations. However, their contributions are insignificant compared
to the drainage of the pores.

3.3.2.3 A Water Content form of Richards’ Equation

Richards’ equation can be formulated with the water content as the only dependent
variable as well.

Beginning with the mixed form of Richards’ equation:

@

@xi

�
Kskrwij

�
@§w

@xj
C @z

@xj

��
D @™

@t
C @©

@t
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Substitute the water content dependent water capacity into the gradient term:
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The final form is:
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Defining the soil water diffusivity as D(™) D Kkr(™)/C gives:

@

@xi

��
Dij .™/

@™

@xj
C Kskrwij .™/

@z

@xj

��
D @™

@t
C @©

@t
: (3.96)

This diffusion-like form is more amenable to analytical solutions such as those
found in Carslaw and Jaeger (1959). The water content form of the unsaturated flow
equation is not valid in regions saturated with water because the water capacity
becomes zero, making the soil water diffusivity undefined. Furthermore, as we
saw above, the water content is discontinuous across material boundaries, also
precluding the use of this form. The advantage of this form is that the diffusivity
is only weakly nonlinear and is relatively easy to measure in the lab. However, the
relative permeability is nonlinear and the diffusivity may be hysteretic.
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Also, the soil matrix displacement has to be computed using Eq. (3.81):
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where pw is the water pressure.

3.3.3 A Model for Subsidence Due to Encroachment of Sea
Water Into Coastal and Inland Flooding

For sea water or brine water, the water density �.p; c/ depends not only on the water
pressure but also on the salt concentration. For natural water chemical components
exists at a concentration that does not influence the water density (Hem 1970).

For sea water, a linear dependence is generally assumed (see Babu et al. 1993,
1997; Melloul and Zeitoun 1999):

�.p; c/ D �0.p/C �.c � c0/

Where �0.p/ the fresh water density or a reference density is the compressibility
of the water, � is a regression coefficient and c0 the salt concentration of the fresh
water. In practice, � D 1=.cmax � cmin/ is approximated as the inverse of the range
of the salt concentration.

In this case Eq. (3.41) lead to
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Then the flow Eq. (3.41) is written as:
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The solution of the above equation requires a transport equation for the concen-
tration c.
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The mass balance of solutes can be expressed as the change in solute mass being
equal to the divergence of mass fluxes (adjective, diffusive and dispersive ones) plus
sink/source contributions.

For the concentration of salt the basic equation is given by:

@ .�c/

@t
D � Er �

� Ejadv C Ejdisp

�
C �Q�� (3.98)

The advective mass flux is straightforward to express and is equal to Ejadv D ¡cEq.
The dispersive and diffusive fluxes are treated together as Ejdif D �¡D Erc where D is
the diffusion and dispersion tensor. According to the Bear-Scheidegger dispersion
relationship (Bear 1972, 1979), it is equal to

D D ¥


Dd C Dm

�
(3.99a)

in the case of a saturated flow.

Dd D DdT (3.99b)

Dm D ’T

ˇ̌Eqˇ̌ I C .’L � ’T/
Eq ˝ Eq

Eq (3.99c)

where Dd is the molecular diffusion tensor and T the tortuosity tensor. ’L and ’T

are called longitudinal and transversal dispersivity (m).
Dd D DdT will not be considered in this work.
The mass balance equation may be written as:
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3.3.4 A Model of Subsidence in Fracture Porous Media

Due to its high permeability, fractured rocks are found to be the largest resource for
practical geothermal development (Bowen 1989). It has also been considered for use
in underground storage of carbon dioxide (Holloway 1997; Wawersik and Rudnicki
1998; Koutsabeloulis and Hope 1998). The fractured media acts as a means of
transport for the fluid or injected fluids where occurs interaction between rock
and fluid flow combined with effects of high temperature, and occasionally with
chemical reaction. The behavior of the system that constitutes the three interacting
processes: thermal, hydrological and mechanical, is generally called the thermo-
hydro-mechanical (THM) coupled processes. Mathematical models developed to
describe THM coupled processes treat the fractured rock and the matrix as a
continuous medium (Gray et al. 1976) and represent the fractured rock mass by
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an equivalent porous medium (Pritchett et al. 1976). However, general interaction
theories are required to describe the effect of the motion of fluid on the motion
of matrix. Much of this has been satisfied through the introduction of the general
theory of consolidation (Biot 1941) which relates the influence of pore pressure due
to the existence of fluid in a porous rock. This study made it possible for engineers
and scientists to solve problems in a much wider scope. The addition of the thermal
component coupled later in the mid-1980s (Noorishad et al. 1984) formed a basis to
a fully coupled THM solution. Then, many computer codes using the finite element
method have been developed to simulate the THM behavior in fractured porous
media (Pine and Cundall 1985; Ohnishi et al. 1987; Guvanasen and Chan 1995; Kohl
et al. 1995; Nguyen and Selvadurai 1995; Bower and Zyvoloski 1997; Swenson
et al. 1997), each of which differ slightly in assumptions, constitutive equations, and
initial conditions. Furthermore, commercially available codes, such as ABAQUS
(Börgesson 1996), FLAC (Israelsson 1996a), and UDEC/3DEC (Israelsson 1996b)
have also extended their capabilities to account for modeling coupled THM in
various types of medium. Although, there has been extensive research and computer
modeling in this area in the past two decades, the porosity within the fracture and
the matrix has long been considered as one entity as originally formulated for a
continuous body of porous medium (Biot 1941). However, this continuous approach
does not truly reflect the influences of fluid pressures and rock stresses on the
fracture and the matrix (Wittke 1973).

The concept of “double-porosity” has been introduced in the early 1960s, which
considers the fractured rock mass consisting of two porous systems (Barenblatt et al.
1960; Warren and Root 1963), which are the matrix, having high porosity and low
permeability, and the fracture, having low porosity and high permeability. In 1992,
a dual-porosity finite element model has been developed to describe the behavior of
the fractured porous medium in response to fluid flow and stress (Elsworth and Bai
1992), which accounts for two porous systems and the fluid mass transport between
each system. In this section we present the full THM model that involves soil matrix
displacement and heating process. When the heat transfer of the fluid is negligible,
the model may be used for subsidence prediction in mining problems (see Ma et al.
(2010).

For a discontinuous rock mass, the overall elastic properties accounts for the
deformation characteristics of the intact rock and the fractures. For an orthotropic
behavior of rock mass with three normal-sets of fractures, the compliance matrix
can be written as (Amadei and Goodman 1981)
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Fig. 3.12 Deformation modulus and rock mass rating (Barton 2002)

where Kn and Ks are the normal and shear stiffness of the rock mass, S is the
fracture spacing, and the modulus and poisson’s ratio are that of the intact rock.
The normal and shear stiffness are generally undetermined; however, they can
be approximated from the modulus of the rock mass using the rock mass rating
obtained from experimental data (Bieniawski 1973; Bieniawski 1976) as shown in
Fig. 3.12.

Accounting for the effective stress, and the differing fluid pressures within the
fracture and porous phases, the relationship for stress and strain becomes

¢ 0
p D Dp ©p (3.102a)

¢ 0
F D DF ©F (3.102b)

The total strain, ", which accounts for the fluid pressure becomes:

© D .Cp C CF/¢ � Cppp � CFpF (3.103)

If we also account for thermal expansion, the total strain:

© D .Cp C CF/¢ � Cppp � CFpF C ’P.TP � T0/C ’F.TF � T0/ (3.104)
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Thus, rearranging for stress gives

¢ D DmŒau C Cppp C CFpF � ’P.TP � T0/ � ’F.TF � T0/ (3.105)

where Dm D .Cp C CF /
�1 is the elastic matrix for the dual porosity medium.

3.3.4.1 Conservation of Mass

The governing equation for fluid flow which relates the flux, q, and its potential, is
defined by Darcy’s law which is expressed in matrix form as:

Eqf D � k

�
Er.p C �Z/ (3.106)

where � is the specific weight of the fluid, � the dynamic viscosity, Z the elevation,
k the permeability matrix, and r the gradient operator.

The equilibrium equation for fluid transport in an isotropic medium according to
Darcy’s law is:

ˇP � Er �
�

k

�
Er.p C �Z/

�
C Qf D 0 (3.107a)

The term P on the left hand side of Eq. (3.107a) refers to the rate of change of
pressure with time, t, due to grain compressibility, ˇ. The second term is Darcy’s
flux, which is function of the permeability, k, dynamic viscosity, �, specific weight
of the fluid, � , elevation, z, and fluid pressure, p. The third term, Qf, is the source
term.

However, accounting for the thermal effects and the fluid mass transfer between
the porous and fractured phases, the equilibrium equation for the porous phase may
be rewritten as:

� Er �
�

k

�
Er.p C �Z/

�
� ˇPPp � '.pp � pF/C :

"CŒQf
p D 0 (3.107b)

where the added component left-hand side of the last equation is a positive
component referring to the flow of fluid mass driven by the changes of the volume
due to strain,

:
", and the second term is the fluid mass transfer between the porous

and the fractured phase, where the coefficient ' which governs the quasi-steady
response (Warren and Root 1963) is a function of the geometry of the porous block
and the flow characteristics (permeability and dynamic viscosity).

' D 4n.n C 2/kp

l2�p
(3.108)
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The first term is the shape factor, where n is the number of normal set of fractures,
and l is the characteristic length which can be approximated from the dimensions a,
b, and c, of the porous block as:

l Š 3abc

ab C bc C ac
I n D 3I l Š 3ab

a C b
I n D 2I l Š xI n D 1 (3.109)

Similarly, the equilibrium equation for the fractured phase may be expressed as:

� Er �
�

kF

�F

Er.pF C �Z/

�
� ˇFPF � '.pp � pF/C :

"CŒQf
F D 0 (3.110)

3.3.4.2 Thermal Behavior

The governing equation for fluid flow which relates the heat flux, EqT with the
temperature field. It is defined by Fick’s law as:

EqT D �� ErT (3.111)

Where � is the thermal conductivity.
The general thermal transport equilibrium equation for thermal conduction and

convection in an isotropic medium is defined by

�CapT � Er � Œ� ErT
 � �Cap Er � Eqf C ŒQf
F D 0 (3.112)

Where � is the density, Cap is the heat capacity, and QT are is the heat source.
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Chapter 4
Fundamentals of the Consolidation
Theory for Soils

Abstract In this chapter, we describe the Terzaghi theory of consolidation as a
way of decoupling the general Biot equations using the assumption of constant total
stress. We detailed the computation of the water pressure and the soil displacement.
The classical one-dimensional theory is presented with solved exercises.

We also discuss the use of the theory of consolidation for large-scale problems
such as subsidence due to large-scale groundwater pumping. We review the different
approaches that were used in the literature for the numerical modeling of the
subsidence due to groundwater pumping. We concentrate on two main points:

1. The mechanical behavior of the clayey soil; and
2. The connection between groundwater movement and stress pressure in the soil.

Then, a critical review of the consolidation theory for large-scale problems is
presented in terms of the principle of superposition of loadings.

Also, the three-dimensional theory is described, and we discuss the limitation of
the theory in the case of internal loadings.

4.1 The Terzaghi Theory of Consolidation

In the literature, the two following methods of the computation of the consolidation
have been proposed:

1. the one-dimensional Terzaghi approach; and
2. the full three-dimensional approach based on the Biot theory.

D.G. Zeitoun and E. Wakshal, Land Subsidence Analysis in Urban Areas,
Springer Environmental Science and Engineering, DOI 10.1007/978-94-007-5506-2 4,
© Springer ScienceCBusiness Media Dordrecht 2013
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4.1.1 Derivation of the Theory of Soil’s Consolidation
from the Biot Equations

When the displacement field has only a vertical component w.x; y; z; t/, the Biot
equations reduces to the following system of equations:
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Moreover, if we assume that w.x; y; z; t/ and p.x; y; z; t/ depends only on the
depth z and time t, and Q.x; t/ D 0; gz.x; y; z; t/ D 0 then the above system of
equations is reduced to:
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Integrating Eq. (4.5) with respect to z, one can easily get that:
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If we assume that the total stress in the saturated soil is constant over time, then
the derivation of the Terzaghi principle leads to:
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A comparison between Eqs. (4.7) and (4.6) leads to the relation dc.t/

dt
D 0.

Inserting this last equation into Eq. (4.4) and using the relation dc.t/

dt
D 0 lead for

constant permeability to:
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This last equation corresponds to the classical one-dimensional equation of
consolidation.
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4.1.2 The One-Dimensional Theory of Consolidation

4.1.2.1 The Consolidation Process

We shall use a simple “single cell” analog to examine what happens in a consolida-
tion event.

Starting point: The spring is uncompressed, and the water pressure is zero. There
is no external load, and the drainage valve is shut.

At time t D 0: Apply a load P to the piston, keeping the valve shut. The water is
incompressible, so no settlement occurs. Therefore, the spring cannot compress, and
thus, it carries no load. The load P is completely supported by the water pressure u,
and the spring force F is zero:

At t D 0 W u D P

A
D ¢v and ¢ 0

v D F

A
D 0 (4.9a)

Open valve: Water starts to leak from the aperture, allowing the settlement to
begin, so that the spring starts to compress and to take some of the load. At all
the stages, the effective stress principle holds: i.e., �v D � 0

v C u – the applied force
is shared between the spring and the water.

As the spring force (� 0
V ) increases, the water pressure u decreases by an equal

amount. The pressure differential across the drainage value therefore reduces, and
this reduces the velocity of the flow. Thus, the rate of settlement reduces with
increasing time.

4.1.2.2 A Mathematical Analysis of the Problem

One can write down expressions for the process, provided the spring stiffness (E0) is
known. Then the relationship between the flow through the aperture and the water
pressure is given by:

d¢ 0

dh =h0
D E0I (4.9b)

for the spring and dQ
dt D A:dh

dt D k:u for flow through the aperture, or

d¢ 0

dh
D E0

h0
(4.9c)

and

dh

dt
D k:u

A
(4.9d)
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Pressure u

PRINCIPLE OF EFFECTIVE STRESS
Mechanical Analog

Forces on piston balance each other

P (force applied at t=0)

u (water pressure)

F (force in spring)

P= F+uA, which gives:
P/A = F/A + u
In stress terms:
σ = σ' + u

Area = AP

Fig. 4.1 A single-cell mechanical analog for the soil consolidation process

where dQ is the quantity of flow through the aperture in time increment dt, and
dh is the compression of the spring due to a stress (force) increment d� 0. The flow
equation states that the rate of flow depends on the pressure differential (note this is
not correct for a small aperture, but we will use this assumption). The solution for
this problem can be obtained as:

¢ 0 D ¢ � 
1 � e�’t
�

(4.10a)

u D ¢ � 
e�’t
�

(4.10b)

where the constant ’ D k:E0

A .
These are exponential functions, with ¢ 0 increasing exponentially from zero at

t D 0 to ¢ at t ! 1 and u reducing from u D ¢ at t D 0 to zero at t ! 1.

4.1.2.3 A Solution of the Consolidation Problem: The Terzaghi Solution

When a load is applied to a clay layer (as in Figs. 4.1 and 4.2), a long time may
be required for the settlement to be completed. During this stage, the pore pressure
decreases gradually, while the effective stress increases at the same rate, and the soil
layer compresses (settlement occurs) at an ever-reducing rate.

Terzaghi solved the problem of the time required for this to occur, by making
some assumptions:
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Settlement of piston

Force supported by water (exponential decrease)
(u.A)

Force in spring (exponential increase) 

Total force PLoad applied at time t = 0
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M
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N

T

s

s'

u

Fig. 4.2 Force versus settlement in a single-cell mechanical analog

• the permeability (k) of the soil does not change as the effective stress increases;
• the compressibility (E0

0) of the soil does not change as the effective stress
increases;

• Darcy’s Law applies (flow velocity is proportional to hydraulic gradient); and
• The change in thickness of the layer is relatively small compared to the initial

thickness.

If the initial state of stress is reasonably high compared to the loading increment,
then these assumptions are reasonable (the first effectively assumes that there is not
a large change in the voids ratio in the increment; the second assumes that the e–¢ 0

v

curve is linear over the increment of effective stress).
From Eq. (4.8a) and the above assumptions:
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Terzaghi’s solution is written in terms of the permeability of the soil (k), and
the compressibility (E´o), just as our solution to the single cell analog was written.
These parameters are combined into a single parameter called the coefficient of
consolidation (cv):

cv D k E0
0

”w
.the units are m2=year or m2=s/
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where ”w (in kN/m3) is the unit weight of water (D”w � 9.81). (This term appears
because the solution is in terms of pore pressure (u) rather than the head (h) used in
Darcy’s Law).

The one dimensional equation of consolidation according to Terzaghi may be
derived from Eq. (4.11b):

cV

�
@2p

@z2

�
D @p

@t
(4.11c)

To make the solution general for all problems, Terzaghi used normalised
parameters.

• The normalized depth Z is explained in Fig. 4.3 (Z varies from 0 at a drained
boundary to 1 at the maximum distance from a drained boundary).

• The normalized pore pressure dissipation (Uv) at any particular depth Z is:

Uv D ui � u.t/

ui � uf
(4.12a)

where u(t) is the pore pressure at a particular depth at time t, and ui and uf are the
initial and final values (the value just after the load is applied, and the value after
all consolidation has ceased). U varies from 0 at t D 0 to 1 (or 100%) at the end
of the consolidation.

• The normalized degree of settlement Uav D settlement at time t
eventual total settlement

The time required for consolidation depends on:
• the consolidation parameter cv (i.e., the combination of permeability and stiff-

ness);
• the maximum distance to a drained boundary, d (Fig. 4.3). These are incorporated

into a dimensionless time factor Tv:

Tv D cvt

d2
(dimensionless) (4.12b)

The solution is (where m D 0, 1, 2, � � � 1, and M D 0.5  (2 m C 1)):

Uv D 1 �
1X

mD0

2

M
sin .MZ/ e�2M2Tv for the pore pressure dissipation; and

NU or Uav D1�
1X

mD0

2

M2
eM2Tv for the settlement .or average pore pressure/ (4.13)

These equations are used to produce the plots shown in Fig. 4.4. The top figure
shows normalized pore pressure isochrones (plots of normalized pore pressure
dissipation vs. normalized depth Z), for different time factors. This shows that at
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d is maximum distance to
a drained boundary 

Rock (impermeable)

Sand

Clay layer

Two-way
drainage: layer
depth is 2d

 One-way
drainage: layer
depth is d

 
 

Sand

Sand

Clay layer

d

d

Normalized pore pressure: U = percentage of excess pore pressure dissipated at time t
Normalized settlement: Uav = settlement at time t as percentage of final total settlement
(Note: Normalized settlement = Average U)
Normalized time factor Tv = cv.t/d2

Z = z/d (Z is a normalized depth)

Z = 0 (drained boundary)

Z = 0.5

Z = 1 (farthest point from drained boundary)

Z = 0.5

Z = 0 (drained boundary)

d

z = depth (m)

Fig. 4.3 The normalized parameters used in Terzaghi’s solution

the drained boundary (Z D 0), the pore pressure dissipates instantaneously but lags
behind everywhere else, with the slowest dissipation being at the point farthest from
the drained boundary (Z D 1).

The lower plot shows the same information but plotted as pore pressure dissi-
pation vs. the time factor for different points within the mass (different normalised
depths Z). The thick black line gives the percentage settlement vs. the time factor
(with the settlement axis on the right).
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that this is 50% of the total area – i.e., the
average pore pressure dissipation =
normalized settlement = 50% at Tv = 0.2.
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Uv=100% Uv=0
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Fig. 4.4 Terzaghi’s consolidation solution in graphical form
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Looking at the settlement curve (the thick black line in the lower plot), we can
see that 50% of the settlement occurs at Tv of 0.2. At this time, only 20% of the pore
pressure dissipation has occurred at Z D 1, but 88% has occurred at Z D 0.1. But as
shown below, the average pore pressure dissipation is equal to 50%.

4.1.2.4 Calculating Consolidation Times

We can use Terzaghi’s solution (Fig. 4.4a,b,c) to calculate the consolidation time
for practical problems. Take the problem discussed previously in Sect. 4.1.2.3.

The layer thickness is 2 m, but it is two-way drained, so d D 1 m. The final
effective stress increase is 100 kPa. In Fig. 4.6, the initial and final effective stresses
in the centre of the layer (48 and 148 kPa) are shown as points C and D. The voids
ratios are 1.391 and 1.0978. From this, the “one-dimensional stiffness” (E´o) is:

E0
0 D �¢ 0

v

�h =h0
D �¢ 0

v

�e =.1 C e0/
D 100
.1:391 � 1:0978/ =.1 C 1:391/

D 815 kPa

Assume the permeability k D 1 � 10–9 m/s (low permeability clayey soil). Then
the coefficient of consolidation, cv is:

cv D k E0
0

”w
D 1 � 10�9 � 815

9:81
D 8:31 � 10�8 m2 =s D 2:62 m2 =year

So, what is the situation 1 month after the load is applied? This is equivalent to a
time factor Tv of:

Tv D cv t
d2

D 2:62 � 1 =12
12

D 0:218

From the lower plot in Fig. 4.4, the settlement at this time is 53% completed (i.e.,
53% of the 200 mm we calculated earlier has occurred after 1 month). We reach 95%
settlement at Tv of 1.125, which is 1.125/0.218 times longer – i.e., 5.16 months.

Note that at 1 month (Tv of 0.218), the pore pressure dissipation at the centre
of the layer (Z D 1) is about 26%, which means that there is still 74% of the initial
excess pore pressure of 100 kPa left, or 74 kPa. If we had a pore-pressure measuring
device (a pore pressure transducer) located at this point, it would measure this value
plus the final hydrostatic value – i.e., 60 C 74 D 134 kPa.

4.1.3 Settlement Computation

This section is taken from the course of the ENPC (Ecole National des Ponts et
Chaussees) and the course given by Prof. Martin Fahey at the School of Civil &
Resource Engineering at the University of Western Australia.
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4.1.3.1 Soil “Density”

The density of the soil particles themselves is denoted � s (the soil particle density),
and for many soils, this is between 2.6 and 2.7 t/m3. The density of water �w is
1 t/m3. The relative density of the soil particles is then Gs D �s

�w
.

As we are generally dealing with soil on the earth’s surface (and not on the moon,
or in a centrifuge with an elevated g-level), we are usually interested in the forces in
soil, and thus, we are more interested in weight than density, where weight is simply
� g (and g, the acceleration due to the earth’s gravity, is 9.81 m/s2). The unit weight
of water, �w, is therefore 9.81 kN/m3. The unit weight of quartz (the mineral that
many sands are comprised of) is about 26 kN/m3(that is, a solid 1 m3 block of silica
would weigh 26 kN.)

If a 1 m3 container is filled with dry silica sand, the weight would be considerably
less than the weight of a solid block of silica, due to the air-filled voids between the
particles.

The basic means of expressing the density of packing is to use the voids ratio (e):

e D Vv

Vs
; (4.11a)

where Vv is the volume of the voids, and Vs is the volume of the “solids” (soil
particles). Note that e can be greater than 1 (it very often is for clay soils).

Thus, for our 1 m3 box of dry sand, the total weight of the soil in this state is the
dry unit weight (�d):

�d D �s

1C e
(4.11b)

If the voids are now completely filled with water, the box will of course be
heavier. The weight would now correspond to the saturated unit weight (�sat).

�sat D �s C e � �w

1C e
(4.11c)

The “wetness” of a soil is described (in civil engineering) in terms of a weight
basis:

w D Ww

Ws
(often expressed as %) (4.11d)

(i.e., as the weight of water divided by the weight of the dry soil. This is found
by weighing the wet sample first, then drying it in the oven, and then weighing the
dry soil).

From these relationships, we can see that (Fig. 4.5):

�d D �sat

1C w
(4.11e)
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The "water table"
represents the level that 
water would eventually 
be at in a hole dug in the 
ground, where the water 
pressure is "hydrostatic" 
-i.e., where the water 
pressure increases 
uniformly with depth in 
exactly the same way 
that it increases in an 
open body of water (i.e., 
a lake). 

"Hydrostatic" means exactly that -"static" -i.e., no flow. That means that the total head is
equal at all depths (the pressure head increases with depth, but the elevation head 
reduces with depth). So, it follows that for vertical flow to occur, the water pressure 
distribution must be different from hydrostatic. This difference is what we will call later
excess pore pressure.  

For Point A:

Total vertical stress sv = 2 x 17 + 5 x 21 = 139 kPa

Pore (water) pressure u = 5 x 10                 = 50 kPa
(gw = 9.81 kN/m3 ª 10 kN/m3)

Therefore, effective vertical stress s'v        = 89 kPa

A

"water table"

Water pressure u
2m
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γ = 17 kN/m3

Hydrostatic
conditions:
u = γw. zw 

γsat = 21 kN/m3

Fig. 4.5 Calculating vertical effective stress in the ground

4.1.3.2 Settlement Calculations

A Normally Consolidated Layer

From the previous section, we can calculate the settlement of a normally consol-
idated soil layer (i.e., where the state is on the initial loading curve) due to any
loading increment from:

	h

ho
D 	e

1C eo
D
�

Cc

1C eo

�
log10.�

0
0

ı
� 0
1 / (4.12)

where � 0
0 is the initial effective stress, and � 0

1 is the final value (i.e., 	� 0
V D

� 0
1 � � 0

0). Therefore, we need to know the initial state (effective stress and voids
ratio) and the increase in effective stress due to the applied load (after all excess
pore pressure has dissipated).
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Example: A 2 m-thick clay layer is located between 5 and 7 m depth at a site. There
is dense sand (incompressible in comparison to the clay) above and below the clay.
Assume that the water table is starting at the surface with hydrostatic conditions and
that the saturated density (�sat sat) of the sand is 18 kN/m3. This gives the initial
effective vertical stress on the top of the clay of:

¢ 0
v D ¢v � u D ”sat:z � ”w:z D .18 � 5/� .10 � 5/ D 90 � 50 D 40 kPa

where z is depth, and �w (the unit weight of water) is taken as 10 kN/m3, for
convenience. If the clay has the same saturated unit weight, the effective stress at
the bottom of the layer will be an extra 16 kPa, or 56 kPa. Thus, the average initial
vertical stress in the clay (� 0

o) is 48 kPa.
Assume that Cc represents the compressibility of the clay and that it is normally

consolidated (a natural state lies on the normally consolidated line). For the average
vertical stress of 48 kPa, the initial voids ratio (eo) would be 1.391 (shown as point
C in Fig. 4.7).

Assume that the large structure placed over a very wide area on the surface
imposes a vertical stress of 100 kPa. Eventually, this will result in an increase in
effective stress (	� 0

V ) of 100 kPa (we shall calculate later how much time it might
take for this to happen). Therefore, the new average effective stress (� 0

1) at the
center of the clay layer will be 148 kPa.

The height change will then be:

�h
ho

D �e
1 C eo

D
�

Cc

1 C eo

�
log10.¢

0
o
ı

¢ 0
1 /

D 0:6
.1 C 1:391/

� log10.48=148/ D �0:123

(The result is negative since the height – and the voids ratio – reduces). The result
is therefore a height reduction of about 12% of the initial height, or 240 mm.

Note that if the soil was in an overconsolidated state, the same stress increase
would give a much lower settlement (because the overconsolidated soil is less
compressible).

The settlement therefore depends not just on the increase in � 0
V , but also

on the starting value, and whether the starting state is normally consolidated or
overconsolidated (Fig. 4.6).

An Over-Consolidated Layer

For soil in an over-consolidated state, the process of calculating settlement due
to an applied increase in vertical stress is similar to that described in the previous
section, except that now some of the compression will be along the re-compression
line (until the stress reaches the pre-consolidation stress � 0

c), and then it follows the
normal consolidation line.
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Sand

Sand

Clay layer

Sand

Sand

Clay layer

100 kPa applied at the surface
(e.g., embankment built)

• Total stress increases by 100 kPa
• Effective stress increases by 100 kPa when all

excess pore water pressure has dissipated (and
water pressure is again hydrostatic).   

After consolidation, effective vertical 
stress at centre of clay is:
σ'v = 48 + 100 = 148 kPa

After load applied

5 m

2 m

Initial conditions

Total vertical stress σv

Initial (hydrostatic) pore
water pressure u

90 kPa

108 kPa

126 kPa

40 kPa

48 kPa

56 kPa70 kPa

60 kPa

50 kPa

σv =σ'v =

σ'v = σv - u

u =

5 m

2 m

Fig. 4.6 Settlement of a layer of clay due to load (stress) applied at the ground surface

The steps involved are:

1. Determining the initial vertical effective stress � 0
v0 and initial voids ratio eo, as

before
2. Knowing the additional effective stress that will result from the surface loading

and calculating the final vertical effective stress � 0
vf

3. There are then three possibilities to consider:
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(a) � 0
v0 D � 0

c (in which case the soil is actually normally
(b) � 0

vf � � 0
c : in this case the state remains in the over consolidated state at

the end of loading, and the settlement is calculated using the re-compression
index only:

	e D Crlog10

�
� 0

vo

� 0
vf

�
) 	h D ho

	e

1C eo
(4.13a)

(c) � 0
v0 < � 0

c and � 0
vf > � 0

c : in this case, some of the loading is calculated
using the recompression index, and the rest using the compression index:

	e D Cr log10

�
� 0

vo

� 0
c

�
C Cc log10

�
� 0

c

� 0
vf

�
) 	h D ho

	e

1C eo
(4.13b)

An Example of Computation of the Displacement

Assume that the compression diagram shown in Fig. 4.7 represents a 2-m thick
layer, with the initial conditions represented by Point A (i.e., eo D 1.178 and � 0

v0 D
30 kPa). Assume that a surface load is applied, resulting in an increase in the vertical
stress of 290 kPa. This would produce a final effective vertical stress of � 0

vf D
320 kPa. Assume that the soil is overconsolidated, with preconsolidation pressure
(past maximum consolidation pressure) of � 0

c D 150 kPa.
This case therefore corresponds to (c) above, with the initial stress (Point A)

being less than the preconsolidation stress (Point B), and the final stress (Point C)
being greater than the preconsolidation stress. Thus, assuming that Cc D 0.6 and
Cr D 0.12, as before, the change in the voids ratio is:

	e D 0:12log10

�
30

150

�
C 0:6 log10

�
150

320

�
D �0:0839� 0:1974

D �0:2813 ) ef D 1:178� 0:281 D 0:897

) �h D ho
	e

1C eo
D 2000

�
0:281

2:178

�
D 258 mm

Note; if normally consolidated W

	e D 0:6log10

�
30

320

�
D �0:617 ) �h D 2000

�
0:617

2:178

�
D 566mm

The settlement of a thicker layer can be calculated by dividing the layer into a
number of sub-layers as shown in Fig. 4.8. This is necessary because both the initial
and final effective stress vary with depth as do the voids ratio and the OCR.
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Fig. 4.7 An example of overconsolidated soil and a calculation of the settlement

Sub-layer 1

Notation
ei = voids ratio at the centre of layer i
Δei = increase in voids ratio at the centre of layer i
Hi = thickness of layer i

Sub-layer 2

Sub-layer n

Sub-layer 1

Fig. 4.8 Division of soil layers into sub-layers

The settlement of the soil layer is calculated by calculating the settlement of the
individual sub-layers and adding them; in doing this, it is assumed that the voids
ratio and the effective stress are constant throughout the sub-layer and equal to their
values at the center of thesub-layer.
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2m

A

B

γdry = 18k N/m3

γdry = 22k N/m3

γdry = ?

5m

4m

4m

Gravel

Clay

Fig. 4.9 A layered soil deposit

thus

For sub-layer i 	Si D �	eiHi

1C ei

so that

Total Settlement S D Pn
1 	Si D Pn

1

�
�	eiHi

1C ei

�

An Example of a Settlement Calculation

A soil deposit, as shown in Fig. 4.8, consists of 5 m of gravel overlaying 8 m of
clay. Initially the water table is 2 m below the surface of the gravel. Calculate the
settlement if the water table rises to the surface of the gravel slowly over a period of
time and surface loading induces an increase of total stress of 100 kPa at the point
A and 60 kPa at the point B. The preconsolidation pressure at A is 120 kPa, and the
deposit is normally consolidated at B. The gravel has a saturated bulk unit weight of
22 kN/m3 and a dry unit weight of 18 kN/m3 and is relatively incompressible when
compared to the clay. The voids ratio of the clay is 0.8, and the skeletal particles
have a specific gravity of 2.7. The compression index of the clay is 0.2, and the
recompression index is 0.05.

In solving this problem, it will be assumed that the gravel is far less compressible
than the clay and thus, that the settlement of the gravel can be neglected. The
settlement of the clay layer will be calculated by dividing it into two sub-layers.

In order to begin the calculations, it is first necessary to calculate the unit weight
of the clay; this is shown schematically in Fig. 4.9.

”sat D Ww C Ws

Vv C Vs
D 7:84C 26:46

0:8C 1
D 19:06 kN=m3
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or

�sat D .Gs C e / ”w

1C e
D 19:06 kN=m3

• The initial state at A

Total stress ¢zz D 2 � 18C 3 � 22C 2 � 19:06 D 140:12 kPa
Pore water pressure uw D 5 � 9:8 kPa D 49 kPa

(3a)

Effective stress ¢ 0
zz D ¢zz � uw D 140:12� 49 D 91:12 kPa

Notice that the initial effective stress is less than ¢ 0
pc D120 kPa; thus, the clay

is initially over-consolidated.

• The final state at A

Total stress ¢zz D 100C 2 � 22C 3 � 22C 2 � 19:06 D 248:12 kPa
Pore water pressure uw D 7 � 9:8 kPa D 68:6 kPa (3b)

Effective stress ¢ 0
zz D ¢zz � uw D 248:12� 68:6 D 179:52 kPa

Notice that the final effective stress exceeds the initial preconsolidation stress
and thus, the clay moves from being initially over-consolidated to finally being
normally consolidated.

• The settlement of the first sub-layer
The soil in the first sub-layer moves from being overconsolidated to normally

consolidated and thus, the calculation of the change in the voids ratio must be
made in two stages.

Stage 1 Soil overconsolidated .¢ 0 < ¢ 0
pc .initial//

	e1 D �Cr � log10.¢ 0
pc .initial/=¢

0
I/

Stage 2 Soil normally consolidated .¢ 0 D ¢ 0
pc/

	e2 D �Cc � log10


¢ 0

F=¢
0
pc.initial/

�
now

	S D � H	e

1C e

D 4

1:8

�
0:05 � log10

�
120:00

91:12

�
C 0:2 � log10

�
179:52

120:00

��

D 0:0911 m
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• The initial state at B

Total stress ¢zz D 2 � 18C 3 � 22C 6 � 19:06 D 216:36 kPa
Pore water pressure uw D 9 � 9:8 kPa D 88:20 kPa

(4a)

Effective stress ¢ 0
zz D ¢zz � uw D 216:36� 88:20 D 128:16 kPa

• The final state at B

Total stress ¢zz D 60C 2 � 22C 3 � 22C 6 � 19:06 D 284:36 kPa
Pore water pressure uw D 11 � 9:8 kPa D 107:80 kPa (4b)

Effective stress ¢ 0
zz D ¢zz � uw D 284:36� 107:80 D 176:56 kPa

• The settlement of the second sub-layer
The soil in the second sub-layer is normally consolidated and thus:

	e2 D �Cc � log10.¢ 0
F=¢

0
I/ (4c)

now

	S D � H	e

1C e

D 4

1:8
0:2 � log10

�
176:56

128:16

�
:

D 0:0620 m

• Total settlement

Total settlement D 0:0911C 0:0620m D 0:1531m

4.2 The Three-Dimensional Theory of Consolidation

The derivation of the three-dimensional theory of consolidation may be performed
as follows:

Starting from Eq. (3.54) and the basic relations:

@

@xi

�
K ij

�g

@P

@xj

�
D �

@n

@t
C n

@�

@t
(3.54)
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@n

@t
D @n

@P

@P

@t

@�

@t
D @�

@P

@P

@t

the consolidation process under drained or undrained conditions involves mainly a
deformation of the skeleton of the soil. Therefore, @�

@P
� 0 and only the term @n

@P
is

considered. The classical theory of consolidation used the void indice e D Vv
Vs

(the
ratio of the void volume to the solid volume) rather than the porosity n. When the
soil is saturated, e D Vw

Vs
then

n D Vw

VT
D Vw

Vw C Vs
D 1

1C 1
e

D e

1C e
: (4.14)

The relation between the void ratio and the water pressure depends on the
rheological behavior of the soil.

For granular soil:

e D e0 � av�
0 or e D e0 � av.�

0 � �00/ (4.15)

Where av .> 0/ is a coefficient of compressibility; e0 is the void ratio at the effective
stress � 0

0.
For cohesive soils, experimental results lead to a relationship of the type:

e D e0 � Cc log.� 0 =� 0
0/

Cc is the compression index. For small changes in e, the coefficient of compressi-
bility is also used for cohesive soils.

When we assume that the total stress, � due to external load remains unchanged,
then using the Terzaghi principle:

e D e0 � av.� � p/ ) @e

@p
D av

@n

@t
D @n

@P

@P

@t
D @n

@e

@e

@p

@p

@t
D �gav

.1C e0/
2

@H

@t
Š �gav

.1C e0/

@H

@t
(4.16)

The consolidation equation may be written in terms of the water pressure:

@

@xi

�
Kij

�g

@P

@xj

�
D �gav

.1C e0/

@p

@t
(4.17)
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4.3 The Elastic Model in Compression and Extension

4.3.1 Normally Consolidated and Overconsolidated Soils

This linear relationship is called Hooke’s law. The classic model of linear elasticity
is the perfect spring. Although the general proportionality constant between stress
and strain in three dimensions is a fourth-order tensor, when considering simple
situations of higher symmetry such as a rod in one-dimensional loading, the
relationship may often be reduced to applications of Hooke’s law.

Because most materials are only elastic under relatively small deformations,
several assumptions are used to linearize the theory. Most importantly, higher order
terms are generally discarded based on the small deformation assumption. In certain
special cases, such as when considering a rubbery material, these assumptions may
not be permissible. However, in general, elasticity refers to the linearized theory of
the continuum stresses and strains.

Elasticity is a branch of physics which studies the properties of elastic materials.
Tensile stress (or tension) is the stress state leading to expansion, i.e., the length of
a material tends to increase in the tensile direction.

For example, the rod has a length L and a cross-sectional area A. Its extension
(strain) is linearly proportional to its tensile stress, ¢ by a constant factor, the inverse
of its modulus of elasticity, E.

� D E "

or

	L D F

EA
L D �

E
L (4.18)

Hooke’s law only holds for some materials under certain loading conditions.
Granular soils and also clays exhibit linear-elastic behavior in most soil mechanical
problems; Hooke’s law is valid for it throughout its elastic range (i.e., for stresses
below the yield strength). For some soils, such as gravel, Hooke’s law is only valid
for a portion of the elastic range. For these materials, proportional limit stress
is defined, below which the errors associated with the linear approximation are
negligible.

This model has been used by soil-mechanic scientists using a variant of the linear
model called the compressibility model, briefly explained in the following.

After a soil forms by sedimentation from a slurry, the “sedimented voids ratio”
may be very high. The exact value depends heavily on the clay content, and the
type of clay mineral present. For instance, the voids ratio at this stage is 3.0. We
can imagine the structure of the clay at this stage to be very “open”, with the voids
volume being three times the solids volume. (This is like a very loosely-packed box
of cornflakes).
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Fig. 4.10 The determination of saturated unit weight

This structure is very compressible – i.e., a very small stress applied to the surface
will cause a large amount of settlement. However, if further equal increments of
stress are applied, the amount of compression under successive increments reduces.
The soil becomes progressively less compressible with increasing stress. Thus, the
compression curve is highly non-linear, which is illustrated in the upper part of the
following figures (Fig. 4.10).

If the stress is reduced at any stage, some swelling occurs (water is sucked back
into the sample), but the initial state is never recovered. Most of the compression is
irrecoverable.

If the state lies on the initial compression curve, the soil is said to be normally
consolidated. If it has swelled back from a higher stress state, it is overconsolidated.
The ratio of the present effective stress (¢´v) to the past maximum effective stress
(¢´c) is called the overconsolidation ratio (OCR). Thus, for point A, ¢´v is about
10 kPa, ¢´c is about 100 kPa (point B), and thus, at point A, the OCR is about 10.

When plotted on a semi-logarithmic plot, the initial loading points tend to lie on
a straight line. This shows in this case that to reduce the voids ratio by 0.6 from 3
to 2.4 requires a stress increase of 0.9 kPa, but to reduce it by a further 0.6 requires
a 9 kPa increase, with the next 0.6 reduction requiring an increase of 90 kPa, etc
(Fig. 4.11).

The swelling-recompression data also plot on straight lines, which are flatter than
the initial loading line and parallel to each other.

The Compression Index (Cc) is defined as the gradient (magnitude) of the initial
loading curve:

Cc D
ˇ̌
ˇ̌ change in voids ratio

change in log of effective stress

ˇ̌
ˇ̌ D

ˇ̌
ˇ̌ .eo � e1/

log10.� 0
o/ � log10.� 0

1/

ˇ̌
ˇ̌

D
ˇ̌
ˇ̌ 	 e

log10.� 0
o =� 0

1 /

ˇ̌
ˇ̌ (4.19)

Similarly, the swelling/recompression index (Cs or Cr) is the gradient of the
swelling and recompression lines.

In the following Fig. (4.12), the value of Cc is 0.6, and Cs D Cr D 0.12.
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Fig. 4.12 The compression coefficient from a slurry
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For soil in an overconsolidated state, the process of calculating settlement due
to an applied increase in vertical stress is similar to that described in the previous
section, except that now, some of the compression will be along the re-compression
line (until the stress reaches the pre-consolidation stress ¢ 0

c), and then it follows the
normal consolidation line.

The steps involved are:

1. Determining the initial vertical effective stress ¢ 0
vo and the initial void ratio eo,

as before
2. Knowing the additional effective stress that will result from the surface loading

and calculating the final vertical effective stress ¢ 0
vf

3. There are then three possibilities to consider:

(a) �v0 D � 0
c (in which case the soil is actually normally consolidated, so

proceed as in previous section);
(b) � 0

vf � � 0
c: in this case the state remains in the over-consolidated state at

the end of loading, and the settlement is calculated using the re-compression
index only:

	e D Crlog10

�
� 0

vo

� 0
vf

�
) 	h D ho

	e

1C eo
I (4.20)

and
(c) �v0 < � 0

c � � 0
vf : in this case, some of the loading is calculated using the

recompression index, and the rest using the compression index:

4.3.2 Use of the Consolidation Theory for Computation
of Subsidence Due to Pumping

The Terzaghi theory of consolidation was mainly developed for computing the soil
compression due to loading. However, the rheological model of Terzaghi was also
used in hydrogeology to compute the subsidence due to water withdrawal due to
water pumping. In this section, we summarized this approach presented by Poland
and Davis (1969) and implemented by the USGS into the MODFLOW 2000 code
(see Hoffmann et al. 2003). This approach was used in several engineering projects
(see Bravo et al. 1991a, b; Stanley et al. 2010).

According to Terzaghi, the soil subsidence is caused by the compaction (or
consolidation) of the soil matrix, that results from a change in effective stresses.

To incorporate calculations of consolidation into ground-water flow models, the
common approach is to use the Terzaghi relation. This relation relates the effective
(inter-granular) stress to the total stress and the water pore pressure.

¢ 0
ij D ¢ij � •ij u (4.21a)
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Land surfacea b

Unsaturated zone
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Unconfined aquifer

Fine-grained confining unit 

Confined aquifer 

Fine-grained interbeds 

Fig. 4.13 Vertical section of a two-aquifer system with potential for compaction of fine-
grained sediments. (a) Hydrogeology of the system. (b) Representation of the system with three
model layers

¢ 0
ij : is the component ij of the effective stress tensor

¢ ij: is the component ij of the geostatic total tensor
•ij: is the Kronecher delta function and
u: is the fluid pore pressure or hydrostatic stress.

The relation (1) shows that changes in effective stress can result from changes in
geostatic stress or changes in pore pressure.

The geostatic stress is the sum of the loads due to buildings, the load of the
overlying saturated and unsaturated sediments and also the tectonic stress.

The change in water pore pressure results from water level changes. If the inter-
beds are assumed to be horizontal and laterally extensive with respect to their
thickness, changes in pore pressure gradients is primarily vertical (Fig. 4.13).

Assuming that the resulting strains also are primarily vertical and ignoring
tectonic stresses, the tensor equation in a vertical direction with one dimensional
assumption result with:

¢ 0 D ¢ � u (4.21b)

Where ¢ 0 and ¢ are the vertical components of effective and geostatic stress,
respectively.
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When no tectonic stresses are present, the geostatic stresses can be expressed as
the sum of the loading on the soil surface, the geostatic and the hydrostatic stresses
(Poland and Davis 1969).

¢ D ¢load C ”mdm C ”sds (4.21c)

”m D ”g .1 � n/C nw”w (4.22d)

”s D ”g � n


”g � ”w

�
(4.22e)

and

u D ds”w

where

”m is the unit weight of moist sediments above the water table;
”g is the unit weight of sediments grains;
”s is the unit weight of saturated sediments below the water table;
”w is the unit weight of water;
n is the porosity;
nw is the moisture content of sediments in the unsaturated zone, as a fraction of total

volume;
dm is the depth below land surface in the unsaturated-zone interval, land surface

(z D 0) to the water table (z D zwt); and
ds is the depth of interest in the saturated zone.

4.3.2.1 The Relationship Between the Variation of Effective Stresses
and the Change in the Water Table

Given the geostatic and hydrostatic stresses, the effective stress can be calculated
by using the Terzaghi equation. A change in effective stress resulting from a given
head change generally differs in unconfined and confined aquifers. In an unconfined
aquifer, a change in head corresponds to a change in the position of the water table.
The draining or re-wetting of pore space in the zone of water table fluctuation results
in a change in the geostatic stress on the underlying sediments in the unconfined
and confined aquifers. A change in effective stress caused by a head change in an
unconfined aquifer can be described as (Poland and Davis 1969):

	¢ 0 D �”w .1 � n C nw/	hwt (4.23)

where	hwt D 	u=”w is the change in head of the water table in a confined aquifer,
the geostatic stress changes negligibly with changes in head in the confined aquifer
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Fig. 4.14 Stress diagrams for water-table decline with a stable underlying confined aquifer,and
for stable water-table with head decline in an underlying confined aquifer

owing to the small changes in the unit weight of water associated with the expansion
or compression of water. A change in effective stress caused by a head change in a
confined aquifer can be described as (Poland and Davis 1969):

	¢ 0 D �”w	hc

Where 	hc D 	u=”w is the change in head of the confined aquifer. It is important
to note that the change in effective stress caused by a head change in an unconfined
aquifer is reduced by a factor of .1 � n C nw/ to that caused by an equivalent head
change in a confined aquifer.

Figure 4.14 illustrates the relationships between geostatic, hydrostatic and
effective stresses and the changes in these stresses caused by the lowering of
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Fig. 4.14 (continued)

hydraulic heads in an idealized unconfined aquifer. The displayed stresses ignore
delayed fluid-pressure equilibration in the confined unit. The effective stresses are
shown (Fig. 4.14) for two horizons (a and b) in the aquifer system, one each in the
unconfined and confined aquifers. The left-most stress diagram in Fig. 4.14 shows
the original state of stresses with the equal head in the confined and unconfined
aquifers Table 4.1.

The middle diagram in Fig. 4.14 shows the stresses after a 30-m lowering of
the water table. Table 4.2 shows the computed stresses using equations (4.21c–e) at
depth a and b in Fig. 4.15. The geostatic stress decreases slightly below the depth
of the original water table. The unconfined aquifer below the depth of the active
water table, the confining unit, and the confined aquifer are affected equally by a
9-m decrease in geostatic stress.
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Fig. 4.14 (continued)

Table 4.1 Specified
properties of soils used to
compute stresses shown in
Fig. 4.13

”g 2.62�104

”w 9.81�103

n 0.40
nw 0.10

Units for � terms are newtons
per cubic meter; units for n
terms are dimensionless

Table 4.2 Computed
properties

”m 1.67�104

”s 1.96�104

(1�nCnw) 0.70

Units for � terms are newtons per
cubic meter; units for n terms are
dimensionless
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Notation
ei = voids ratio at the centre of layer i
Δei = increase in voids ratio at the centre of layer i
Hi = thickness of layer i

Sub-layer 2

Sub-layer n

Sub-layer 1

Fig. 4.15 A simplified soil profile

The hydrostatic stress decreases in the unconfined aquifer by 30 m and is
unchanged in the confined aquifer.

4.3.2.2 A One-Dimensional Theory

For many types of sediment, the voids ratio, e, decreases linearly with an increase
in the logarithm of effective stress.

	e D � Cc	log10¢
0 D �Cclog10.¢

0 C	¢ 0/� log10.¢
0/

	e D � Cclog10

�
¢ 0 C	¢ 0

¢ 0

�
D �Cclog10

�
1C 	¢ 0

¢ 0

�
¢ 0 > ¢ 0

c

	e � � Cc
	¢ 0

¢ 0 for

ˇ̌
ˇ̌	¢ 0

¢ 0

ˇ̌
ˇ̌ 	 1 (4.22a)

Similarly

	e D �Cr	log10¢
0 � �Cr

	¢ 0

¢ 0 ¢ 0 � ¢ 0
c (4.22b)

Where Cc and Cr are the dimensionless compression and recompression indices and
¢ 0

c is the pre-consolidation stress. These relations are valid for both preconsolidated
soil and also overconsolidated soil.

It is important to notice that the change in the voids ratio in Eq. (4.22a) is
permanent and does not include the instantaneous elastic compaction.

Also the compaction of the layer is related to the changes in the voids ratio by
the expression:
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	b D � b0
1C e0

	e

b0: is the initial thickness and e0 the initial voids ratio. The sign convention for 	b
is positive for compaction and negative for expansion.

Elastic compaction	be may be computed by the expression:

	be D 0:434b0Cc	¢
0

.1C e0/ ¢ 0 (4.23a)

Inelastic compaction	bi may be computed by the expression:

	bi D 0:434b0Cc	¢
0

.1C e0/ ¢ 0 (4.23b)

These last relationships permit the introduction of the inelastic (or virgin) Sskv

and the elastic skeletal specific storage Sske values:

Sskv D 0:434Cc”w

.1C e0/ ¢ 0 (4.24a)

Sske D 0:434Cr”w

.1C e0/ ¢ 0 (4.24b)

Generally these parameters are considered constant.
Equations (4.23a) and (4.23b) may be combined in the following expression:

	bn,n�1 D 0:434b0
.1C e0/ ¢ 0

�
Cn


¢ 0

n � ¢ 0
c,n�1

�C Cr


¢ 0

c,n�1 � ¢ 0
n�1
�	

(4.25)

Cc; ¢
0
n > ¢

0
c,n�1 (4.26a)

Cn D Cr; ¢
0
n � ¢ 0

c,n�1 (4.26b)

4.3.2.3 A Validation of the Assumptions Used

Please notice that we used the assumption that the ratio between 	� 0 and � 0, for

example,
ˇ̌
ˇ	� 0

� 0

ˇ̌
ˇ 	 1. This ratio between two consequent years has an order of

magnitude of 0.05–0.1.
In order to analyze the validity of this assumption, let us use a mathematical

expansion of the exact integrated formula:
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de D �Cc 1
� 0 d�

	e D
e2Z

e1

�Cc 1
� 0 d� D �Cc log10

�
� 0 C	� 0

� 0

�

	e D �Cclog10

�
¢ 0 C	¢ 0

¢ 0

�
D �Cclog10

�
1C 	¢ 0

¢ 0

�

for j	¢
0

¢ 0 j < 1; 	e D � Cc

ln.10/
ln

�
1C 	¢ 0

¢ 0

�
D

	e D � Cc

ln.10/

"
	¢ 0

¢ 0 � 1

2

�
	¢ 0

¢ 0

�2
C 1

3

�
	¢ 0

¢ 0

�3
C :::::: C .�1/n�1

�
	¢ 0

¢ 0

�n

=n

#

(4.27)

Thus, when we are using in the theory the following approximation:

	e D �Cc	log10¢
0 � �Cc

	¢ 0

¢ 0 (4.28)

We are neglecting a term with an order of magnitude of

app D Cc

ln.10/

"
1

2

�
	¢ 0

¢ 0

�2#

This value is very small compared with the main term 	e � �Cc
	¢ 0

¢ 0
; the ratio

of j app
	e j D j	¢ 0

¢ 0
j=4:6 � 0:02 corresponds to an error of 2% of the estimation.

4.3.2.4 Computation of the Total Vertical Displacement

To simulate the compaction of a layer in a groundwater flow model, at each time
step we must add the computation of the following components:

The compaction for each layer
The total Z displacement
The effective stress field.

Because most of the groundwater-flow models use a hydraulic head hn as a
dependent variable, the pore pressure un may be expressed as:

un D ”w.hn � zn/
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At a time tn, the vertical displacement	bn is given by

	bn D 0:434b0
.1C e0/ ¢ 0

n�1
�
Cn


�n C ”w.zn � hn/� ¢ 0

c,n�1
�C Cr



¢ 0

c,n�1 � ¢ 0
n�1
�	

(4.29)

We may express the vertical displacement in terms of the variation of the loading
pressure from the surface	¢n D ¢n � ¢n�1 and the variation of the water level head
	hn D hn � hn�1.

This last formula may be expressed as:

4.3.2.5 Normally Consolidated Soils

If ¢ 0
n > ¢

0
c,n�1 then

	bn D 0:434b0
.1C e0/

�
Cc

�
¢ 0

n

¢ 0
n�1

� ¢ 0
c,n�1
¢ 0

n�1

�
C Cr

�
¢ 0

c,n�1
¢ 0

n�1
� 1

��
(4.30a)

However ¢ 0
n D ¢ 0

n�1 C	¢ 0
n and ¢ 0

n D ¢n C ”w.zn � hn/.
So at the same depth z at different times n and n � 1 (zn D zn�1), one can easily

find that:

	¢ 0
n D 	¢n � ”w	hn

Thus, the vertical displacement for an inter-bed system may be written as:

	bn D 0:434b0
.1C e0/

�
Cc

�
	¢n � ”w	hn

¢ 0
n�1

�
C .Cr � Cc/

�
¢ 0

c,n�1
¢ 0

n�1
� 1

��
(4.30b)

The settlement of the soil layer is calculated by calculating the settlement of the
individual sub-layers and adding them; in doing this, it is assumed that the voids
ratio and the effective stress are constant throughout the sub-layer and equal to their
values at the center of the sub-layer.

thus

For sub � layer i 	Si D �	eiHi

1C ei

so that

Total Settlement S D
Xn

1
	SiD

Xn

1

�
�	eiHi

1C ei

�
(4.31)
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The vertical displacement for a multi-layer system of nb may be written as:

	bn D
kDnbX
kD1

	bk
n D

kDnbX
kD1

0:434b.k/0

1C e.k/0

�
2
64

C.k/c
�
	¢.k/n�”w	h.k/n

¢ 0
.k/

n�1

�
C

.C.k/r � C.k/c/

�
¢ 0
.k/

c,n�1

¢ 0
.k/

n�1
� 1

�
3
75 (4.32a)

4.3.2.6 Preconsolidated Soils

If ¢ 0
n � ¢ 0

c,n�1 then

	bn D 0:434b0
.1C e0/

�
Cr

�
¢ 0

n

¢ 0
n�1

� 1
��

Using ¢ 0
n D ¢ 0

n�1 C	¢ 0
n, 	¢ 0

n D 	¢n � ”w	hn

One can obtain a direct formula for the vertical displacement of a one inter-bed
system:

	bn D 0:434b0Cr

.1C e0/

�
	¢n

¢ 0
n�1

� ”w	hn

¢ 0
n�1

�

The vertical displacement for a multi-layer system of nb may be written as:

	bn D
kDnbX
kD1

	bk
n D

kDnbX
kD1

0:434b.k/0

1C e.k/0

�
�

C.k/r

�
	¢.k/n � ”w	h.k/n

¢ 0.k/
n�1

��
(4.32b)

Similar approaches were proposed in the literature, and today, a compaction
package SUB-T exists for the MODFLOW software (Hoffmann et al. 2003).

4.4 Limitation of the Theory of Consolidation

4.4.1 Mechanical Behavior of the Soil Matrix

The relationship between the stress applied on a clayey soil and the resulting
deformation has been studied for more than three decades.

Most of the researchers have proposed classical compartmental models such as
elastic behavior taken from solid mechanics.

In the 1970s, elastic models and elasto-plastic models were commonly used in
soil mechanics (see Cours de mecanique des sols 1980; Hill 1998). In the1980s,
researchers tried to derive the mechanical behavior of the clay from the microscopic
plates existing in the structure of the clay matrix (see Hueckel 1992 for a review).
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σ
a b

σ

ε ε

Fig. 4.16 A comparison
between elastic and
visco-elastic behavior

Today, we may summarize the various rheological behaviors used in the model-
ing of subsidence as follows:

(a) the elastic model in compression and extension;
(b) the visco-elastic model;
(c) the elasto-plastic model of rupture;
(d) the random elastic model; and
(e) The non-linear large deformation incremental model.

4.4.1.1 Plastic and Visco-Elastic Behavior of the Soil Matrix

Visco-Elastic Material

Some examples of visco-elastic materials include amorphous polymers, semi-
crystalline polymers, and biopolymers. Cracking occurs when the strain is applied
quickly and outside of the elastic limit.

A visco-elastic material has the following properties:

• Hysteresis is seen in the stress–strain curve;
• Stress relaxation occurs: step constant strain causes decreasing stress; and
• Creep occurs: step constant stress causes increasing strain.

Hysteresis is a property of systems (usually physical systems) that do not
instantly follow the forces applied to them but react slowly, or do not return
completely to their original state.

4.4.1.2 Elastic Behavior versus Visco-Elastic Behavior

Stress-strain curves for a purely elastic material (a) and a visco-elastic material (b)
(see Fig. 4.16). The black area is a hysteresis loop and shows the amount of energy
lost (as heat) in a loading and unloading cycle. It is equal to

H
¢ d©, where ¢ is stress

and © is strain.
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Unlike purely elastic substances, a visco-elastic substance has an elastic compo-
nent and a viscous component. The viscosity of a visco-elastic substance gives the
substance a strain rate dependent on time. Purely elastic materials do not dissipate
energy (heat) when a load is applied and then removed. However, a visco-elastic
substance loses energy when a load is applied and then removed. This can be
observed in the stress-strain curve, with the area of the loop being equal to the
energy lost during the loading cycle. Since viscosity is the resistance to thermally-
activated plastic deformation, a viscous material will lose energy through a loading
cycle.

Different types of linear visco-elasticity models are frequently used:
The linear visco-elasticity is when the function is separable in both the creep

response and load. All linear visco-elastic models can be represented by a Volterra
equation connecting stress and strain:

©.t/ D �.t/=Einst,creep C
tZ

0

K.t � t0/¢.t0/dt0 (4.33a)

or

¢.t/ D Einst,relax ©.t/C
tZ

0

F.t � t0/©.t0/dt0 (4.33b)

where

• t is time;
• �(t) is stress;
• ©(t) is strain;
• Einst,creep and Einst,relax are instantaneous elastic moduli for creep and relaxation;
• K(t) is the creep function; and
• F(t) is the relaxation function.

Linear visco-elasticity is usually applicable only for small deformations (see Van
Vliet 2006).

4.4.1.3 The Maxwell Model

The Maxwell model can be represented by a purely viscous damper and a purely
elastic spring connected in a series, as shown in the diagram. The model can be
represented by the following equation:

d©Total

dt
D d©Damper

dt
C d©Spring

dt
D ¢

˜
C 1

E

d¢

dt
(4.34)
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A Maxwell material is a visco-elastic material having the properties both of
elasticity and viscosity.

The model represents a liquid (ability to have irreversible deformations) with
some additional reversible (elastic) deformations.

4.4.1.4 The Kelvin-Voigt Model

The Kelvin-Voigt model, also known as the Voigt model, consists of a Newtonian
damper and Hookean elastic spring connected in parallel, as shown in the picture. It
is used to explain the stress relaxation behaviors of polymers.

The constitutive relation is expressed as a linear first-order differential equation:

¢.t/ D E ©.t/C ˜
d©.t/

dt
(4.35)

This model represents a solid undergoing reversible, visco-elastic strain. Upon
application of a constant stress, the material deforms at a decreasing rate, asymptot-
ically approaching the steady-state strain. When the stress is released, the material
gradually relaxes to its undeformed state. At constant stress (creep), the model is
quite realistic as it predicts strain to tend to ¢ /E as time continues to infinity. Similar
to the Maxwell model, the Kelvin-Voigt model also has limitations. The model is
extremely good with modelling creep in materials, but with regards to relaxation,
the model is much less accurate.

Visco-Elastic Creep

Applied stress (a) and induced strain (b) as functions of time for a visco-elastic
material.

At a time t0, a visco-elastic material is loaded with a constant stress that is
maintained for a sufficiently long time period. The material responds to the stress
with a strain that increases until the material ultimately fails. When the stress is
maintained for a shorter time period, the material undergoes an initial strain until a
time t1, after which the strain immediately decreases (discontinuity), then gradually
decreasing at time t> t1 to a residual strain (see Fig. 4.17).

Visco-elastic creep data can be presented by plotting the creep modulus (constant
applied stress divided by total strain at a particular time) as a function of time. Below
its critical stress, the visco-elastic creep modulus is independent of stress applied.
A family of curves describing strain versus time response to various applied stress
may be represented by a single visco-elastic creep modulus vs a time curve if the
applied stresses are below the material’s critical stress value.

Visco-elastic creep is important when considering long-term structural design.
Given loading and temperature conditions, designers can choose materials that best
suit component lifetimes.
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Fig. 4.17 Creep behavior of a visco-elastic model

Incremental Non-linear Visco-Elastic Material

Nonlinear viscoelasticity occurs when the function is not separable. It usually
happens when the deformations are large or if the material changes its properties
under deformations. In engineering mechanics, deformation is a change in shape due
to an applied force. An incremental visco-elastic model for soil has been discussed
(see Durban et al. 1990). Large deformation theory has been used in the analysis of
mining subsidence by Manchao and Zhida (1991).

Elasto-Plastic Models

If the stress exceeds a critical value, as was mentioned above, the material will
undergo plastic, or irreversible, deformation. This critical stress can be tensile or
compressive. Such models have been used by Wheeler and Sivakumar (1995, 2000)
for the modeling of compaction in non-saturated soils.

1. Tresca criterion
This criterion is based on the notion that when a material fails, it does so in

shear, which is a relatively good assumption when considering metals. Given the
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principal stress state, we can use Mohr’s Circle to solve for the maximum shear
stresses our material will experience and conclude that the material will fail if:

¢1 � ¢3 
 ¢0

Where ¢1 is the maximum normal stress, ¢3 is the minimum normal stress, and
¢0 is the stress under which the material fails in uniaxial loading. A yield surface
may be constructed, which provides a visual representation of this concept. Inside
of the yield surface, the deformation is elastic.

2. The Von Mises criterion
This criterion is based on the Tresca criterion but takes into account the

assumption that hydrostatic stresses do not contribute to material failure. Von
Mises solves for an effective stress under uniaxial loading, subtracting the
hydrostatic stresses, and claims that all effective stresses greater than that which
causes material failure in uniaxial loading will result in plastic deformation.

¢effective
2 D 1=2

�
.¢11 � ¢22/

2 C .¢22 � ¢33/2 C .¢11 � ¢33/
2
�

C 3


¢12

2 C ¢13
2 � ¢23

�2
(4.36)

Again, a visual representation of the yield surface may be constructed using
the above equation, which takes the shape of an ellipse. Inside the surface,
materials undergo elastic deformation. Outside of the surface they undergo plastic
deformation (see Hill 1998).

4.4.1.5 The Random Elastic Model

Models where the modulus of elasticity is a random function of the space have been
used for modeling the irregularity of the data measurements. Zhang and Guo (2006)
presented a subsidence model using a probabilistic approach. Dagan and Zeitoun
(1998), and Zeitoun and Braester (1991), Zeitoun and Baker 1992) have presented
an extensively used type of these models for soil mechanics computations. Also,
computation of the displacement fields and its variability has been presented by
Zeitoun and Uzan (1993).

In most of the studies done in the Bangkok region, the one-dimensional theory
of Terzaghi has been chosen, mainly because of the simplicity of the computation.
In this section, we will analyze the validity of the assumptions of the consolidation
theory of Terzaghi.

As discussed above, we may summarize the Terzaghi assumptions as:

The soil displacement is vertical only, and it depends only on the depth and time.
The initial stress distribution in the soil is hydrostatic.
The effective stress acting on the soil matrix in a saturated soil is the difference

between the total stress and the water pressure.
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Fig. 4.18 Internal forces in the soil matrix

The water pressure is a function of the depth only.
The soil is loaded from above and not in depth.

Below, we will discuss these assumptions for the Bangkok area:

4.4.2 The Assumption of Vertical Displacement and Constant
Total Stress

In most of the analysis performed for the analysis of the subsidence in the Bangkok
region, only the effect of water pressure has been considered on a regional scale. The
analysis has been performed separately for each subsidence station (see Buapeng
2008). In such an analysis, it is common to assume one-dimensional behavior of
the vertical displacement. The soil displacement is assumed to be a function of the
vertical component z and the time.

This result with an effective stress tensor with a unique component:

¢ 0
xx D ¢ 0

yy D ¢ 0
xy D ¢ 0

yx D 0I
¢ 0

zx D ¢ 0
zy D ¢ 0

xz D ¢ 0
yz D 0I

¢ 0
zz.z/ ¤ 0I (4.37)

These different components of the effective stress enable the computation of the
internal force acting on an element of the soil matrix. Figure 4.18 illustrates this
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point. Each solid element has an area 	A and an internal force	F inducing a state
of stresses.

This assumption is correct at a local scale, for the analysis of a single station
analysis.

However, regional modeling of the groundwater flow in the Bangkok vicinity has
been performed by several institutions. These models work on a regional scale with
a resolution of the numerical grid until 2 � 2 km2.

The development of a numerical model, that involves both groundwater modeling
and the mechanical behavior of the strata, needs to address the scale problem.

The correct assumptions on the constitutive equations are fundamental in order
to understand the subsidence problem in Bangkok.

In Fig. 4.19, a contour map of the cumulative subsidence in the Bangkok region is
presented (see Teparaksa W. Effect of groundwater exploitation on land subsidence
in Bangkok City, Personal communication, 2009). The vertical displacement of the
soil is not constant over the whole region. In view of the subsidence data in Bangkok,
a realistic assumption on the displacement components of the soil should be that the
vertical displacement is a function of all the spatial components w(x,y,z) ¤ 0. We
also may assume that the other components are zero.

In such a case, when we assume an elastic behavior of the soil skeleton, the
assumption on the behavior results in a shear strain and stress (see Figs. 4.19 and
4.20).

The initial stress distribution in the soil is hydrostatic.
The hydrostatic pressure assumption is generally applied to unconfined forma-

tions where the water table is a point of atmospheric pressure. In a confined aquifer;
the reference water pressure is not necessarily the atmospheric pressure. Therefore,
the assumption of initial hydrostatic pressure may be questionable.

In the Bangkok basin, the different clayey aquifers are confined in such a way
that the initial effective pressure is not necessarily hydrostatic.

The effective stress acting on the soil matrix in a saturated soil is the difference
between the total stress and the water pressure.

This principle, called the stress principle of Terzaghi, has been used also by Biot
and is accepted for saturated soil. For unsaturated soil, a more sophisticated formula
has been used.

The water pressure is a function of the depth only.
This is quite difficult to accept from a hydrological point of view. Contour maps

of the DGR show clearly that the water pressure is a function of all the dimensions
(x,y,z) and the time.

Thus, using the assumption that the water pressure depends only on the depth is
problematic.

The soil is loaded from above and not in depth.
This assumption is also very restrictive for our study when we wanted to estimate

the effect of loading due to buildings. These buildings were built on piles that are
acting in depth on the soil.
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Fig. 4.19 Cumulative subsidence from 1992 to 2003

Following the discussion in the last sections, we adopted the following modeling
approach:

1. The use of the Biot’s three-dimension consolidation theory.
2. The elastic compressibility model as the rheological model of the soil matrix.

Biot’s three-dimension consolidation theory may be seen as a generalization
of the Terzaghi consolidation theory. It is the main calculation method of land
subsidence caused by groundwater exploitation at the present (see Zhang and Guo
2006).

However, there are some difficulties in calculating the land subsidence through
the theory. On the one hand, it is too complicated to obtain the analytical solution.
On the other hand, there are some difficulties in obtaining the numerical solutions,
too.



116 4 Fundamentals of the Consolidation Theory for Soils

Fig. 4.20 The state of effective stress resulting from a spatial vertical displacement.

First, it is difficult to set up or choose the constitutive model of the soil which
can accurately reflect the elasticity, plasticity, and viscidity of the soil.

Second, accurately measuring the parameters of the soil is difficult. In this work,
adopting the method of mechanics reasoning, we developed a Biot theory that uses
the constitutive parameters of the consolidation theory.
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Chapter 5
Biot’s Theory of Consolidation

Abstract In this chapter, we present the constitutive equations of the Biot model.
The main difficulties of this model are the coupling of the equations and the
application of the superposition principle. We present the general solution of
the coupled problem resulting from the Biot model. This solution is based on a
new method for decoupling the equations. This decoupling approach permits to
derive a superposition principle of the loadings. Several types of loadings and
boundary conditions for the water pressure and the displacement field are discussed.
Analytical solutions are also derived and discussed.

Also, the problem of the computation of the different causes and their relative
contribution to the total subsidence and/or settlement is analyzed in terms of two
main principles of the partial differential equations, as follows:

• the coupling/decoupling of the system of equations; and
• the principle of superposition of loadings.

For soft clays and/or loose sand, the ratio between the maximum vertical
displacements using the coupled model may be 170 times larger than the maximum
vertical displacement computed with the decoupled model.

Also, for large values of the shear modulus and a standard value of the Young
modulus (gravel sand), the consolidation ratio of the coupled solution and the
decoupled solution are similar. This ratio deceases rapidly with the radial distance to
the pumping well. However, for small values of the shear modulus, the consolidation
ratio is decreasing slowly with the radial distance to the pumping well.

5.1 The Coupling of the Biot Model

A major debate involving the scientific community in the last decades concerns
whether to treat the prediction of land subsidence induced by reservoir exploitation
with coupled (Hsieh 1996) or decoupled (Geertsma 1973) models. The former ap-
proach supplies the time evolution of both fluid pressures and the soil displacements

D.G. Zeitoun and E. Wakshal, Land Subsidence Analysis in Urban Areas,
Springer Environmental Science and Engineering, DOI 10.1007/978-94-007-5506-2 5,
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by solving simultaneously the equations governing the mechanical equilibrium
and the groundwater flow. The decoupled approach, instead, first calculates the
time evolution of the pressure field using the groundwater flow equation and
then solves separately the equilibrium equation for the soil displacements at the
times of interest. From a physical and mathematical point of view the coupled
model represents the more rigorous approach to land subsidence prediction, but
it is very computationally expensive, and, in addition, its numerical solutions are
often affected by numerical instability and convergence problems (Hsieh 1996;
Ferronato et al. 2009). On the other hand, the approximate decoupled model,
although theoretically less accurate, requires less computational resources allowing
a finer description of the medium properties.

In this chapter we derive a general method of decoupling the three dimensional
time dependent Biot equations. The method uses the Helmholtz theorem for a
mathematical representation of the displacement vector field of the soil. Thus lead
to a series of three non coupled time dependent, parabolic and elliptic partial
differential equations.

The method is general and may be used for numerical solution of the Biot
equations.

In the present work we derive a closed form solution of the effect of pumping in
a deformable porous media. We also compared, the solution with previous solution
derived under the decoupled assumption.

The axial symmetric closed-form solutions of horizontal and vertical displace-
ments of the ground surface are obtained by using the image method and the use of
the Green theorem. Also the decoupling assumption used by most of the researcher
is discussed. It is shown that the ratio between the maximum vertical displacement
computed with full coupled solution and the maximum vertical displacement
computed with the classical non-coupled solution may be more than 50%. The
elastic deformations of the stratum caused by groundwater extraction will fully
recover after the excess pore water pressure disappears. The study concludes that
horizontal displacement is significant and should be considered in prediction of the
transient deformation induced by impulsive groundwater withdrawal.

5.1.1 The Biot Model

The general settlement uTotal of the soil will be considered as a sum of three different
settlements:

uTotal D uBuilding C uPumping C uNatural

Where the settlement due to the load of the building is uBuilding.
The settlement due to the pumping is denoted by uPumping, and the settlement due

to the natural consolidation is denoted by uNatural.
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The natural subsidence is the displacement due to geologic sedimentation of the
clay. The weights of the soil particles are causing a displacement of the soil matrix
independently of any actions such as loading and/or pumping.

The model of these phenomena is a difficult task and involves large time-scale
considerations.

In most of the common theories of consolidation, the soil matrix has no volume
change so this phenomenon is not taken into account. It is also considered that on
a scale of tens of years, this phenomenon has no influence on the stress field inside
the soil matrix.

In the development of the groundwater flow equations used in most of
the groundwater code such as MODFLOW (Harbaugh et al. 2000; Harbaugh
2005), the soil matrix is considered as a rigid body. In such model, no deformation
exists in the soil matrix. The water pressure is causing the water movement but also
it is changing the specific stress acting on the soil matrix. In granular soils, this
stress does not induce an important deformation of the soil, and therefore the only
movement that is modeled is the groundwater flow movement.

In non consolidated or slightly over consolidated clayey soils, the displacement
and the deformation of the soil is not negligible. Moreover, it is the main causes of
subsidence.

So all the models of subsidence are coupled models of fluid flow with deforma-
tion of the soil matrix (See Bear 1972).

In such a physical model, we have to specify basically two different assump-
tions:

(a) The mechanical behavior of the soil matrix. This, also called the rheological
behavior of the porous media, corresponds to a relationship between the stresses
applied to the resulting strain behavior.

(b) The coupling between the water pressure and the stress applied to the soil
matrix. Such a model permits to understand the stress transfer that occurs
between the water and the soil matrix.

In the literature, two methods of the computation of the consolidation have been
proposed:

1. The one dimensional Terzaghi approach.
2. The full three dimensional approach based on the Biot theory.

In most of the studies done on the Bangkok region, the one dimensional theory
of Terzaghi has been chosen. This is mainly because of the simplicity of the
computation. In this section, we analyze the validity of the assumptions of the
consolidation theory of Terzaghi.

As discussed above we may summarize the Terzaghi assumptions as:

1. The soil displacement is vertical only and it depends only on the depth and time.
2. The initial stress distribution in the soil is hydrostatic.
3. The effective stress acting on the soil matrix in a saturated soil is the difference

between the total stress and the water pressure.
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4. The water pressure is a function of the depth only.
5. The soil is loaded from above and not in depth.

1. The initial stress distribution in the soil is hydrostatic.
The hydrostatic pressure assumption is generally applied to unconfined forma-
tions where the water table is a point of atmospheric pressure. In a confined
aquifer, the reference water pressure is not necessarily the atmospheric pressure
therefore the assumption of initial hydrostatic pressure may be questionable.

In the Bangkok basin the different clayey aquifers are confined in such a way
that the initial effective pressure is not necessarily hydrostatic.

2. The effective stress acting on the soil matrix in a saturated soil is the difference
between the total stress and the water pressure.
This principle called the stress principle of Terzaghi has been used also by Biot
and is accepted for saturated soil. For unsaturated soil more sophisticated formula
has been used.

3. The water pressure is a function of the depth only.
This is quite difficult to accept on an hydrological point of view. Contour maps of
the DGR shows clearly that the water pressure is a function of all the dimensions
(x,y,z) and the time.

So using the assumption that the water pressure depends only on the depth is
problematic.

4. The soil is loaded from above and not in depth.
This assumption is also very restrictive for our study when we want to estimate
the effect of loading due to buildings. These buildings were built on piles that are
acting in depth on the soil.

5. Assumptions of the present model.
In large metropolitan area built on flood plain, such as Bangkok in Thailand, the
main causes of the land subsidence phenomenon are:

(a) The natural compaction and young sediments of the soil.
(b) The effects of overpumping from the groundwater aquifers.
(c) The load of building and infrastructure on the ground surface and the

pressure of deep foundations.

Following the discussion in the last chapters, we adopt the following modeling
approach:

1. The use of the Biot’s three-dimension consolidation theory.
2. The elastic compressibility model as the rheological model of the soil matrix.

Biot’s three-dimension consolidation theory may be seen as a generalization
of the Terzaghi consolidation theory. It is the main calculation method of land
subsidence caused by groundwater exploitation at present (see Zhang and Guo
2006).

However there are some difficulties in calculating the land subsidence through
the theory. On one hand, it is too complicated to obtain the analytical solution. On
the other hand, there are some difficulties in obtaining the numerical solutions, too.
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First, it is difficult to set up or choose the constitutive model of the soil which
can accurately reflect the elasticity, plasticity and viscidity of the soil.

Second, accurately measuring the parameters of the soil is difficult. In this work,
adopting the method of mechanics reasoning, we develop a Biot theory that uses the
constitutive parameters of the consolidation theory.

The new model has many advantages than Biot’s method such as simplicity, less
calculation parameters and accurate results.

Today, there is not a software on the market that solve the combined equations
of groundwater flow and soil (and loose deposits) matrix deformation. Also, there
are many models developed combining the flow model with consolidation (or
deformation using the Biot theory) model and applied in practice in different
geologic environments in different countries. These models are not available in the
public domain.

Therefore, we develop software based on the Biot theory of consolidation for the
present project. The executable files and the data files will be implemented at the
DGR office. Also, in the future the software will be maintained and developed by
our team.

In our approach, the coupled system of equations is approximated using a volume
cell approach and then solved iteratively. In this advanced cell model (ACM), the
cells are built close to the hydrogeology of the aquifer and the stated variables are
both the water level, the pumping rate in the cells and the vertical displacement in
the cell. A Cells model is simple, easy to use, and allows easy checking of different
management paradigms.

Land subsidence due to groundwater withdrawal is a well-known phenomenon
(Poland, 1969, 1976). As water pumps from an aquifer, the pore water pressure is
reduced in the withdrawal region. It leads to increase in the effective stress between
the soil particles and subsidence of ground surface.

The three-dimensional consolidation theory presented by Biot (1941, 1955) is
generally regarded as the fundamental theory for modeling land subsidence.

Methods of solutions for the Biot’s equation were presented by Detournay and
Cheng (1993). Methods of potentials such as Biot’s decomposition (similar to the
Helmholtz decomposition) and Biot functions permit to solve the Biot’ equations
in infinite and/or semi-infinite domains. Based on Biot’s theory, Booker and Carter
(1986a, 1986b, 1987a, 1987b), and Chen (2002, 2005) presented analytical solutions
for the steady-state responses of displacements and stresses in a half space subjected
to a point sink of constant pumping rate. Wang (2000) presented closed form
solution for classical geotechnical problems. Tarn and Lu (1991) presented solutions
of subsidence by a point sink embedded in saturated elastic half space at a constant
rate. In the studies of Booker and Carter (1986a, 1986b, 1987a, 1987b), the flow
properties are considered as isotropic or cross-anisotropic whereas the elastic
properties of the soil are treated as isotropic with pervious half space boundary.
Tarn and Lu (1991) found that groundwater withdrawal from an impervious half
space induces a larger amount of consolidation settlement than a pervious one.
The anisotropic permeability was proved to have significant effects on the land
subsidence due to fluid extraction.
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The effects of impulse pumping on land subsidence are very important. Wilson
and Gorelick (1996) found that pulsed pumping may cause a greater amount of
subsidence as compared with constant pumping rate. In the studies of Zhang, Baray
and Hocking (1999), the steady withdrawal and pulsed pumping of a phreatic aquifer
were examined. Lu and Lin (2005, 2006, 2007) displayed transient displacements of
the pervious half space due to steady pumping rate. Nevertheless, transient closed-
form solutions of the ground surface displacements due to impulsive pumping were
not obtained in the above studies.

Closed form solutions of the Biot system of equations for specific domains and
boundary conditions may be found in Belotserkovets and Prevost (2011); Kaynia
and Banerjee (2003); Jian-Fei Lu and Sheng-Leng (2006); Castelletto et al. (2010),
Lu and Lin, (2007).

In the following section, we present the mathematical foundation of the Biot
model used.

The general settlement uTotal of the soil will be considered as a sum of three
different settlements:

uTotal D uBuilding C uPumping C uNatural (5.1)

Where the settlement due to the load of the building is uBuilding

The settlement due the pumping is denoted by uPumping and the settlement due
to the natural consolidation is denoted by uNatural

The natural subsidence is the displacement due to geologic sedimentation of the
clay. The weights of the soil particles are causing a displacement of the soil matrix
independently any actions such as loading and/or pumping.

The model of these phenomena is a difficult task and involves large time scale
considerations.

In most of the common theory of consolidation the soil matrix has no volume
change so this phenomenon is not taking into account. It is also consider that at a
scale of tens of years this phenomenon has no influence on the stress field inside the
soil matrix.

The Biot model has been presented in Chap. 3 and may be summarized as:
8̂
ˆ̂̂̂
ˆ̂̂<
ˆ̂̂̂
ˆ̂̂̂
:

.�CG/
@"

@x
CGr2u D �

@p

@x
C gx.x; y; z; t/

.�CG/
@"

@y
CGr2v D �

@p

@y
C gy.x; y; z; t/

.�CG/
@"

@z
CGr2w D �

@p

@z
C gz.x; y; z; t/

.x; y; z/ 2 � I t > 0

(5.2)

Where the components of the displacement vector Ed are u, v, w and the pore
pressure is p,Eg D .gx; gy; gz/ is the loading vector.

http://dx.doi.org/10.1007/978-94-007-5506-2_3
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� is the aquifer domain. The solution Ed belongs to the Sobolev space:

Ed 2 f Ev 2 H1.�/ �H1.�/ �H1.�/I EvDEu on @�g � Œ0:T 
 D ŒH1
0 .�; T /


3

A more convenient form of the flow equation is:

Er:
�

K Erp
�

D 1

S

@p

@t
C @©

@t
C Q W I .x,y,z/ 2 �I t > 0

K D k

�
I 1

S
D �

n“C cgr .1 � n/
	

(5.3a)

Boundary conditions:
For the water pressure p:

p.x; t/ D g1.x; t/ .x 2 @�1; t > 0/I

�Kr p :En@� D g2.x; t/ .x 2 @�2; t > 0/I (5.3b)

where� is a bounded, polygonal open set of R2, @�1 and @�2 are partitions of the
boundary @� of � corresponding to Dirichlet and Neumann boundary conditions
and En@� the unit outward normal to the boundary @�.

The solution p belongs to the Sobolev space:

p 2 f f 2 H1.�/I f .x; t/ D g1.x; t/

.x 2 @�1; t > 0/I �Kr f :En@� D g2.x; t/

.x 2 @�2; t > 0/I g � Œ0; T 
 D H.div; �/ � Œ0; T 
 (5.4)

For the displacement field:

u.x; t/ D u1.x; t/ .x 2 @�; t > 0/I
v.x; t/ D v1.x; t/ .x 2 @�; t > 0/I

w.x; t/ D w1.x; t/ .x 2 @�; t > 0/I (5.5)

The solution of the Biot system of Eqs. (5.2) and (5.3a, 5.3b) and the associated
boundary conditions (5.4) and (5.5) is the couple of displacement field and pressure
. Ed; p/ that belongs to ŒH1

0 .�; T /

3 �H.div; �/� Œ0; T 
. . Ed; p/ is associated to the

loading vector Eg and the pumping rate function Q.



126 5 Biot’s Theory of Consolidation

5.2 General Properties of the Biot Equations

5.2.1 The Principle of Superposition of Loadings and Pumping

In this section, we analyze the principle of superposition of loading and pumping.
This principle permits to analyze separately the different causes of subsidence. For
the Biot system of equations, three different principles of superposition are derived
in the following theorems:

The superposition theorem 1 (SP1) Consider now two different solutions of the
Biot equations . Ed1; p1/ associated with a loading vector Eg1 ¤ E0 and a pumping term
Q1 D 0 and a second solution . Ed2; p2/ associated with a loading vector Eg2 D E0 and
Q2 ¤ 0, then the solution . Ed; p/ is associated with the loading vector Eg1 and the

pumping rate functionQ2 ¤ 0 is given by
Ed D Ed1 C Ed2
p D p1 C p2

.

Proof. . Ed1; p1/ is the solution of the Biot Eqs. (5.1), (5.3a, b), (5.4), and (5.5)
with Eg1 ¤ E0 and a pumping term Q1 D 0. Also the boundary conditions are
prescribed. . Ed2; p2/ is the solution of the Biot Eqs. (5.1), (5.3a, b), (5.4), and (5.5)
with Eg2 D E0 and Q2 ¤ 0 with prescribed boundary conditions. Using the linearity

property of differential operators, it is clear that
Ed D Ed1 C Ed2
p D p1 C p2

is the solution of the

Biot equations associated with the loading vector Eg1 and the pumping rate function
Q2 ¤ 0. The boundary conditions correspond to the sum of the boundary condition
associated with each separated solution. Involving the uniqueness of the solution of
the Biot equations, the theorem is proved.

The superposition theorem 2 (SP2) Consider now two different solutions of the
Biot equations . Ed1; p1/ associated with a loading vector Eg1 ¤ E0 and a pumping term
Q1 D 0 and a second solution . Ed2; p2/ associated with a loading vector Eg2 ¤ E0 and a
pumping termQ2 D 0, then the solution . Ed; p/ is associated with the loading vector

˛1 Eg1 C ˛2 Eg2 and the pumping rate functionQ D 0 is given by
Ed D ˛1 Ed1 C ˛2 Ed2
p D ˛1p1 C ˛2p2

,

where ˛1 and ˛2 are constant.

Proof. . Ed1; p1/ is the solution of the Biot Eqs. (5.1), (5.3a, b), (5.4), and (5.5) with
Eg1 ¤ E0 and a pumping termQ1 D 0. Also the boundary conditions are prescribed.
. Ed2; p2/ is the solution of the Biot Eqs. (5.1), (5.3a, b), (5.4), and (5.5) with Eg2 ¤

E0 and Q2 D 0 with prescribed boundary conditions. Using the linearity property of
differential operators, it is clear that Ed D ˛1 Ed1 C ˛2 Ed2 is the system of solutions
(5.1) associated with the loading vector ˛1 Eg1 C ˛2 Eg2. In this case the deformation
".x; y; z; t/ is equals to ".x; y; z; t/ D ˛1 "1 C ˛2 "2I "1 D Er: Ed1I "2 D Er: Ed2. The
boundary conditions correspond to the pondered sum of the boundary condition
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associated with each separated solution. Because Q D ˛1Q1 C ˛2Q2 D 0, it is

clear that
Ed D ˛1 Ed1 C ˛2 Ed2
p D ˛1p1 C ˛2p2

is the solution of the Biot equations associated with

the loading vector ˛1 Eg1 C ˛2 Eg2 and the pumping rate functionQ D 0.
Involving the uniqueness of the solution of the Biot equations, the theorem is

proved.

The superposition theorem 3 (SP3) Consider now two different solutions of the
Biot equations . Ed1; p1/ associated with a loading vector Eg1 D E0 and a pumping
term Q1 ¤ 0 and a second solution . Ed2; p2/ associated with a loading vector Eg2 D
E0 and a pumping term Q2 ¤ 0, then the solution . Ed; p/ is associated with the
loading vector Eg D E0 and the pumping rate function Q D ˛1Q1 C ˛2Q2 is given

by
Ed D ˛1 Ed1 C ˛2 Ed2
p D ˛1p1 C ˛2p2

, where ˛1 and ˛2 are constant.

Proof. . Ed1; p1/ is the solution of the Biot Eqs. (5.1), (5.3a, b), (5.4), and (5.5) with
Eg1 D E0 and a pumping termQ1 ¤ 0. Also the boundary conditions are prescribed.
. Ed2; p2/ is the solution of the Biot Eqs. (5.1), (5.3a, b), (5.4), and (5.5) with Eg2 D

E0 and Q2 ¤ 0 with prescribed boundary conditions. Using the linearity property of
differential operators, it is clear that Ed D ˛1 Ed1 C ˛2 Ed2 is the system of solutions
(5.1) associated with the loading vector ˛1 Eg1 C˛2 Eg2 D E0. The boundary conditions
correspond to the pondered sum of the boundary condition associated with each

separated solution. Because Q D ˛1Q1 C ˛2Q2, it is clear that
Ed D ˛1 Ed1 C ˛2 Ed2
p D ˛1p1 C ˛2p2

is the solution of the Biot equations associated with the loading vector Eg D E0 and
the pumping rate functionQ D ˛1Q1 C ˛2Q2.

Involving the uniqueness of the solution of the Biot equations, the theorem is
proved.

The three superposition theorem will be used to derive the closed form solutions
of the Biot system of equations. Also, we will use them for the computation of the
contribution of each effect on the total displacement.

5.2.2 The Decoupling of the Biot System of Equations

The system of Eqs. (5.1), (5.3a, b), (5.4), and (5.5) is a couple system of equations
because we cannot solve separately Eqs. (5.1) and (5.3a, b) for the water pressure p
and Eqs. (5.3a, b) and (5.5) for the displacement field Ed .

In the previous chapter, we have seen that under the assumption of constant total
stress used in the theory of consolidation, the system of Biot equations may be
decoupled.
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In this section, we present another way of decoupling the Biot system of
equations. The basic idea of this new approach is to notice that the term @©

@t
appearing in the flow equation is the only term dependent on the displacement field
" D Er � Ed D @u

@x
C @v

@y
C @w

@z . This term corresponds to the volume extension of the
soil’s matrix. Then a decomposition of the displacement field into a rotational part
and a non rotational part permit to separate the dilatation of the solid matrix and the
rotation of the solid matrix.

Theorem 1. Consider the displacement vector Edof components (u, v, w); let us
assume that
gz.x; y; z; t/ D gz.z; t/I gx.x; y; z; t/ D gy.x; y; z; t/ D 0 and Er � Ed D E0; then

".x; y; z; t/ D �

�C2G p.x; y; z; t/C
zR
0

gz.l; t/ d l C r.t/

Proof. Using the theory of potential function (See Appendix A at the end of this
chapter), when Er � Ed D E0; then there exist a potential function �.x; y; z; t/ such
that

Ed D .u; v;w/ D Er.�.x; y; z; t// D
�
@�

@x
I @�
@y

I @�
@z

�
I

Therefore

" D Er � Ed D @u

@x
C @v

@y
C @w

@z
D r2�

Consider the system (1):

8̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂:

.�CG/
@"

@x
CGr2u D �

@p

@x

.�CG/
@"

@y
CGr2v D �

@p

@y

.�CG/
@"

@z
CGr2w D �

@p

@z
C gz.x; y; z; t/

(5.6)

Let us rewrite (1) in terms of �.x; y; z; t/Ip.x; y; z; t/ then

8̂
ˆ̂̂̂
<
ˆ̂̂̂
:̂

@

@x
Œ.�C 2G/r2�
 D �

@p

@x
@

@y
Œ.�C 2G/r2�
 D �

@p

@y
@

@z
Œ.�C 2G/r2�
 D �

@p

@z
C gz.z; t/

(5.7)

This last system may be simplified as:
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8̂
ˆ̂̂̂
<̂
ˆ̂̂̂
ˆ̂:

@

@x
Œ.�C 2G/r2� � �p
 D 0

@

@y
Œ.�C 2G/r2� � �p
 D 0

@

@z
Œ.�C 2G/r2� � �p
 D gz.z; t/

(5.8)

The system (5.8) has a unique solution given by:

r2� D ".x; y; z; t/ D �

�C 2G
p.x; y; z; t/C

zZ

0

gz.l; t/ d l C r.t/

CQFD.
A consequence of theorem 1 is a characterization of the elastic displacement

field Ed .
When Ed is a non-rotational field, the displacement Ed is given by the formula:
Ed D Er: � where � is the solution of the partial differential equation:

r2� D ".x; y; z; t/ D �

�C 2G
p.x; y; z; t/ C

zZ

0

gz.l; t/ d l C r.t/

.x; y; z/ 2 �I t > 0 (5.9a)

u.x; t/ D @�

@x
.x 2 @�; t > 0/I

v.x; t/ D @�

@y
.x 2 @�; t > 0/I

w.x; t/ D @�

@z
.x 2 @�; t > 0/I

From equation (5.9a), it is clear that if both the volume strain and the water pressure
vanishes on a part of the boundary and the there is no body forces applied on this
boundary, r.t/ D 0. When gz.l; t/ and also r.t/ are zero, then

".x; y; z; t/ D �

�C 2G
p.x; y; z; t/ (5.9b)

and Eq. (5.6) reduce to:
8̂
ˆ̂̂̂
ˆ̂̂<
ˆ̂̂̂
ˆ̂̂̂
:

Gr2u D �G

�C 2G

@p

@x

Gr2v D �G

�C 2G

@p

@y

Gr2w D �G

�C 2G

@p

@z

(5.9c)
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These last expressions are similar to the Terzaghi model. Theorem 1.0 gener-
alizes the Terzaghi model and permits a decoupling of the flow and displacement
equations.

It is important to notice that other important and practical cases respect the
rotational condition (See Appendix A (Sect. 5.9) at the end of this chapter).

5.2.3 Non-rotational Elastic Displacement

Using the generalized Helmholtz theorem (see Sect. 5.9), any displacement field Ed
may be written as the sum of two displacements; defined on the domain � (Zhou,
2006)

Ed D Ed1 C Ed2

Where Ed1 is a non- rotational field and Ed2 a rotational field. Ed1 D Er 'I Ed2 D
Er � EAI

Notice that " D Er: Ed D Er: Ed1 D 	2 'I Er: Ed2 D 0:

The equations incorporating a three-dimensional strain mechanical equilibrium
in Cartesian co-ordinates for a homogenous, linearly elastic continuum as described
by Biot are:

G r2 u C G

1 � 2�
@"

@x
D �

@p

@x
C gx I

G r2 v C G

1 � 2�

@"

@y
D �

@p

@y
C gy I

G r2 w C G

1 � 2�
@"

@z
D �

@p

@z
C �zI

r:.kr p/� ˛
@ "

@t
� 1

S

@p

@ t
D QI

p 2 f f 2 H1.�/I f .x; t/ D g1.x; t/

.x 2 @�1; t > 0/I �Kr f :En@� D g2.x; t/

.x 2 @�2; t > 0/I g � Œ0; T 
 D H.div; �/ � Œ0; T 


(5.10)

where G is shear modulus, � is Poisson’s ratio, ˛ is the ratio of water volume
extracted to the volume change of the soil, assuming the soil is being compressed
and independent variables, u; v; w are the x; y and z displacements in the Cartesian
plane, p is the pore fluid pressure and " is the volumetric strain:

" D Er: Eu D @u

@x
C @v

@y
C @w

@z

Er is the Nabla operator and Eu D .u; v;w/ is the displacement vector.
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k is the coefficient of hydraulic conductivity and 1/S as the amount of water
which can be forced into the soil under pressure while the volume of soil is kept
constant.

Equation (5.10) can be written more compactly in terms of the unknown vector
displacement Ed D .u; v;w/, the pressure p and the known vector Eg D .gx; gy; �z/.

G Er: Er Ed C G

1 � 2�
Er. Er: Ed/ D � Er p C Eg (5.11)

@

@t
. Er: Ed/C 1

S

@p

@t
CQ � Er: .K Er p/ D 0 (5.12)

p 2 ff 2 H1.�/If .x; t/ D g1.x; t/ .x 2 @�1; t > 0/I �Krf:En@� D g2.x; t/

.x 2 @�2; t > 0/I g � Œ0; T 
 D H.div; �/ � Œ0; T 


Theorem 2. Consider the solution Ed D Ed1 C Ed2 where Ed1 is the solution of

Ed1 D Er�I

r2� D �.1 � 2�/
2G.1 � �/p.x; y; z; t/ C "0.t/ .x; y; z/ 2 �I t > 0

d1x.x; t/ D @ �

@ x
D 0 .x 2 @�; t > 0/I

d1y D .x; t/ D @ �

@ y
D 0 .x 2 @�; t > 0/I

d1z D .x; t/ D @ �

@ z
D 0 .x 2 @�; t > 0/I (5.13)

And Ed2 is the solution of:

G Er: Er Ed2 D Eg
d2x.x; t/ D u1.x; t/ .x 2 @�; t > 0/I

d2y D v1.x; t/ .x 2 @�; t > 0/I
d2z D w1.x; t/ .x 2 @�; t > 0/I (5.14)

And
Then Ed D Ed1 C Ed2 is the unique solution of Eq. (5.10).

Proof. From Eq. (5.11), one can easily see that:

r2� D Er : Ed1 D �.1 � 2�/

2G.1� �/
p.x; y; z; t/ C "0.t/ (5.15)
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From equation (5.15), it is clear that if both the volume strain and the water pressure
vanishes on a part of the boundary and the there is no body forces applied on this
boundary, "0.t/ D 0. This assumption will be used in the following.

Inserting Eq. (5.13) in the left side of Eq. (5.10) leads to

G Er: Er Ed1 C G

1 � 2�
Er. Er: Ed1/

D G Er
�
�.1 � 2�/

2G.1� �/
p

�
C G

1 � 2�
Er
�
�.1 � 2�/

2G.1� �/
p

�
D � Er p (5.16)

Subtracting Eq. (5.10) from Eq. (5.15) and using Ed2 D Ed � Ed1, one can get:

G Er: Er Ed C G

1 � 2�
Er. Er: Ed/�

�
G Er: Er Ed1 C G

1 � 2�
Er. Er: Ed1/

�
D � Erp C Eg � � Er p

G

1 � 2�
Er. Er: Ed2 /CG Er: Er Ed2 D Eg

d2x.x; t/ D u1.x; t/ .x 2 @�; t > 0/I
d2y D v1.x; t/ .x 2 @�; t > 0/I
d2z D w1.x; t/ .x 2 @�; t > 0/I

(5.17)

Now, the vector Ed2 is rotational then:

Er : Ed2 D 0; (5.18)

therefore Eq. (5.12) leads to:

G Er: Er Ed2 D Eg
d2x.x; t/ D u1.x; t/ .x 2 @�; t > 0/I
d2y D v1.x; t/ .x 2 @�; t > 0/I
d2z D w1.x; t/ .x 2 @�; t > 0/I (5.19)

The sum of Eqs. (5.17) and (5.19) leads to the identity:

Ed D Ed1 C Ed2I

G Er: Er Ed C G

1 � 2�
Er. Er: Ed/ D � Er p (5.20)

Also the boundary conditions of Ed D Ed1 C Ed2 respects:
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u.x; t/ D u1.x; t/ .x 2 @�; t > 0/I
v.x; t/ D v1.x; t/ .x 2 @�; t > 0/I
w.x; t/ D w1.x; t/ .x 2 @�; t > 0/I

Invoking the uniqueness theorem of the solution . Ed; p/ in the Sobolev
spaces ŒH1

0 .�; T /

3 �H.div; �/� Œ0; T 
 of Eq. (5.10) for a given initial condition

and boundary conditions, there exists a unique couple of solutions . Ed; p/ of Eq.
(5.10). Then Ed D Ed1 C Ed2 is a solution of (5.10).

Notice, that the decoupling of the Biot equations has been proved only for the
Dirichlet conditions (Eqs. 5.5). For Neumann boundary conditions and/or mixed
boundary conditions, the boundary conditions are coupled.

5.3 Boundary Conditions and Initial Stress Distribution

In this section, we present classical initial and boundary conditions used in most of
the hydro-geological modeling. A typical set of geological layers may be viewed in
the following cross-section of the Bangkok area (see Phienwej et al. 2006) (Fig. 5.1).

Fig. 5.1 A geological cross-section in the Bangkok basin
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In the various modeling that we propose, the system of aquifers is modeled as a
series of geological layers where z D 0 corresponds to the ground level.

At the initial time t0, we assume an initial distribution of the vertical displacement
w.x; y; z; t0/ D w0.x; y; z/I u.x; y; z; t0/ D v.x; y; z; t0/ D 0:

A continuous condition is imposed between the different geological layers.
At z D 0, we assume a distribution of the vertical displacement. w.x; y; 0; t/

D w1.x; y; t/
At the bottom, we assume w.x; y; L; t/ D 0, (L is the depth of the whole layers).
Also, we assume that at the boundary w.x; y; z; t/Boundary D 0.
The initial stress distribution is considered as the hydrostatic pressure acting in

the Bangkok aquifers.
An additional condition is provided by considering the half space as pervious.

The mathematical statement of the pervious half space of flow condition at the
boundary z D 0 is given as below:

p .r; 0; t / D 0: (5.21a)

The boundary conditions at the far boundary z ! 1 due to the effect of an
impulsive point sink must vanish at any time. Thus,

lim
z!1 ur .r; z; t / D 0; (5.21b)

lim
z!1 uz .r; z; t / D 0; (5.21c)

lim
z!1p .r; z; t / D 0: (5.21d)

5.3.1 Initial Conditions

Assuming no initial changes in displacements and seepage of the aquifer, then the
initial conditions at time t D 0 of the mathematical model is:

ur .r; z; 0/ D 0; uz .r; z; 0/ D 0; p .r; z; 0/ D 0: (5.22)

However, when initial stress due to loading is present, the initial condition is
generally given by:

�ij .x; y; z; 0/ D �0ij .x; y; z; 0/I i D 1; 2; 3 j D 1; 2; 3
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5.4 A New System of Equations for Solving
the Biot Equations

In summary, one can say that the general solution of the Biot equations may be
computed by solving three partial differential systems:

(a) The solution for the water pressure p:

�
�.1 � 2�/
2G.1� �/

C 1

S

�
@p

@t
CQ � Er: .K Er p/ D 0 (5.22a)

(b) The solution of Ed1 via Eq. (5.10)

Ed1 D Er�I

r2� D �.1 � 2�/
2G.1� �/

p.x; y; z; t/ C "0 .x; y; z/ 2 �I t > 0 (5.22b)

dx1.x; t/ D @ �

@ x
D 0 .x 2 @�; t > 0/I (5.22c)

dy1.x; t/ D @ �

@ y
D 0 .x 2 @�; t > 0/I (5.22d)

dz1.x; t/ D @ �

@ z
D 0 .x 2 @�; t > 0/I (5.22e)

Notice that one can solve these last Eq. (5.10) directly in terms of Ed1 without
introducing the potential function �. In this case, Ed1 is obtained by solving:

G Er: Er Ed1 D �.1 � 2�/

2.1� �/
Erp (5.23a)

G r2u1 D �.1 � 2�/

2.1� �/

@p

@x
I (5.23b)

G r2v1 D �.1 � 2�/

2.1 � �/
@p

@y
(5.23c)

G r2w1 D �.1 � 2�/
2.1� �/

@p

@z
(5.23d)

u1.x; t/ D 0 .x 2 @�; t > 0/I (5.23e)

v1.x; t/ D 0 .x 2 @�; t > 0/I (5.23f)
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w1.x; t/ D 0 .x 2 @�; t > 0/I (5.23g)

(c) The solution of Ed2 via Eq. (5.11)

G Er: Er Ed2 D Eg (5.24a)

G r2d2x D g1I (5.24b)

G r2d2y D g2 (5.24c)

G r2d2z D g3 (5.24d)

d2x.x; t/ D u1.x; t/ .x 2 @�; t > 0/I (5.24e)

d2y D v1.x; t/ .x 2 @�; t > 0/I (5.24f)

d2z D w1.x; t/ .x 2 @�; t > 0/I (5.24g)

The solution Ed D Ed1 C Ed2 is the solution of (5.10).
The system of Eqs. (5.22), (5.23a), and (5.24a) is decoupled.
This system of equations allows the separate treatment of the different loading

cases.
In the next Sect. (5.4) the computation of the initial stress �0.x; y; z/ and its

corresponding strain "0.x; y; z/ is discussed.
Also the practical computation of the loading vector Eg D .g1; g2; g3/ for different

types of foundations is discussed in Sect. (5.5).
Finally in Sect. (5.6), a closed-form solution of the coupled Biot system of

equations is derived.
The present method permits to derive closed-form solutions of the Biot system

of equations. Also, it will be used to derive a numerical scheme for the numerical
solution of the Biot equations.

5.5 Computation of the Initial Load Using Static Elasticity

There are classic static elasticity problem frequently used in soil and rock mechanics

that generates a static deformation. Then, for these problems
ˇ̌
ˇ @"2@t

ˇ̌
ˇ D 0 and the Biot

system of equations is decoupled. In the following, we present several examples
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r

z

P

R

Fig. 5.2 A point load acting
on a half space

for the case of a semi-infinite medium with pumping wells and point forces inside
and/or at the boundary of the solid. Closed-form solutions for these problems have
been presented by Poulos and Davis (1974).

5.5.1 The Boussinesq Problem

A fundamental solution of the equations of elasticity is Boussinesq’s solution, which
relates to a point load applied to the surface of a half-space (very deep layer) and is
shown schematically in Fig. 5.2.

Boussinesq found that:

	�zz D 3P z3

2�R5

	�xx C	�yy C	�zz D .1C �/P z

�R3

	uz D .1C �/P

2�ER

�
2.1� �/C z2

R2

�

	ur D .1C �/P

2�ER

�
rz

R2
� .1� 2�/r

RC z

�

where

R D
p
x2 C y2 C z2

and

E D Young’s modulus

� D Poisson’s ratio (5.25)

	uz D vertical displacement due to the load:
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R2= r2+(z+c)2)½

R1= (r2-(z-c)2)½

r = (x2+y2)½

(in x direction)
Z

C

C

P
Q

Surface

Fig. 5.3 Point loads acting
inside a semi-infinite mass

The symbol 	 is used to indicate that each of the quantities in Eq. (5.22)
represents the increase in the particular quantity, due to the applied load. uz is the
vertical displacement and ur the radial displacement (u� D 0).

The solution for a point load is important because it can be used to develop
solutions for distributed loads by integration.

5.5.2 The Mindlin’s Problem

Two others classical problems are the Miindlin’s problem:

1. A vertical point load P acting beneath the surface of a semi-infinite elastic soil at
a depth c (see Fig. 5.3).

2. A horizontal point load Q acting beneath the surface of a semi-infinite elastic soil
at a depth c (see Fig. 5.3).

The displacement fields for the Mindlin’s problem are given in terms of the
vertical displacement uz and the radial displacement ur only:

1. A vertical load

	uz D Pr

16�G.1 � �/

"
3 � 4�

R1
C .z � c/2

R1
3

C 8.1� �/2 � .3 � 4�/
R2

C .3 � 4�/.z C c/2 � 2cz

R2
3

C 6cz.z C c/2

R2
5

�
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	ur D Pr

16�G.1� �/
�

z � c
R1

3
C .3 � 4�/.z � c/

R2
3

�4.1� �/.1 � 2�/
R2.R2 C z C c/

C 6cz.z C c/

R2
5

�

R1 D
p
x2 C y2 C .z � c/2

R2 D
p
x2 C y2 C .z C c/2

G D Shear modulus

� D Poisson’s ratio
(5.23)

2. A horizontal load

	uz D Qx

16�G.1� �/

�
.3 � 4�/.z � c/

R2
3

C .z � c/2
R1

3
C 4.1� �/.1� 2�/

R2.R2 C z C c/

�6cz.z C c/

R2
5

�

	uy D Qxy

16�G.1� �/

�
.3 � 4�/

R2
3

C 1

R1
3

� 4.1 � �/.1� 2�/

R2.R2 C z C c/2
� 6cz

R2
5

�

	ux D Qxy

16�G.1 � �/
�
.3� 4�/

R1
C 1

R2
C x2

R1
3

C .3 � 4�/x2

R2
3

C 4.1� �/.1� 2�/

.R2 C z C c/

�
1 � x2

R2.R2 C z C c/

�
C 2cz

R2
3

�
1 � 3x2

R2
2

�

R1 D
p
x2 C y2 C .z � c/2

R2 D
p
x2 C y2 C .z C c/2

G D Shear modulus

� D Poisson’s ratio (5.24)

These solutions may be used for computing analytically the solution of the
Biot problem with a pumping well and an external loading. Using the principle
of superposition, the solution of the problem is simply the sum of the displacements
for each problem.
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5.6 The Model for Loads Due to Building

5.6.1 Methods of Computation

According to the previous development, two loading parameters must be computed,
as follows:

1. The initial loading ¢load appearing in the loading equation must be evaluated in
order to estimate for each layer the total stress ¢ D ¢load C �mdm C �sds and

2. The variation in the total stress 	¢n for each year must be evaluated.

In order to estimate both loading for various time steps and for each region of the
studied area, we are working in collaboration with the Department of Urbanization
of the University of Chulalongkorn.

• The initial loading:
The estimation of the initial loading for each region was based on an assumption
of uniformity. The initial year was taken as 1975.

The computation of the spatial loading for a given region was based on two
separate methods:

(a) A method for computing the density of different types of building. The GIS
team provides maps of building types, and we select four types of building,
as follows:

• embankments (F1);
• residential buildings (5 floors);
• small towers (less than 15 floors); and
• large towers (more than 30 floors).

(b) For each type of building, we developed a method of computation of the
initial load.

The initial loading pressure was assumed to be a function of several parame-
ters, as follows:

1.1 the type of foundations;
1.2 the type of buildings; and
1.3 the point load application.

5.6.2 Classification of Loadings

The various types of buildings were associated with a type of foundations, according
to the geological data and the type of pile foundations existing in the Bangkok area.

In Figs. 5.4 and 5.5, the different sub-layers of stiff sand appearing in the top
layer of the study are described. In Fig. 5.6, a typical pile foundation in Bangkok
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Fig. 5.4 Geological data of the Bangkok clay

is described. Basically, the embankments such as bridges and surface loading are
applied on the surface of the ground. However, residential buildings and large
towers have pile foundations with different depths. In Fig. 5.7, the type and depth
of different piles are described.

The loading effects of the buildings to the soil depend on the type of foundations.
The method of computation differs between shallow foundations and deep ones.
In Figs. 5.6 and 5.7, the different types of foundations are described. Also, the

loading effect on the soil is different. The calculation is done using the Boussinesq
solution.

In Fig. 5.8, the types of loading due to the weight of a building are described.
There are several technical difficulties in the computation of the stress acting on

a soil resulting from the loading of a building:

• Depending on the type of soil, the maximum stress will be at the center of the
applied load (sand, sandy clay). However, for soft soils, the stress at the center
will be the minimum stress.

• Also, when pile foundations are built close one to the other, the stress acting on
the soil is much larger than the sum of the three loadings taken separately.

• Also, the bulb effect shown in Figs. 5.9 and 5.10 may be much larger than the
pressure due to a shallow foundation.

In the compartmental model, the point of application of the vertical loads was
considered, as follows:
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Fig. 5.5 A typical pile perforation in the Bangkok region

1. For embankments buildings, the load effect is applied on top of the Bangkok clay
layer.

2. For residential buildings, the pile foundations are acting along the piles at a depth
of 13 m; therefore, the integrated load is applied at two-thirds (8 m) in the first
layer (see Magnan 2001).

3. For small tower buildings, the pile foundations are acting along the piles at a
depth of 24 m; therefore, the integrated load is applied at two-thirds in the first
layer.

4. For large tower buildings, the pile foundations are acting along the piles at a
depth of 60 m and more; therefore, the integrated load is applied at the middle of
the first layer and also at the top of layer 2.
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Type 1 Type 2 Type 3 Type 4

Sand  1   γ =2 t/m3

Medium Stiff Clay                         =1.7 t/m3    Su=3t/m2

Sand  2

Bkk Clay

Stiff to vary stiff silty clay

Hard Clay Layer

Hard  Clay

PD

γ = 2 t/m3

γ = 1.9 t/m3

Su = 12 t/m2

γ = 1.6 t/m3

Su = 1.5 t/m2 12.5 m

-15 m

-24 m

-60 m

-100 m

Fig. 5.6 Different types of foundations

Examples of a Shallow Foundation

Wall or column

More
than 3m

Level with a
firmer stratum

Shallow foundation Deep foundation

Fig. 5.7 Examples of a shallow foundation
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Pad foundation Pile foundation

Shallow and Pile Foundations

Column

Pile cap

Any form or piles

Bed Rock

Fig. 5.8 Shallow and pile foundations

Loading condition of foundations
(the pressure distribution in different soils)

Uniformly
loaded pad

Uniformly
loaded pad

Fig. 5.9 Pressure distribution under a foundation

Also, the value of the above pressure was estimated according to the two
following criteria:

(a) an average pressure per floor of building of 0.8 T/m2; and
(b) the repartition of loads among a group of piles (according to the specification –

Magnan 2001).

The method of calculation of the stress is explained in the following sections.

• Calculation of stress changes acting on the soil
The calculation of settlement depends upon knowing the initial and final effective
stress within each sub-layer of the deposit. The initial effective stress state can
be determined from knowing the bulk unit and the position of the water table.
The increase in total stress can be estimated using the theory of elasticity. The
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Loading condition of foundations
(a pressure bulb)

Uniformly
loaded pad

Resultant pressure
bulb of piles in a cluster

Pressure bulb pad
foundation under
non-cohesive soil

Pressure bulb of
single pile

Fig. 5.10 Stress repartition along the pile

5m

P=100 kPa

BA

z

r

5m

2m

Fig. 5.11 A circular-loaded
area on a deep elastic layer

soil is in general not really elastic. However, in the working-stress range, this
assumption provides reasonably accurate estimates of the stress increases due to
the applied loads.

• Calculation of stress changes for different types of shallow foundations

• Stresses due to circular foundation loads applied at the ground surface
A circular foundation of a diameter of 5 m, subjected to an average applied

stress of 100 kPa, is shown in Fig. 5.11.

(a) Calculate the increase in vertical stress at point A
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Fig. 5.12 Influence factors for a uniformly-loaded circular area of radius a

There is a simple analytic expression for points on the center line under a
circular load:

	¢zz D p

 
1 �

�
1C a2

z2

��3=2!
(7a)

where

p D the surface stress D 100 kPa
a D the radius of the loaded area D 2.5 m
z D the depth of interest D 2 m

	¢zz D 100 �
�
1 � Œ1C .1:25/2


�3=2� D 75:6 kPa (7b)

(b) Calculate the increase in vertical stress at point B.
In this case, there is no simple analytic expression, and the solution must
be found by using the influence charts given generally in data sheets and
reproduced in part in Fig. 5.12. Note that this chart can also be used for
points on the center line for which r D 0 (Fig. 5.13).

Now

z=a D 2=2:5 D 0:8

r=a D 5=2:5 D 2 (5.25)

using Fig. 5.12,	¢zz/p D 0.03 and so 	¢zz D 3.0 kPa
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Uniformly distributed
surface stress p 

Plan

L

B

Point immediately
beneath one of the 
rectangle's corners

Elevation

z

Fig. 5.13 Rectangular uniform loading on a deep elastic layer

• stresses due to rectangular foundation loads applied at the ground surface

Many loads which occur in practice are applied to foundations that may be
considered to consist of a number of rectangular regions. It is, thus, of interest to
be able to calculate the vertical stress increases due to a uniformly-distributed load
acting on a rectangular-loaded area. This is shown schematically in Fig. 5.14.

The vertical stress change at a distance z below one of the corners of the
rectangular load may be determined from a chart reproduced in Fig. 5.14.

This chart (Fig. 5.14) can be used to determine the value of a stress increase at
any point in an elastic layer; the method for doing this is illustrated below.

Calculation of stress below an interior point of the loaded area
This situation is shown schematically in Fig. 5.15a The stress change is required

at a depth z below point O.
The first step in using the influence charts is to break the rectangular loading up

into a number of components each having a corner at O; this is relatively simple as
can be seen in Fig. 5.15a.

It thus follows that at the point of interest, the stress increase 	¢zz(ABCD) is
given by:

	¢zz.ABCD/ D 	¢zz.OXAY/C	¢zz.OYBZ/C	¢zz.0ZCT/C	¢zz.OTDX/
(5.26)

An example of computation Suppose we wish to evaluate the increase in stress at
a depth of 2 m below the point O due to the rectangular loading shown in shown in
Fig. 5.15b, when the applied stress over ABCD is 100 kPa.

For rectangular loading OZCT

m D L=z D 1

n D B=z D 1
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Fig. 5.14 Influence factors for uniformly-loaded rectangular areas
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D C
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Y

Z

T

2m

3m

Fig. 5.15 (a) The stress increase at a point below a loaded rectangular region. (b) Dimensions
of a rectangular-loaded area. (c) A rectangular-loaded area ABCD and a point of interest O.
(d) Decomposition of loading over a rectangular area (for stress at an external point)
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Fig. 5.15 (continued)

thus

I¢ D 0:175

and so

	¢zz D p I¢ D 100 � 0:175 D 17:5 kPa (5.27a)

For rectangular loading OTDX

m D L=z D 1:5

n D B=z D 1
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thus

I¢ D 0:194

and so

	¢zz D p I¢ D 100 � 0:195 D 19:4 kPa (5.27b)

For rectangular loading OXAY

m D L=z D 1:5

n D B=z D 1:5

thus

I¢ D 0:216

and so

	¢zz D p I¢ D 100 � 0:216 D 21:6 kPa (5.27c)

For rectangular loading OYBZ

m D L=z D 1:5

n D B=z D 1

thus

I¢ D 0:194

and so

	¢zz D p I¢ D 100 � 0:194 D 19:4 kPa (5.27d)

Thus, the increase in stress

	¢zz D 17:5C 19:4C 21:6C 19:4 D 78:9 kPa (5.27e)

This must, of course, be added to the existing stress state prior to loading to
obtain the actual stress ¢zz.

Calculation of stress below a point outside the loaded area
The stress increase at a point vertically below a point O which is outside the loaded
area can also be found using the influence charts shown in Fig. 5.15c.
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Fig. 5.16 Dimensions of a
rectangular-loaded area

This is achieved by considering the stress q acting on ABCD to consist of the
following:

1. a stress C q acting over OXAY;
2. a stress C q acting over OZCT;
3. a stress -q acting over OZBY; and
4. a stress -q acting over OXDT

This is illustrated in Fig. 5.15d.
It thus follows that at the point O, the stress increase 	¢zz(ABCD) is given by:

	¢zz.ABCD/ D 	¢zz.OXAY/ �	¢zz.OYBZ/C	¢zz.OZCT/�	¢zz.OTDX/

and thus (10)

¢zz.ABCD/ D qŒI¢.OXAY/� I¢.OYBZ/C I¢ .OZCT/ � I¢ .OTDX/


Example. Suppose that the rectangular area ABCD shown in Fig. 5.16 is subjected
to a surface stress of 100 kPa AND it is required to calculate the vertical stress
increase at a point 1.5 m below the point O.

For rectangular loading OZCT

m D L=z D 0:67

n D B=z D 0:67

thus

I¢ D 0:121



152 5 Biot’s Theory of Consolidation

and so

	¢zz D p I¢ D C100 � 0:121 D C12:1 kPa (5.28a)

For rectangular-loading OTDX

m D L=z D 7:67

n D B=z D 0:67

thus

I¢ D 0:167

and so

	¢zz D p I¢ D �100 � 0:167 D �16:7 kPa (5.28b)

For rectangular-loading OXAY

m D L=z D 7:67

n D B=z D 2:00

thus

I¢ D 0:240

and so

	¢zz D p I¢ D C100 � 0:240 D C25:0 kPa (5.28c)

For rectangular-loading OYBZ

m D L=z D 2

n D B=z D 0:67

thus

I¢ D 0:164

and so

	¢zz D p I¢ D �100 � 0:164 D �16:4 kPa (5.28d)
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Fig. 5.17 Newmark’s chart

Thus, the increase in stress

	¢zz D 12:1 � 16:7C 25:0C �16:4 D 3:0 kPa (5.28e)

Stresses due to foundation loads of an arbitrary shape applied at the ground
surface.

Newmark’s chart provides a graphical method for calculating the stress increase
due to a uniformly-loaded region of an arbitrary shape resting on a deep homoge-
neous isotropic elastic region.

Newmark’s chart is generally given in Data sheets and is reproduced in part in
Fig. 5.17. The procedure for its use is outlined below

1. The scale for this procedure is determined by the depth z at which the stress is to
be evaluated; thus, z is equal to the distance OQ shown on the chart.

2. Draw the loaded area to scale so that the point of interest (more correctly, its
vertical projection on the surface) is at the origin of the chart; the orientation of
the drawing does not matter.
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3. Count the number of squares (N) within the loaded area; if more than half the
square is inside the area; then count the squares; otherwise neglect it.

4. The vertical stress increase 	¢zz D N � [scale factor(0.001)]� [surface
stress (p)]

The procedure is most easily illustrated by an example.

Example. Suppose that a uniformly-loaded circle of radius 2 m carries a uniform
stress of 100 kPa. It is required to calculate the vertical stress at a depth of 4 m below
the edge of the circle.

The loaded area is drawn on Newmark’s chart to the appropriate scale (i.e., the
length OQ is set to represent 4 m) as shown in Fig. 5.17.

It is found that the number of squares, N D 194, and thus, the stress increase is
found to be

	¢zz D 194 � 0:001 � 100 D 19:4 kPa (5.29)

This result can also be checked using the influence charts for circular loading,
and it is then found that:

z=a D 2; r=a D 1:	¢zz=p D 0:2 and so 	¢zz D 20 kPa (5.30)

5.7 Closed-Form Solutions for Special Loadings

5.7.1 A Finite Set of Wells Pumping in a Semi-Infinite Domain

Consider a semi-infinite aquifer, and consider a vertical well screened at a depth
interval of aŒL
 to bŒL
 .0 < b < a/; the screen length is simply equal to a � b.

For a given mass extraction (or injection) Qw ŒM=T 
, the goals are to derive an
analytical solution for transient pressure and soil subsidence induced by a single
well.

In this section, we present a closed-form solution of the Biot equations using
the Helmotz representation of the displacement field and the Green functions
techniques.

Lin and Lu derived a closed form solution of the point source problem for the
decoupled form of the Biot equations. They use the Hankel transform technique.

Figure 5.18 presents an impulsive point sink buried in a saturated porous stratum
at a depth h. The aquifer is considered as a homogeneous isotropic porous medium
with a vertical axis of symmetry.

The following assumptions are made for further simplifying the problem:

(a) The aquifer is isotropic at least in the horizontal plane;
(b) The extraction (or injection) rate is uniformly distributed over the screen

interval;
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Fig. 5.18 An impulsive point
sink-induced land
deformation problem

(c) During the water pumping, the water pressure and the soil movement are
assumed to be governed by the Biot model;

(d) The coordinate is chosen such that the origin is at the land surface and the
vertical (z) axis positive downwards (Fig. 5.18); and

(e) The water pressure p.r; z; t/ and the soil displacement Eu .r; z/ D .ux.r; z; t/;
uy.r; z; t/; uz.r; z; t// are functions of r, z, and t only.

This last assumption implies that the displacement field is rotational and there-
fore, following theorem 2, the Biot equations may be separated into two separated
equations. These equations use the potential function '.r; z; t/ and the pressure head
p.r; z; t/.

Kr
@2p

@x2
C Kr

@2p

@y2
C Kz

@2p

@z2
D 1

˛

@p

@t
I t 
 0 (5.31a)

@2'

@x2
C @2'

@y2
C @2'

@z2
D p.r,z,t/ (5.31b)

The boundary conditions and initial conditions may be summarized as:

p.r; z; 0/ D P0I '.r; z; 0/ D 0I (5.32a)

p.r; 0; t/ D P0I '.r; 0; t/ D 0I (5.32b)

The well is set at an arbitrary location, .xm; ym/, and the we consider an
infinitely small increment d zm at a point zm in the well screen b < zm < a.
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The point .xm; ym; zm/ may be treated as a point source (or sink) with strength of
Qw d zm =.b � a/ D Cd zm.

Following Carslaw and Jaeger (1959, p. 261), the solution of the water pressure
U.x; y; z; t/ D p.r; z; t/�P0 for the point source (or sink) with an initial condition
and boundary conditions presented above is:

d U.x,y,z,t/ D C
erfc

�q
r2 C .z � zw/

2 =
p
4 ˛ t

�
q

r2 C .z � zw/
2

dzw (5.33)

Here erfc(x) is the complementary error function.

erfc.x/ D 1 �
1Z

x

exp.�t2/dt

The normalized radial distance r is given by:

r D
s

Kz

Kr

q
.x � xw/

2 C .y � yw/
2 (5.34)

However, the semi-infinite medium is bounded above by a constant pressure.
The solution that satisfies the boundary conditions can be obtained by the method
of images (see Mandel et al. 2003).

d U.x,y,z,t/ D

C

2
664

erfc

�q
r2 C .z � zw/

2 =
p
4 ˛ t

�
q

r2 C .z � zw/
2

�
erfc

�q
r2 C .z C zw/

2 =
p
4 ˛ t

�
q

r2 C .z C zw/
2

3
775 dzw

(5.35a)

The solution for a continuous line source (or sink) is simply the integral of this
last expression when zw varies from b to a.

U.x; y; z; t/ D

C

2
664
Z a

b

erfc

�q
r2 C .z � zw/

2=
p
4 ˛ t

�
q

r2 C .z � zw/
2

�
erfc

�q
r2 C .z C zw/

2 =
p
4 ˛ t

�
q

r2 C .z C zw/
2

3
775 dzw

(5.35b)
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The solution of the displacement potential �.x; y; z; t/ may be formally
written as:

'.x,y,z,t/ D C

1Z

�1

1Z

�1

1Z

0

2
64 ŒP0 C U.�; �; �; t/
q

.x � �/2 C .y � �/2 C .z � �/2

� ŒP0 C U.�; �; �; t/
q
.x � �/2 C .y � �/2 C .z C �/2

3
75 d� d� d� (5.35c)

This last equation may be simplified using cylindrical coordinates.

'.x; y; z; t/ D C

1Z

0

2�Z

0

1Z

0

2
64 ŒP0 C U.r; �; �; t/
q

.x � r cos �/2 C .y � r sin �/2 C .z � �/2

� ŒP0 C U.r; �; �; t/
q
.x � r cos �/2 C .y � r sin �/2 C .z C �/2

3
75 rdr d� d�

(5.36)

5.7.2 A Finite Set of Wells Pumping in a Finite Strip
Layer Domain

Let us now extend the solution to multi-well cases by means of the principle of
superposition.

Consider an aquifer of depth H ŒL
 and consider a vertical well screened at a
depth interval of aŒL
 to bŒL
 .0 < b < a < H/, the screen length is simply equal
to a � b.

For a given mass extraction (or injection) Qw ŒM=T 
, the goals are to derive an
analytical solution for transient pressure and soil subsidence induced by a single
well.

Also later, we will extend the solution to multi-well cases by means of the
principle of superposition.

The following assumptions are made for further simplifying the problem:

(a) The aquifer is isotropic at least in the horizontal plane;
(b) The extraction (or injection) rate is uniformly distributed over the screen

interval;
(c) During the water pumping, the water pressure and the soil movement are

assumed to be governed by the Biot model;
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(d) The coordinate is chosen such that the origin is at the land surface and the
vertical (z) axis positive downwards (Fig. 5.18) and

(e) The water pressure p.r; z; t/ and the soil displacement Eu .r; z/ D .ux.r; z; t/;
uy.r; z; t/; uz.r; z; t// are functions of r, z, and t only.

This last assumption implies that the displacement field is rotational and
therefore, following Theorem 1 and Equations 5.3a and 5.9a, the Biot equations
may be separated into two separated equations. These equations use the potential
function �.r; z; t/ and the pressure head p.r; z; t/.

Kr
@2p

@x2
C Kr

@2p

@y2
C Kz

@2p

@z2
D 1

˛

@p

@t
I t 
 0

@2�

@x2
C @2�

@y2
C @2�

@z2
D p.r; z; t/

Boundary conditions and initial conditions may be summarized as:

p.r; z; 0/ D P0I '.r; z; 0/ D 0I
p.r; 0; t/ D P0I '.r; 0; t/ D 0I
@p

@z

ˇ̌
ˇ
zDH D @'

@z

ˇ̌
ˇ
zDH D 0

The well is set at an arbitrary location, .xm; ym/, and the we consider an
infinitely small increment d zm at a point zm in the well screen b < zm < a. The
point .xm; ym; zm/ may be treated as a point source (or sink) with a strength of
Qw d zm =.b � a/ D Cd zm.

Following Carslaw and Jaeger (1959, p. 261), the solution of the water pressure
U.x; y; z; t/ D p.r; z; t/�P0 for the point source (or sink) with an initial condition
and boundary conditions presented above is:

d U.x; y; z; t/ D C

erfc

�q
r2 C .z � zw/

2 =
p
4 ˛ t

�
q
r2 C .z � zw/

2

d zw

Here, erfc(x) is the complementary error function.

erfc.x/ D 1 �
1Z

x

exp.�t2/dt

The normalized radial distance r is given by:

r D
s
Kz

Kr

q
.x � xw/

2 C .y � yw/
2
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However, the semi-infinite medium is bounded above by a constant pressure.
The solution that satisfies the boundary conditions can be obtained by the method
of images (see Shan et al. 1992).

d U.x; y; z; t/ D Cd zw

1X
nD0

2
664

erfc

�q
r2 C .z � zC

n/
2
=
p
4 ˛ t

�
q
r2 C .z � zC

n/
2

3
775

�

2
664

erfc

�q
r2 C .z C z�

n/
2 =

p
4 ˛ t

�
q
r2 C .z C z�

n/
2

3
775 (5.37)

Where the locations of the images are calculated by a series of images points in
periodic strips of depthsH :

zC
n D .�1/n zw ˙ 2nH .n D 0; 1; 2; :::::/

z�
n D .�1/nC1 zw ˙ 2nH .n D 0; 1; 2; :::::/

The solution for a continuous line source (or sink) is simply the integral of this
last expression when zw varies from b to a.

U.x; y; z; t/ D C

2
664
Z a

b

1X
nD0

2
664

erfc

�q
r2 C .z � zC

n/
2
=
p
4 ˛ t

�
q
r2 C .z � zC

n/
2

3
775

�

2
664

erfc

�q
r2 C .z C z�

n/
2 =

p
4 ˛ t

�
q
r2 C .z C z�

n/
2

3
775

3
775 d zw (5.38)

The solution of the displacement potential '.x; y; z; t/ may be formally writ-
ten as:

®.x,y,z,t/ D C

1Z

�1

1Z

�1

1Z

0

2
64 ŒP0 C U.˜; �; Ÿ; t/
q

.x � ˜/2 C .y � �/2 C .z � Ÿ/2

� ŒP0 C U.˜; �; Ÿ; t/
q
.x � ˜/2 C .y � �/2 C .z C Ÿ/2

3
75 d˜ d� dŸ (5.39)

This last equation may be simplified using cylindrical coordinates.



160 5 Biot’s Theory of Consolidation

'.x; y; z; t/ D C

1Z

0

2�Z

0

1Z

0

2
64 ŒP0 C U.r; �; �; t/
q

.x � r cos �/2 C .y � r sin �/2 C .z � �/2

� ŒP0 C U.r; �; �; t/
q
.x � r cos �/2 C .y � r sin �/2 C .z C �/2

3
75 rdr d� d�

(5.40)

5.8 Comparison Between the Coupled and Decoupled
Solutions

Consider the Biot system of equation in cylindrical coordinates.

Gr2ur C G

1 � 2�
@"

@r
� G

ur

r2
D @p

@r
C br; (5.41a)

Gr2uz C G

1 � 2�
@"

@z
D @p

@z
C bz; (5.41b)

� k

�w
r2p D nˇ

@p

@t
C ˛

@"

@t
C Q0

2�r
ı.r/ı .z � h/ ı.t/; (5.41c)

Using the Helmholtz representation, that the system of Eqs. (5.41a) through and
(5.41c) may be solved using a decomposition of the displacement field.

ur D u.1/r C u.2/rI (5.42a)

uz D u.1/z C u.2/z (5.42b)

Where u.1/r and u.1/z are solutions of the equations:

Gr2u.1/r D 1 � 2�

2.1� �/

@p

@r
(5.43a)

Gr2u.1/z D 1 � 2�

2.1� �/
@p

@z
(5.43b)

And u.2/r and u.2/z are solutions of the equations:

Gr2u.2/r D br (5.43c)

Gr2u.2/z D bz (5.43d)
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Also the water pressure is the solution of the equations:

� k

�w
r2p D �

@p

@t
� Q0

2�r
ı.r/ı .z � h/ ı.t/

� D nˇ C ˛
1 � 2�

2G.1 � �/
I Q0 
 0 (5.43e)

Boundary Conditions:

Consider the half space surface, z D 0, as a traction-free boundary for all time t 
 0.
From Eqs. (1c) and (1d), the mechanical boundary conditions at z D 0 are expressed
in terms of u.1/rI u.2/r and u.1/zI u.2/z by

2G�

1 � 2�

�
@u.i/r .r; 0; t/

@r
C u.i/r .r; 0; t/

r

�
C 2G .1 � �/

1 � 2�
@u.i/z .r; 0; t/

@z
D 0;

(5.44a)

G

�
@u.i/r .r; 0; t/

@z
C @u.i/z .r; 0; t/

@r

�
D 0:

i D 1; 2

(5.44b)

The far boundary z ! 1 due to the effect of an impulsive point sink must vanish
at any time. Hence

lim
z!1 u.i/r .r; z; t/ D 0 (5.45a)

lim
z!1 u.i/z .r; z; t / D 0I i D 1; 2 (5.45b)

lim
z!1p .r; z; t / D 0 (5.45c)

Initial Conditions:
Assuming no initial changes in displacements and seepage of the aquifer, then the
initial conditions at time t D 0 of the mathematical model is:

u.i/r .r; z; 0/ D 0I i D 1; 2; 3 (5.46a)

u.i/z .r; z; 0/ D 0I i D 1; 2; 3; (5.46b)

p .r; z; 0/ D 0I i D 1; 2; 3: (5.46c)
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5.8.1 Solutions of Coupled Versus Decoupled

The generalized Helmholtz decomposition of the displacement field of the Biot
equations, presented in Sect. 5.2, is valid for both the coupled and the decoupled
problems. The only difference in the resulting system of equations is the value of
the parameter � (see Eq. 5.43c).

A solution of the governing partial differential Eqs. (5.41a), through (5.41c) has
been solved for the decoupled problem ˛ D 0 (Lu and Lin 2007).

The system of equations can be reduced to a set of ordinary differential equations
by performing appropriate Laplace and Hankel transforms (Sneddon 1951) with
respect to the time variable t and the radial coordinate r:

The transient horizontal displacement ur .r; 0; t/ and vertical displacement
uz .r; 0; t/ of the pervious ground surface due to an impulsive point sink have
been derived as below:

ur .r; 0; t/ D Q0�w

2 .2�� 1/ �Gk

(
� cr

.h2 C r2/
3=2
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Z ct
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2 C 2h2
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�

�
�
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�
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8�

�
� I1

�
r2

8�

��
d�

�
(5.47a)

uz .r; 0; t/ D Q0�w

2 .2� � 1/�Gk

(
ch

.h2 C r2/
3=2

erf

 p
h2 C r2

2
p
ct

!

� ch

h2 C r2
1p
�ct

exp

�
�h

2 C r2

4ct

��
(5.47b)

erf.x/ denotes error function; and I˛.x/ is known as the modified Bessel function
of the first kind of order ˛.

The instantaneous ground surface horizontal and vertical displacements of the
pervious half space at t ! 0C are obtained as following:

ur


r; 0; 0C� D � cQ0�w

2 .2�� 1/ �Gk

r

.h2 C r2/
3=2

(5.48a)

uz


r; 0; 0C� D cQ0�w

2 .2�� 1/ �Gk

h

.h2 C r2/
3=2
: (5.48b)

The parameters ˜ and c are defined as � D .1 � �/ =.1 � 2�/ ; c D k =��w

The maximum ground surface horizontal displacement ur max of the half space

due to an impulsive point sink is derived from Eq. (5.48a) using r D h
.p

2 �
0:707 h. After doing so, we have
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Table 5.1 Typical values
of the elastic saturated aquifer
of medium dense sand

Parameter Symbol Value Units

Shear modulusa G 20.106 N/m2

Porosityb n 0.3 �
Poisson’s ratioa � 0.3 �
Permeabilitya k 1.10�5 m/s
Compressibility of waterc 1/ˇ 2.14.109 N/m2

Unit weight of watera �! 9.81 N/m3

aBooker and Carter (1986a)
bSlough et al. (1999)
cVardoulakis and Beskos (1986)

ur max D ur
�
h
.p

2; 0; 0C� D �
p
3cQ0�w

9 .2�� 1/ �Gkh2 (5.49)

in which the value r D h=
p
2 is derived when dur



r; 0; 0C� =dr is equal to zero:

dur


r; 0; 0C�
dr

D � Q0�w

2 .2�� 1/ �Gk

h2 � 2r2

.h2 C r2/
5=2

D 0: (5.50)

This leads to solutions of r D ˙h=p2, but only r D h=
p
2 is reasonable for

r 2 Œ0;1/.
The maximum ground surface vertical displacement uz max of the pervious half

space due to an impulsive point sink is derived from Eq. (5.48b) with r D 0. Hence

uz max D uz


0; 0; 0C� D cQ0�w

2 .2� � 1/�Gkh2 : (5.51)

The absolute value of the ratio of uz max .coupled/
ı

uz max .uncoupled/ can be derived
from Eq. (5.51) as below:

ˇ̌
ˇ̌ uz max .coupled/

uz max.uncoupled/

ˇ̌
ˇ̌ D j �coupled

�uncoupled
j D 1

1C 1�2�
2nGˇ.1��/

: (5.52)

Also from Eq. (5.52) where �coupled is defined in Eq. (5.43e) one can easily
see that

ˇ̌
ˇ̌ uz .coupled/.r; 0; 0

C/
uz .uncoupled/.r; 0; 0C/

ˇ̌
ˇ̌ D

ˇ̌
ˇ̌ uz max .coupled/

uz max.uncoupled/

ˇ̌
ˇ̌ D j �coupled

�uncoupled
j D 1

1C 1�2�
2nGˇ.1��/

(5.53)

For medium dense sand, typical values of the parameters are summarized in
Table 5.1.
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If the pumping depth h is 30 m and the instantaneous amount of groundwater
is pumped from the aquifer at Q0 D 1 m3 initially, then it can have a maximum
horizontal displacement and vertical deformation at the pervious ground surface of
0.97 cm and 2.52 cm, respectively.

An estimate of the ration uz max .coupled/
ı

uz max .uncoupled/ gives:

ˇ̌
ˇ̌ uz max .coupled/

uz max.uncoupled/

ˇ̌
ˇ̌ D 1

1C 1�2�
2nGˇ.1��/

D 167:67 (5.54)

The above result shows the maximum vertical ground surface horizontal dis-
placement due to an impulsive point sink computed with the full coupling of the
Biot equations is around 168 times larger than the same displacement computed
with a non coupled system. This results was computed for typical parameter values
for a dense sand soil. For gravel soils the shear modulus is higher and the ratio is
around 1.5.

5.8.2 Numerical Results

The particular interest is the vertical displacement of stratum at each stage of the
consolidation process, then the average consolidation ratio U is defined as:

U D uz .r; 0; t/

uz max
; (5.55)

where uz .r; 0; t/ and uz max follows the definitions in Eqs. (5.48b) and (5.55),
respectively. For pervious half space, U can be derived for both coupled and
decoupled problem as below:

Uuncoupled .r; 0; t / D h3

h2 C r2

�3=2 erf

 p
h2 C r2

2
p
c1t

!

� h3

h2 C r2
1p
�c1t

exp

 
�h

2 C r2

4c1t

!
I c1 D k =nˇ�w : (5.56a)

Ucoupled .r; 0; t/ D h3

h2 C r2

�3=2 erf

 p
h2 C r2

2
p
c2t

!

� h3

h2 C r2
1p
�c2t

exp

 
�h

2Cr2
4c2t

!
I c2Dc1

�
1C 1 � 2�

2nGˇ.1 � �/

�

(5.56b)
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Fig. 5.19 Comparison of the Average consolidation ratio U for coupled and decoupled models at
r/h D 0

These last expressions of the average consolidation ratio U for both coupled and
non coupled formulations may be written in terms of the ratio u D r =h , the time
ratio T D c1t =h

2 and

 D 1C 1 � 2�
2nGˇ.1 � �/

(5.57a)

Uuncoupled .r; 0; t/ D 1

.1C u2/3=2
erf

 p
1C u2

2T

!
� 1

1C u2
1p
�T

exp

�
�1C u2

4T

�
I

(5.57b)

Ucoupled .r; 0; t/ D Uuncoupled .r; 0; t / D 1

.1C u2/3=2
erf

 p
1C u2

2T

!

� 1

1C u2
1p
�T

exp

�
�1C u2

4T

�
I (5.57c)

Figures 5.19 and 5.20 shows the average consolidation ratio U at r =h D 0 and
for the impulsive pumping. Note that U initially decreases rapidly, and then the rate
of vertical displacement at the ground surface reduces gradually. Each final value of
U will disappear for the saturated aquifer is treated as linear elastic porous medium.
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Fig. 5.20 Comparison of the Average consolidation ratio U for coupled and decoupled models at
r/h D 2

For large values of the shear stress, the decrease of the curve is sharper than the
result curve for decoupled problem. However for small values of the elastic shear
modulus the consolidation takes places even far from the pumping well. The ground
deformations due to pumping will fully recover after the excess pore water pressure
disappears in this model.

5.9 Appendix A. The Helmholtz Theorem

In this appendix, the proof of existence and uniqueness of the Helmholtz theorem
is presented for an infinite three dimensional space. Similar proofs may be found
in classical treatise of mathematical methods (See Morse and Feshbach (1953).
Recently, Zhou (2006) presented a generalized Helmholtz decomposition theorem
for closed volume separated by a regular boundary. They show that the proposed
decomposition may be unique providing that the vector field is assigned on the
external surface for both the normal and the tangent directions. A generalization
of the generalized Helmholtz decomposition theorem for multi connected domain
was presented by Gui and Dou (2007) and Gui and Li (2011).

In this appendix the three dimensional vector is written in bold instead
(F D EFI r D Er).
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If a vector field F whose divergence r•F D b(r) and curl r � F D c(r) are known
and entirely contained within a finite region of space, then F is uniquely determined
and has the value

F D �r� C r � A (5.A.1)

where

�.r/ � 1

4�

Z
V

b.r0/
R

dv0 (5.A.2a)

A.r/ � 1

4�

Z
V

c.r0/
R

dv0 (5.A.2b)

The variables in Eq. (5.A.2a) and (5.A.2b) are defined as

r �xex C yey C zez

r0 �x0ex C y0ey C z0ez

R � ˇ̌
r � r0 ˇ̌

The prime coordinates represent the source coordinates whereas the unprimed
coordinates represent the field coordinates.

Proof. It can be shown that

r2

�
1

R

�
D �4�ı.R/ (5.A.3)

ı.R/ is the Dirac delta function defined by the following properties

Z
ı.r � r0/dv0 D 1 (5.A.4a)

Z
F.r0/ı.r � r0/dv0 D F.r/ (5.A.4b)

Using Eqs. (5.A.3) and (5.A.4b) F can be expressed as

F.r/ D
Z

V

F.r0/
�
� 1

4�
r2

�
1

R

��
dv0 D �

Z

V

F.r0/
�
1

4�
r2

�
1

R

��
dv0 (5.A.5)

It is important to remember that r2 is defined in terms of the unprimed
coordinates. As such it can be brought through the integral to the outside to yield
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F.r/ D �r2

0
@
Z

V

F.r0/
4�R

dv0
1
A D �r2C (5.A.6a)

C �
Z

V

F.r0/
4�R

dv0 (5.A.6b)

Using the identity �r2C D r.r�C/�r�.r�C/ Eq. (5.A.6a) can be written as

F D �r2C D �r.r � C/C r � .r � C/ (5.A.7)

Define ' and A as follows

' � r � C (5.A.8a)

A � r � C (5.A.8b)

In terms of � and A we can write Eq. (5.A.7) as

F D �r� C r � A (5.A.9)

r and r 0 are defined and related by

r � ex
@

@x
C ey

@

@y
C ez

@

@z
(5.A.10a)

r 0 � ex
@

@x0 C ey
@

@y0 C ez
@

@z0 (5.A.10b)

r D �r 0 (5.A.10c)

It can be show that

r
�
1

R

�
D �r 0

�
1

R

�
(5.A.11)

To find � in terms of b(r0) we substitute Eq. (5.A.6b) into the definition of �
(Eq. 5.A.8a) to obtain

� D r � C D r �
0
@
Z

V

F.r0/
4�R

dv0
1
A D

Z

V

r �
�

F.r0/
4�R

�
dv0 (5.A.12)

F can be brought outside the divergence by using the identity
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r �
�

F.r0/
R

�
D F.r0/ � r

�
1

R

�
C 1

R
r � F.r0/ D F.r0/ � r

�
1

R

�
(5.A.13)

The relation The r•F(r0) D 0 has been employed in Eq. (5.A.13). This follows
from the fact that F is a function only of the primed coordinates whereas the
derivatives in the divergence are with respect to the unprimed coordinates. Equation
(5.A.13) is substituted into Eq. (5.A.12) to obtain

� D
Z

V

F.r0/ � r
�

1

4�R

�
dv0 D �

Z

V

F.r0/ � r 0
�

1

4�R

�
dv0 (5.A.14)

Substitute the identity in Eq. (5.A.13), replacing r with r 0 to obtain

� D � 1

4�

Z

V


r 0 �

�
F.r0/

R

�
� r 0 � F.r0/

R

�
dv0

D � 1

4�

Z

V


r 0 �

�
F.r0/

R

��
dv0 C 1

4�

Z

V

r 0 � F.r0/
R

dv0 (5.A.15)

Utilizing the divergence theorem, and substituting r 0•F (r0) D b(r0) into Eq.
(5.A.15), we get

� D � 1

4�

I
S

F.r0/ � dS0

R
C 1

4�

Z

V

b.r0/
R

dv0 (5.A.16)

Since, by assumption, the source, b, is restricted to a finite region and thus, can
be contained entirely contained within a surface S, then S and V can be chosen to be
a sphere of radius r which entirely contains the source within it. The last integral on
the right side of Eq. (5.A.16) remains finite. Regarding the first integral on the right;
as the radius of the surface increases as r, then the area of the surface increases as r2.
However the integrand decreases as r3. Therefore, as we let the radius go to infinity,
we see that the first integral vanishes. Eq. (5.A.18) then becomes

� D 1

4�

Z

V

b.r0/
R

dv0 (5.A.17)

This is just the relation in Eq. (5.A.2a) that we wished to arrive at.
To find A in terms of c(r0), we follow a very similar procedure to what we have

done above. Substitute the definition of C in Eq. (5.A.6b) into the definition of A
into Eq. (5.A.8b) to obtain
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� D r � C D r �
0
@
Z

V

F.r0/
4�R

dv0
1
A D 1

4�

Z

V

r �
�

F.r0/
R

�
dv0 (5.A.18)

F can be brought outside the curl by using the identity

r �
�

F.r0/
R

�
D r

�
1

R

�
� F.r0/C 1

R
r � F.r0/ (5.A.19)

The last term on the right side of Eq. (5.A.19) vanishes, i.e., r � F (r0) D 0. This
follows from the fact that F is entirely a function of the primed coordinates whereas
the derivatives in the curl are with respect to the unprimed coordinates. Substitute
Eq. (5.A.19) into Eq. (5.A.18), and then employ the identity in Eq. (5.A.11) to obtain

A D 1

4�

Z

V

r
�

1

4�R

�
� F.r0/dv0 D � 1

4�

Z

V

r 0
�
1

R

�
� F.r0/dv0

D 1

4�

Z

V

F.r0/ � r 0
�
1

R

�
dv0 (5.A.20)

Utilizing the identity in Eq. (5.A.19), replacing r with r 0, Eq. (5.A.20) becomes

A D 1

4�

Z

V

 r � F.r0/
R

� r 0 �
�

F.r0/
R

��
dv0

D 1

4�

Z

V

c.r0/
R

dv0 � 1

4�

Z

V

r 0 �
�

F.r0/
R

�
dv0 (5.A.21)

Applying a modified version of Gauss’s theorem, Eq. (5.A.21) becomes

A D 1

4�

Z

V

c.r0/
R

dv0 C 1

4�

Z

S

F.r0/ � dS
R

(5.A.22)

For reasons similar to those applied to Eq. (5.A.16), the first integral vanishes
yielding the final result

A D 1

4�

Z

V

c.r0/
R

dv0 (5.A.23)

This is just the relation in Eq. (5.A.2b) that we wished to arrive at. This completes
the proof of the Helmholtz theorem.
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The uniqueness theorem The solution F which satisfies r•F D b(r) and
r � F D c(r) is unique if the sources are bounded in space and the fields vanish
at sufficiently large distances from the sources.

Proof. Suppose there are two functions, F1 and F2, which satisfiesr•F D b(r) and
r � F D c(r), i.e.

r � F1 D c.r/; r � F2 D c.r/ (5.A.24a)

r � F1 D b.r/; r � F2 D b.r/ (5.A.24b)

Define the vector W � F1 � F2. It follows from Eq. (5.A.24a, b) that

r � W D 0 (5.A.25a)

r � W D 0 (5.A.25b)

Since the curl of W is zero, it can be expressed as the gradient of a scalar function,
i.e.,

W D r‰ (5.A.26)

It follows from Eq. (5.A.26) and Eq. (5.A.25b) that

r2‰ D 0 (5.A.27)

Apply the divergence theorem to the vector D �‰r‰ gives

Z

S

D � dS D
Z

V

r � Ddv !
Z

S

.‰r‰/ � dS D
Z

V

r � .‰r‰/ dv

Z

S

.‰r‰/ � dS D
Z

V

h
‰r2‰ C .r‰/2

i
dv (5.A.28)

Inserting Eq. (5.A.27) reduces Eq. (5.A.28) to give

Z

S

.‰r‰/ � dS D
Z

V

.r‰/2dv (5.A.29)

Let S be any spherical surface of radius r that encloses all sources. As r becomes
large compared to the dimensions of the sources, ‰ goes to zero as 1/r, and r ‰



172 5 Biot’s Theory of Consolidation

goes to 1/r2. Therefore, ‰r‰ goes to zero as 1/r3. Since the surface increases as
r2, it follows that the surface integral on the left-hand side goes to zero. Since the
integrand on the right side is always positive, it follows that r ‰D 0 and thus,
W D 0, i.e.,

F1 D F2 (5.A.30)

Therefore, F as defined in Eq. (5.A.1) is unique.
It should be noted that the gradient of an arbitrary continuous function ‰

can be added to A and leave F unchanged. To see this, make the substitutions
A ! A C r ‰

.A/ F D �r®C r � .A C r‰/ D �r®C r � A
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Chapter 6
The Numerical Solution of the Biot Equations

Abstract In this chapter, first a review of the iterative methods proposed for the
numerical solution of the coupled Biot equations is presented. Then, the numerical
scheme based on the decoupling method of the solution of the Biot model is
presented. The numerical method, called the compartmental model is similar to the
finite-volume method. We describe the treatment of the different types of boundary
conditions.

6.1 A Review of the Computer Codes for Solving the Biot
System of Equations

The equations to be solved are the following:
The Biot model has been presented in the previous chapters. It may be summa-

rized as:

8̂
ˆ̂̂̂
<
ˆ̂̂̂
:̂

.�CG/
@"

@x
CGr2u D �

@p

@x
C gx.x; y; z; t/

.�CG/
@"

@y
CGr2v D �

@p

@y
C gy.x; y; z; t/

.�CG/
@"

@z
CGr2w D �

@p

@z
C gz.x; y; z; t/

.x; y; z/ 2 �I t > 0
Er:
�
K Erp

�
D 1

S

@p

@t
C @"

@t
CQ W I .x; y; z/ 2 �I t > 0 (6.1)

where the components of the displacement vector Ed are u, v, w and the pore pressure
is p, Eg D .gx; gy; gz/ is the loading vector.

� is the aquifer domain. The solution Ed belongs to the Sobolev space:

D.G. Zeitoun and E. Wakshal, Land Subsidence Analysis in Urban Areas,
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Ed 2 fEv2 H1.�/ �H1.�/ �H1.�/I Ev D Eu on @�g � Œ0:T 
 D ŒH1
0 .�; T /


3

The boundary conditions:
For the water pressure p:

p.x; t/ Dg1.x; t/ .x2@�1; t > 0/I
�Kr p :En@� Dg2.x; t/ .x2@�2; t > 0/I (6.2)

where� is a bounded, polygonal open set of R2, @�1 and @�2 are partitions of the
boundary @� of � corresponding to Dirichlet and Neumann boundary conditions
and En@� the unit outward normal to the boundary @�.

The solution p belongs to the Sobolev space:

p2f f 2 H1.�/I f .x; t/ D g1.x; t/

.x 2 @�1; t > 0/I �Kr f :En@� D g2.x; t/

.x 2 @�2; t > 0/I g � Œ0; T 
 D H.div; �/ � Œ0; T 


For the displacement field:

u.x; t/ D u1.x; t/ .x 2 @�; t > 0/I
v.x; t/ D v1.x; t/ .x 2 @�; t > 0/I
w.x; t/ D w1.x; t/ .x 2 @�; t > 0/I (6.3)

• Elastic parameters of the Biot equations
The classical Biot model takes into consideration an elastic behavior of the
matrix. However, in this work, we assume an elastic model with a different elastic
modulus similar to hysteresis behavior, frequently used in soil mechanics, in the
consolidation theory.

In our approach, we are using the equivalent elastic modulus computed from
the compression modulus Cs, Cr, and Cc. Thus, the reduction in the voids ratio
is included as an irreversible effect in the Biot theory. These parameters are
obtained from an oedometric test. Typical results of the Bangkok clay are shown
in Fig. 6.1.

• A solution of the Biot equations
Computational solution of the Biot system of equations in its dynamic form
and/or in its static form has been intensively studied (see for a review, Carcione
et al. 2010). In this section, only the static Biot equations are discussed.

Land subsidence caused by fluid extraction from productive reservoirs has
been investigated since the beginning of the nineteenth century. But it was
only later that Biot (1941) developed the mathematical framework of the
physical processes governing the poroelastic problem. Several researchers have
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contributed to this subject, since a subsidence prediction over depleted gas, oil,
and water fields is of great environmental and economical relevance to many
countries. A major debate involving the scientific community in the last decades
concerns whether to treat the prediction of land subsidence induced by reservoir
exploitation with coupled (Hsieh 1996) or uncoupled (Geertsma 1973) models.
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The former approach supplies the time evolution of both fluid pressures and
the soil displacements by solving simultaneously the equations governing the
mechanical equilibrium and the groundwater flow. The uncoupled approach,
instead, first calculates the time evolution of the pressure field using the
groundwater flow equation and then solves separately the equilibrium equation
for the soil displacements at the times of interest. In the previous chapters, we
show that the Terzaghi theory of consolidation may be understood as a way of
decoupling the Biot system of equations. From a physical and mathematical
point of view, the coupled model represents the more rigorous approach to
land subsidence prediction, but it is very computationally expensive, and, in
addition, its numerical solutions are often affected by numerical instability
and convergence problems (Hsieh 1996; Ferronato et al. 2010). A tremendous
effort on developing an accurate and stable numerical scheme for the coupled
system of equations has been performed (Lippmann et al. 1976; Hicks et al.
1996; Narasimhan and Witherspoon 1976; Aguilar et al. 2008; Barbeiro and
Wheeler 2008; Hörlin 2010). Frequently finite element approximations were
used in the numerical solution of the Biot system (Ohnishi et al. 1987; Shimizu
1991; Szostak-Chrzanowski and Chrzanowski 1991; Dassargues and Li 1991;
Guvanasen and Chan 1995; Ferronato et al. 2010). A comparison between
an iterative solution of symmetric and non-symmetric forms of Biot’s FEM
equations has been presented in Toh and Phoon (2007).

On the other hand, the approximate uncoupled model, although theoretically
less accurate, requires less computational resources allowing a finer description
of the medium properties. In addition, since the uncoupled model does not
suffer all the numerical problems rising with the coupled model, non-specialized
users can easily employ it, as long as the coupling is weak. In this respect, an
investigation concerning the importance of coupling in the sedimentary basin
of the Po River plain, Italy, has been performed by Gambolati et al. (2000).
For both models, a standard Galerkin finite element formulation for an axis-
symmetric geological setting is developed with an unconditionally stable implicit
time integration scheme. Although the coupled and uncoupled models are based
on a similar numerical formulation, the computational resources needed for the
uncoupled simulator are significantly less than for the coupled model, both
in memory and CPU requirements. For these reasons, it is of great interest
to investigate under which conditions and configurations the uncoupled model
supplies results with acceptable errors in practical applications.

The method we propose for estimating land subsidence, due to the with-
drawal of groundwater and/or overloading due to urbanization, calculates the
groundwater seepage in a 3-D-condition and calculates the land subsidence
one-dimensionally. The governing equation on groundwater seepage is based
on the three-dimensional mass conservation law and the principle of effective
stress. The land subsidence calculation method is derived based on the following
assumptions: (1) displacements occur only in the vertical direction; and (2) in
a vertical direction, the total stresses do not change. The governing equation
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is solved by a numerical method, i.e., a finite element method (FEM) in
spatial discretization and a finite difference method (FDM) in a time series
discretization. In FEM, the Galerkin method is adopted, and in FDM, the lumped
matrix method is employed.

In the present model, we use the SUB-T package of the MODFLOW model
developed by the Department of Groundwater Management at the USGS (Hoff-
mann et al. 2003) to compute the first estimation of "0 and p0. The additional
iterations were computed using a compartmental model described in the next
section.

6.2 Numerical Methods for the Solution of Groundwater
Problems

In this chapter, we use the formulation of the general solution of the Biot system of
equations presented in Chap. 5 for the derivation of a numerical solution of the Biot
system of equations.

The decoupled system of equations permits the getting of a non-iterative
numerical scheme.

As shown in the previous chapter, the general solution of the Biot equations may
be computed by solving three partial differential systems:

(a) The solution for the water pressure p:

�
�.1 � 2�/

2G.1� �/
C 1

S

�
@p

@t
CQ � �!r :.K�!r p/ D 0 (6.4)

(b) The solution of Ed1 via Eq. (6.2)

Ed1 D Er�I

r2� D �.1 � 2�/

2G.1� �/
p.x; y; z; t/ C "0 .x; y; z/ 2 �I t > 0

u1.x; t/ D @�

@x
D 0 .x 2 @�; t > 0/I

v1.x; t/ D @�

@y
D 0 .x 2 @�; t > 0/I

w1.x; t/ D @�

@z
D 0 .x 2 @�; t > 0/I (6.5)

http://dx.doi.org/10.1007/978-94-007-5506-2
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(c) The solution of Ed2 via Eq. (6.3)

G
�!r :�!r Ed2 D �!g
d2x.x; t/ D u1.x; t/ .x 2 @�; t > 0/I

d2y D v1.x; t/ .x 2 @�; t > 0/I
d2z D w1.x; t/ .x 2 @�; t > 0/I (6.6)

The solution of the Eq. (6.1) is given by Ed D Ed1 C Ed2.

6.2.1 The General Formulation for the Numerical Solution
of the Flow Problem

Numerous mathematical models are based on conservation principles and constitu-
tive laws, which are formulated by

S
@h.x; t/

@t
C r: Eq D f x 2 � (6.7)

Eq D �Krh (6.8)

Where S is a storage coefficient,K is the flux related parameter, and Eq is the flux of
the associated state variable h. Equation (6.7) is derived from the mass conservation
principle, and Eq. (6.8) corresponds to the constitutive law such as Darcy’s law (h
is the water or hydraulic level), or Fick’s law (h is the concentration of a solute),
Ohm’s law (h is the electric potential), or Fourier’s law (h is the temperature).

The associated initial and boundary conditions are of the Dirichlet or Neumann
type:

The initial conditions:

h.x; 0/ D h0.x/ x 2 �I (6.9)

The boundary conditions:

h.x; t/ D g1.x; t/ .x 2 @�1; t > 0/I
�Kr h :En

@�
D g2.x; t/ .x 2 @�2; t > 0/I (6.10)

Where� is a bounded, polygonal open set of R2, @�1 and @�2 are partitions of the
boundary @� of � corresponding to Dirichlet and Neumann boundary conditions,
and �!n @� the unit outward normal to the boundary @�.
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This system is generally solved by finite volume (FV) or finite element (FE)
methods of the lower order (Ern and Guermond 2004, among others). FV ensures
an exact mass balance over each element and continuous fluxes across common
element boundaries. FE ensures an exact mass balance on a dual mesh but leads
to discontinuous fluxes at common elements edges. However, the finite element is
more flexible because of its capacity of dealing with complex geometry.

A mixed finite element formulation (MFE) where both hydraulic heads and fluxes
are unknown variables has been developed. The MFE preserves the advantages of
both methods: accurate mass balance at the element level, continuity of the flux
from one element to its neighbor, and mesh flexibility.

The method solves simultaneously the state variable and its gradient with the
same order of accuracy (Babuska et al. 1977; Brezzi and Fortin 1991; Girault and
Raviart 1986; Raviart and Thomas 1977).

Some numerical experiments have shown the superiority of the mixed finite
element method relative to the other classic methods (Darlow et al. 1984; Durlofsky
1994; Kaasschieter and Huijben 1992; Mose et al. 1994).

However, its implementation leads to a system matrix with significantly more
unknowns than the FV and FE methods.

When the lowest-order Raviart-Thomas space (Girault and Raviart 1986; Raviart
and Thomas 1977) is used, the resolution of the system (6.1), (6.2) and (6.3), (6.4)
leads to a system with one scalar unknown per edge for the hybrid formulation of
the MFE (Brezzi and Fortin 1991; Chavent and Roberts 1991).

Attempts to reduce the number of unknowns have been investigated by various
researchers. For rectangular meshes, mixed finite elements of the lowest order
reduce to the standard cell-centered finite volume method (Chavent and Roberts
1991), provided that numerical integration is used. Cordes and Kinzelbach (1996)
provided similar results for triangles and showed the equivalence between the mixed
finite element and finite volumes without any numerical integration. However, such
equivalence is restricted to a steady state and without sink/source terms inside the
domain. Moreover, the mixed finite element method does not require a Delaunay
triangulation (Carroll et al. 2008), unlike a finite volume scheme (Eymard et al.
2006; Younes et al. 2004).

6.2.2 The Difficulty of Calibration

Efficient management of an aquifer depends primarily on adequate knowledge of its
hydro-geologicalparameters. The problem of estimating aquifer parameters with the
aid of a numerical model is often referred to as inverse modeling. The fundamental
benefit of inverse modeling is its ability to auto -calibrate parameter values that
produce the best fit between observed and simulated hydraulic heads.
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Beside the numerical considerations presented in the previous section, the choice
of the mixed formulation reduces the number of parameters to calibrate. When
a mixed formulation is used, only the storage coefficient has to be calibrated.
Therefore, a mixed formulation is appropriate when no head data are available in
given region. On the other hand, when head data, the classical formulation using the
water head as an unknown, leads to more accurate results (Mose et al. 1994).

6.3 The Multiple-Cell Models

The present section deals with the mathematical modeling of large-scale aquifers
by using an advanced cell model (ACM), where the cells are defined according to
the hydrogeology of the aquifer, and the state variables are both the water level and
the pumping rate in each cell. Such a model is a generalization of a compartmental
model developed by several others (Bachmat 1995; Campana et al. 2001).

The cell model proposed is a finite volume method (FVM) (see Barth and
Ohlberger 2004) combined with the general Darcy law. As mentioned above, the
FVM ensures an exact mass balance over each element and continuous fluxes across
common element boundaries.

The classical formulation of the FVM solves the cell equations with the water
head as the unknown. This formulation requires the knowledge of the conductivity
parameters in each cell.

The second innovation of the present work consists in using a mixed formulation
where the unknown at a given cell may be whether the flux entering/leaving the
cell or the head or both. Also, we use two separate formulations of the groundwater
equations:

1. A classical formulation
In this classical formulation, the state variable is the hydraulic head computed

for each cell. The formulation of the cell model results in a linear system of
equations where the vector of the head is unknown; the matrix contains known
parameters and/or parameters to be calibrated, and the right-hand side of the
matrix equation contains known quantities such as pumping rates, or spring
discharges and/or quantities to be calibrated.

6.4 A Cell Model for Large-Scale Aquifers

The cell model proposed is a water balance model derived from the general flow
equations that describe transient flow in groundwater.
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6.4.1 Basic Assumptions

The hydrologic model presented in this chapter is based on the following assump-
tions:

(a) The lateral boundaries of the basin are separated into two types of connection
to external aquifers:

(b) The hydraulic boundary conditions imposed on these external layers are of a
head (Type 1) varying with time. The head is constant at each time step.

(c) The basin can be subdivided laterally into a set of interconnected straight
prismatic cells. The same area may be occupied by two cells or more: for
example, a cell for the upper aquifer and an underlying cell for the lower aquifer.
The basin acts as a system of distinct, yet hydraulically interconnected, aquifers:
for example, an upper aquifer and a lower one.

(d) The hydraulic characteristics of a cell are relatively uniform throughout the cell,
yet may vary from one cell to another. All hydraulic characteristics are fixed in
time.

(e) A cell may be phreatic, confined, partly confined, and partly phreatic, or
leaky. In this work, we do not consider the problem of the free surface; the
conductivity is integrated on the vertical from the bottom of the layer to the
phreatic surface leading to a constant transmissivity value.

(f) The discharge across a pervious boundary between adjacent cells is proportional
to the difference of their piezometric heads and directed towards the cell with
the lower head.

(g) A phreatic cell is replenished by infiltration of rainwater and, to some extent,
by return flow from water consumption and disposal systems in the overlying
area. Cells may also be artificially recharged through wells.

(h) Leakage, into a cell or out of it, may also occur at its bottom.
(i) The volume of natural replenishment N t

i at the cell Celli in a given time t
is proportional to the difference between annual depth of rainfall and evapo-
transpiration.N t

i D ˛i .Precipitationi � evapotranspirationi /C P0:
(j) The salinity of the groundwater has a negligible effect on its velocity.
(k) We assume a constant time step increment	t .

6.4.2 A General Finite Volume Formulation

Consider now the entire three-dimensional domain V of the aquifer region that we
want to model and each of the boundaries of the area V; �jI j D 1, mr : : : (mr:
number of adjacent aquifers or boundaries). The general flow equations through the
aquifer may be written in a vector form as (Bear 1979, Chap. 10):

��!r: Eq C
iDNwellX

iD1
Qi C R D S

@h

@t
I x 2 V (6.11)
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Eq D �K
�!rh (6.12)

h.x/ D hjI x 2 �jI j D 1,mr (6.13)

where:
�!r is the gradient operator

��!r D
�
@
@x ;

@
@y ;

@
@z

��
S is the storativity of the porous media
Eq is the flux term
h.x; t/ is the hydraulic head at a time t and point x.
K is the hydraulic conductivity tensor.
iDNwellP

iD1
Qi C R is the general input and output fluxes entering the aquifer. Nwell is the

total number of wells. Qi is the input flow rate of the well i and R is the general
output fluxes.

The aquifer area V is separated intoNc regions of uniform hydrological behavior.
Each one of these regions is called a cell.

In order to derive the mass balance equation, we integrate the basic equations
over V and use the Green Stockes theorem:

Z

V

 
iDNwellX

iD1
Qi C R � S

@h

@t

!
dx D

Z

V

�!r: Eq dx (6.14)

then:

iDNwellX
iD1

Qi C
Z

V

R dx �
Z

V

S
@h

@t
dx D

jDmrX
jD1

Z

�j

�!q :�!nj dx (6.15)

Equation (6.15) represents the global mass balance of the aquifer.
In order to derive the mass balance for each cell Celli , we define the following

sets of indices:
Ci D f1; 2; � � � ; Nig Where Ni is the number of cells connected with Celli

including external cells (cells representing the external aquifers).

Fi D fj 2 Ci ;Cellj is connected with Celli gI
Ei D fj 2 Ci ;Celli is connected with External aquifersg
�!nj W is the external normal to the part of the boundary �j

In order to derive the mass balance equation (Eqs. 6.7 and 6.8) for cell Celli , we
integrate the basic equations over Celli and use the Green Stockes theorem:
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QCelli C
Z

Celli

Ridx �
Z

Celli

Si
@hi

@t
dx D

jDNiX
jD1

Z

�Celli j

Eq:�!nj dx (6.16)

In Eq. (6.16), each term has an index i that represents the value of the specific
variable at cell Celli . Equation (6.16) may also be derived from Eq. (6.15) and
represents the water mass balance of cell Celli . �Celli

j represents the boundary
between Celli and Cellj . QCelli represents the total pumping from Celli .

The water balance for a given cell Celli (Eq. 6.16) can be stated for a balanced
period between t and t C	t and discretized using an implicit scheme:

QtC	t
i C RtC	t

i

Z

Celli

dx �
 

htC	t
i � ht

i

	t

! Z

Celli

Sidx D
jDNiX
jD1

Z

�Celli j

Eqj:
�!nj dxjtC	t (6.17)

Eqj D �Kj
extc�!rh (6.18)

6.4.3 The Classical Formulation

When inserting Eq. (6.2) into Eq. (6.1), Eq. (6.1) leads to the following set of cell
equations:

For i D 1; : : : ;Nc

Si.h
tC	t

i � ht i / �
X
j2Si

	tKij .h
tC	t

j � htC	t i /�
X
l2Ei

	tKil .hl
tC	t � htC	t i /

D 	tŒLtC	t i CDtC	t
i � P tC	t

i � Bi
tC	t 
 (6.19)

• In Eq. (6.6), the cell volume and each of the common areas between cell Celli
and the adjacent cells have been incorporated into the integrated storativity and
the integrated conductivity parameters.

• Also the general term QtC	t
i C Ri

tC	t
R

Celli

dx has been separated into ŒLtC	t i C
DtC	t

i � P tC	t
i � Bi tC	t 


Where:

Si : Volume storativity of the cell Celli (dimension L2)
ht i : Average head of the cell Celli at time t (L)
Kij : Integrated conductivity of water between Celli and Cellj (L2=T).
Klj : Integrated conductivity of water between Celli and external aquifers (L2=T)
	t : time step (T)
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Lt i D ˛i Precipitationi C P0: Replenishment in cell Celli at time t as a
function of the precipitation. (L3=T)

Dt
i : Recharge at cell Celli at time t (L3=T)

P t
i : Pumping rate at cell Celli at time t (L3=T)

Bt
i : Spring flow at cell Celli at time t (L3=T)

Notice that the term Kij is not the classical hydraulic conductivity. It includes
the sectional area and the distances (	xij ;	yij ;	zij ) between cells i and j . When
Ki is isotropic and the conductivity between Celli and Cellj is represented by K�

ij ,

Kij is derived as AK�
ij

�
nxj

Mxij C nyj
Myij C nzj

Mzij

�
from the definition.

Let us define the vector of the unknown:

�!
H
.tC	t/ D �

htC	t1 ; htC	t2 ; � � � ; htC	tNc

	
(6.20)

It is formed by the unknown head at each cell.
Equation (6.6) may be written as a determined linear system to solve at each time

step:

E
�!
H

.tC	t/ D 	t
�!
F
.tC	t/ C ST

�!
H

.t/

(6.21)

where the Nc � Nc matrix E is the sum of the storativity ST matrix and the
conductivity matrix C;

E D ST �	tC

The components of the different matrices and vectors are:

STij D Si ıij I
Cij D Kij C ıilKlj I
Fi D ŒLtC	t i CDtC	t

i � P tC	t
i � Bi tC	t 
I

ıij D 1 if i D j I ıij D 0 if i ¤ j

The system of Eq. (6.21) is the classical formulation. In terms of parameters
to calibrate, it requires the knowledge of all the hydraulic conductivity and all the
storativity parameters. This may be a difficult task for large-scale aquifers where the
head data are scarce and/or known on only a small part of the aquifer.

Moreover, the stability of the linear system (6.21) with respect to a variation of
conductivity parameters depends on the conditioning of the matrix E. For large-scale
cell systems, the external conductivity parameters cause the matrix C to be badly
conditioned (see Cordes and Kinzelbach 1996). Therefore, we propose a mixed
formulation that permits the reduction of the number of parameters to be calibrated.
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6.4.4 The Mixed Formulation

In this formulation, the unknown vectors are both the head at each cell and the flux
entering/leaving the cell.

�!
H

.tC	t/ D
h
h
.tC	t/
1 ; h

.tC	t/
2 ; � � � ; h.tC	t/Nc

i

�!q
.tC	t/

D
h
q
.tC	t/
1 ; q

.tC	t/
2 ; � � � ; q.tC	t/Nq

i
(6.22)

�!q
.tC	t/

is the vector of fluxes and Nq is the number of unknown fluxes. Notice that
for a given cell, fluxes coming from different adjacent cells are present. We define
the index Nq.i/ as the number of fluxes for the cell i.

Equation (6.21) leads to the linear system of equations to solve at each time step:

ST
�!
H

.tC	t/ C	tB Eq.tC	t/ D 	t
�!
F
.tC	t/ C ST

�!
H
.t/

(6.23)

The size of matrixB is Nc �Nq(Nc lines timesNq columns). Also, for a number
NK � Nc of cells, we may use the Darcy law. For these special cells Celll , the
fluxes between Celll and let us say Cellj ; q.tC	t/lj may be expressed as:
q.tC	t/lj D �Klj .h

.tC	t/
j � h.tC	t/l / The Darcy law results in an addi-

tional matrix equation. This matrix equation in terms of the unknown vectors:
�!
H
.tC	t/I Eq.tC	t/ may be expressed as:

Id Eq.tC	t/ D �R�!
H

.tC	t/
(6.24a)

The index matrix Id has NK lines and Nq columns.
The matrix R contains the conductivity parameters and has NK lines and Nc

columns.
In order to solve Eqs. (6.22) and (6.23), we use the least-squares formulation:

(a) The least-squares formulation
The constraint least-squares formulation of Eqs. (6.22) and (6.23) may be

formulated in terms of the residual vector of sizeNc :
��!
Re s

.tC	t/
and the residual

vector of size NK :
�!
Cs

.tC	t/

��!
Re s

.tC	t/
.Eq.tC	t/;�!H.tC	t/

/ D ST
�!
H

.tC	t/C	tB Eq.tC	t/ �	t�!F .tC	t/ � ST
�!
H

.t/

(6.24b)

�!
Cs

.tC	t/
.Eq.tC	t/;�!H.tC	t/

/ D Id Eq.tC	t/ CR
�!
H

.tC	t/
(6.24c)
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The least-squares formulation used in this work is the minimization of the
sum of the squares of each equation of Eq. (6.22) subject to Eq. (6.23).

min
.Eq.tC	t/;

�!

H
.tC	t/

/

iDNcX
iD1

ŒRe s.tC	t/i 

2

Subject to
�!
Cs

.tC	t/
.Eq.tC	t/

;
�!
H

.tC	t/
/ D E0 (6.25)

This minimization problem is solved using an augmented Lagrangian ap-
proach where the minimization problem is replaced by the following minimiza-
tion problem:

min
.Eq.tC	t/;

�!

H
.tC	t/

/

iDNcX
iD1

ŒRe s.tC	t/i 

2 C c

jDNKX
jD1

ŒC s
.tC	t/
j 


2
(6.26)

The first-order condition for a minimum leads to the following system of
equations:

Œ.ST /T ST C c RTR

�!
H
.tC	t/ C Œ	t.ST /T B C c RT Id 
Eq.tC	t/

D 	t.ST /T
�!
F
.tC	t/ C .ST /T ST

�!
H
.t/

(6.27a)

Œ.B/T ST C c Id
T R


�!
H
.tC	t/ C Œ	t.B/T B C c Id

T Id 
Eq.tC	t/

D 	t.B/T
�!
F
.tC	t/ C .B/T ST

�!
H

.t/

(6.27b)

Several algorithms for the solution of system (6.27a) and (6.27b) have been
proposed in the literature (an augmented Lagrangian method combined with a
least-squares, preconditioned conjugate gradient (see Girault and Raviart 1986;
Raviart and Thomas 1977, Zeitoun 2012).

(b) The algorithm
The iterative algorithm used for the solution of Eqs. (6.26, 6.27a) and (6.27b)

is as follows:

Step1 Initial guess vector of size NK :
�!
�0

Step2 Solution of
�!
H0 and �!q0

.ST /T ST
�!
H0 C	t.ST /T B �!q0 C c RT

�!
� 0

D 	t.ST /T
�!
F
.tC	t/ C .ST /T ST

�!
H
.t/

(6.28a)

.B/T ST
�!
H0 C	t.B/T B �!q0 C c Id

T�!
� 0
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D 	t.ST /T
�!
F
.tC	t/ C .ST /T ST

�!
H
.t/

(6.28b)

Step3 Computation of the vector
�!
�1 W �!

�1 D �!
�0 C �.

�!
�0 � Id Eq0 �R�!

H0/

Step n
�!
Hn and �!qn

.ST /T ST
�!
Hn C	t.ST /T B �!qn C c RT

�!
� n

D 	t.ST /T
�!
F
.tC	t/ C .ST /T ST

�!
H
.t/

(6.28c)

.B/T ST
�!
Hn C	t.B/T B �!qn C c Id

T�!
� n

D 	t.ST /T
�!
F
.tC	t/ C .ST /T ST

�!
H
.t/

(6.28d)

���!
�nC1 D �!

�n C �.
�!
�n � Id Eqn �R�!

Hn/

Convergence of the algorithm to the solution of Eqs. (6.27a) and (6.27b) may
be found in Zeitoun et al. (1997, 1995).

The advantages of the present formulation are the reduction of the number
of parameters to calibrate and the good conditioning of the inverse matrix. On
the other hand, the fluxes vectors has to be found.

Also, we may reduce the number of fluxes using geo-hydrological consider-
ations.

6.4.5 The Components of the Mass Balances

From the above equations, one can derive each of the components of the mass
balances.

1. The cell mass balance for a period of time t C	t :

Si.hi
tC	t � hi t /: A change in storativity

� P
l2Ei

Klj .hl
tC	t � hi tC	t /: inflow or outflow between Celli and external cells

of the aquifer. Ei is the set of external cells connected to Celli
� P
j2Si

Kij .hj
tC	t � hi t /: inflow or outflow between Celli and internal cells of

the aquifer
	tŒPi

tC	t �Di
tC	t 
: Recharges and Pumping

	t Li
tC	t : Replenishment from rain and evapo-transpiration.

�	tBi tC	t : Volume flow at the outlets of the springs.
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A groundwater simulation occurs over time for the different cells. A time loop,
boundary-line loop, and cell-polygon loop are created to account for all of the
dimensions. Initially (time step zero), the total head is known for each cell. The sum
of all the flows across a cell’s boundary, including flux, recharge, and pumping,
are then used to determine new values for the total head. The time step is then
incremented, and calculations over the lines and polygons are repeated.

When warranted, other terms expressing inflows or outflows (Chap. 3) may be
added to the water balance of a single-cell aquifer model, as follows:

1. evapo-transpiration, (which may be a function of h when the water table is
sufficiently close to the surface);

2. infiltration from influent streams passing through the region and drainage into
effluent streams;

3. drainage;
4. leakage from a water supply system;
5. a return flow from irrigation (which may be a function of the volume of water

pumped from the aquifer), from septic tanks, etc.; and
6. leakage into or out of the specific aquifer through overlying and/or underlying

semipervious layers.

Obviously, in a confined aquifer, we do not have those components of the balance
which involve percolation of water to the aquifer through the unsaturated zone. In
general, some of the cells may be phreatic and the others confined.

As more components are included in the water balance of a cell, the magnitude
of some of them may be a priori unknown and/or must be determined as part of the
calibration procedure.

The unknown aquifer parameters which must be determined during the calibra-
tion phase are usually S and L. The calibration is based on known values of h, R,
and P for a number of periods in the past.

6.4.6 The Calibration of the Model

The calibration, or identification, of a model is the process in which the various
model parameters (and those may also include its geometry, inputs, etc.) are
determined, if no previous knowledge of them is available, or verified, if such
information is available. The calibration is based on data obtained from observations
of the behavior of the aquifer in the past. Such data usually includes water levels,
pumping and recharge rates and volumes, water quality, interface positions, spring
discharges, etc. The calibration, or identification, procedure is often referred to as
the inverse problem (Bear 1979).

The calibration involves taking a past period for which data are available on the
behavior of the real aquifer system (e.g., water levels) and running a simulation of
the aquifer model. When the model is run in accordance with recorded input data for
that period (e.g., pumpage and natural replenishment), its response (e.g., in the form

http://dx.doi.org/10.1007/978-94-007-5506-2
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of water levels) is compared with the recorded past response observed in the aquifer.
The model is said to be calibrated when the difference between these two responses
is less than some value specified by the planner. At the end of the calibration phase,
we have a well-defined model of the aquifer system under consideration. All its
parameters are well defined, and it can now be used with confidence for forecasting
the future response of the aquifer to intended operations. The mathematical scheme
for the calibration algorithm is presented in Section 7.

The least-squares solution of Eq. (6.28a, 6.28b, 6.28c, 6.28d) may be obtained
by various algorithms such as multi-regression analysis, SVD (singular value
decomposition), and others. The use of the MATLAB software enables the use of a
large library of algorithms and determination of the most efficient one.

6.5 Discretization of the Displacement Equations

At each time step, the potential function � has to be computed. For each displace-
ment components, the differential equations to solve given by:
Solution of Ed1 via Eq. (6.2)

Ed1 D Er�I

r2� D �.1 � 2�/

2G.1� �/p.x; y; z; t/ C "0 .x; y; z/ 2 �I t > 0

dx1.x; t/ D 0 .x 2 @�; t > 0/I
dy1.x; t/ D 0 .x 2 @�; t > 0/I
dz1.x; t/ D 0 .x 2 @�; t > 0/I

Solution of Ed2 via Eq. (6.3)

G r2d2x D g1I
G r2d2y D g2

G r2d2z D g3

d2x.x; t/ D u1.x; t/ .x 2 @�; t > 0/I
d2y D v1.x; t/ .x 2 @�; t > 0/I
d2z D w1.x; t/ .x 2 @�; t > 0/I

The solution Ed D Ed1 C Ed2 is the solution of the displacement field appearing in
the Biot system of equations.
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Consider now the entire volume V of the aquifer region that we want to model
and the various boundaries�jI j D 1,nr (nr: the number of different adjacent aquifers
or boundaries). The uncoupled formulation of the general flow and the consolidation
equations through the aquifer may be written in a vector form (see Sect. 6.2):

The aquifer is separated into Nc regions of uniform hydrological behavior. Each
one of this region is a cell.

In order to derive the mass balance equation, let us integrate the basic equations
over any volume V and use the Green Stockes theorem:

Z

V

� Er:.�!C : Erw/
�

dV D
Z

V

gz.x,y,t/ dV (6.29)

then

jDnrX
jD1

Z

�j

C
��!rw:�!nj dS D

Z

V

gz.x,y,t/ dV (6.30)

Equation (6.30) represents the global mass balance of the aquifer. The three times
three tensor C is defined as:

C D
0
@G 0 0

0 G 0

0 0 �C 2G

1
A (6.31)

In order to derive the mass balance for each cell Celli , let us define the following
sets of indices:
Ci D f1; 2; � � � ; Ni g Where Ni is the number of cells connected with the Celli

including external cells (the cells representing the external aquifers.)

Si D fj 2 C ;Cellj is connected wi th Celli g

In order to derive the mass balance equation for the cell Celli , let us integrate the
basic equations over Celli and use the Green Stockes theorem:

jDnrX
jD1

Z

�Celli

C.j/
��!rw:�!nj dS D

Z

Celli

gz.x,y,t/dV (6.32)

In Eq. (6.32), each term has an index i that represents the value of the specific
variable at the cell Celli .

This last equation leads to the following set of cell equations:
For i D 1, : : : ;Nc
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Fig. 6.2 A flowchart of the Biot algorithm

�
X
j2Si

Cij

�i
.wtC	t j � wtC	t i /�

X
l2Ei

Clj

�i
.wl

tC	t � wtC	t i / D gi
tC	t=�i (6.33)

For the consolidation equation, the different terms are:
Uij D Cij

�i
: Relative compressibility parameter between Celli and Cellj (F=L3)

gi
tC	t=�: The loading pressure due to building (F=L2)

The solution of the Biot equations
The unknown functions are the water pressure p.x; y; z; t/ and the vertical

displacement field .u.x; y; z; t/; v.x; y; z; yt/;w.x; y; z; t//:
The procedure consists of assuming an initial state of deformation "0 computed

from a Boussinesq solution.
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Then for each time step, the pressure field is computed using the procedure
described in the previous section (Eqs. 6.26, 6.27a and 6.27b).

Then, using Eq. (6.33), compute the displacement Ed1 and Ed2.
Then, we compute the displacement Ed D Ed1 C Ed2 and the corresponding new

deformation state "1. We iterate this process until the differences between two
successive deformation states are small enough (j"nC1 � "nj < 10.�8/).

The following flowchart (Fig. 6.2) describes the explained algorithm:
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Chapter 7
General Software

Abstract In this chapter, the interface of the software is described in general terms,
and we have detailed the computation of the different types of loadings and the input
data.

7.1 A General Flow-Chart of the Model

The following flow-chart describes the general algorithm, as follows:

1. Initialization of the model

• Computation of the building load for each cell in the year 1990;
• Computation of the average water pressure for the 32 cells; and
• Initial displacement for each cell assumed to be zero.

2. Reading data

• Read the soil parameters data;
• Calibrate the groundwater model; and
• Read the displacement data for each cell.

3. Loop on time: new time step
4. Loop on the different cells:

• Compute the stress in the cell;
• Compute the variation of loading;
• Compute the water pressure variation;
• Determine the consolidation time; and
• Compute the displacement.

5. End of cells loop
6. Output the water pressure and the settlement of the layer
7. End of time step.

D.G. Zeitoun and E. Wakshal, Land Subsidence Analysis in Urban Areas,
Springer Environmental Science and Engineering, DOI 10.1007/978-94-007-5506-2 7,
© Springer ScienceCBusiness Media Dordrecht 2013
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7.2 The MATLAB Interface

The development was done on a PC windows system. The data is a collection of
arrays that the user may build.

We used the MATLAB software, because of the large library of mathematical
algorithms given with this package. A graphic user interface was developed and
connected with MATLAB, making it very user-friendly.

The Interface was developed using the graphic user interface tools offered by
the MATLAB 8 software. The interface GUI consists of a main window where the
different menus are given (see Fig. 7.1):

Four main menus corresponding to four different tasks were built:

1. Reading of the data;
2. Calibration of the parameters;
3. Validation of the model; and
4. A prediction tool.

The main windows also contain:

(a) A tool for loading the location map of the aquifer with the cells;
(b) Four plot windows; one for the water levels; one for the pumping rate, one for

the rain data, and one for spring data; and
(c) A connection between these plot windows which allows all the plots created by

the software to be forged into an array.

Fig. 7.1 The MATLAB interface main windows
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7.2.1 Reading the Data

The developed software permits the reading of model data such as the list of cells,
the annual water level, the annual rates of pumping, the rain data array and the spring
discharges array.

The reading data menu contains also the connection tool where connections
between the different cells are defined

7.2.2 The Calibration Tool

The software allows two types of calibrations:

(a) Calibration of the hydrological parameters with respect to the head data; and
(b) Calibration of the outlets of the aquifer such as springs.

In any process of calibration, we need first to define the period of the calibration
(see Fig. 7.1).

7.2.3 The Hydrological Parameters Calibration

The software enables the building of the hydrological connections between cells in
an easy way. An array called parameters is built with a specific structure:

Every line relates to a specific cell of the model, and the array columns relate
to the calibration parameters, such as storativity and transmissivity between the
different cells.

The hydro-geological model is introduced using a simple convention, as fol-
lows:

1. When the hydro-geological connection between cells does not exist, the user
writes a zero at the corresponding line and column of the “parameter” array;

2. When the hydro-geological connection between two different cells exists, the
user assigns a blank for each parameter to be calibrated; and

3. When the hydro-geological connection between two different cells exists, the
user assigns a value for each known parameter.

7.2.4 The Validation Tool

The validation process consists of checking the difference between the model results
and the measured head data for a given period.
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First, the period of time is chosen as a number of time steps (generally a season or
year) for the validation process. The outputs of this process are the computed head
solution for the selected period and the computation of the error between measured
and computed heads.

The software presents the validation results in the following three forms:

1. Calculation of the global error between the calculated results and the measured
data;

2. Creation of an array containing the results of the model; and
3. A visualization tool showing the graphs of the computed head vs the measured

head.

7.2.5 The Prediction Tool

First, the period of time is chosen as a number of time steps (generally season or
year) for the prediction process. The first year of the period is always the last year
of the data.

7.2.6 The Prediction Window

The prediction window contains two columns of data, one for the hydraulic head
and one for the pumping rate for each cell and thus, for each time in the prediction
period.

The user writes the known data (water level and/or pumping rates) for each year
leaving a blank when the value is unknown. These results are stored in an array.

The prediction process consists of computing the unknown data using the
mathematical approach described above.

The software presents the prediction results in the following three forms:

1. Creation of an array containing the results of the model;
2. A visualization tool showing the graphs of the prediction head in the prediction

period; and
3. A visualization tool showing the graphs of the prediction pumping rate in the

prediction period.

7.3 The Calibration of the Models

The calibration, or identification, of a model is the process in which the various
model parameters (and that may also include its geometry, inputs, etc.) are
determined, if no previous knowledge of them is available, or verified (if such
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information is available). The calibration is based on data obtained from observa-
tions of the behavior of the aquifer in the past. Such data usually includes water
levels, pumping and recharge rates and volumes, water quality, interface positions,
spring discharges, etc. The calibration, or identification, procedure is often referred
to as the inverse problem (see Bear 1972).

The calibration involves taking a past period for which data are available on the
behavior of the real aquifer system (e.g., water levels) and running a simulation
of the aquifer model. When the model is calibrated in accordance with recorded
input data for that period (e.g., pumpage and natural replenishment), its response
(e.g., in the form of water levels) is compared with the recorded past response
observed in the aquifer. The model is said to be calibrated when the difference
between these two responses is less than some value specified by the planner. At
the end of the calibration phase, we have a well-defined model of the aquifer system
under consideration. All its parameters are well defined, and it can now be used with
confidence for forecasting the response of the aquifer in the future to the planned
operations.

7.3.1 A Mathematical Formulation for the Calibration
of the Flow Equation

For each cell Celli , we have a number of N i
p to calibrate, so that:

Np D
iDNcX
iD1

N i
p (7.1)

Np is the total number of parameters to calibrate.
For each cell Celli , the set of parameters to calibrate may be:P i

1; P
i
2; � � � ; P i

N i
p

Where

P i
l D Si (storativity of Celli ) or
P i
l D Kij Hydraulic conductivity of water between Celli and Cellj
P i
l D Klj : Hydraulic conductivity of water between Celli and external

resources
P i
l D ˛i : Replenishment parameter.

The steps of the calibration process for the flow equations are:

STEP 1: A definition of the calibration vector:
We order the unknowns parameters with the following order:

*

KT D
�
P1
1 ; P

1
2 ; � � � ; P 1

N1
P
; P 2

1 ; P
2
2 ; � � � ; P 2

N2
P
; � � � ; PNc

1 ; P
Nc
2 ; � � � ; PNc

N
Nc
P

�
(7.2)
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Table 7.1 Calibration of the parameters

Parameters Selected for calibration Not selected for calibration

P i
l D Si Mij D .ptC	t

i � pt i / Gt
i D Gt

iP revious � Si .p
tC	t

i � pt i /

P i
l D Kij Mij D .p

tC	t

j � p
tC	t
i / Gt

i D Gt
iP revious �Kij .p

tC	t

j � p
tC	t
i /

P i
l D Klj Mij D .p

tC	t

l � p
tC	t
i / Gt

i D Gt
iprevious �Klj .p

tC	t

l � p
tC	t
i /

P i
l D ˛i Mij D �P recipitat ioni �	t Gt

i D Gt
iP revious C P recipitat ioni �	t � ˛i

STEP 2: Building of the calibration matrix:
The calibration matrix equation is given by:

M
�!
K D �!

L (7.3)

The size of the matrix M is Np � Nc � Ny for the line number (Ny Number of
years for the calibration period and Np for the unknown parameters).

The size of
�!
L is Nc �Ny , computation of the matrices and vectorsM I �!

L .
In the present model, the recharge, the pumping, and the spring discharge are

given data for the period of calibration. Therefore, the second member
�!
L , for

each cell Celli at time t is defined as:

LtC	ti D 	tŒDtC	t
i � P tC	t

i � Bi
tC	t 
CGt

i (7.4)

Gt
i Represents the known part of the Equation (7.4) and Mt

ij are as described in
Table 7.1:
For a given parameter, there are three possibilities, as follows:

(a) The hydrological connection does not exist, and therefore, no value is
assigned to the parameter;

(b) The hydrological connection exists, and the value of the parameter is known.
In this case, a new term is added to the right-hand side of the equation in a
new value of Gt

i . This value is described in the last column of Table 7.1 for
the different parameters, and

(c) The hydrological connection exists, and the value is unknown. Then, this
value is determined by the calibration process. A new term is added to the
Mt
ij matrix.

This value is described in the second column of Table 7.1 for the different
parameters.

STEP 3: Computation of the matrix system:

M
�!
K D �!

S

The matrix M is not invertible, so we used the least-squares method for the
solution of this system. The difficulties are the constraints on the parameters.
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The least-squares solution of the BIOT equations may be obtained by different
algorithms such as multi-regression analysis, SVD (singular value decomposition),
etc. The use of the MATLAB software permits the use of a large library of
algorithms and the testing of the most efficient one.

A similar calibration method was applied for the consolidation equations where
the calibration parameter is the parameter P i

l D Ulj .

7.3.2 A Mathematical Formulation for the Calibration
of the Consolidation Equation

(a) The Terzaghi theory
The relation between the data measurements of the displacement and the

consolidation parameters have been calibrated, using multivariate statistics from
1978 to 2007.

(b) The Biot theory
For each cell Celli , we have a number of N i

p to calibrate, so that:

Np D
iDNcX
iD1

N i
p (7.5)

Np is the total number of parameters to calibrate.
For each cell Celli , the set of parameters to calibrate may be:

P i
1; P

i
2; � � � ; P i

N i
p

Where
P i
l D Uij : Compressibility parameter between Celli and Cellj .
P i
l D Ulj : Compressibility parameter between Celli and external resources.

The steps of the calibration process for the flow equations are:

STEP 1: Definition of the calibration vector:
We define the unknown parameters with the following order:

*

KT D
�
P1
1 ; P

1
2 ; � � � ; P 1

N1
P

; P 2
1 ; P

2
2 ; � � � ; P 2

N2
P

; � � � ; PNc
1 ; P

Nc
2 ; � � � ; PNc

N
Nc
P

�

STEP 2: Building of the calibration matrix:
The calibration matrix equation is given by:

M
�!
K D �!

L (7.6)

The size of the matrix M is Np � Nc � Ny for the line number (Ny Number of
years for the calibration period and Np for the unknown parameters).
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Table 7.2 Constraints
on the parameters

Parameters Constraints

P i
l D Si Si � 0

P i
l D Kij Kij � 0

P i
l D Klj Klj � 0

P i
l D ˛i ˛i � 0

Table 7.3 The calibration of the parameters

Parameters Selected for calibration Not selected for calibration

P i
l D Kij Mij D .w

tC	t

j � wtC	t
i / Gt

i D Gt
iP revious �Kij .w

tC	t

j � wtC	t
i /

P i
l D Klj Mij D .w

tC	t

l � wtC	t
i / Gt

i D Gt
iprevious �Klj .w

tC	t

l � wtC	t
i /

The size of
�!
L is Nc �Ny , computation of the matrices and vectorsM I �!

L .
In the present model, the recharge, the pumping, and the spring discharge are

given data for the period of calibration. Therefore, the second member
�!
L , for

each cell Celli at time t is defined as:

LtC	t D Gt
i CDtC	t

zp
tC	t

i C gi
tC	t=�i (7.7)

Gt
i represents the known part of Equation (20) and Mt

ij are is described in
Table 7.2:
For a given parameter, there are three possibilities, as follows:

(a) The hydrological connection does not exist, and therefore, no value is
assigned to the parameter.

(b) The hydrological connection exists, and the value of the parameter is known.
In this case, a new term is added to the right hand-side of the equation in a
new value of Gt

i . This value is described in the last column of Table 7.2 for
the different parameters.

(c) The hydrological connection exists, and the value is unknown. Then, this
value is determined by the calibration process. A new term is added to the
Mt
ij matrix.

This value is described in the second column of Table 7.2 for the different
parameters (Table 7.3).

STEP 3: Computation of the matrix system:

M
�!
K D �!

S (7.8)

The matrix M is not invertible, so we used the least-squares method for the
solution of this system. The difficulties are the constraints on the parameters. The
least-squares solution may be obtained by different algorithms such as multi-
regression analysis, SVD (singular value decomposition), etc. The use of the
MATLAB software permits the use of a large library of algorithms and the testing
of the most efficient one.
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The model was validated against analytical solutions for a steady-state flow (see
Zeitoun and Wakshal 2009).

7.4 The Validation of the Models

The goal of the model validation is to measure the differences between the data and
the results of the model in a time period different from the calibration period.

The matrix system for the validation at a time t is given by the matrix equation:

A
�!
H D �!

R (7.9)

Where
*

HT D �
htC	t1 ; htC	t2 ; � � � ; htC	tNc

	
.

7.5 The Prediction Using the Model

The general prediction problem for a cell model may be formulated by two different
ways:

Assumption 1: “For any cell, the unknown may be either the pumping rate or the
hydraulic head but not both of them and at least one of them.”

Then define Nc as the cell number.

C D f1; 2; � � � ; Ncg

Define the following sets of indices

H D fj 2 C ; htC	tj is unknowng
Q D fj 2 C ;Qj is unknowng

NH D CardH I NQ D CardQI Nc D NH CNQ

Steps for the prediction process

STEP 1: Definition of the prediction vector:

*

U T D �
utC	t1 ; utC	t2 ; � � � ; utC	tNc

	
(7.10)

The size of the matrix B is Nc �Nc
The size of the vector

�!
R is Nc
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The unknown vector is built in the following order

if i � NH I utC	ti D htC	tl.i/ I
if i > NH I utC	ti D QtC	t

p.i/ (7.11)

The index of the unknown head in the general system is l.i/ 2 H and p.i/ 2 Q
is the index of the unknown pumping rate.

STEP 2: Building of the matrix
The linear system to solve for the prediction system for each new prediction year:

E
�!
U D �!

Z (7.12)

The matrix E is defined as follows:

if i 2 C I
j � NH I Eij D Ail.j /I
j > NH IEij D 0I if p.j / ¤ i

Eij D 	t Ap.j /I f p.j / D i (7.13)

The vector
�!
Z is defined as:

8 i 2 C I
if i 2 H I zi D Sih

t
i C

X
l2Ei

Klj hl
tC	t C	t

�
N tC	t

i

CDtC	t
i � P tC	t

i � Bi tC	t
	

if i 2QI for all j 2 C zj D Sjh
t
j C

X
l2Ei

Klj hl
tC	t C	tŒN tC	t

i

CDtC	t
i � Bi

tC	t 
CKij h
tC	t
i (7.14)

STEP 3 Solve

E
�!
U D �!

Z (7.15)

The use of the MATLAB software permits the solving of this matrix problem
using the least-squares algorithm.

Assumption 2: “For any cell, the unknown may be either the pumping rate or the
hydraulic head but also both of them or anyone of them.”
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Then define Np as the total number of unknowns

C D f1; 2; � � � ; Npg

Define the following sets of indices

H D fj 2 C ; htC	tj is unknowng
Q D fj 2 C ;Qj is unknowng

NH D CardH I NQ D CardQI Nc ¤ NH CNQ
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Chapter 8
A Case Study: The Bangkok Plain

Abstract In this chapter, the implementation of the methodology is described on
a modeling study of the Bangkok area. The use of historical satellite maps of the
urbanization of the Bangkok area is connected with the GIS system. The building
of the model data is described in detail. We analyze separately the different types of
effects. The computational of the total subsidence and each component is presented.
Also, the effect of pumping from a deep layer on subsidence in the upper layer is
presented.

8.1 Geology and Hydrogeology

The study areas cover the Bangkok Metropolis and its vicinity, comprising wholly
the following seven provinces, namely (see Fig. 8.1):

The city of BANGKOK
The NONTHABURI Province
The SAMUTPRAKARN Province
The SAMUT SAKHON Province
The PATHUM THANI Province
The PHRA NAKHON SI AYUTTHAYA Province (AYUTTHAYA)
The NAKHON PATHOM Province

The choice of the most appropriate conceptual model for a given aquifer system
and for a given management problem is dictated first of all by the features of the
aquifer itself (e.g., its geological properties), but also by the following criteria (see
Bear 1972):

(a) It should be sufficiently simple so as to be amenable to mathematical treatment;
(b) It should not be too simple so as to exclude those features which are of interest

to the investigation on hand. As the range of possible models between these two
limits is still wide, we should add two more important criteria, namely, that:

D.G. Zeitoun and E. Wakshal, Land Subsidence Analysis in Urban Areas,
Springer Environmental Science and Engineering, DOI 10.1007/978-94-007-5506-2 8,
© Springer ScienceCBusiness Media Dordrecht 2013
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Fig. 8.1 A location map: the Bangkok region
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(c) Information should be available for calibrating the model; and
(d) The model should be the most economic one for solving the problem on hand.

8.1.1 The Geology of the Bangkok Basin

1. General geology
A simplified geological map of Thailand is shown indicating the following rock
units: the Pre-Cambrian gneiss of amphibolite facies and the Lower Paleozoic
sandstone and limestone are normally found side by side in the west from Mae
Hong Son to Kanchanaburi, in the eastern Gulf, and in the southern Peninsula.

The Mid-Paleozoic rocks cover large areas in both the west and the east. They
are represented by a thick monotonous geosynclinal sequence mainly consisting
of politic rocks and volcanic debris.

The Upper Paleozoic rocks, on the other hand, originated from a shallower
marine which consists of arenaceous and calcareous rocks. In the west, they
include some Triassic rocks, either conformable or unconformable.

The Early Mesozoic sequence in the western mountains is usually involved
with the Upper Paleozoic rocks, but the Middle and Late Mesozoic rocks are
found strongly unconformable with either the Early Mesozoic or the Upper
Paleozoic. These later Mesozoic rocks are mainly non-marine red beds, typically
underlying the Khorat Plateau with a mild and broad folded structure.

The non-marine Cenozoic rocks are mainly found in isolated intermountain
basins, and larger parts of them underlie the Chao Phraya Plain and the Gulf of
Thailand.

Lithofacies change across the country suggests that the stratigraphic succes-
sions in Thailand resulted from the successive depositional evolutions of the
Paleozoic-Early Mesozoic geosynclines, post-Early Mesozoic platform basins
and lately, the Cenozoic basins.

The Gulf of Thailand was formed by rifting and a brief period of ocean
spreading during the Late Cretaceous and/or Cenozoic era. The Chao Phraya
depression (i.e., the Central Valley and the Central Plain) is thought to be a
graben constituting the onshore extension of the Gulf. It may also be regarded
as the largest in a series of Tertiary extensional basins in northern Thailand.

2. The basement structure of the Central Plain
Based on the interpretation of the Landsat photograph, strike-slip faults in

NW-SE direction are clearly identified. These faults are accompanied with
secondary faults in N-S direction and divide the basement into several blocks, in
which these geological blocks constitute the grabens. The depth to the basement
is estimated to be more than 1,800 m, according to the oil exploratory drilling,
aero magnetic and seismic data.

In correlation with the lithologic facies in the Gulf, the sediments overlying
the basement are thought to be deposits in the coastal deltaic environment from
Mid-Tertiary to Quaternary. Recent studies on sedimentation in the Bangkok
region may be found in Mongsrijun et al. (2008).
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8.1.2 Hydrogeology

The Bangkok Metropolitan area is situated on the flood plain and delta of the Chao
Phraya River which traverses the Lower Central Plain of Thailand. The plain, also
known as the Lower Chao Phraya Basin, extends about 200 km from the north to the
south and about 175 km from the east to the west. It is bounded on the east and
the west by the mountain ranges and the south by the Gulf of Thailand. To the
north, the plain is bordered by a series of small hills dividing it from the Upper
Central Plain, with the Chao Phraya River as an interconnection.

The geological formations involved in the transmission and confinement of
groundwater in the Bangkok Metropolis are a basement complex and alluvial
deposits which constitute the principal aquifers in Bangkok.

The clastic sediments overlying the basement complex are unconsolidated and
semi-consolidated sediments of clay, sand and gravel, ranging in age from Tertiary
to Quaternary. The total thickness of the strata ranges from about 400 m in the east
to more than 1,800 m to the west of Bangkok. Data from water wells drilled in the
Bangkok Metropolitan area reveals that there are at least three major depositional
breaks within 600 m from ground surface, as evidenced by the strata geoelectrical
properties and water quality. Piancharoen and Chuamthaisong (1976) confirmed that
the first depositional break is at the depth of 100–120 m, whereas the second and
third breaks are at about 350–450 m and below 600 m as indicated by a well drilled
to the depth of 650 m at Samutprakarn Province (after Ramnarong and Buapeng
1991, 1992).

8.2 Aquifers in the Bangkok Area

The topmost sediments, 15–30 m thick, consist of soft clay overlying stiff clay,
known as the “Bangkok clay”. The underlying sand, gravel, and clay constitute
the principal aquifers of Bangkok. Based on data of electric logs and drilled logs,
the upper 600 m of the unconsolidated deposits are subdivided into eight principal
artesian aquifers, separated from each other by thick confining clay or sandy clay
layers. They are as follows:

1. Bangkok Aquifer (50 m zone) BK
2. Phra Pradaeng Aquifer (100 m zone) PD
3. Nakorn Luang Aquifer (150 m zone) NL
4. Nonthaburi Aquifer (200 m zone) NB
5. Sam Khok Aquifer (300 m zone) SK
6. Phaya Thai Aquifer (350 m zone) PT
7. Thon Buri Aquifer (450 m zone) TB
8. Pak Nam Aquifer (550 m zone) PN
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8.2.1 The Bangkok Aquifer (BK)

The Bangkok aquifer consists of two sub-aquifers separated from each other by
clay layers. The upper Bangkok aquifer, immediately underneath the Bangkok clay,
consists of yellowish brown or grayish brown, fine sand, or clayey sand on top and
fine to coarse sand with gravel at bottom. The depth to the top of the upper aquifer
is 16–30 m below ground surface, and its maximum thickness is 30 m. The upper
aquifer is missing in some areas of eastern Bangkok and Samutprakarn Province.
The lower aquifer is separated by clay and silt layers of variable thickness. It is
composed of grayish brown, fine to coarse sand with gravel and gray to grayish
brown clay layers. The lower aquifer directly interconnects with the top aquifer, is
about 30 m below ground surface, and it may be 30–50 m thick.

The quality of water in the Bangkok aquifer is undrinkable due to high salinity
except in the south – 250–500 mg/L of chloride in groundwater.

8.2.2 The Phra Pradaeng Aquifer (PD)

The Phra Pradaeng aquifer underlies a thick confining brown to grayish brown clay
about 10–14 m thick. The aquifer consists of sand and gravel with clay lenses.
The sand and gravel are generally of a coarse grain, poorly sorted, subrounded to
rounded, and white to whitish gray. Carbonized wood, or logs, and shell fragments
have been found in many places. The sediments were probably deposited under the
fluviatile and shallow sea environments on an erosional surface of hard and compact
clay. The aquifer is 60–80 m deep and ranges from 20 m thick in the north to 50 m
in the south.

The groundwater in the Phra Pradaeng aquifer is generally of a high yield but is
mostly brackish to salty. The development of groundwater in this aquifer is mainly in
the area of Phra Pradaeng District and the southern Part of Samutprakarn Province.

8.2.3 The Nakorn Luang Aquifer (NL)

The Nakorn Luang aquifer underlies the Phra Pradaeng aquifer from which it is
separated by a thick brown, compact clay layer 3–10 m thick. The aquifer consists
of sand and gravel with clay layers. The sand and gravel are subrounded to rounded,
moderately well sorted, whitish yellow to light brown and gray to grayish brown
in some places. These sediments are the upper part of an older terrace. The aquifer
is 100 m below the ground surface in the east to 140 m in the south and is about
50–70 m thick.
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The aquifer is very permeable and gives good quality water in the area east of the
Chao Phraya River. The first groundwater development for water supply in Bangkok
was from the Nakorn Luang aquifer, and it has been heavily extracted.

8.2.4 The Nonthaburi Aquifer (NB)

The Nonthaburi aquifer underlies the Nakhon Luang aquifer from which it is
separated by a thick clay bed. The sediments are similar to the Nakhon Luang
aquifer which is composed of sand and gravel with minor clay lenses. It can be
divided into at least three subaquifers separated by leaky clay beds. The aquifer is
170–200 m below the ground surface, and its thickness is 30–70 m.

The groundwater conditions of the Nonthaburi aquifer are also similar to those
of the Nakhon Luang aquifer. It was not developed earlier because it suffered from
overpumping and a poor quality of water.

8.2.5 The Sam Khok Aquifer (SK)

The Sam Khok aquifer consists of alternating layers of sand or gravel and clay.
The clay is generally brown to yellow and moderately to highly compacted. The
sand and gravel are mostly of a medium to coarse grain, fairly well sorted, and with
intercalated clay lenses. The aquifer is 240–250 m below the ground surface and
40–80 m thick.

8.2.6 The Phaya Thai Aquifer (PT)

The Phaya Thai aquifer underlies the Sam Khok aquifer from which it is separated
by a hard and compact clay bed 5–10 m thick. The aquifer consists of thin sand
and gravel layers intercalated with clay lenses. The sand and gravel are dirty brown,
angular, medium sand to gravel size, and poorly to fairly well sorted. The aquifer is
275–350 m deep and 40–60 m thick.

The water-bearing properties of the aquifer are similar to those of the Sam
Khok aquifer. Good quality water is found only in the north, east, and southeast
of Bangkok. The aquifer is generally not popular due to its greater depth.

8.2.7 The Thon Buri Aquifer (TB)

The Thon Buri aquifer is situated below the second depositional break. It underlies
a thick clay bed up to about 50 m in some places. The strata consist of thick sand
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and gravel interbedded with thin layers of clay. The sand is of a coarse grain,
rounded and well sorted. The clay is generally pinkish to grayish brown, compacted,
and sandy. The aquifer is 350–400 m deep and 50–100 m thick.

The test well data shows that good quality water is present, in the north, east, and
southeast of Bangkok; however, the aquifer is not as productive as others due to the
presence of clay in many horizons.

8.2.8 The Pak Nam Aquifer (PN)

The Pak Nam aquifer is separated from the clay. It consists of at least three thick
sand and gravel beds with clay lenses. The sand and gravel are white to gray and
well sorted. The clay layers are generally very compact, olive gray to dark gray, with
carbonaceous matter. The aquifer is 420–500 m deep.

The Pak Nam aquifer is very permeable and yields a considerable quantity of
good quality water. The best quality water is from the sand layer occurring from
about 550 m downward. The water temperature is as high as 50ıC. It is, however,
too deep to reach by domestic wells, except in areas where there is no alternative
potential aquifer, i.e., in southern and southwestern Bangkok.

It should be taken into consideration that the exploited aquifers in Bangkok Basin
are composed of young sediments.

Thus, it is characterized by the chemical diagenetic changes of the cementation
process, in which minerals are precipitated in the pores of sediments, forming
cements that bind the clastic components.

Such cementation results in a decrease in porosity and also results in lithification,
forming the diagenetic process by which soft sediment is hardened to become a rock.
Another chemical diagenetic change in clastic accumulation, as in Bangkok Basin,
is the chemical alteration of clay minerals fraction, originally deposited as clastic
particles.

Due to all the above-mentioned reactions, the physical diagenetic change of
compaction is taking place.

It results in a decrease in the volume and porosity of the aquifer’s sediments,
where grains are squeezed closer together by the lithostatic weight of the overlying
column of sediments. In general, pure sands are fairly packed during deposition,
so they do not compact much. However, newly-deposited muds are highly porous,
either as a mixture with sand or pure mud layers. Such sedimentary facies could be
observed at the subsurface of Bangkok Basin upon the analyses and correlation
of many observation wells (see Japan International Cooperation Agency (JICA)
1995). Often, more than 60% of the sediment is water in pore space Due to
it, muds compact greatly after burial, losing at least one half of their water
content.

These various aspects of water-solid rock interface should play an important role
in Bangkok Basin, as the static groundwater level has been decreased by tens of
meters due to the well-known overpumpage.
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8.2.9 The Aquifers’ Characteristics

The characteristics of the aquifers are defined mainly by their hydraulic properties
which are the coefficient of the transmissivity, storage, and leakage. The first con-
stant characterizes the ability of the aquifer to transmit water, the second the ability
to release water from storage, and the third the ability of the semi-confining bed
to pass water vertically upward or downward. All aquifers in the Bangkok area are
generally very permeable and may yield at least 100 m3/h to as much as 300 m3/h.

The hydraulic properties of the main producing aquifers are similar. The
transmissivity of the Bangkok aquifer obtained from a pumping test at Bang-
poon, Pathum Thani is 3,950 m2/d, and its storage coefficient is about 1 � 10�4

(Ramnarong 1976). The transmissivity coefficient of the Phra Pradaeng and Nakhon
Luang aquifers range from 1,200 to 4,104 m2/d, and their storage coefficient
from 1 � 10�4 to 3.4 � 10�3. The estimated value of seepage or leakage factors
ranges from 2 � 10�6/d to 2 � 10�5/d (see Asian Institute of Technology 1982).
The transmissivities of the Nonthaburi, Sam Khok, and Phaya Thai aquifers are
3,730, 4,992 and 6,000 m2/d, respectively. The storage coefficient is 2 � 10�3 and
the seepage factor is 1.6 � 10�5/d.

8.2.10 The Groundwater Recharge

The principal source of recharge to the Bangkok aquifer system is mainly from
lateral inflow from the upper part and the periphery of the Lower Central Plain. This
inflow is directly percolated from rainfall, seepage from the Chao Phraya River
and its tributaries and infiltration during floods into the aquifers. Estimated from
contours of piezometric levels and an environmental isotopes study, occupies the
area of Ang Thong up to Chai Nat and Uthai Thani Provinces and the areas near the
exposed outcrop along the eastern and western margins of the basin.

From observations of the groundwater level fluctuations in wells in the upper
part of the Lower Chao Phraya Basin, the recharge seems closely related to rainfall.
The water levels in wells respond to rainfall by rising during the rainy season and
declining during the dry season. The rate of fluctuation is about 1–2 m/year. The
results from the environmental isotopes study have shown that the recharge is a
continuation from geological to present times, and the groundwater in the Lower
Chao Phraya Basin is of meteoric origin.

The annual recharge for the whole basin is estimated to be 3.2% of the rainfall
(see Asian Institute of Technology 1982). The recharge is highest in September
when the basin receives its heaviest rainfall. Vertical inflow directly from rainfall
and seepage from rivers into the aquifer systems in the Bangkok Metropolitan area
are believed to provide only a very small contribution due to the very thick clay bed
on the top of the formation.
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8.2.11 Groundwater Movement

The regional groundwater movement in the Lower Phraya basin and the Bangkok
Metropolis has been interpreted from piezometric surface maps of the aquifers. Flow
directions are generally toward the south, southeast and southwest. As the cones
of depression developed in the Bangkok Metropolitan area are due to pumping
hydraulic gradients, this results in a reverse flow from south to north, away from the
Gulf.

The groundwater flow velocity is relatively slow due to the gentle gradient.
A long residence time of groundwater in the basin has been confirmed by the
environmental isotopes study (see Piancharoen and Chuamthaisong 1983). The
estimated groundwater movement, determined by the carbon-14 dating method, is
about 4 cm/day, and it has taken more than 10,000 years for groundwater to move
from the recharge areas to central Bangkok. The carbon-14 dating also indicates
that the groundwater could have entered Bangkok aquifers system more than 20,000
years ago.

Piezometric surface data, from monitoring wells in the Bangkok area, indicate
that groundwater moves downward from the Bangkok to Phra Pradaeng of the Non-
thaburi aquifer moves upward to the Nakorn Luang aquifer. The piezometric sur-
faces in the deeper aquifers are generally high compared with the shallower aquifers,
and the water can move upward from the underlying aquifer into the upper aquifer.

8.2.12 Hydrochemistry

A total of 237 groundwater samples from the DMR monitoring wells and 16 samples
from production wells were collected from September to December 1993. The
submersible pump was used to remove stagnant water from the well so as to collect
reliable samples. The method of sampling is as follows (see Japan International
Cooperation Agency (JICA) 1995):

(a) Remove existing monitoring unit from the well;
(b) Measure statistic groundwater level;
(c) Install a submersible pump into the well;
(d) Pump up stagnant water from the well for at least one (1) hour;
(e) Measure the water level, discharge rate, electric conductivity, pH, and temper-

ature at an interval of 10 min during pum;.
(f) Collect a sample from pumped water at the final stage of pumping and keep it

in sampling bottles;
(g) Write the necessary information on the label pasted on the bottles: sample no.,

well no, sampling date, electric conductivity, pH, and temperature;
(h) Transport samples to the laboratory on the same day; and
(i) Reinstall monitoring unit to the well.
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8.2.13 Results of the Analysis

8.2.13.1 The Phra Pradaeng (PD) Aquifer

The elements of (Na C K) and (Ca) occupy 25–98% and 2–48% of the total cations,
respectively. Most samples are chloride-rich in anion composition. However, several
samples are rich in bicarbonate. Sulfate content is higher in the PD Aquifer than
in the NL Aquifer or the NB Aquifer. The samples having high ion contents show
chloride as dominant in the anion composition. But the cation compositions of those
samples can be classified into two (2) groups: one characterized by the dominance of
(Na C K) and the other is characterized by an almost equal content of (Na C K) and
(Ca). The former group is in Samutprakarn and western Bangkok, while the latter
group is in northern Bangkok, Pathum Thani, and Nonthaburi. The high chloride
concentration lies from Samut Sakhon to Pathum Thani along the Phraya River
and extends to northern Bangkok. High concentration area is also found in Samut
Prakan. The concentration partly exceeds 5,000 mg/L in those areas. Major areas
of high chloride concentration can be found on the map: the coastal area from
Samutprakarn to Samut Sakhon showing 3,000–16,000 mg/L and along the Chao
Phraya River showing 2,000–6,000 mg/L.

8.2.13.2 The Nakhon Luang (NL) Aquifer

The element of (Na C K) occupies 30–99% of the total cations. For anions, the
sulfate is less than 10% except for a few samples. The samples having high ion
contents are distributed along the shoreline in Samut Prakan, western Bangkok, and
along the Chao Phraya River in Nonthaburi and Pathum Thani. The samples taken
from the coastal area are characterized by high content of chloride and (Na C K).
The saline water may have originated from sea water. However, the samples taken
inland are characterized by high calcium as well as (Na C K) contents in cations.
This research indicates that the source of saline water inland may be different from
that in the coastal area.

8.2.13.3 The Nonthaburi (NB) Aquifer

The samples can broadly be divided into two (2) groups: The two groups differ in the
anion compositions. The samples belonging to one group are chloride-rich whereas
the samples of the other group are bicarbonate-rich. The samples having high ion
contents are distributed in Samut Prakan, western Bangkok, Samut Sakhon, and
northern Bangkok to Pathum Thani. The samples taken from the southern part of the
Study Area are rich in chloride and (Na C K). However, the samples taken inland



8.3 Implementation of the Biot Model for the Bangkok Region 219

are characterized by a high calcium content in cations. From the mouth of the Chao
Phraya River to Samut Sakhon shows high chloride concentration ranging from
2,400 to 13,000 mg/L. High concentration is also found in part of eastern Samut
Prakan. However, a small chloride concentration below 1,000 mg/L is found in the
coastal area of central Samut Prakan. An isolated high chloride concentration which
ranges from 1,000 to 5,700 mg/L is found inland from Pathum Thani to northern
Bangkok.

8.2.14 Saline Intrusion (After Ramnarong 1999)

Saline intrusion in the aquifers of Bangkok has been observed since 1967 when
many municipal wells in the southern parts of Bangkok yielded brackish to saline
water. Since then, more and more wells in these areas and on the west bank of
the Chao Phraya river have been abandoned. High salinity groundwater has also
been found in some wells in central Bangkok where the aquifers once yielded fresh
water. It was observed that the inferior groundwater quality is due not only to an
increase in chloride content but also to the increases in hardness, iron, manganese,
sulphate, calcium, sodium, magnesium, and dissolved solids. The major sources of
groundwater-quality degradation are believed to be the seawater and connate water
entrapped under marine conditions in pore spaces of sediments at, or subsequent to,
the time of their deposition.

The saline intrusion in the Bangkok Metropolitan area is limited to the shallow
aquifers immediately adjacent to the coast. Seawater moves inland when water
levels decline due to over-abstraction of groundwater. The groundwater flows from
all directions toward the center of cones of depression, and the saltwater has been
drawn northward and northeastward from its source into the fresh water of the
aquifers. It has been observed that the rate of movement of saltwater differs in
different parts of the Bangkok Metropolis. The rate of movement in areas of heavy
abstraction is rather greater than in areas of lower abstraction. The rate of water
invasion is undoubtedly accelerated in areas where water levels are most drastically
depressed by over abstraction, particularly in the Phra Pradaeng, Nakhon Luang and
Nonthaburi aquifers.

8.3 Implementation of the Biot Model
for the Bangkok Region

In this section, we present a first implementation of the subsidence code for a series
of cells closed to the different administrative provinces.
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8.3.1 Cells’ Description and Input Data

The basin was split into seven basic regions corresponding to regions, comprising
wholly the following seven provinces, namely:

1. The city of BANGKOK;
2. The NONTHABURI Province;
3. The SAMUTPRAKARN Province;
4. The SAMUT SAKHON Province;
5. The PATHUM THANI Province;
6. The PHRA NAKHON SI AYUTTHAYA Province; and (AYUTTHAYA); and
7. The NAKHON PATHOM Province

The governmental institutions define the administrative regions, but they corre-
spond to hydrological units having a homogenous hydrological behavior in terms of
water levels.

Each region is separated into basic layers including basic aquifers, as follows:

1. Layer1: It includes the Bangkok aquifer and the Phra; Pradaeng aquifer;
2. Layer2: It includes the Nakorn Nuang aquifer;
3. Layer3: It includes the Nonthaburi aquifer;
4. Layer4: It includes the Sam Khok aquifer; and
5. Layer5: It includes the Phraya Thai aquifer, the Thon Buri aquifer, and the Pak

Nam aquifer.

8.3.1.1 A Compartmental Model for the Bangkok Region

• Compartmental cells
In the following figures, we present the spatial extension of each cell, the
groundwater data, and the subsidence data associated with each cell.

For each province, we separate into aquifers and sub-regions. The hydraulic
connection exists between the same layer and between adjacent cells.

In the following table, we summarize the 34 different cells (see Fig. 8.2,
Table 8.1).

• The Bangkok area: it is separated into East and WEST with respect to the Chao
Phraya River. Thus, the different cells are: BE11, BE12, BE13, BE14, and BE15
(for the first five aquifers), and for the western part, BW11, BW12, BW13,
BW14, and BW15.

• Samu Phrakarn area: it is separated into the Northern and Southern parts
• Samu Sakmonit region: it is separated into the EAST and WEST.

Also, we define the geo-hydrological model of hydraulic connections between
the cells.
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Fig. 8.2 Zoning of the various cell regions

Our assumptions are that

1. The aquifers are confined;
2. The aquifers 1, 2, and 3 are leaky; and
3. The replenishment comes from the external head BC in the northern part. For

this, I need the data (Fig. 8.3).
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Table 8.1 A list of layers in the simple cell model

Province Cell Name Layer1 Layer2 Layer3 Layer4 Layer5

Bangkok East BE BE11 BE12 BE13 BE14 BE15
Bangkok West BW BW11 BW12 BW13 BW14 BW15
Nakhon Pathom Province NP NP11 NP12
NONTHABURI Region NT NT11 NT12
PATHUM THANI Province PT PT11 PT12
PHRA NAKHON SI

AYUTTHAYA Province
PNS PNS1

Samu Phrakarn South SPS SPS1 SPS2 SPS3 SPS4 SPS5
Samu Phrakarn North SPN SPN1 SPN2 SPN3 SPN4 SPN5
Samu Sakmonit Region East SSE SSE1 SSE2 SSE3 SSE4 SSE5
Samu Sakmonit Region West SSW SSW1 SSW2 SSW3 SSW4 SSW5

For the subsidence data it is important to notice that the northern cell PNS has
no subsidence data station. In order to calibrate our model, we associate the station
34 with this cell. This because the geological data are similar to the southern part of
the PNS region (Figs. 8.4, 8.5, 8.6, 8.7, and 8.8).

The aquifers were separated into a basic layer of the compartmental model, as
follows:

1. Bangkok aquifer (Layer 1);
2. Phra Pradaeng aquifer (Layer 2);
3. Nakorn Nuang aquifer (Layer 3);
4. Nonthaburi aquifer (Layer 4);
5. Sam Khok aquifer (Layer 5);
6. Phraya Thai aquifer;
7. Thon Buri aquifer; and
8. Pak Nam aquifer.

Because of the scarcity of water pressure data, the aquifers: Sam Khok aquifer,
Phraya Thai aquifer, Thon Buri aquifer, and Pak Nam aquifer were considered as
one layer (Layer 5).

8.3.2 The Software Used in This Study

In this work, we used the MODFLOW simulation of flow as a basic input. Thus, we
developed an automatic software that translates the MODFLOW data to the input
data of the Biot model.

The following flow-chart (Fig. 8.9) explains the data flow-chart.
The data transfer and file name extensions of the various data files and software

are explained in Fig. 8.10.
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Fig. 8.3 Subsidence stations in the various zones

8.3.2.1 General Data Transfer

In the next chapter, we detail the numerical scheme that was used to solve the Biot
equations.
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Fig. 8.4 Water pressure wells in the Bangkok aquifer: Layer1

8.3.2.2 The Hydro-Geological Model

In Figs. 8.11, 8.12, 8.13, and 8.14, we describe the assumed hydraulic connections
between the different cells and the external boundary conditions.
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Fig. 8.5 Water pressure wells in the PD aquifer: Layer2

8.3.2.3 Boundary Conditions

We assume constant boundary conditions on the western, the northern, and the
eastern part of the model. Values of the constant were taken from the MODFLOW
Argus, a model developed at the Water Resources Department at the Chula
University (Fig. 8.15).

The following table summarizes the boundary conditions taken in the model
(Table 8.2):
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Fig. 8.6 Water pressure wells in the PD aquifer: Layer3

8.3.3 The Calculation of Stress Changes for Different Types
of Piles Foundations

For piles foundations, we use the integration of the Boussinesq solution for
computing the stress on the soil resulting from a load of the building (see Cours
de mecanique des sols 1980).
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Fig. 8.7 Water pressure wells in the PD aquifer: Layer4

The following table summarizes the calculation done. Also, in the input data file
of the software called CompLoading.xlsx, one can find all the various computation
done for all the cells (Table 8.3).
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Fig. 8.8 Water pressure wells in Layer 5

8.3.4 The Land-Use Model

The problem that remains to be solved is the following:

For a given cell or region, how can we estimate the density of the building and the
types of foundations that were in 1978?

Also, for a given cell or region, how can we estimate the density change of the
buildings and the types of foundations that occur each year?
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Fig. 8.9 A flow-chart of the software used for the MODFLOW-Biot model

Moreover, for a given cell or region, how can we estimate the density change of the
buildings and the types of foundations that will occur in the future?

In order to answer these questions, we worked together with the Department of
Land Use and the Department of the Geographic Information Systems of the
Chulalongkorn University.

The method used was to digitalize data from different years and to insert it as a GIS
layer.
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Fig. 8.10 A data flow-chart

Fig. 8.11 A hydro-geological model, northern region
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Fig. 8.12 A hydro-geological model center

Fig. 8.13 A hydro-geological model center
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Fig. 8.14 A hydro-geological model

In the following Table (8.4) and Fig. 8.16, some basic population data and
urbanization tendencies are presented.

The following maps 41.1, 42.1, and 43.1 are typical GIS digitalized map data for
the years 1992, 1997, and 2007, which were used to determine the density of the
building on each cell.

The procedure consists of reading the GIS maps from the GIS Department,
extracting the data-base data, and interpolating the GIS data on the computational
grid.

Figure 8.17b, c, d show the interpolation maps on the computational grid in the
years 1985, 2007, and 2015. This procedure has been performed for all the years
from 1985 to 2007.

From 2008 to 2027, we also use future planning cases, interpolated on the grid.
In these figures, the contour lines represent the interpolated values assigned in

the cells.
From the data collected in 1990, we can consider three types of districts having

different percentages of high, middle, and residential buildings.
The following pictures describe typical districts considered in this work, based

on the work presented by the Land Use Department (Table 8.5).
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Fig. 8.15 Boundary conditions for the compartmental model
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Table 8.3 A pressure table for the different types of foundations

PD (%) BKD (%) BKK clay (%) Pressure (T/m2) Loading table

0 0 100 2 1. Embankments
0 0 100 10 2. Residential buildings: up to 10 stories
0 25 75 35 3. Medium buildings:10–30 stories
15 35 50 70 4. High buildings: more than 30 stories

Table 8.4 The area and population in the Bangkok region

Province Area Population % Density

GB 7;758:10 9,785,136 100:00 1,261
BANGKOK 1;565:20 5,658,953 57:83 3,615
NAKHON PRATHOM 2;168:30 808,961 8:27 373
NONTHABURI 622:30 972,280 9:94 1,562
PATHUM THANI 1;525:90 815,402 8:33 534
SAMUT PRAKARN 1;004:10 1,077,523 11:01 1,073
SAMUT SAKHORN 872:30 452,017 4:62 518

8.3.5 The Spatial Distribution of the Loading

Let us summarize the method of computation of the loading due to building, as
follows:

1. For a given cell, we associate a district type (let us say i);
2. From the GIS data, we have an estimate of the global weight acting on the surface

of the cell Pi ; and
3. Separating between the type of foundations

Pi D ˛i
1P 1

i C ˛i
2P 2

i C ˛i
3P 3

i C ˛i
4P 4

i (8.1)

The parameters ˛ji j D 1; : : : ; 4 are the coefficients in the different districts
tables. Each P j

i j D 1; : : : ; 4 corresponds to the global loads in the cell i acting
via a foundation of type j.

4. Moreover, using Fig. 8.17, for a given square meter, the following relations hold:

P2
i D 10

2
P 1
i D 5P 1

i I (8.2a)

P3
i D 35

2
P 1
i D 17:5P 1

i I (8.2b)

P4
i D 70

2
P 1
i D 35P 1

i (8.2c)
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Fig. 8.16 (a) Land use and history (b) A land-use map in 1992 (c) A land-use map in 1997 (d) A
land-use map in 2007
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Fig. 8.17 (a) A building interpolation map from a land-use map in 1985 (b) A building
interpolation map from a land-use map in 2007 (c) A building interpolation map from a land-use
map in 2015

5. Solving for Pi 1

Pi
1 D Pi

˛i 1 C 5˛i 2 C 17:5˛i 3 C 35˛i 4
(8.3a)

6. Thus, finally:

Pi
1 D Pi

˛i 1 C 5˛i 2 C 17:5˛i 3 C 35˛i 4
I (8.3a)
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Fig. 8.17 (continued)

Pi
2 D 5Pi

˛i 1 C 5˛i 2 C 17:5˛i 3 C 35˛i 4
I (8.3b)

Pi
3 D 17:5Pi

˛i 1 C 5˛i 2 C 17:5˛i 3 C 35˛i 4
I (8.3c)

Pi
1 D 35Pi

˛i 1 C 5˛i 2 C 17:5˛i 3 C 35˛i 4
I (8.3d)

In the following table, we summarize the proportion of district types for each
compartmental cell (Table 8.6).
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Fig. 8.17 (continued)

Table 8.5 District 3

Embankments % Low building % Medium building % High building District 3

40 40 15 5

In summary, the computation of the loadings due to building was done, as
follows:

(a) For a given compartmental cell, we first use Fig. 8.17 for computing the
effective area for each type of districts;
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Table 8.6 An effective area for the loading of buildings (cells to district
types in 1990)

District3(%) District2(%) District1(%) Area (km2) Model cell

0 25 75 730 BE
0 30 70 835 BW
100 0 0 1,600 PNS
65 30 5 622 NT
73 22 5 2168 NP
40 30 30 872 SSS
60 30 10 1,525 PT
50 30 25 504 SPS
35 35 30 500 SPN

(b) For each type of district, we use Fig. 8.18a, b, c for estimating the type of
loadings;

(c) Use Fig. 8.19 to estimate the total loading and
(d) Compute the average pressure for each cell.

8.3.5.1 The Data Description

For each cell of the model, the following data were prepared for a calibration period
from 1990 to 2008 with a time step of 1 year:

• The total volume of pumping rates, for each cell in each hydrologic year of the
calibration period and validation period; and

• The pumping wells data.

Three categories of well data have been collected and processed within the
framework of the work:

1. Fixed data which describe geometric and hydraulic characteristics of pumping
wells in all cells. The fixed data set includes the following items for each of
the two aquifers: Topographic elevation of pumping wells in a cell (average and
standard deviation) Elevation of the bottom of pumping wells in a cell (average
and standard deviation) Elevation of the top of pumping wells with the aquifer in
a cell (average and standard deviation) Specific drawdown of pumping wells in a
cell (average and standard deviation);

2. The total number of wells and number of pumping wells in each cell; and
3. The water level (historical) data for the calibration of the model, computed

as the average value all the well measurements for each cell and measured
in April of each year. An alternative method also checked is to associate a
representative well for each cell, assuming that the head variation inside a given
cell is negligible. Both methods gave similar data estimations.
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Fig. 8.18 (a) Land use of the Ladkrabang District (b) Land use of the Pathumwan District

1. In short, dynamic data include the historic series of values of the water level, the
pumping rate, the recharge, the springs discharge, and the depth of rain for each
cell, as described earlier.

1.1 Water level file as a XL spreadsheet where the column are the years: 1990
: : : : : : 2008 (till the end of the existing data) and the lines are the different
regions. For each region, we write the water level of a typical well in the
region. (we assume here that the water levels are similar in a given region.)
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Fig. 8.19 An extension of the cell zones

1.2 A water level file as a XL spreadsheet where the column are the years: 1990
: : : : : : 2008 (until the end of the existing data), and the lines are the different
regions. For each region, we write the external head at the boundary in the
north.

2. A pumpage file as a spreadsheet where the column are the years: 1990 : : : : : :

2008 (until the end of the existing data), and the lines are the different regions.
For each region, we write the annual pumping in the region.

3. In the zone of replenishment, we build a rain file where the columns are the
years: 1990 : : : : : : 2007 (until the end of the existing data), and the lines are the
different regions. For each region, we write the annual rain in the region.

4. A subsidence file as a spreadsheet where the columns are the years: 1990 : : : : : :
2007 (until the end of the existing data), and the lines are the different regions.
For each region, we write the measurement of the subsidence in the area.
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Fig. 8.20 Z displacement from 1990

Fig. 8.21 Loading of the buildings

5. A building file where the columns are the years: 1990 : : : : : : 2007 (until the end
of the existing data), and the lines are the different regions. For each region, we
estimate the loading on the soil (Figs. 8.20, 8.21, and 8.22).
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Fig. 8.22 A pumping table

8.3.5.2 The Calibration of the Model

The calibration of the parameters was performed for the hydro-geological model
that assumes a full hydraulic connection between the cells. The software allows to
open and/or to close a connection between the cells.

In the implementation of the multiple cell theory presented above to the Bangkok
aquifers, the calibration process was separated into two steps, as follows:

1. Calibration of the hydrologic parameters for the flow model; and
2. Calibration of the consolidation parameters for the subsidence model.

8.3.5.3 The Parameter Calibration by the Head Estimation

The calibration of the parameters is done once the hydraulic connections between
the cells have been defined. The calibrated parameters were as follows:
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1. The storativity coefficients for each cell;
2. The transmissivity coefficients between connected cells; and
3. The transmissivity coefficients between the aquifer cells and the external cells.

Also, these coefficients permit the estimation of the vertical water transfer
between cells of different depths in the aquifer. This estimation requires historic
data on the piezometric heads in their respective adjacent cells. In previous cell
models (Bachmat 1995), the terms of both the return flow and inter-aquifer water
transfer could not be explicitly included in the parameter-estimation process. Trial
estimates of the contribution of these terms were made by adding a constant to the
flow equation of each cell or to the cells occupying the domain with an assumed
inter-aquifer contact. Such an approach introduces additional parameters into the
calibration process.

• An estimate of the long-term mean annual yield of the basin; and
• An estimate of the depth of the groundwater in any cell of the basin as a function

of the entire set of annual pumping rates in all the cells under steady state
conditions, to be supplemented with the local head loss in the cell.

The parameters described above were calibrated using the calibration algorithm
described in Sect. 8.2. Different algorithms for the solution of the calibration
problem presented in Chap. 7, were tested using the MATLAB algorithms library.
The least-square algorithms tested were (see Zeitoun and Pinder 1993):

1. The singular value decomposition algorithm (SVD) without constraints on the
parameters.

2. The conjugate gradient algorithm with non-negativity constraints (CGPC).
3. The conjugate gradient with bounded constraints (CGBC). The lower bounds are

zero, and the upper bounds are fixed by the user.

8.3.6 An Analysis of the Uniformity of the Subsidence Data

1. For each computation cell, we are able to distinguish between the effect of
groundwater pumping and the loading of the buildings.

2. The results of simulations and analyses such as groundwater levels for each
aquifer and land subsidence due to each one of the three causes (natural
consolidation, urbanization, and groundwater depletion) are presented separately.

3. The present section analyses the history of subsidence in the Bangkok region.
4. The implications regarding future compaction and subsidence at the Bangkok

region is presented in the reference (Zeitoun and Wakshal 2009). Field measure-
ments and simulations of aquifer-system compaction at the Bangkok region have
been used to constrain estimates of the critical properties that govern compaction
of the aquifers. Formulations of vertical compression and expansion of the

http://dx.doi.org/10.1007/978-94-007-5506-2_7
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aquifer system to the applied stresses of groundwater level changes has been used
to simulate a historical subsidence and to predict possible future subsidences for
selected cases of future groundwater level changes in the Bangkok region.

5. The estimation of the natural consolidation is a difficult task due to the fact that
this effect is very slow in the range of time of our measurements. We tried to
estimate the size of the natural consolidation by using data collected in a zone
where pumping is very low and the building is not significant (a virgin area).

In order to validate the Biot model using the compartmental approach, we first
implemented the model on a large-scale model. The selected zones were chosen
close to the various provinces with an analysis from 1990 to 2007.

In order to receive representative results from the model, we performed first an
analysis of data uniformity for the subsidence data and the water-level data.

Given the subsidence data collected from the 36 stations (Fig. 8.24), we
performed a statistical analysis for all the stations located in the same province.
The statistical criterion was that the coefficient of variation of the rate of subsidence
will be less than 10%.

The coefficient of variation is the ratio between the standard deviation and the
average value.

In the following, we will present the results of the data analysis carried out on a
selected area of uniform behavior. In the province where the criterion is not satisfied,
we have split the province into two parts.

In this section, we will present the analysis of the subsidence data. After the data
analysis, the seven provinces were separated as follows (see Fig. 8.23):

1. The city of Bangkok: It contains the zones BE (Bangkok East) and BW (Bangkok
west);

2. The Nonthaburi Province (NT);
3. The Samutprakarn Province It contains the zones (SPS and SPN);
4. The Samut Sakhon Province (SSS);
5. The Pathum Thani Province (PT);
6. The Phra Nakhon Si Ayutthaya Province ( PNS); and
7. The Nakhon Pathom Province (NP) (Table 8.7).

• The Bangkok area, separated into East and West with respect to the Chao
Phraya River. Thus, the various cells are: BE11, BE12, BE13, BE14, and
BE15 (for the first five aquifers), and for the western part: BW11, BW12,
BW13, BW14, and BW15.

• The Samu Phrakarn area, separated into its northern and southern parts.
• The Samu Sakmonit region, separated into East and West.

The different stations are described in the following Fig. 8.24.
The following figures show the results (Fig. 8.25).
All of the subsidence data analysis was performed on the first layer. We also used

the subsidence data measured in depth (Figs. 8.3 and 8.26).
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Fig. 8.23 Compartmental cells in the Bangkok region
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Table 8.7 A list of regions in the cell model

Province Cell name Layer1 Layer2 Layer3 Layer4 Layer5

Bangkok East BE BE11 BE12 BE13 BE14 BE15
Bangkok West BW BW11 BW12 BW13 BW14 BW15
Nakhon Pathom Province NP NP11 NP12
Nonthaburi region NT NT11 NT12
Pathum Thani Province PT PT11 PT12
Phra Nakhon Si Ayutthaya Province PNS PNS1
Samu Phrakarn South SPS SPS1 SPS2 SPS3 SPS4 SPS5
Samu Phrakarn North SPN SPN1 SPN2 SPN3 SPN4 SPN5
Samu Sakmonit region East SSE SSE1 SSE2 SSE3 SSE4 SSE5
Samu Sakmonit region West SSW SSW1 SSW2 SSW3 SSW4 SSW5
Bangkok East BE BE11 BE12 BE13 BE14 BE15
Bangkok West BW BW11 BW12 BW13 BW14 BW15
Nakhon Pathom Province NP NP11 NP12
Nonthaburi region NT NT11 NT12
Pathum Thani Province PT PT11 PT12
Phra Nakhon Si Ayutthaya Province PNS PNS1
Samu Phrakarn South SPS SPS1 SPS2 SPS3 SPS4 SPS5
Samu Phrakarn North SPN SPN1 SPN2 SPN3 SPN4 SPN5
Samu Sakmonit region East SSE SSE1 SSE2 SSE3 SSE4 SSE5
Samu Sakmonit region West SSW SSW1 SSW2 SSW3 SSW4 SSW5

8.3.7 An Analysis of the Uniformity of the Water Pressure

For the same regions and for different sub-aquifers, we performed a similar analysis.
In the following figures, we will summarize the well data used in this analysis

(Fig. 8.27).
Following are the water pressure heads at different depths.
The following graphs describe the maximum water pressure, the average water

pressure, and the minimum water pressure from 1990 to 2007 (Figs. 8.28, 8.29, 8.30,
and 8.31).

The following table summarizes the uniformity analysis performed for both the
settlement data in the upper layer and the water pressure in the various sub-aquifers.
The coefficient of variation (CV) is the ratio between the standard deviation and the
average value (Table 8.8).

The results of this statistical analysis show that the behavior of the average value
of both the settlement and the water pressure inside the various selected regions is
similar. Therefore, a compartmental model that takes into consideration the average
water pressure and the settlement inside each zone will represent a valid model for
the Bangkok Basin.

The choice of the cells in the compartmental model was based on this analysis.



8.3 Implementation of the Biot Model for the Bangkok Region 249

Fig. 8.24 A subsidence station map
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Fig. 8.25 (a) Subsidence data in various regions (b) Settlements and subsidence in various regions
(c) Subsidence in the NP region (d) Subsidence in the Bangkok region
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Fig. 8.25 (continued)

8.3.8 The Results of the Model

8.3.8.1 The Calibration Results

(a) The Groundwater Flow Calibration
The following figures describe the calibration results for each compartmental cell

(Figs. 8.32, 8.33, 8.34, and 8.35).
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Fig. 8.26 Subsidence in a deeper layer in the Bangkok region

8.4 Summary

1. The calibration of the water pressure was performed on the average value of the
compartmental cell.

2. The standard deviation of the difference between computed water pressure and
measured water pressure for each year during the calibration period was less than
10% of the average value in most of the cells.

3. The behavior of the computed value follows the behavior of the measured data
during the year in most of the cells.

4. Layer 5 in most of the regions gives bad results.
5. The SSS region and in the north, the SPN region, must be improved.
6. The global water mass balance and the cell mass balance are also available.

(b) Subsidence Calibration

1. The calibration of the subsidence data for each cell was performed on the average
value of each compartmental cell.

2. The standard deviation of the difference between the computed subsidence and
the measured subsidence for each year during the calibration period was less than
10% of the average value in most of the cells.

3. The behavior of the computed value follows the behavior of the measured data
during the year in most of the cells.

4. The SSS region and in the north the SPN region must be improved.
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Fig. 8.27 (a) A well map: well locations in Layers 1 and 2 (b) A well map: well locations in
Layers 3 and 4 (c) A well map: well locations in Layers 5, 6, 7, and 8
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Fig. 8.27 (continued)
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Fig. 8.27 (continued)



256 8 A Case Study: The Bangkok Plain

Fig. 8.28 Uniformity of the water head in the city of Bangkok

Fig. 8.29 Uniformity of the water head in the NT region
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Fig. 8.30 Uniformity of the water head in the SPS region

Fig. 8.31 Uniformity of the water head in the SS region
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Table 8.8 A uniformity test
for the subsidence and the
water pressure data

Pressure head Settlement (CV) Area

5 3 BE
6 5 BW
5 2 PNS
3 2 NT
2 3 NP
4 6 SSS
2 4 PT
4 3 SPS
3 2 SPN

Fig. 8.32 The calibration of the water pressure using the compartmental model (SS region)
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Fig. 8.33 The calibration of the water pressure using the compartmental model (BW region)

The software computes also the relative proportion due to building loadings and
water pressure. Typical results of the software are presented in Fig. 8.36a, b, c.

8.4.1 The Results of the Large-Scale Model

In the following table, we have summarized the first results of our estimation.
For each cell, the table shows the total displacement and the contribution of each

one of the causes in 2008 (Table 8.9).
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Fig. 8.34 The calibration of the water pressure using the compartmental model (the northern part)

Fig. 8.35 The calibration of the water pressure using the compartmental model (the southern part)
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Fig. 8.36 (a) Results of the simulation in the second layer in the SS region (b) The results of the
simulation in the Bangkok east region (Layer 1) (c) The results of the simulation in the Bangkok
East region (Layer 2) (d) The results of the simulation in the SS region (Layer 1)
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Fig. 8.36 (continued)
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Table 8.9 The simulation results in 2008

Area Settlement Water (%) Building (%) Natural

BE �1.0 50 50 Negligible
BW �1.1 55 45 Negligible
PNS �0.001 27 73 Negligible
NT �1.2 22 88 Negligible
NP �1.5 22 88 Negligible
SSS �4.0 30 70 Questionable
PT �0.1 10 90 Negligible
SPS �2.1 30 70 Negligible
SPN �1.7 35 65 Negligible
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Chapter 9
Conclusions

The maximum permissible land subsidence (or consolidation) is a constraint in
various management problems such as: groundwater management (Ramnarong and
Buapeng 1991; Brozovic et al. 2006), and the planning of town and the laws on
building construction (Corwin et al. 1991). In order to develop a legal framework to
litigation, it is essential that direct and indirect causes of land subsidence effects can
be quantified with sufficient accuracy from a technical aspect.

It is, therefore, necessary to quantify the contribution of each cause to the soil
subsidence of the ground surface in the urban areas in cities.

Most existing methods and software applications treat the subsidence problem
by analyzing one of the causes. For example, over-pumping creates large-scale
subsidence, while building loading creates only local subsidence/consolidation.

In this book, we have presented a unified approach to the problem of subsidence,
which is particularly important in urban areas where several factors are causing the
soil subsidence.

In this approach, we used the coupled system of the Biot equations to describe
the change in water pressure and the displacement field from initial states of stress
existing in the soil. We derived various superposition principles that allowed us to
analyze the various types of loading separately.

Closed-form solutions of the coupled system of equations are discussed. Then,
the coupled system of the Biot equations is approximated using a volume cell
approach. In this advanced cell model (ACM), the cells are built close to the hydro-
geology of the aquifer, and the stated variables are both the water level, the pumping
rate in the cells, and the vertical displacement in the cell. A cell model is simple,
easy to use, and allows the easy checking of various management paradigms.

The methodology includes the following the three main models:

• A groundwater flow model that includes:

– a replenishment model; and
– a hydro-geological model

D.G. Zeitoun and E. Wakshal, Land Subsidence Analysis in Urban Areas,
Springer Environmental Science and Engineering, DOI 10.1007/978-94-007-5506-2 9,
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1. Global mass balance
2. Cell mass balance

• A soil mechanics model that includes:

– the initial stress in the soil;
– Terzaghi’s principle of effective stress; and
– a Biot model (full three dimensional)

• A land-use model

– an estimation of the building load from the initial year; and
– the rate of population growth under various assumptions

The present work describes the design of a computer model based on a multi-cell
approach. In its functionality, the model implemented in the software is similar to a
finite element and/or a finite difference groundwater models such as in MODFLOW
(Harbaugh et al. 2000; Harbaugh 2005).

The main difference between these classical numerical models and the present
approach is the scale of the basic cell.

In classical numerical models, the basic elements or grid discretizations are areas
inside a given geological layer; while in the present approach, the cell represents
the hydrological behavior of a whole region. Of course, the inherent difficulty of
our approach is the definition of the area that is covered by a given cell. The main
criterion for this choice is the similar hydrological behavior of the cell area, which
requires a previous analysis of the hydrological data.

9.1 Use of the ACM Method

This book presents the theoretical basis and its mathematical implementation of
the ACM method. It also briefly presents the development of the user interface
connected with the scientific software MATLAB, emphasizing the generality of the
mathematical approach and the software. This approach may be used for the flow
estimation of any type of groundwater aquifer.

Basically, the present cell model may be used for two purposes:

1. as an independent tool for regional analysis; and
The output of the model permits the following:

• hydrological results presented on the administrative cells;
• planning scenarios;
• an existing flow inter-cell; and
• river or springs fluxes
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2. as a pre-model that determines a sub-model.
The ACM model may be used as a first model for the determination of boundary
conditions of a sub-regional model where accurate models such as MODFLOW
are used. The use of this type of techniques exists in:

• the multi-domain method; and
• the down-scale method.

9.2 Hydrological Aspects of the Approach

The hydrological model implemented at this stage considers only the annual change
of water levels, and therefore, the seasonal change of water levels is not analyzed
at this stage. This is not a restriction of the model; the time step of the data is an
input parameter of the current software. However, a shorter time step requires more
detailed data for the water level and the pumping rates.

The way the software was designed is that the user first lists the cells and
defines the hydrological connections (a hydro-geological model) and then, the user
calibrates the model parameters. The calibration of the model parameters, such as
cell storativity, cell transmissivity, rain coefficients, etc., is done once the hydro-
geological model has been defined. The advantage of the present approach is the
ability to analyze various possible hydrological connections between cells and to
analyze the best calibration. Afterwards, the present approach may be used as a tool
for testing the hydro-geological model of the aquifer.

In classical numerical modeling, the difficult issue in the modeling is the zoning
part where the hydrologist (the user) must define zones of material properties and/or
zones of replenishment coefficients and hydrological connections between the parts
of the aquifer.

The present simplified cell model may be utilized for an initial analysis before
implementing a detailed finite element modeling of the same aquifer.

In the classical hydro-geological modeling of groundwater aquifers, the model-
ing approach takes place after the building of the geo-hydrological models has been
performed by geologists.

The computer model is basically a quantitative translation of the geological
model.

Unfortunately, the geological approach does not always permit a full understand-
ing of the hydrological connection. Therefore, a hydrological analysis is generally
needed in order to understand the hydrological connections between each of the
parts of the aquifer; and this must be done before using precise computer modeling
tools, such as MODFLOW or other finite element models (Babu et al. 1993, 1997).
The multiple-cell model presented in this approach may be used for the hydrological
analysis of the connections between each part of the aquifer.
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9.3 The ACM Method Versus High-Resolution
Numerical Models

As mentioned above, there is a series of well-known difficulties with the use of
numerical models for the hydrological behavior of a whole basin:

9.3.1 Uncertainty Due to Boundary Conditions

The ACM approach allows introducing into the model recharge input and boundary
conditions on a large scale, which enables receiving better estimates of the mass
balance in the aquifer.

The groundwater pumping component, difficult to estimate from indirect meth-
ods, becomes the default closure term in many water balances. However, a rigorous
evaluation of this approach is lacking.

Groundwater recharge and pumping are spatially distributed basin-wide pro-
cesses. Data availability on the various water balance components needed for
closure at sufficiently detailed spatio-temporal scales is generally limited.

Most input components must be estimated, extrapolated, or aggregated from
sparsely distributed point-wise measurements of several spatio-temporal varying
processes. The choice of process complexity in the conceptual model underlying a
basin water balance computation is limited, even though highly complex advanced
models are readily available to estimate individual flux components in these basins.
Simple ‘tipping bucket’ or storage capacity-based distributed hydrologic process
models of the water balance have been successfully applied to compute a basin
water yield (Milly 1994; Jothityangkoon et al. 2001; Atkinson et al. 2002; Labadie
2004).

Therefore, a combined use of the ACM model and a high-resolution model may
be of interest. In this case, the ACM model will be used as a pre-model for large-
scale modeling, and the high resolution model may be used for a specific region,
using the boundary conditions created by the ACM model.

The ACM model enables the creation of accurate boundary conditions for a sub-
region analysis, such as with the multi-domain method.

9.3.2 The Difficulty of the Replenishment Estimation

Another interesting feature of the ACM method is the possibility of inserting a
replenishment model on a regional scale. In a large aquifer, rain stations are not
available at each place. Therefore, rain data are scarce, and we need to associate a
given station with a large region.
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In the ACM model, we can calibrate the replenishment model at a regional scale
independent of the global flow model. This calibration may also be used as an input
for a more accurate numerical model.
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Compaction

aquifer-system, 9, 245
degree of, 29, 30
inelastic, 17, 18, 104
measuring, 2
natural, 9, 122
process, 3, 20
stress, 3

Compartmental, 107, 182, 220–222, 238, 239,
246–248, 251, 252

Compartmental cells, 220, 247
given, 239

Compartmental model, 7, 107, 141, 175,
179, 222, 233, 234, 248,
258–260

Completeness, 65
CompLoading.xlsx, 227
Component(s)

chemical, 66
clastic, 215
displacement, 114, 191
dof, 128
following, 58, 105
independent, 43
lifetimes, 110
normal, 36
principal, 60

spatial, 114
stress reversals, 41
thermal, 68
unique, 113
various water balance, 268
vertical, 98
viscous, 109

Component ij, 98
Components zy, 43
Compress, 77
Compressibility, 31, 32, 40, 50, 51, 61, 66, 70,

79, 86, 93, 94, 163, 193, 203
grain, 61, 70
parameter, 193, 203
of water, 163

Compressibility model, 94
elastic, 115, 122

Compression
coefficient, 96
curve, initial, 95
diagram, 88
dimensionless, 103
index, 20, 88, 90, 93, 95, 97
vertical, 245

Computation
basin water balance, 268
cell, 245
of effective stress, 46
method of, 140, 141, 235
of subsidence, 97–99
various, 227

Computational, 8, 120, 176, 178, 232
grid, 232
resources, 120, 178

Computed properties, 102
Computer, 68, 267

codes for solving, 175–179
Concentration, 13, 25, 27, 66, 67, 180, 218,

219
Concept, 34, 68, 112
Conditions

accurate boundary, 268
common physical, 55
constant boundary, 225
continuous, 134
equilibrium, 43
external boundary, 224
first-order, 188
fixed, 54
hydraulic boundary, 183
marine, 219
mechanical boundary, 161
prescribed boundary, 126, 127
real-world, 53
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rotational, 130
stress boundary, 62
undrained, 93

Conductivity, 51–53, 61, 63, 71, 131, 182–187,
201

electric, 217
parameters, 185, 187

cause, external, 186
integrated, 185

Cones, 217, 219
Configurations, 178
Confined aquifer

stable underlying, 100
underlying, 100

Confinement, 2, 212
Confining, thick, 212, 213
Confining unit, 101
Confirm, 212, 217
Conjugate gradient, 188, 245

algorithm, 245
preconditioned, 188

Connection
hydraulic, 220, 224, 244
hydro-geological, 199
tool, 199

Consequent years, 104
Conservation, 26, 35, 37, 39–40, 46, 47, 57–60,

70–71
equation, 46–58
principles, 180

Considering equation, 51
Consolidate, 20
Consolidated soils, 106–107
Consolidation

equations, 203
natural, 6, 120, 124, 246
parameters, 203, 244
problem, 78–83
process, 20, 77, 78, 93, 164
properties, 40
ratio, 119, 164–166
results, 3
secondary, 57
test, 3
theory for computation, 97–107
theory for soils, 2, 76, 78, 80, 82, 84, 86,

88, 90, 92, 94, 96, 98, 100, 102
time, 83, 197

Constant
assumption of, 7, 127
flux, 54, 55
general proportionality, 94
hydraulic head surface, 55
multiplier, 63

permeability, 76
pressure, 76
pumping rate, 123, 124
stress, 108, 110
transmissivity value, 183
unitless, 33

Constraints
bounded, 245
non-negativity, 245

Construction of buildings, 1, 21
Contaminants, 10, 15
Contamination, 15
Content(s)

equal, 218
high, 218
high calcium, 219
high ion, 218
moisture, 99
sulfate, 218

Continuation, 216
Continuity, 26, 35, 37–39, 58, 181
Continuity equation, 38
Continuity equation claims, 35
Continuous body, 68
Continuous function, arbitrary, 172
Continuous line source, 156, 159
Continuous recovery, 2
Continuous variation of porosity, 27
Contour maps, 114, 122
Contractile skin, 45
Contribution, 6, 65, 67, 127, 216, 245, 259,

265
sink/source, 67

Control
flooding, 1, 21
legal, xii
volume, 35–39

Convenience, 86
Convention

common, 36
repeated index, 63
sign, 104
standard, 118

Convergence, 120, 178, 189
Coordinate(s)

primed, 169, 170
radial, 38, 162
system, cylindrical, 37, 38
unprimed, 169, 170

Corners, 147
Rectangle’s, 147

Correlation, 211, 215
Couple, 125, 127, 133

unique, 133
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Coupled, 7, 61, 62, 67, 68, 119–121, 123, 133,
136, 160–166, 177, 178, 265

and decoupled solutions, 2, 159, 161, 163,
165

formulations, 165
thermal-hydrological-mechanical

processes, 73
Coupling

poro-elastic, 72, 195
thermo-hydro-mechanical, 72

Coupling/decoupling, 119
CPU requirements, 178
Cr, 88, 91, 95, 103, 104, 106, 107, 162,

177
Cracks start, 22
Cr-Cc, 106
Creation, 200, 268
Creep, 108–110

behavior, 111
modelling, 110
modulus

single visco-elastic, 110
visco-elastic, 110

Criterion, 111–112, 246, 266
statistical, 246

Critical stress value, 110
Cr log, 88
Cross-anisotropic, 123
Cross-section, 29, 133

following, 133
Cs, 17, 95, 176

compression modulus, 176
Cubic meter, 102
Curl, 38, 170, 171
Curves

recompression, 20
soil characteristic, 63

Cv, 79–81, 83, 248, 258
consolidation parameter, 80

Cylindrical coordinates, 157, 159, 160
simplified using, 157, 159

D
Damages, 16, 22

economic, 1
Damper, 109, 110
Dams, 1, 21
Darcy, 27, 32, 51, 53, 70

flow range, 47
law results, 187

Darcy’s law, 46, 49, 57, 58, 70, 79, 80, 180,
182, 187

general, 49, 182

Data
availability, 268
basic population, 232
data-base, 232
description, 240–244
detailed, 267
digitalize, 229
digitalized map, 232
dynamic, 241
estimations, 240
existing, 241–243
experimental, 69
files, 123, 227

various, 222
flow-chart, 222, 230
following, 240
geological, 140, 141, 222
given, 202, 204
hydrologic, 54
hydrological, 266
known, 200
measured, 252
measurements, 112, 203
menu, 199
seismic, 211
sheets, 146, 153
soil parameters, 197
swelling-recompression, 95
transfer, 222
unknown, 200
using, 246
water-level, 246

Decomposition, 128, 148, 160, 166
of loading, 148
singular value, 203, 204, 245

Decoupled models, 119, 165, 166
approximate, 120

Decoupled solutions, 119, 160–166
Decoupling, 7, 75, 119, 120, 127–130, 133,

178
method, 175

Deep foundation, 3, 122
Deep layer, 8

very, 137
Definition, single standard, 28
Definitions of Cr, 177
Deformable soils, 56–58
Deformation

assumption, 94
characteristics, 68
elastic, 17, 58, 110, 112, 120
irreversible, 110, 111
mechanical, 58
modulus, 69
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non-linear large, 108
plastic, 58, 109, 111, 112
simultaneous, 45
states, 194
static, 136
transient, 120
vertical, 164

Degree, 22, 29, 30, 45
of consolidation, 82
lesser, 29
normalized, 80

Delayed fluid-pressure equilibration, 101
r(Kp), 56–58
rp, 39
ˇtC, 186
Delta, 21, 212
Delta areas, 1, 20
Dense silty tine sand, very, 142
Density

change, 228, 229
reference, 66
relative, 84
saturated, 86
soil particle, 84
very low particle, 31

Department of Mineral Resources (DMR), 4,
217

Department of Urbanization, 140
Dependence, 52, 61

linear, 66
Deposition, 13, 215, 219
Depositional, 212

break
first, 212
second, 214

evolutions, 211
Deposits, 2, 13, 90, 123, 144, 211

alluvial, 2, 212
unconsolidated, 2, 212

Depression, 4, 211, 217, 219
Depth, 3, 13, 22, 53, 62, 76, 85, 86, 88, 99,

101, 106, 112–114, 121, 122, 134,
138, 141, 142, 146, 147, 153, 154,
157, 159, 164, 183, 211–214, 241,
245, 246, 248

Depth interval, 157
Derivation, 38, 46–50, 57, 76, 92, 179

integral, 39
Derivatives, 36, 37, 39, 52, 56, 58, 169, 170

temporal, 62
terms, 48

Design, 110, 266
considering long-term structural, 110

Deviation, standard, 240, 246, 248, 252

Dewatering, partial, 3
DGR, 4, 6, 114, 122
DGR office, 123
Dh, 78
Diagram, 109

left-most stress, 101
Diameter

average grain, 33
average pore, 33
given grain, 28
various, 28

Difference, 85, 112, 114, 116, 121, 122, 162,
179, 183, 191, 194, 199, 201, 205,
252, 266

main, 266
Differential equations, 110, 191

ordinary, 162
partial, 7, 25, 119, 120, 129

Differential operator, 59
linearity property of, 126, 127

Differentiation, 36
Difficulties, 115, 122, 202, 204, 268

main, 7
technical, 141

Diffusivity, 65
soil water, 65

	ij, 65, 45, 186
Dimensional analysis, 33
Dimensional finite difference model, 116
Dimension L2, 185
Dimensionless, 102, 103
Dimensionless time factor, 80
Dimensions, 71, 94, 114, 122, 148, 151, 171,

190
Dirac delta function, 167
Dirichlet, 180

boundary, 53
and Neumann boundary conditions, 62,

125, 176, 180
types, 62

Disasters, 1, 12, 22
landslide, 1

Discharges, 17, 55, 182, 183, 190, 217
Discharges array, 199
Discontinuity, 110
Discontinuous, 65, 68, 110, 181
Discrete conduits, 15
Discretization, 179, 191–194, 266
Dispersion, 67
Displacement

components, 114
data, 197
equations, 191–194
equations of water levels, 190, 191
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Displacement (cont.)
field, 7, 58, 59, 61, 62, 76, 112, 125, 127,

128, 130, 138, 154, 155, 158, 160,
162, 176, 191, 193, 265

formulation, 27
vector, 61, 124, 128–130, 175

three-dimensional, 27
vector field, 120
vertical, 106, 107, 113–116, 119, 120, 123,

134, 137, 138, 162, 164, 165, 265
Dissipation, 81
Dissolution

accidental, 14
active, 22
cavity, large, 11
chemical, 11, 15
enlarges, 14
slow, 15

Dissolve, 10–14, 30
Dissolved bicarbonate ion, 11
Dissolved compounds, 29
Dissolve rock, 15
Distance, 30, 33, 80, 147, 186

fixed, 30
large, 171
perpendicular, 32

Distance OQ, 153
Distinctive landscapes, 15
Distribution, 27, 29, 134

exact, 34
initial, 134
particle size, 28, 33

Districts
types, 232, 235, 238–240

typical, 232
various, 4

Divergence, 38, 67, 167–169
Divergence theorem, 37–39, 169, 171
Division of soil layers, 89
DMR monitoring wells, 217
Domain, 53–55, 123, 124, 130, 181, 245

public, 123
three-dimensional, 183

Dordrecht, 73
Dover, 72, 172, 207, 263
Downwards, positive, 155, 157
Drainage, 9, 65, 190
Drainage valve, 77
Drawdown, 3, 240
Drill holes, using, 22
Drought, 17
Drying, 6, 16, 84
Dt, 36, 76, 77, 109, 110, 156, 158

time increment, 78

Dual mesh, 181
Dual-porosity, 44, 68, 70

E
Early Mesozoic, 211
Earth, 9, 10, 19

surface of, 1, 11, 16, 84
East, 4, 211–215, 220, 246

contiguous United States, 15
Eastern, 194, 213, 216, 225

area, 2
Gulf, 211
Samut, 219
suburbs, 2

East SSE SSE1 SSE2 SSE3 SSE4 SSE5 Samu,
222, 248

Economics, 5, 211
Edge, 154, 181
Effect(s)

bulb, 141
of groundwater exploitation, 114
irreversible, 176
of Land Subsidence in Urban Areas,

2–6
negligible, 183
thermal, 70

Effective stress
concepts, 73, 117
curve, 96
existing, 3
final, 83, 88, 91
final vertical, 87, 97
initial, 85, 91, 144
initial vertical, 45, 87, 97
mechanical analog, 78
present, 95
principle of, 40–42, 44–46, 60, 266
single, 45
vertical, 45, 85
water pressure, 40–46

Efficient management, 181
Einstein notation, 51
Elastic compaction, 17, 18, 104

instantaneous, 103
Elastic component, 109
Elastic continuum, 130
Elastic displacement, 129
Elasticity, 94, 110, 116, 123, 137, 144

linear, 57, 58, 94
matrix, 60
modulus of, 59, 94, 112

Elastic layer, 147
deep, 145, 147
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Elastic model, 107, 176
in compression and extension,

94–108
random, 108, 112–113

Elastic moduli, instantaneous, 109
Elastic parameters, 176
Elastic properties accounts, 68
Elastic range, 94
Elasto-plastic, 107, 108, 111
Element boundaries, 181

common, 182
Elements

basic, 266
edges, common, 181
of gas dynamics, 26
level, 181
solid, 114

Elevated g-level, 84
Elevation, 27, 55, 70, 240

datum, 54
head, 85
original, 20

Elliptical pattern, 22
Embankments, 140–142, 235, 239
Encroachment, 7, 20, 25
Encroachment of sea water, 66–67
End of cells loop, 197
End of time step, 197
Energy, 26, 35, 108, 109
Energy source, 14
Environmental isotopes study, 216, 217
Equating, 37
Equation(s)

basic, 67, 184, 192
classical one-dimensional, 76
combined, 123
constitutive, 7, 57, 58, 68, 114
continuity, 35, 37, 39, 58
coupled Biot, 7
coupled system of, 62, 123, 265
dependent Biot, 120
dimensional, 76, 80
general Biot, 7
governing, 7, 35, 62, 70, 71, 178
integral, 27
last, 40, 57, 70, 76, 157, 159, 192
linear first-order differential, 110
linking, 26
loading, 140
mass balance, 67, 184, 192
motion, 35
separated, 158
static Biot, 176

system of, 76, 119, 136, 162
u-momentum, 39
using, 35, 101
using Darcy’s, 51, 53
v-momentum, 39
wetting phase, 62
w-momentum, 39

Equilibrium, 40, 42–44
equation, 58, 70, 71, 120, 178

following, 45
general thermal transport, 71

mechanical, 120, 130, 178
Equivalence, 181
Erosion, 9, 14

mechanical, 15
Error function, 162

complementary, 156, 158
Errors, 94, 105, 178, 200

global, 200
Estimate, 4, 51, 114, 122, 140, 145, 164,

228, 229, 235, 240, 243, 245, 246,
268

Estimation, 6, 105, 140, 245, 246, 259, 266
accurate, 4
first, 179

Eulerian approach, 35
Evaporation, 13, 14, 55
Evaporites, 14
Evapo-transpiration, 183, 189, 190
Examination, 34
Example of computation, 88, 147
Excess, 6, 83, 85, 120, 166
Executable files, 123
Existing stress state, 150
Expansion, 17, 27, 94, 100, 104, 245
Expansion/contraction, 51
Experimental results, 93
Exploitation, 9

reservoir, 119, 177
Exploration, 72
Exponential, 78
Exposed outcrop, 216
Expression, 33, 37, 51, 58, 77, 103, 104, 130,

156, 159, 165
analytic, 146
following, 146

Extension, 39, 94, 242
onshore, 211
spatial, 220

External aquifersg, 184
External head BC, 221
Extraction, 154, 157

given mass, 154, 157
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F
Faces, 41, 47, 217

positive, 43
Farther, located, 33
Faults, 54, 211

secondary, 211
FDM. See Finite difference method (FDM)
FE. See Finite element (FE)
Features, physical, 53, 54
Fick’s law, 71, 180
Field coordinates, 167
Field measure, 245
Field, non-rotational, 129, 130
File name extensions, 222
Fine-grained interbeds, 98
Finite difference groundwater models,

266
Finite difference method (FDM), 179
Finite element (FE)

approximations, 178
formulation, 178
mixed, 181

Finite element method (FEM), 178, 179
mixed, 181

Finite element models, 68, 267
Finite set of wells pumping, 154–160
Finite strip, 157–160
Finite volume (FV), 181
Finite volume method (FVM), 7, 182

standard cell-centered, 181
First con, 216
First loading, 96, 177
First stage of subsidence, 19
Fixed data, 240
Fixed data set, 240
Fixed set, 35
Flood plains, 1, 2, 20, 21, 122, 212
Floods, 21, 216
Floors, 140, 144
Florida, 12
Flow

boundaries, 54
boundary conditions, 55
conservation equation, 56
downward, 17
equation

for deformable soils, 56–58
general, 183
multiphase, 65
two-phase, 62

gas, 7
general, 182, 183, 192
incompressible, 39
inter-cell, existing, 266

lines, 54, 55
approximate, 54

model, 123, 244
global, 269

problem, 180-181
properties, 123
regime being, 54
return, 183, 190, 245
reverse, 217
saturated, 65, 67
simulation, 194
steady, 39
steady-state, 52, 205
system

conduit, 15
physical, 53

three-dimensional, 37
transient, 182
two-phase flow, 262
unsaturated, 65
upward, 17
velocity, 79, 217
vertical, 85

Flowchart, 193, 229
following, 194, 197, 222

Fluctuation, 99, 216
Fluid(s)

compressibility, 32, 61
compression, 50
contents, 31
density, 35, 48
extraction, 123, 176
flow, 29, 33, 45, 60, 67, 68, 70, 71, 121
flowing, 32
flux, 48
immiscible, 15
incompressible, 32, 48
injected, 67
injecting, 13
mass, 70
mass transfer, 70
mechanics, 35–40, 44
motion of, 35, 68
new, 17, 35
particles, 35
pore pressure, 98
pressures, 15, 19, 22, 44, 68–70, 101, 119,

178
properties, 26, 31
sample, 32
saturations, 31
single, 52
transport, 70
velocity, 33
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volume of, 32, 48
withdrawal, 15–20, 22
withdrawal problems, 22

Flux(es)
advective mass, 67
components, 268
continuous, 181, 182
diffusive, 67
discontinuous, 181
output, 184
sink/source mass, 48
springs, 266
term, 184
unknown, 187
vectors, 189

Folded structure, 211
Following Bear, 61
Following Carslaw and Jaeger, 156, 158
Force, 27, 35, 39, 40, 42, 43, 45, 77–79,

84, 108, 111, 129, 132,
137

external, 40
Forecasting, 191, 201
Form

cavities, 14, 15
convenient, 51, 61, 125
decoupled, 154
differential, 39
dynamic, 176
final, 63–65
general, 52, 56
given, 16
graphical, 82
integral, 37
karst, 15
mixed, 63–65
networks, 16
non-symmetric, 178
sinkholes, 13, 22
static, 176
symmetric, 178
three-dimensional, 60
vectorial, 39

Formation, 10, 14, 216, 234
cavity, 10, 11

Formula
direct, 107
exact integrated, 104
last, 106

Formulations, present, 189
Fortin, M., 181
Foundation(s)

circular, 145
loads, 153

circular, 145
rectangular, 147

mathematical, 124
shallow, 141, 143, 145–147

Fourier, 27
Fourier’s law, 180
Fraction, 10, 28, 29, 31, 33, 99

clay minerals, 215
pore volume, 25

Fracture(s), 7, 11, 15, 16, 18, 44, 67–69, 71
spacing, 69

Fractured media, 67
acts, 67

Fractured rock mass, 67, 68
Framework, 240

legal, 265
Function

creep, 109
exponential, 78
general, 37
potential, 128, 135, 155, 191
random, 112
relaxation, 109
scalar, 171
unknown, 193

Functionality, 266
Fundamental solutions, 27, 137

periodic, 27
FV. See Finite volume (FV)
FV and FE methods, 181
FVM. See Finite volume method (FVM)

G
Galerkin method, 179
Galerkin, standard, 178
”sds, 99, 140
Gas(es)

depleted, 177
dynamics, 26
methane, 14
natural, 15, 18
withdrawal, 7, 62–66

Gauge, zero, 62, 63
Gauss’s theorem, 170
GB, 235
General Darcy law, 182
General data transfer, 223
General finite volume formulation, 183–185
General flow chart, 197
General fluid mechanics, 35–39
General formulation, 180–181
Generality, 35–40, 266
Generality on fluid mechanics, 35–40
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Generalization, 115, 122, 166, 182
General properties, 126–133
General software, 197–206
General theory of three-dimensional

consolidation, 123
Geographic Information Systems, 229
Geologic

environments, 123
hazards, 22
sedimentation, 121, 124

Geological, 2, 10–13, 62, 133, 134, 140, 178,
181, 199, 209, 211, 212, 216, 222,
224, 230–232, 244, 265, 267

blocks, 211
cross-section, 133
formations, 212
layers, 2, 62, 133, 134, 266

given, 266
Geologists, 22, 267
Geology, 211
Geology, general, 211
Geometrical model, 6
Geometrical symmetry, 55
Geometric model, 26
Geometry, 70, 181, 190, 200

complex, 181
Geoscience Research Program, 74
Geostatic, 98–101
Geostatic stress changes, 99
Geotech, 123
Geotechnical, 123
Geothermal development, 67
GIS, 8, 140, 229, 232, 235

data, 232, 235
department, 232
maps, 232
system, 8
typical, 232

Grabens, 211
Gradient

applied potential, 32
gentle, 217
operator, 61, 70, 184
term, 65

Grain(s)
angular, 30
coarse, 3, 213–215
compressed, 30, 130
incompressible, 50
level, 60
non-compressible, 3
rounded, 30
single, 61
size classification, 28

skeleton, 44
uncompressed, 30

Graphs, 198, 200, 248
following, 248

Gravel, 2, 28, 29, 32, 90, 94, 119, 164,
212–215

beds, 215
layers, 214
sand, 28, 119
size, 214

Gravimetric, 31
Gravity, 17, 84, 90

earth’s, 84
Green functions, 154
Green Stockes, 184, 192
Green theorem, 120
Grid, 114, 232, 266

discretizations, 266
numerical, 114

Ground, 1–4, 9, 13, 15, 22, 45, 54, 55, 85, 87,
97, 120, 122–124, 134, 141, 145,
147, 153, 161–164, 166, 212–214,
265

level, 134
surface, 3, 4, 13, 55, 87, 120–124, 145,

147, 162–165, 212–214, 265
displacements, 124
instantaneous, 162
leveling, new, 4
vertical, 164

Ground-penetrating radar, 22
Groundwater, 1, 3–7, 10–12, 15–18, 21, 46,

49, 105, 114, 115, 120–123, 164,
178–183, 190, 197, 212–217, 219,
220, 245, 246, 251, 265–268

aquifers, 122, 266, 267
code, 121
conditions, 214
data, 220
depletion, 245
development, first, 214
exploitation, 114, 115, 122
extraction, 120
flow, 11, 17, 46, 49, 55, 71, 97, 105, 114,

120, 121, 123, 178, 217, 219, 251,
265

calibration, 251
equations, 121
model, 97, 105, 265
movement, 121
process techniques, 173, 269
velocity, 217

level fluctuations, 216
levels, 5, 215–217, 245, 246
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management, 3, 4, 179, 265
new, 4

model, 114, 197, 266
movement, 7, 217

estimated, 217
regional, 217

problems, 179–182
pumping, 7, 245, 268

component, 268
large-scale, 7

recharge, 216, 268
samples, 217
seepage, 178
simulation, 190
system, 10, 17
utilization in Bangkok, 5
withdrawals, 5, 120, 123

impulsive, 120
Groundwater Act, 4–6
Groundwater-quality degradation, 219
Groups, 144, 218
Growth, 5, 266
Gypsum, 9, 10, 14, 15, 22
Gypsum deposits, 12, 14

H
Half space, 123, 124, 134, 137, 155, 161, 162,

164
boundary, 123
surface, 161

Hankel transform technique, 154
Hazards, 12, 14, 22
Hc, 100
Head

artesian, 3
change, 99, 100
data, 182, 186, 199

measured, 199
equal, 101
estimation, 244–245
external, 221, 242
lower, 183
piezometric, 183, 245
prediction, 200
total, 85, 190
unknown, 186, 206
variation, 240

Heat, 52–53, 68, 71, 108, 109
capacity, 71
equation, 53
flux, 71
source, 71
transfer, 68

Heat-water problem, 52–53
Heights, 27, 54, 86

initial, 86
Helm, 57, 58
Helmholtz decomposition, 123, 162, 166
Helmholtz representation, 160
Helmholtz theorem, 120, 130, 166–172
Heterogeneity, 34
Heterogeneous, 33, 34, 65
Hf, 48, 49

freshwater head, 48
Hicks, T.W., 178
High building district, 239
High buildings, 235
High chloride concentration ranging, 219
High concentration, 218, 219
High concentration area, 218
High porosities, very, 31
High-resolution, 268
High-resolution numerical models, 268
High salinity groundwater, 219
Hills, 54, 107, 112, 212
Hilltop, 54
Historical record, 4
History, 4, 236, 245
Holbrook basin of northeast Arizona, 14
Homogeneous, 33, 52, 154
Hookean, 110
Hooke’s law, 59, 94
Horizons, 101, 215
Horizontal displacement, 120, 162, 164

ur max, 162
Houses, 5, 20

supply, 5
Houston, 21
Hydrological units, 220
Hydrologist, 267
Hydrology, 26, 50

approach, 50–53
classical, 26

Hydrostatic, 85, 87, 100, 112, 114, 121, 122
conditions, 45, 86
pressure, 3, 114, 122, 134
value, final, 83

Hysteresis, 108, 176
behavior, 176
loop, 108

I
Id, 187–189

index matrix, 187
Identification, 190, 200, 201
Identity, 132, 168–170
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Ignition, spontaneous, 14
Images, 120, 156, 159
Images points, 159
Implementation, 7, 181, 219–252

first, 219
mathematical, 266

Implications, 245
legal, ix

Impulsive point, 134, 154, 155, 161–164
Increment

constant time step, 183
equal, 95

Incremental non-linear visco-elastic material,
111

Index
recompression, 20, 88, 90, 97
swelling/recompression, 95

Index Nq, 187
Indices

recompression, 103
void, 93

Inelastic compaction, 17, 18, 104
Inferior groundwater quality, 219
Infiltration, 15, 16, 63, 183, 190, 216
Infinitesimal, 35, 36, 43
Infinity, 110, 169
Inflow, 189, 190, 216

expressing, 190
lateral, 216

Influence charts, 146, 147, 150, 154
Influence factors, 146, 148
Influent streams passing, 190
Influx, sudden, 16
Infrastructure, 3, 122
Inhabitance, 22
Initial, 80, 83, 180

conditions, 68, 88, 134, 155, 156, 158, 161,
180

given, 133
displacement, 197
effective pressure, 114, 122
hydrostatic pressure, 114, 122
loading points, 95
load using static elasticity, 136–139
pore water pressure, 45
stress distribution, 112, 114, 121, 122,

133–134
void(s) ratio (eo), 86, 87, 97
year, 140, 266

Initialization, 197
Injection, 154, 157

deep seawater, 172
Inland, 218, 219

flooding, 20, 66–67

saline water, 218
Innovation, second 180, 182
Input(s)

basic, 222
data, 7, 220–222

file, 227
recorded, 190

general, 184
Insect burrows, 29
Instability, 13

numerical, 120, 178
Institutes, 4
Institutions, 114

governmental, 220
Integrand, 38, 169, 172
Integrated conductivity of water, 185
Integrating equation, 76
Integration, 35, 36, 138, 226

numerical, 181
two-dimensional, 36

Interaction, 36, 67, 68
Inter-aquifer contact, 245
Interconnected surface, 15
Interconnection, 212
Interconnects, 213
Interface, 7, 30, 198

positions, 190, 201
water-solid rock, 215

Interface GUI, 198
Interior point, 147
Intermountain, isolated, 211
Internal forces, 113, 114
Interpolating, 232
Intersects, 17
Interval, 154, 157, 217

unsaturated-zone, 99
Inverse, 66, 94
Inverted triangle, 37
Ion, high, 218
Irregularity, 112
Irrigation, 5, 16, 55, 190
Isotropic

behavior, 59
dimensional, 60
porous medium, 60, 154

J
Japan, 21
Japan International Cooperation Agency

(JICA), 3, 215, 217
Jointed rock masses, 72
Jurassic Period, 13
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K
Kansas, 13, 14
Karst

aquifer systems, 15
landscapes, 15
topography, 10, 12–13
tower, 13

Kelvin-Voigt, 57
Kelvin-Voigt model, 110–112
Key characteristic, 32
Khorat Plateau, 211
Kronecher delta function, 98
Kronecker delta, 45
Kxx kxy kxz, 49
Ky, 51
Kyz kxy kyy, 49
Kz, 155, 158
Kzz kxz kyz, 49

L
Labels, 217
Laboratory column wall, 55
Ladkrabang District, 241
Lagrangian approach, 35
Lake, 17, 21, 53–55, 85

circular, 12
Lamè constant 61
Land, 9, 155

settlement, 20
subsidence

coupled predicting model of, 117, 173
effects, 265
estimating, 178
inducing, 73
mitigation, 117
permissible, 265
phenomenon, 122
prediction, 120, 178
rates, 2

surface, 2, 99, 155, 157
use, 22, 229, 236, 241

department, 232
Landforms, weathered, 15
Landsat photograph, 211
Land subsidence in Bangkok, 4
Laplace, 52, 162
Large deformation theory, 111
Large-scale aquifers, 182–191
Last column of table, 202, 204
Late Cretaceous, 211
Late Mesozoic, 211
Laws

constitutive, 180

experimental, 27
three-dimensional mass conservation, 178

Layer
alternating, 214
basic, 220, 222
cell name, 222, 248
centre of, 89, 103
compresses, 78
external, 183
first, 142, 246
internal, 62
mud, 215
original, 13
second, 261
semipervious, 190
silt, 213
thicker, 88
thickness of, 89, 103
thin, 215
upper, 8, 248

Layered sand, underlying, 34
Leakage, 183, 190, 216
Leakage factors, 216
Leaky, 183, 221
Least-squares formulation, 187, 188
Length, characteristic, 71
Length OQ, 154
Length unity, 36
Les fondations, 117, 172
Letter, 40, 44
Levees, 1, 21
Level

average stress, 3
hydraulic, 180
measure statistic groundwater, 217
piezometric, 216
sea, 13
static groundwater, 215

Leveling, 4
Library, large, 191, 198, 203, 204
Limestone, 9–12, 15, 22, 211
Limestone exposures, 12
Limitation, 7, 27, 28, 34, 107–116
Line(s)

consolidated, 86
contour, 232
equipotential, 54
initial loading, 95
normal consolidation, 86, 97
recompression, 95
straight, 95
thick black, 81, 83

Linear system, 182, 186, 187, 206
determined, 186
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Linear visco-elasticity, 109
Linear visco-elastic models, 109
Lippmann, M.J., 178
Liquids, 110
Lisbona, F., 194
Lithification, 215
Lithofacies change, 211
Lithologic facies, 211
Litigation, 265
Litigation problem, xii
Ln, 105
Load(s)

applied, 40, 57, 85, 138, 141, 145
circular, 146

Loaded rectangular region, 148
Loading(s)

circular, 154
curve, initial, 85, 95
cycle, 109
distributed, 138
effect, 142
effects, 141
external, 77, 93, 139
global, 235
horizontal, 139
increment, 79, 85
initial, 136–140
integrated, 142
internal, 7
moving, 173
near-surface, 3
one-dimensional, 94
pressure, 193
principle of superposition of, 7, 126–127
rectangular, 147, 149–152
spatial, 140
total, 240
uniaxial, 112
uniform, 147
uniformly-distributed, 147
vector, 61, 62, 124–127, 136, 175
vertical, 138, 141

Local head loss, 245
Local subsidence/consolidation, 1, 265
Location(s)

arbitrary, 155, 158
map, 198, 210
neighboring, 52
spatial, 36

Log
drilled, 212
electric, 212

Long Beach/Los Angeles CA, 21
Longitudinal, 67

Long term static loads, 20
Loop, 197
Loop being, 109
Low building, 239
Lower central plain, 216
Lower central plain of Thailand, 2, 212
Lower Chao Phraya Basin, 212, 216
Lower Paleozoic, 211
Lower Phraya, 217

M
Macrobiological agents, 15
Magnitude, 3, 15, 95, 104, 105, 190
Management, 3, 4, 12, 179, 181, 209, 265

paradigms, 123, 365
various, 265

problem
given, 209
various, 265

Manchao, 111
Man-induced, 10, 13–20

collapse cavities, 14
Maps

building interpolation, 237
following, 232
hazard, 22
historical satellite, 7
interpolation, 232, 237
land-use, 236, 237, 266
piezometric surface, 217
simplified geological, 211
subsidence station, 249

Marsh lands, 1, 21
Mass

accumulation, 47
net, 47

balances
accurate, 181
exact, 181, 182
global, 184, 192, 266
global water, 252

basis, 31
conservation equation, 46–58
conservation of, 26, 35, 47, 70–71
elastic soil, 138
equation, 37
fixed, 39
fluxes, 67
rate, 47
semi-infinite, 138
total, 31, 35
transfer, 28, 46, 70

inter-phase, 28



Index 289

Masses, large, 14
Material

boundaries, 65
deforms, 110
elastic, 59, 94, 108–111
failure, 112
given, 58
most, 94
new, 21
organic, 28
properties, 267
rubbery, 94
unsaturated granular, 45
visco-elastic, 108, 110, 111
viscous, 109
water soluble, 12

Mathematical, 6, 22, 25, 26, 67, 77–78, 104,
120, 124, 134, 161, 166, 176, 178,
180, 182, 191, 198, 200–203, 209,
266

analysis, 77–78
framework, 176
modeling, 182

of land subsidence, 73
models, 6, 67, 134, 161, 180, 182

various, 6
point, 120
representation, 120
scheme, 191
statement, 134
treatment, 209

Mathematics, 6, 7, 22, 26, 67, 77–78, 104, 120,
124, 134, 161, 166, 176, 178, 180,
182, 191, 198, 200–203, 209, 266

MATLAB algorithms library, 245
MATLAB interface, 198–200
MATLAB scientific software, 266
MATLAB software, 191, 198, 203, 204, 206,

266
Matrix(ces), 186, 202, 204

behavior, 27
compliance, 60, 68
conductivity, 186
deformation, 57, 123
elastic, 70
equation, 44, 182, 187, 202, 203, 205

three-dimensional, 44
additional, 187

form, 44, 59, 70
inverse, 189
method, 179
open, 16
partial differential operator, 59
particles, 29

pore, 49
problem, 206
soil’s, 3, 6, 7, 25, 26, 58–60, 66, 68, 97,

107–115, 122, 124, 128
solids, 27–30, 49, 50, 128
storativity ST, 186
system, 181, 202, 204, 205
Tij, 202, 204

Max, 66, 162–164
Maximum distance, 33, 80, 81
Maximum ground surface, 162, 163
Maximum shear, 112
Maximum thickness, 213
Maxwell material, 110
McGraw-Hill, 72, 74, 173, 194
Measure, remedial, 2
Mecanique, 107, 226
Mechanical behavior, 7, 107–113, 121
Mechanical failure despite, 15
Mechanical modeling of porous media, 25–71
Mechanics

engineering, 111
reasoning, 116, 123
solid, 44, 107

Media
elastic, 172
layered, 65
non-homogeneous, 74
saturated, 56, 65
structured, 71
unconsolidated, 51
unconsolidated geologic, 29

Medium
building, 235, 239
components, 31
compresses, 31
compressibility, 50, 61
continuous, 67
dual porosity, 44, 70
given, 34
heterogeneous, 33
homogeneous, 33
isotropic, 52, 70, 71
properties, 33, 34, 120, 178
sand, 214
saturated-unsaturated, 73, 195
semi-infinite, 137, 156, 159
solids, 31, 44
sorted, 29
Stiff Clay, 143
total, 29

Member, second, 202, 204
Mesh flexibility, 181
Mesozoic platform basins, 211
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Mesozoic rocks, 211
Metals, considering, 111
Meteoric origin, 216
Meth, indirect, 268
Method(s)

augmented Lagrangian, 188
classic, 181
of computation, 140
down-scale, 267
drill core, 22
existing, 1, 265
finite difference, 179
finite-volume, 175
following, 75
general, 120
graphical, 153
image, 120
iterative, 7
iterative penalty, 195
land subsidence calculation, 178
least-squares, 202, 204
of mechanics reasoning, 116, 123
multi-domain, 267, 268
new, 7
numerical, 7, 179–182
present, 136

Methodology, 6, 7, 265
Metropolis, 5, 209, 212, 217, 219
Metropolitan area, 2, 4, 122, 212, 216, 217,

219
large, 122

Metropolitan Waterworks Authority (MWA), 4
Michigan-Appalachian and Gulf Coast, 14
Microscopic, 107
Microstructures, 28
Middle and Late Mesozoic, 211
Middle diagram, 101
Mid-Paleozoic rocks, 211
Mindlin’s problem, 138–139
Mineral(s), 3, 4, 10, 12, 14, 16, 84, 94, 215

compressible, 3
grains being, 16
halite, 12
soluble, 14

Mines, 10, 13, 14, 22
Minimiza, following, 188
Minimization, 188
Mining, 9, 10, 13–15, 22, 68, 111

active, 22
activities, 13
operations, 22
problems, 68
subsidence, 111
techniques, most, 14

Mises, Von, 112
Mitigate, 22
Mitigating subsidence hazards, 22
Mitigation, 4, 22
Mixed formulation, 182, 187–189
ML, 31, 32
Model(s)

accurate, 267
associated, 60–71
cell, 123, 182–191, 205, 222, 240, 248,

265–267
classic, 94
computer, 266, 267
conceptual, 209, 268
constitutive, 116, 123
coupled, 61, 121, 178
data, 8, 199
elastic, 94–108, 112–113, 176
elasto-plastic, 107, 108, 111
first, 267
general, 27
geo-hydrological, 220, 267
geological, 267
high-resolution, 268
hydro-geological, 133, 199, 224, 230–232,

244, 265, 267
hydrologic, 183
hydrological, 267
incremental, 108
land-use, 228–235, 266
large-scale, 246, 259–263
layer, 98
for loads, 140–154
main, 265
new, 123
parameters, 190, 200, 267
physical, 121
present, 122, 179, 202, 204
recharge input, 268
results, 182, 199
rheological, 97, 115, 122
sub-regional, 267
valid, 248
validation, 205
well-defined, 191, 201
work, 114

Modeling, 7, 22, 25–71, 111, 112, 114, 115,
122, 123, 133, 134, 181, 182, 267,
268

computer, 267
detailed finite element, 267
following, 115, 122
inverse, 181
land subsidence, 123
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of Porous Media, 25–71
regional, 114
various, 134
various mechanical, 26

Model, Maxwell, 109–110
Model of Subsidence in Fracture Porous

Media, 67–71
MODFLOW, 3, 97, 107, 121, 179, 222, 225,

229, 266, 267
MODFLOW-Biot model, 229
MODFLOW data, 222
MODFLOW model, 3, 179
MODFLOW simulation of flow, 222
MODFLOW software, 107
Modified Bessel function, 162
Modulus, 60, 61, 119, 130, 139, 163, 164

bulk, 57
elastic, 176

Mohr’s Circle, 112
Molecules, Clay, 17
Momentum, 39, 46, 57

conservation, 46
linear, 57

Mongsrijun, 211
Monitoring unit, existing, 217
Monitoring wells, 217
Most caves, 11
Most existing methods, 1, 265
Most hydro-compaction, 17
Most input components, 268
Most samples, 218
Most subsidence, 16
Movement, 7, 9, 20, 26, 32, 121, 155, 157, 217,

219
sea, 20

Muds, 215
newly-deposited, 215

Muller, P., 43
Multi-cell, 266
Multiple-cell models, 182
Multi-regression analysis, 191, 203

N
Nabla operator, 56, 130
Nagoya, 21
Nakhon Luang (NL), 214, 218, 219
Nakhon Pathom Province, 209, 220, 222, 246,

248
Nakhon Pathom Province NP NP11 NP12

Nonthaburi Region, 222, 248
NAKHON PRATHOM, 235
Nakorn Luang aquifer, 2, 212–214, 217
Nakorn Nuang, 220, 222

Nam aquifer, 2, 212, 215, 220, 222
National Research Council, 9, 12
Natural cavities, 15
Natural environment, 33
Natural process Sediments, 21
Natural solution-related subsidence, 14
Natural supply, 21
Natural waters, 14, 66
Navier stokes equation, 40
Nˇ, 32, 51–53, 66, 160, 161, 164
Nb, multi-layer system of, 107
Nc, 185, 187, 192, 205, 207
Nc lines, 187
Nc Nq, 187, 205, 207
Nc Ny, 202–204
Nc regions of uniform hydrological behavior,

184, 192
Near-surface water-level, 3
Negative faces, 41, 43

opposite, 43
Negative inverse slope, 63
Negative sign, 36
Negligible BW, 263
Negligible NT, 263
Negligible SPS, 263
Negligible SSS, 263
Nelson, S.A., 12, 21
Network, 2, 15, 16, 26, 28, 46

subsurface drainage, 15
Neumann, 53, 62, 125, 133, 176, 180

boundary conditions, 53, 62, 125, 133, 176,
180

New cavern, 11
Newmark’s chart, 153, 154
New Mexico, 14
New Orleans, 21
New system of equations for solving,

135–136
Newtonian, 110
Newtons, 102
Newton’s law, 39
NH:utiC, 206
Ni, 184, 185, 192, 201, 203
Nineteenth century, 176
Nj, 184, 185, 192
Nj dS, 192
Nj dx, 184, 185
Nj dxItC, 185
NK lines and Nc columns, 187
NK lines and Nq columns, 187
NK�

Nc of cells, 187
NL. See Nakhon Luang (NL)
NL aquifer, 213, 218
N/m3, 90, 163
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No-flow Bedrock, 55
Non-dimensionalised time, 82
Nonlinear viscoelasticity, 111
Non-rotational elastic displacement, 130–133
Non-saturated soils, 45–46, 111
Nonthaburi, 216, 218
Nonthaburi aquifer, 2, 212, 214, 219, 220,

222
Nonthaburi Province, 209, 220, 246
Normalised depht, 82
Normalised pore pressure reduction, 82
Normalized depth, 80, 81
Normalized pore pressure isochrones, 80
Normalized time factor (Tv), 81
Normally consolidated layer, 85
Normal stress, 3, 112

effective, 3
North, 212–215, 217–222, 225, 230, 234, 242,

246, 248, 252, 260
Northeast Arizona, 14
Northeastward, 219
Northern, 211, 218–222, 225, 230, 246,

260
Northern and Southern parts, 246
Notation, 51, 89, 103
NP, 222, 240, 246, 248, 250, 258, 263
Np, 201–203, 207
Np � Nc � Ny, 202, 203
NP region, 250
Nq, 187
Nq columns, 187
NT, 222, 240, 246, 248, 256, 258, 263
NT NT11 NT12, 222, 248
NT region, 256
Number

large, 25
line, 202, 203
total, 184, 201, 203, 207, 240

Numerical experiments, 181
Numerical formulation, 178
Numerical methods, 7, 179–182
Numerical modeling, 7, 267

classical, 267
Numerical models, 114, 181, 266–269

accurate, 269
classical, 266, 267

Numerical results, 164–166
Numerical scheme, 7, 136, 178, 179, 223

stable, 178
Numerical solution, 7, 27, 115, 120, 122,

175–194
Nw, 99, 100, 102
Nwell, 183, 184
Ny Number, 202, 203

O
Occupies, 216, 218
Oceans, 20, 21, 211
Oedometer test, 20
Oedometric test, 176
Ohm’s law, 180
Ohnishi, 68, 178
Oil, 9, 15, 18–20, 22, 177

exploratory drilling, 211
fields, 19, 20
and gas withdrawal, 7, 25, 62–66

Oklahoma, 14, 15
One-dimensional model, 3
One-dimensional stiffness, 83
One-dimensional theory, 103–104, 112

classical, 7, 75
of consolidation, 77–83

Open valve, 77
Operations, 36, 38, 201

intended, 191
Operator, 37, 38
Operator nabla, 56
Order

following, 201, 203, 206
lower, 181
of magnitude, 105

Orientation, 153
Orthotropic, 68
Osaka, 21
OTDX, rectangular-loading, 149, 152
Outflow, 17, 189, 190
Outlets, 14, 189, 199
Over-abstraction, 219
Over-consolidated layer, 86
Overconsolidated soils, 86, 89, 94–97,

103
Overconsolidation ratio (OCR), 88, 95
Overloading, 6, 178
Overlying, 2, 21, 98, 183, 190
Overpumpage, 215
Over-pumping, 1, 122, 214, 265
Ox, 41, 43, 49
OXAY, 147, 151

rectangular-loading, 152
Oy, 41, 43, 49
OYBZ, rectangular-loading, 150, 152
Oy direction, 43
Oy plane, 41
OZCT, 151

P
Package, 107, 179, 198
Pak Nam aquifer (PN), 2, 212, 215, 222
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Paleozoic, 211
Paleozoic-Early Mesozoic, 211
Parameter(s)

array, 199
calculation, 123
calibration, 244–245
constitutive, 116, 123
constraints, 204
estimating aquifer, 181
given, 202, 204
hydrologic, 244
hydrological, 199
input, 267
known, 199
normalized, 81
selected, 202, 204
single, 79
total number of, 201, 203
unknown aquifer, 190
unknowns, 201–203
values, typical, 164

Parameter Ss, 57
Particle(s)

diameter, 33
differential equations appearing, 7, 25
skeletal, 90
solute, 30

Particle size distribution (PSD), 28, 33
Partitions, 62, 125, 176, 180
Passage, 14

through-flowing, 14
Past maximum consolidation pressure, 88
Past pressure, 3
Path, 30
Pathum Thani, 216, 218, 219, 235
Pathum Thani Province, 209, 220, 246
Pathum Thani Province PT PT11 PT12 PHRA

NAKHON, 222, 248
Pathumwan district, 241
Pc, 63
PC windows system, 198
PDE form, 39
PDEs, 26
Peat, 1, 17, 20, 22, 31
Pennsylvania, 14
Percentages, 27, 81, 232
Percolation, 17, 190
Period

fixed time, 54
given, 199
long time, 110
prediction, 200
selected, 200

Periodic leveling, 2

Periodic strips, 159
Permeability, 163

anisotropic, 123
derived averaged, 27
high, 67, 68
matrix, 70
relative, 65
tensor, 27

intrinsic, 49
values, typical, 32

Permian basin of Texas, 14
Perpendicular, 32, 54
Persistence, 15
Personal communication, 114
Pervious, 123, 162
Pervious ground surface, 162, 164
Petroleum, 15, 30
PF, 44, 70, 71
PH, 217
Phase

fractured, 44, 70, 71
pressure head, 63

Phaya Thai aquifer (PT), 212, 214, 216, 240,
246, 258, 263

Phenomena, 60, 121, 124
Phra Nakhon Si Ayutthaya Province, 209, 220,

246
Phra Nakhon Si Ayutthaya Province PNS

PNS1, 248
Phra Pradaeng (PD), 212, 213, 217, 219, 235
Phra Pradaeng and Nakhon, 216
Phra Pradaeng (PD) aquifer, 2, 212, 213, 218,

220, 222, 225–227
Phra Pradaeng District, 213
Phraya river, 212, 214, 216, 218–220, 246
Phraya River to Samut Sakhon, 219
Phraya Thai, 2, 220, 222
Phreatic, 183, 190
Physical attributes, 55
Physical condition, 55
Pi, 235, 237, 238
Pictures, following, 232
Piezometric pressure, 3, 6
Piezometric surface data, 217
Pile(s), 114, 122, 141, 142, 144, 145

foundations, 140–144, 226–228
typical, 140

perforation, typical, 142
Pillars, 14

towering, 13
Pinder, G.F., 245
Pipes, 9, 16
Piston, 40, 42, 77
Plane, 43, 54, 130
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horizontal, 34, 154, 157
Planners, 191, 201
Planning scenarios, 266
Plastic, 111
Plastic and visco-elastic behavior, 108
Plasticity, 116, 123
Plates, 107

flat, 34
Platy, 30
Plot(s)

lower, 81, 83
semi-logarithmic, 95
windows, 198

PNS, 240, 246, 258, 263
northern cell, 222
region, 222

PNS PNS1, 222, 248
Pnw Pw, 63
Point farthest, 81
Point loads

horizontal, 138
vertical, 138

Point sink, 123
impulsive, 134, 154, 155, 161–164

Point source, 156, 158
Point source problem, 154
Point zm, 155, 158
Poisson moduli, 61
Poisson’s ratio, 60, 69, 130, 137, 139, 163
Poland, J.F., 97, 99, 100, 123
Polygonal landscape, 16
Polygonal open set, 62, 125, 176, 180
Polymers

amorphous, 108
crystalline, 108

Population growth, 266
Populations, 14, 235
Pore(s), 3, 17, 26, 27, 31, 65, 215

air, 45
bodies, 28
connectivity, 28
fluid pressure, 130
networks (typical), 26, 28, 46
pressure

dissipation, 80, 83
excess, 81–83, 85
gradients, 98
normalized, 80, 81
transducer, 83

radius, 27
throats, 28
water flow, 49

Pore spaces (PS), 15, 16, 18, 19, 25, 29–31, 99,
215, 219

Po River, 178
Poroelastic, 58

problem, 176
Porosity, 163

effective, 29
high, 31, 68
intra-granular, 29
low, 68
primary, 29
secondary, 29
values, 27

Porous
block, 70, 71
media

common, 32
deformable, 120
fractured, 68
general, 26, 28
periodic, 27, 46

medium
bulk, 61
deformable, 60
fractured, 68
homogeneous isotropic, 154
linear elastic, 165
measured, 34
properties, 33, 34
solids, 44
structured, 33

phases, 44, 69, 70
rock, 68
structure, 57

Pradaeng aquifer, 220
Pre-Cambrian gneiss of amphibolite facies,

211
Precautions, 13
Precipitation, 55, 183, 186, 202
Preconsolidated soils, 107
Pre-consolidation, 3
Preconsolidation pressure, 3, 88, 90
Preconsolidation stress, 88

initial, 91
Prediction, 120, 200

problem, general, 205
results, 200
tool, 198, 200
using, 205–207
window, 200
year, new, 206

Presentation, xii
Pressibility, 61
Pressure

applied, 31, 32
atmospheric, 114, 122
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capillary, 63
of deep foundations, 3, 122
dissipation

average pore, 83
normalized pore, 80

distribution, 144
field, 61, 120, 178, 194
head, 63, 64, 155, 158, 258
head form of Richards, 64–65
lower, 17
table, 235
transient, 154, 157
variation, 60

Principle(s), 6, 35, 42, 114, 122, 126
axes directions, 43
derived various superposition, 265
of effective stress

in matrix form, 44
in non-saturated soils, 45
in saturated soils, 40–42

of superposition of loadings and pumping,
126–127

Problem
classical, 138
convergence, 120, 178
coupled, 7, 119
decoupled, 162, 164, 166
inverse, 190, 201
large-scale, 7, 75
minimization, 188
most, 60
numerical, 178

Process
of calculating settlement, 86, 97
capacity-based distributed hydrologic, 268
chemical, 30
complexity, 268
coupled, 67
diagenetic, 215
elastic deformation, 17
erosional, 15
heating, 68
interacting, 67
mass-wasting, 16
model transient, 28
parameter-estimation, 245
physical, 176
prediction, 200, 205
swelling, 17, 28
validation, 199, 200
very slow, 15

Product, 36, 38
dot, 38

Productive reservoirs, 176

Progressive weakening, 15
Projects, engineering, 97
Promulgation, 4
Proof, 126–128, 131, 166, 167, 170
Properties

critical, 245
dependent, 34
elastic, 68
following, 108, 167
geological, 209
hydraulic, 216
physical, 52, 176
water-bearing, 214

Protrusions, 4
Provinces, 209, 220, 222, 235, 246, 248

administrative, 219
PT PT11 PT12, 222, 248
Pump, 55, 217

submersible, 217
Pumpage, 2, 4, 190, 201

file, 242
private, 4

Pumping
annual, 242, 245
depth, 164
effect of, 8, 120, 209
excessive, 5, 12
fluids, 20
impulse, 124
impulsive, 124, 165
pulsed, 124
rate(s), 123, 124, 182, 186, 198, 200, 205,

206, 240, 241, 245, 267
annual, 245
function, 62, 125–127
prediction, 200
steady, 124
unknown, 206

table, 244
term, 61, 126, 127
tests, 216
total, 185
wells (data), 55, 119, 137, 139, 166, 240

Pw, 45, 63, 66

Q
Q(tC, 187, 188
QCell, 185
Qf, 70
Qh, 48
Qi, 183–184
Qj, 205, 207
Qn, 189
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QT, 71
QtC, general term, 185
Quantities

incremental, 60
known, 182

Quaternary, 211–212
Qw, 154, 156–158
Qxy, 139

R
Radial displacement, 138
Radial distance, 119, 156, 158

normalized, 156, 158
Radius, 146, 154, 169, 171, 271
Rain

annual, 242
coefficients, 267
data, 198, 199, 268
file, 242
soaking, 16
stations, 268

Rainfall, 14, 183, 216
heaviest, 216

Rainwater, 63
Rainwater infiltration, 63
Rate

decreasing, 110
discharge, 217
ever-reducing, 78
of fluid withdrawal, 17, 22
high, 3
input flow, 184
large, 4
of mass accumulation, 47
of movement, 219
net, 39
total, 4

Ratio
deceases, 119
overconsolidation, 95
void, 6, 29, 93, 96, 97

Rdr, 157, 160
Rearrangement, 3
Rearranging, 50, 70
Recharge, 17, 55, 183, 186, 189, 190, 201, 202,

204, 216, 241, 268
annual, 216
areas, 217
boundary, 55
rates, 190, 201

Recipitationi, 183, 186, 202
Recompression, 3, 20, 86, 88, 90, 95, 97, 103
Re-compression Index, 88, 97

Rectangular, 147–152, 181
loading

OTDX, 149, 152
OXAY, 150, 152
OYBZ, 150, 152
OZCT, 147, 151

meshes, 181
Rectangular-loaded area ABCD, 148
Reduction, 3, 4, 6, 19, 20, 31, 82, 86, 95, 176,

186, 189
height, 86

Region(s)
administrative, 220
analysis, 268
basic, 220
elastic, 153
finite, 167, 169
given, 140, 182, 241
large, 268
northern, 230
rectangular, 147, 148
uniformly-loaded, 153
various, 250

Regression analysis, 191, 203, 204
Re-hydrate hydro-compacting, 22
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Results, final, 169
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grain compressibility, 61
intact, 68, 69
mass, 68–69
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salt, 12
solid, 51, 215
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bottles, 217
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SPS4, 222, 248
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wet, 17

Seawater, 13, 219
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stiffness, 69
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Shrinkage of clays results, 16
Si, 90, 185, 186, 189, 192, 201, 202, 204, 209,

220, 222, 246, 248
Silica, 84
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Simplicity, 112, 121, 123
Simplifications, 52
Simulate, 68, 105, 181, 246
Sin, 80, 157, 160
Single cell analog, 77, 79
Single-cell mechanical analog, 78, 79
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203, 204, 245
Sink, 16, 48, 67, 123, 134, 154–156, 158, 159,

161–164, 181
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form, 11
formation, 10, 22

Sink-induced land deformation problem, 155
Sinking, 9
Sink/source, 48, 67
Sink/source terms, 181
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grain, 28, 34
particle, 28, 33

Size Nc, 187
Size NK, 187, 188
Sj ht, 206
Skeletal frame, 57
Skeleton, 7, 20, 25, 40, 42, 44, 57, 93, 114

solid, 57
Slica sand, dry, 84
Slowest dissipation being, 81
Slurry, 94, 96
Sobolev, 133
Sobolev space, 61, 62, 125, 175–176
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229, 244, 259, 265–267
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Soil(s), 7, 9, 16, 20, 25, 28, 31, 40, 42, 45–46,
56–58, 75–116, 121, 141, 164

cause, 20
changes, 60
clays, 42
cohesive, 93
compression, 3, 45
consolidated clayey, 121
consolidation, 3, 78
consolidation process, 78
deformation, 1, 6, 27
dense sand, 164

deposit, layered, 90
displacements, 119, 120, 178
dry, 84
forms, 94
grains, 45
granular, 93, 94, 121
gravel, 164
layer, 6, 89, 106

idated, 85
matrix, 6, 7, 25, 26, 58–60, 68, 97,

108–109, 112–115, 121, 122, 124
compression, 3
displacement, 66

mechanics, 40, 107, 112, 176
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model, 266

most, 31, 94
movement, 26, 155, 157
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particles, 20, 30, 84, 121, 123, 124
pores, 31
porous, 15
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scientists, 3
semi-infinite elastic, 138
settlement, 1
skeleton, 7, 25, 40, 42, 114
soft, 141
solids, 31
structure, 16, 40

open, 16
subsidence, 6, 58, 62, 97, 154, 265
surface, 6, 99
swelling, 16
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unsaturated, 40–46, 114, 122
voids, 29
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Soil’s loading, 20
Solid(s), 13, 25, 28–31, 44, 50, 51, 84, 94, 219

dilation, 56
dissolved, 219
surface, 32
volume, 94

Solid particles (SP), 25, 27, 29–30
Solubilities, 15
Solute(s), 67

mass being, 67
transport, 52
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classical non-coupled, 120
closed form, 120, 123, 124, 127, 136, 137,

154–160, 265
computational, 176
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coupled, 119, 120
of equation, 188–189
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of groundwater problems, 179–182
iterative, 178
least squares, 191, 203, 204
mining, 13
second, 126, 127
separated, 126–127
system of, 126–127
unique, 129, 131
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Source coordinates, 167
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South, 5, 212, 213, 217, 222, 248
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Spherical surface, 171
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SPN, 220, 222, 246, 252
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SPN SPN1 SPN2 SPN3 SPN4 SPN5, 222, 248
SPN4 SPN5, 222, 248
Spread over, 42
Spreadsheet, 241, 242
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discharges, 201, 241
elastic, 109, 110

load-compression, 45
perfect, 94
stiffness, 77

Spring/piston/water analog, 40
SPS, 222, 240, 246, 248, 257, 258, 263
SPS region, 257
SPS5 Samu Phrakarn North SPN SPN1 SPN2

SPN3, 222, 248
SPS SPS1 SPS2 SPS3 SPS4 SPS5, 222, 248
Square(s), 82, 154, 187–188, 191, 202–204,
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meter, given, 235

Squeeze out, 40
Sr, 45
Srpw, 45
Ss, 32, 57–58, 64
SSE4 SSE5 Samu Sakmonit Region West SSW

SSW1, 222, 248
Sske, 104
Sskv, 104
SS region, 252, 257–258, 261
SSS. See Samut Sakhon Province (SSS)
SSS region, 252
SSW5, 222, 248
SSW2 SSW3 SSW4 SSW5, 222, 248
ST, 186–189
Stability, 15, 186
Stage

final, 217
natural, 3
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dry, 16
equation of, 26
final, 91, 92
initial, 79, 85, 91, 92, 95, 193
links, 26
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original, 101, 108
over-consolidated, 86, 97
steady, 52, 110, 123, 181, 205, 245
total, 58
undeformed, 110
variable, 48, 180–182

associated, 180
Stations, 113, 114, 222, 223, 246, 249, 268

given, 268
single, 114

Statistical analysis, 246, 248
Statistics, 4, 203, 217, 246, 248

using multivariate, 203
Steady-state solutions, 172
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Step, 188, 189, 201–206
constant stress, 108
first, 147

Stewart, W.A., 27, 28
Stewart, W.E., 27
Stiff (silty clay), 2, 140, 142, 143, 212

very, 142
Stokes, 27, 40

equations, 40
Storage, 32, 51, 57, 64, 65, 67, 104, 180, 182,

216, 268
capacity, 32, 268
coefficient, 180, 182, 216
mechanisms, 65
Sske values, 104
term, 64, 65

Storativity, 184–186, 189, 199, 201, 245, 267
coefficients, 245
integrated, 185
parameters, 186

Stories, 235
Strain

behavior, 121
elastic, 58, 110
increasing, 108
induced, 110
initial, 58, 110
medium volume, 61
rate, 109
residual, 110
shear, 114
steady-state, 110
step constant, 108
tensor, 59
thermal, 59
three-dimensional, 130
total, 59, 69, 110
visco-elastic, 110
volumetric, 60, 130

Strata, 114, 212, 214
Strata geoelectrical, 212
Stratigraphic success, 211
Stratum, 120, 143, 154, 164

firmer, 143
saturated porous, 154

Streams, 11, 12, 15, 17, 18, 54, 190
effluent, 190

Streets, 1, 21
Strength, 15, 94, 156, 158

high, 15
Stress(es)

applying external, 40
average, 3, 45
changes, 99, 144, 145, 147, 226–227

vertical, 147
components, 41, 43
computed, 101
conservation, 58–60
continuum, 94
critical, 110, 111
cube, 41, 43

infinitesimal, 43
decreasing, 108
diagrams, 100, 101
distribution, 44, 112, 114, 121, 122,

133–134
field, 105, 121, 124

effective, 105
final, 88
general, 59
geostatic, 98, 99, 101
hydrostatic, 98, 99, 103, 112
increasing, 95
increment, 40
initial, 88, 112, 114, 121, 122, 133–134,

136, 266
inter-granular, 44, 60, 97
maximum, 141
minimum, 141
poroelastic, 60
positive, 43
pre-consolidation, 86, 97, 103
pressure, 7
principal, 43, 112
relaxation, behaviors, 108, 110
repartition, 145
shear, 32, 43, 44, 166
solid, 60
state, 94, 95, 112, 144, 150

initial effective, 144
principal, 112

strain, 108, 109
tectonic, 98, 99
tensile, 94
tensor, 43, 45, 57, 98, 113

effective, 98, 113
total, 45, 57

terms, 78
transfer, 121

Stress-strain curves, 108, 109
Su, 143
Sub-aquifers, 213, 214, 248

various, 248
Subject, 4, 10, 45, 123, 145, 151, 177, 188

unsaturated granular material, 45
Sub-layers, 88–92, 103, 106, 140, 144

first, 91
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Sub-regions, 220, 267
Subscripts, 35, 36, 44
Subsidence
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calibration, 252–259
cause, 22, 62–66, 115, 122, 176
causing, 2, 15, 60
code, 219
computed, 252
cumulative, 114, 115
data, 114, 220, 222, 245–248, 250,

252
analysis, 246
station, 222

event, 20
file, 242
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of land surface, 2
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maximum, 21
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phenomenon, 9–22, 122
prediction, 68, 120, 177, 178
problem, 1, 9, 21, 114, 265
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Substituting equation, 168–170
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Substitutions, 172
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Surface dS, 36
Surroundings, 5, 53
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couple, 127
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following, 76, 188
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partial differential, 135, 179
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prediction, 206
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T
Tables, following, 220, 225, 227, 232, 238,

248, 259
Tarn, 123
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180, 215, 217
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field, 71
high, 67

Tensile direction, 94
Tensive study, 3
Tensor

dispersion, 67
equation, 98
form, 45
fourth-order, 94
molecular diffusion, 67
total, 98

Term Kij, 186
Term Q1, 126, 127
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first, 71
last, 170
main, 105
new, 202, 204
second, 70

Terrain, surrounded, 13
Tertiary extensional basins, 211
Terzaghi, 7, 20, 44, 60, 75–93, 97, 99, 112,

114, 115, 121, 122, 130, 178, 203,
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assumptions, 112, 121
consolidation theory, 115, 122
equation, 99
model, 130
principle, 76, 93
relation, 97
solution, 78
stress principle of, 114, 122
theory, 7, 75–92, 97, 178, 203
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Terzaghi’s principle, 60, 266
Terzaghi’s solution, 79, 81, 83
Terzaghi’s stress principle, 60
Text, 2
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Theorem, 37, 120, 126–131, 133, 155, 158,

166–172, 184, 192
Theorems, following, 126, 155, 156
Theoretical soil mechanics, 23, 74
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of consolidation, 7, 68, 75–94, 97,
107–116, 119–172, 178

dimensional, 7, 77–94, 103, 112, 121
elastic, 60
of elasticity, 144
fundamental, 123
linearized, 94
multiple cell, 244
of soil, 76
three-dimensional, 92–94
of three-dimensional land motion, 57
three-dimension consolidation, 115, 122

Thermal, 59, 67–71
conduction, 71
conductivity, 71
expansion, 59, 69

Thermo-hydro-mechanical (THM), 67, 68
Thesub-layer, 89
Thick clay bed, 214, 216

very, 216
Thickness, 2, 79, 83, 89, 93, 104, 108,

212–214
initial, 104
total, 212

THM behavior, 68
THM, coupled, 67
THM model, 68
THM solution, 68
Thon Buri, 2, 212, 214–215, 220, 222
Thon Buri aquifer (TB), 2, 187, 189, 212,

214–215, 220, 222
Three-dimensional consolidation theory,

92–93, 123
Three-dimensional land motion, 57
Throat, 28
Throughflow, 14
Tij, 45
Time

coupled, 120
curve, 110
evolution, 119, 120, 178
factor, 80, 81, 83
first, 4
functions of, 36, 110
geologic, 14
given, 183
increasing, 77
initial, 134
invariant, 80, 81, 83
long, 78
long residence, 217
loop, 80, 81, 83
period of, 1, 11, 189, 200
rate of change of mass, 80, 81, 83
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Time (cont.)
step, 183, 185, 187, 190, 191, 194, 197,

200, 240, 267
new, 197
various, 140

unit, 49
Time space, 117, 173
Time tn, 106
Tipping bucket, 268
Tip vortices, 35
T/m2, 143, 144, 235
Tools

graphic user interface, 198
independent, 266
visualization, 200

Top, 2, 13, 54, 55, 80, 86, 140, 142, 213, 216,
240

Topographic, 54
Topographic elevation of pumping wells,

240
Tortuosity, 27, 30, 34, 67

high, 30
tensor, 67

Total displacement, 127, 259
Total original volume, 50
Total settlement, 90, 92, 106
Total stress, 42, 44, 57, 76, 87, 90–93, 97, 112,

114, 121, 122, 140, 144, 178
Total stress components, 45
Total subsidence results, 3
Total vertical displacement, 105–106
Total vertical stress, 45, 85
Total volume, 30, 31, 240
Towers, buildings, 20, 140, 142

large, 140, 142
Trace, 57
Tracking satellites, 35
Transfer, 245

vertical water, 245
Transient, 124, 162

displacements, 124
ground surface displacements, 173

Translation, quantitative, 267
Transmission, 2, 212
Transmissivity, 199, 216
Transmissivity coefficients, 216, 245
Transport

equation, 66
fluid mass, 68
samples, 217

Transversal dispersivity, 67
Trapping, 28
Traverses, 2, 212
Tresca criterion, 111–112

Trial, 245
Triangulation, 181
Triassic rocks, 211
Tributaries, 216
Tube(s), 27, 33

interconnected, 33
radii, 27
walls, 33

Tv, 80, 83
Two-phase flow model for subsidence,

62–66
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Type II flow boundary conditions, 55
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first, 53
used, 112

Typical grain packings, 30
Typical porosity values, 29
Typical porous media, 26

U
UDEC/3DEC, 68
Ui, 80
Ulj, 203
U-momentum, 26, 39
UNatural, 120, 124
Unconfined aquifer, 99, 101, 103

idealized, 101
Unconfined formation, 114, 122
Uncoupled formulation, 192
Uncoupled models, 178

approximate, 178
Uncoupled simulator, 178
Underground, 12

fires, 14
large, 11
resource, 22
storage, 67

Underlain, 3, 22
Uniform hydrological behavior, 184,

192
Uniformity, 140, 245–251, 256–258
Uniformly-loaded circle, 154
Uniformly-loaded circular area, 146
Uniformly-loaded rectangular areas, 148
Uniqueness, 126, 127, 133, 166, 171
Uniqueness theorem, 133, 171
United States, 9, 10, 22

contiguous, 14, 15
Unit outward, 62, 125, 176, 180
Unit plan area, 45
Units, confined, 101
Unit surface, 43
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Unit vectors parallel, 49
Unit volume, 30–32, 48, 49
Unit weight

dry, 84, 90
saturated, 84, 86, 95
saturated bulk, 90
of watera, 163

Unknowns, 181, 201, 207
Unloading, 96, 177
Unloading cycle, 108
Unsaturated zone water table, 98
Uplift, 20
Upper Paleozoic, 211
Urban areas, 20, 22, 265
Urbanization, 6, 7, 178, 245

rapid, 5
Urbanization tendencies, 232
US, 9
User, 198–200, 245, 267

interface, 266
graphic, 198

USGS, 97, 179
Using geo-hydrological consider, 189
UTotal, general settlement, 120, 124
Uuncoupled, 164
Uv, 80
Ux, 139, 155, 158
Uy, 138, 155, 158
Uz, 134, 138, 155, 158, 160, 162
Uz max, 163, 164

ration, 164
Uz max (uncoupled), 163, 164

V
Validation, 104–105, 199, 200, 205

period, 240
results, 200
tool, 199–200

Validity, 45, 104, 112, 121
Valley, 54, 211
Value

absolute, 163
computed, 252
critical, 111
drainage, 77
estimated, 216
exact, 94
final, 80, 85, 165
interpolated, 232
known, 190
large, 119, 166
new, 190, 202, 204
reported, 32

standard, 119
typical, 32, 163

Vanishes
derivative, 39
fields, 171
first integral, 169, 170

Variable thickness, 213
Variation, 36, 60, 106, 140, 186, 197

coefficient of, 246, 248
of effective stresses, 99–103
small-scale, 34

Vector
dimensional, 37, 166
field, 166, 167
form, 183, 192
known, 131
normal, 36
prediction, 205
residual, 187
of size NK, 187, 188
unknown, 131, 187, 206

Vegetation, 13
turned dead, 14

Velocity, 33, 36, 49, 77, 183
components, 26
fields, 57
parallel, 32
pointing, 36

Venice, 21
Vertical direction, 34, 40, 42, 98, 178
Vertical displacement, 106, 107, 113, 114, 116,

119, 120, 123, 134, 137, 164, 165,
265

ˇbn, 106
uz, 138
uz max, 163

Vertical inflow, 216
Vertical projection, 153
Vertical stress

effective, 45, 85, 86, 88
final effective, 88

Vicinity, 5, 209
Virgin areas, 246
Viscidity, 116, 123
Visco-elastic behavior, 108–109
Visco-elastic creep, 110–111
Visco-elastic creep data, 111
Visco-elastic model, 57, 108, 109, 111

incremental, 111
Viscosity, 109–110

coefficient, 40
dynamic, 32, 70

Viscous, 37, 40
Viscous damper, 109
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Visual representation, 112
Voids

air-filled, 84
connected, 29
ratio

change, 95
initial, 86, 87, 97, 104
sedimented, 94

Voigt model, 110
Volcanic debris, 211
Volterra, 109
Volume

concentration, 25
extension, 128
finite, 181
flux, 47
integration, 35
moving, 35
solid, 56, 93
storativity, 185
void, 93

VT, 28–31, 50, 56, 93
Vv, 28, 29, 50, 84, 90
Vvc, 29
Vw, 30, 56, 93

W
Walls, 33, 55
Warren, 68, 70
Wastewater, 22
Water, 163

balance, 185, 190, 268
model, 182

best quality, 215
brine, 66
capacity, 63–65

dependent, 64, 65
compressibility of, 51, 163
connate, 219
considering, 62
consumption, 183
content

form of Richards, 65
gravimetric, 31
maximum volumetric, 31
volumetric, 30, 31, 63
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