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Controlled Polymerization in Flow Microreactor
Systems

Aiichiro Nagaki and Jun-ichi Yoshida

Abstract Flow microreactors are expected to make a revolutionary change in

chemical synthesis in various fields of polymer synthesis. In fact, extensive studies

on cationic polymerization, anionic polymerization, radical polymerization, coor-

dination polymerization, polycondensation, and ring-opening polymerization using

flow microreactor systems have opened new possibilities in polymer chemistry and

the polymer industry. This article provides, in a concise form, a current overall

picture of polymerization using flow microreactors.

Keywords Controlled polymerization � Fast mixing � Flow � Microreactor �
Molecular weight control � Molecular weight distribution control �
Residence time control � Temperature control
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1 Introduction

Microtechnology is no longer the field of electronics, but is now moving into many

different areas of science and engineering, including mechanics, optics, and fluids,

because it provides better efficiencies while also answering the demands of society

for conservation of resources and energy. Following remarkable advances in

microfabrication technology, microtechnology has been used in the field of chemis-

try since the 1990s. Microdevices that are used for chemical reactions are called

microreactors and are reactors with micrometer-sized channels in which chemical

reactions are carried out.

Microreactors are normally set up as flow-type reactors (flow microreactors)

with a continuous flow of a solution through the reaction chamber. Nowadays,

chemical synthesis in flow microreactors is receiving significant research interest

from both academia and industry [1–24]. Recent investigations have revealed

significant features of flow microreactor systems involving fast mixing, stemming

from short diffusion paths and fast heat transfer by virtue of high surface-to-volume

ratios, which are advantageous for increasing the selectivity of chemical reactions

[25–28]. Short residence time in a microchannel is beneficial for controlling highly

reactive intermediates [29–45]. By taking advantages of such features of flow

microreactor systems, various chemical reactions for organic synthesis have been

developed [46–56].

Polymerization reactions that convert small molecules into macromolecules by

repeating chemical reactions are a fascinating field in the application of flow

microreactors. Extensive studies on cationic polymerization, anionic polymerization,

radical polymerization, coordination polymerization, polycondensation, and ring-

opening polymerization using flow microreactor systems have been carried out

so far. Reviews on various polymerization methods in microreactors have been

reported by Hessel et al., Wilms et al., Steinbacher and Mcquade, and Bally et al.

[57–61]. The main objective of this article is to provide, in a concise form, a current

overall picture of polymerization using flow microreactors, especially from the

viewpoint of industrial applications. Because of space limitations, polymer particle

synthesis will not be discussed here. Serra and Chang have published an excellent

review on synthesis of polymer particles with an improved control of their sizes, size

distributions, morphologies, and compositions using microreactors [62].

1.1 Characteristic Features of Flow Microreactors

Flow microreactors can influence the very essence of chemical reactions because of

the following characteristic features derived from their small size and flow nature:

1. Fast mixing [63, 64]: Many chemical reactions involve combining two

substances, and for this reason mixing to achieve homogeneity in solution is

very important, especially for fast reactions. Mixing occurs due to molecular
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diffusion. According to the theory of molecular diffusion, the time needed for

molecular diffusion is proportional to the square of the length of the diffusion

path. Therefore, the marked shortening of the diffusion path in a microreactor

results in a mixing speed that is unobtainable in a macroreactor. The working

principle of a typical micromixer (i.e., a multilamination-type micromixer [65])

is shown in Fig. 1. The solutions to be mixed are distributed into several

segments of flows of small width by using the microstructure. Mixing takes

place through the interfaces of the segments of flow by virtue of the short

diffusion path.

2. Temperature control: Heat is transferred between the interior and exterior of a

reactor via the reactor surface according to the theory of heat transfer. Therefore,

area per unit volume of the reactor is a crucial factor for heat transfer. Generally,

volume is equal to the length cubed, and surface area is equal to length squared.

When the length is shortened, the surface-to-volume ratio increases. Thus, a feature

of microspaces compared to macrospaces is that they have larger surface-to-

volume ratios (Fig. 2). Because microreactors have a greater surface area per unit

volume than macroreactors, heat transfer occurs rapidly in a flow microreactor,

enabling fast cooling and heating and, hence, precise temperature control.

Another characteristic feature of microreactors derived from their much

greater surface-to-volume ratios is that they make phase-boundary reactions

such as gas–liquid, liquid–liquid, or solid–liquid reactions more efficient. This

feature of flow microreactors is also advantageous for photochemical [66–75]

and electrochemical [76–86] reactions, which have received significant attention

from the viewpoint of environmentally benign syntheses.

3. Residence time control: The length of time that the solution remains inside the

reactor is called the residence time. In flow reactors, the residence time increases

with the length of the channel and decreases with the flow speed. In flow

microreactors, the residence time can be greatly reduced by shortening the

length of the microchannels. This feature of flow microreactors is extremely

Fig. 1 Working principles of a multilamination-type micromixer
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useful in controlling reactions involving unstable short-lived reactive

intermediates. Unstable reactive species can be transferred to another location

to be used in the next reaction before they decompose (Fig. 3). By taking

advantage of this feature, chemical transformations that are very difficult or

impossible in macroreactors can be achieved in microreactors [87–90].

1.2 Cationic Polymerization

1.2.1 Basic Principles of Cationic Polymerization of Vinyl Monomers

Cationic polymerization [91, 92] is one of the most fundamental methods of

synthesizing polymers. Although there are several types of cationic polymerization,

the most important is cationic polymerization of vinyl monomers having a cation

stabilizing group (Y) (Scheme 1).

The initiation usually involves the addition of a cationic species (A+) to a vinyl

monomer to produce a carbocationic intermediate associated with a counter anion

(X�), which is derived from the initiator. In general, proton acids or carbocations

generated from their precursors by acid-promoted ionization reactions [93–95], are

Fig. 2 Numerical aspects of decreasing size

Fig. 3 Principle of generation and reaction of unstable short-lived reactive intermediates based on

residence time control in a flow microreactor
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used as initiators. The carbocationic intermediate thus obtained adds to another

molecule of the monomer to give the next carbocationic intermediate, which adds to

another monomer (propagation step). The carbocationic intermediates are usually

highly reactive and unstable. They undergo a number of side reactions such as chain

transfer and termination. Chain transfer to monomer is the most problematic with

regards control of molecular weight and molecular weight distribution. Namely,

the b-proton of the carbocationic intermediate is inherently acidic because of the

positive charge on the carbon. On the other hand, monomers used in cationic

polymerization are inherently nucleophilic or basic. Therefore, the proton abstrac-

tion from the carbocationic intermediate by the monomer is inevitable and very

difficult to suppress (Scheme 2).

1.2.2 Controlled/Living Cationic Polymerization of Vinyl Monomers Based
on Cation Stabilization

One of the most important breakthroughs in cationic polymerization is the discovery

of living cationic polymerization. The inherent and serious drawback of cationic

vinyl polymerization is instability of the carbocationic intermediates, which causes

the chain transfer leading to the formation of polymers of broad molecular weight

distribution. Higashimura, Sawamoto, and coworkers proposed and verified experi-

mentally that living cationic polymerization can be attained by stabilizing the

carbocationic intermediate by nucleophilic interaction with a suitably nucleophilic

counter anion or an externally added Lewis base (B) (Scheme 3) [96–98].

Scheme 1 Cationic polymerization of vinyl monomers

Scheme 2 Chain transfer as a side reaction in cationic polymerization of vinyl monomers
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In both methods the positive charge of the carbocationic center is reduced and

thereby the acidity of the b-proton is reduced to suppress the chain transfer. As a

result, good molecular weight control and molecular weight distribution control are

attained. On the basis of the principles, a number of initiating systems have been

developed for living cationic polymerization [99].

1.2.3 Controlled/Living Cationic Polymerization of Vinyl Ethers Based
on Cation Stabilization Using Flow Microreactor Systems [100]

Living cationic polymerization of vinyl ethers initiated by the SnCl4/RCl cata-

lytic system can be carried out in a continuous microreactor system consisting

of a interdigital mutilamination micromixer (channel width ¼ 40 mm) and a

microtube reactor (Fig. 4). A solution of a monomer and an initiator’s precursor

is mixed with a solution of SnCl4 using the micromixer at �78�C and the

resulting mixture allowed to react in the microtube reactor at the same temper-

ature. For example, isobutyl vinyl ether (IBVE) can be polymerized using

functionalized initiators to obtain end-functionalized polymers of narrow molec-

ular weight distribution (weight-average molecular weight/number-average

molecular weight, Mw/Mn < 1.2). Block copolymerization of IBVE and

n-butyl vinyl ether (NBVE) can also be successfully achieved using a

microreactor system consisting of two micromixers and two microtube reactors

to obtain the corresponding copolymer of narrow molecular weight distribution

(Mw/Mn < 1.3).

Scheme 3 Stabilization of the carbocationic intermediate by nucleophilic interaction with a

suitably nucleophilic counteranion or an externally added Lewis base

Fig. 4 Flow microreactor system for controlled/living cationic polymerization of vinyl ether

initiated by SnCl4. M interdigital multilamination micromixer, R microtube reactor
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1.2.4 Controlled/Living Cationic Polymerization of Vinyl Ethers Without
Stabilizing Carbocationic Intermediates Using Flow Microreactor
Systems

One of the major drawbacks of the controlled/living cationic polymerization based on

stabilization of the carbocationic intermediates is slow propagation. Because the

concentration of the active propagating species is very low because of the equilibrium

between active species and dormant species, overall polymerization reactions are

much slower than those without the equilibrium. Another important drawback of the

controlled/living polymerization is the use of additives such as Lewis bases. Such

additives remain in polymer products and are generally rather difficult to remove

from the polymer products.

Recently, it has been demonstrated that good control of molecular weight and

molecular weight distribution can be attained by using microreactor systems with-

out stabilizing the carbocationic intermediates. The concept of this new technology

(flow-microreactor-system-controlled polymerization) is described in the following

section.

Concept of Flow-Microreactor-System-Controlled Polymerization Technology

Control of molecular weight and molecular weight distribution in polymerization

can be seen as control of competitive consecutive reactions as shown in Scheme 4,

where A is an initiator and B is a monomer.

In the first step, initiator (A) reacts with monomer (B) to produce the first

carbocationic intermediate P1. In the second step, P1 reacts with another monomer

to produce the second carbocationic intermediate P2. Further reactions lead to

polymer formation. If the initiation step to give P1 is faster than the propagation

steps, there is a chance to obtain good molecular weight control and molecular

weight distribution control based on monomer/initiator ratios. However, this is the

case only when the reactions are slower than the mixing and the reactions proceed

in a homogeneous solution. If reactions are faster than mixing, a significant amount

of P2 (and Pn, where n > 2) is formed before initiator A is consumed, even if

k1 >> k2. In this case, it is meaningless to define concentrations of A and B based

on the total volume of the solution because the solution is not homogeneous and the

product selectivity is not determined by kinetics. This problem is similar to the

problem of disguised chemical selectivity for competitive consecutive reactions

[101] and can be solved by extremely fast micromixing. In fact, the enhancement

of product selectivity of competitive consecutive reactions [102] such as

Friedel–Crafts reactions [103, 104], [4+2] cycloaddition reactions [105, 106],

Scheme 4 Polymerization as a competitive consecutive reaction
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lithiation of dibromobiaryls [107–110], iodination of aromatic compounds

[111, 112], and the reaction of a Grignard reagent with B(OMe)3 [113] by virtue

of extremely fast micromixing using flow microreactor systems has been reported.

These successful results suggest the possibility of molecular weight and molecular

weight distribution control by using flow microreactor systems.

In flow-microreactor-system-controlled polymerization, extremely fast mixing of

an initiator solution and a monomer solution leads to selective initiation. Propagation

proceeds on the basis of the monomer/initiator ratio under homogeneous conditions,

and therefore polymers are obtained with good control of molecular weight and

molecular weight distribution. Minimization of local deviations in temperature by

fast heat transfer through the wall of a microreactor by virtue of the high surface-to-

volume ratios is also important because polymerization processes are usually highly

exothermic.

“Cation Pool”-Initiated Polymerization of Vinyl Ethers Using Flow Microreactor

Systems

Flow-microreactor-system-controlled cationic polymerization requires extremely

reactive initiators, and highly reactive organic cations can serve as effective initiators

for this method. Usually, organic cations such as carbenium ions and onium ions

are generated by an acid-promoted reversible process from their precursors. Yoshida

and coworkers have developed the “cation pool” method [114, 115] in which

organic cations are generated irreversibly by low temperature electrolysis and

are accumulated in relatively high concentration in the absence of nucleophiles.

N-acyliminium ions [116], alkoxycarbenium ions [117–121], diarylcarbenium ions

[122, 123], and glycosyl triflate [124] have been generated and accumulated by this

method. Yoshida and coworkers reported that N-acyliminium ion pools serve as

extremely reactive initiators for cationic polymerization in flow microreactors [116].

A pool of anN-acyliminium ions is generated by low-temperature electrochemical

oxidation of its precursor, a a-silyl-substituted N-acylamine. Cationic polymerization

of NBVE using the N-acyliminium ion as an initiator in a conventional batch reactor

gives the polymer in a quantitative yield after quenching with i-Pr2NH/CH2Cl2,

but the molecular weight distribution is broad (Mn ¼ 5,700, Mw/Mn ¼ 2.56).

The reverse addition sequence (the N-acyliminium ion to the monomer) gives

rise to a similar molecular weight distribution (quantitative yield, Mn ¼ 13,100,

Mw/Mn ¼ 2.25). The simultaneous addition of a monomer solution and a solution

of the N-acyliminium ion does not improve the molecular weight distribution control

(quantitative yield, Mn ¼ 24,500, Mw/Mn ¼ 2.43). The molecular weight, however,

strongly depends upon the method of mixing because the rate of the polymerization is

so fast. In contrast, the use of a flow microreactor system consisting of two

micromixers (M1 and M2) and two microtube reactors (R1 and R2) shown in

Fig. 5 leads to excellent control of molecular weight and its distribution

(Mn ¼ 6,700, Mw/Mn ¼ 1.14) [125]. Solutions of N-acyliminium ion (because the

yield of N-acyliminium ion from precursor is estimated to be about 80% based on the

8 A. Nagaki and J.-i. Yoshida



reactions with various nucleophiles, 1.2 equiv. of precursor is used when 1.0 equiv. of

N-acyliminium ion is needed for polymerization) and NBVE are introduced to M1 by

the syringe pump technique at �78�C. Then, the reaction mixture is introduced to a

microtube reactor (R1 in Fig. 5) (f ¼ 1.0 mm, 10 cm), in which the polymerization

takes place. In the final stage, i-Pr2NH/CH2Cl2 is introduced at M2 to quench the

polymerization. The polymerization takes place quite effectively and is complete

within the residence time of 0.05 s to give the polymer with narrow molecular weight

distribution (Mn ¼ 6,700, Mw/Mn ¼ 1.14). The molecular weight can be controlled

by changing the monomer/initiator ratio. The molecular weight (Mn) increases

linearly with the amount of NBVE, indicating that chain transfer reactions do not

play a significant role in this system.

The effect of the flow rate on molecular weight distribution (Table 1, runs 4–6)

indicates the importance of mixing, because it is known that mixing efficiency

decreases with a decrease in the flow rate in the micromixer [65]. Reaction

temperature is also important for controlling molecular weight distribution, as

demonstrated by an increase in Mw/Mn with an increase in temperature (runs 4

and 7–9). A high level of molecular weight control can also be achieved by control

of the initiation process by fast micromixing. Precise control of polymerization

temperature also seems to be responsible for the remarkable control.

The polymer end is “living” within the residence time of 0.5 s at�78�C, and can
be effectively trapped by allyltrimethylsilane. Moreover, the “cation pool”-initiated

Fig. 5 Flow microreactor system for polymerization of vinyl ether initiated by N-acyliminium ion

(cation pool). M1, M2 micromixers; R1, R2 microtube reactors

Table 1 Cationic polymerization of NBVE initiated by N-acyliminium ion using a flow

microreactor system

Run Monomer (equiv.) Flow rate (mL/min) Temperature (�C) Mn Mw/Mn

1 10 5.0 �78 1,500 1.40

2 25 5.0 �78 2,900 1.26

3 35 5.0 �78 4,400 1.17

4 50 5.0 �78 6,700 1.14

5 50 3.0 �78 5,600 1.35

6 50 1.0 �78 6,200 2.84

7 50 5.0 �48 8,200 1.30

8 50 5.0 �27 5,500 1.34

9 50 5.0 0 6,500 1.61

Controlled Polymerization in Flow Microreactor Systems 9



polymerization using a microreactor system can be applied to other vinyl ethers

such as IBVE and tert-butyl vinyl ether (TBVE) to obtain the corresponding

polymers (Mw/Mn of 1.12 for IBVE and 1.50 for TBVE), though the corresponding

polymerization using batch macroreactors results in much poorer molecular weight

distribution control (Mw/Mn of 4.31 for IBVE and 2.29 for TBVE).

Brønsted-Acid-Initiated Polymerization of Vinyl Ethers Using Flow Microreactor

Systems

Proton addition is one of the most simple and straightforward methods for the

initiation of cationic polymerization. Brønsted acids are effective for this purpose.

However, if we use a weak Brønsted acid, i.e., a conjugate acid of a strong nucleo-

philic anion, the addition of a Lewis acid is necessary to establish a reversible

activation of a covalent end group for effective propagation. On the other hand,

if we use a strong Brønsted acid, i.e., a conjugate acid of an extremely weak

nucleophilic anion, the addition of a Lewis base is required to stabilize the

carbocationic propagating polymer ends [98]. In the absence of a Lewis base, highly

ionic polymer ends are too reactive and participate in transfer reactions by loss

of b-protons, leading to a very broad molecular weight distribution.

Trifluoromethanesulfonic acid (TfOH) is an effective initiator for cationic

polymerization. For example, TfOH-initiated polymerization of IBVE in 1,2-

dichloroethane using a batch macroreactor [126] is complete within 10 s at �25�C.
The molecular weight distribution is, however, rather broad and ranges from 2.73 to

4.71, presumably because of chain transfer reactions due to high reactivity of the

polymer ends. By employing flow microreactor systems consisting of a T-shaped

micromixer and a microtube reactor, however, cationic polymerization using a strong

Brønsted acid such as TfOH can be accomplished in a highly controlled manner

without adding a Lewis base (Fig. 6) [127]. The polymerization is complete within

the residence time of 0.37–1.5 s at�25�C (almost quantitative yields). The degree of

molecular weight distribution control strongly depends on the inner diameter of the

mixer and the flow rate, as depicted in Table 2. Mw/Mn decreased with a decrease in

the mixer inner diameter, presumably because faster mixing is achieved by a mixer of

smaller diameter. Mw/Mn also decreases with an increase in the flow rate, probably

because the increase in flow rate enhanced the mixing efficiency. High level of

Fig. 6 Flow microreactor system for polymerization of vinyl ethers initiated by TfOH.M T-shaped

micromixer, R microtube reactor
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molecular weight distribution control can be attained even at �25�C. It is important

to note that very low temperatures such as �78�C, which might be an obstacle to

industrial-scale applications, are not required.

One of the advantages of controlled/living polymerization is that the method

allows flexible synthesis of structurally defined block copolymers composed of

different monomers, offering greater opportunities for synthesis of organic

materials with interesting properties.

An example of microreactor systems for block copolymerization is shown in

Fig. 7. The first monomer IBVE is mixed with TfOH in the first micromixer (M1).

Introduction of the second monomer (NBVE or EVE) at the second micromixer M2

results in the formation of the polymer of higher molecular weight with narrow

molecular weight distribution [128]. Block copolymerization can be carried out

with any combination and with either order of monomer addition, as shown in

Table 3, demonstrating that the present method serves as a flexible method for the

synthesis of block copolymers. Therefore, flow-microreactor-system-controlled

polymerization can serve as a powerful method for synthesis of structurally well-

defined polymers and copolymers in industry.

Table 2 TfOH-initiated polymerization of isobutyl vinyl ether (IBVE) in a microreactor system

T-shaped inner diameter (mm)

Flow rate (mL/min)

Mn Mw/MnNBVE TfOH

250 2 2 2,900 2.30

3 3 2,400 2.34

4 4 1,600 1.61

5 5 1,500 1.22

6 6 1,500 1.22

7 7 1,500 1.19

8 8 1,500 1.22

500 5 5 2,000 2.54

6 6 1,500 1.82

7 7 1,400 1.67

800 6 6 2,500 2.27

Fig. 7 Flow microreactor system for block copolymerization of vinyl ether initiated by TfOH.

M1, M2 micromixers; R1, R2 microtube reactors

Controlled Polymerization in Flow Microreactor Systems 11



1.2.5 Cationic Polymerization of Diisopropenylbenzenes Using Flow
Microreactor Systems

Polyindanes have received significant research interest because of their remarkable

thermal resistance. Extensive work on the synthesis of 1,1,3-trimethyl-substituted

polyindanes by cationic polymerization of 1,4-diisopropenylbenzenes and their

thermal properties has carried out by Nuyken and coworkers [129, 130]. The

polymers of high indane-unit content serve as useful materials because of their

high thermal resistance and low dielectric constants. The use of flow microreactor

systems is effective for increasing the indane-unit content. In fact, indane-unit content

(99%) was much higher in the flow microreactor system than that (71%) for the batch

macrosystem under similar conditions (70�C, [1,4-diisopropenylbenzene] ¼ 0.1 M,

[TfOH] ¼ 2 M) (Fig. 8) [131]. The characteristic features of flow microreactor

systems including fast mixing and uniformity of the temperature seem to be

responsible.

Table 3 Block polymerization of vinyl ether initiated by TfOH using the flow microreactor

system

Monomer-1 Monomer-2 Mn Mw/Mn

IBVE – 1,500 1.18

IBVE NBVE 2,300 1.43

IBVE EVE 2,400 1.54

NBVE – 1,000 1.24

NBVE IBVE 1,700 1.45

NBVE EVE 1,900 1.55

EVE – 860 1.16

EVE IBVE 2,100 1.54

EVE NBVE 2,100 1.41

Fig. 8 Flow microreactor system for cationic polymerization of 1,4-diisopropenylbenzene

initiated by TfOH. M T-shaped micromixer, R microtube reactor
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1.3 Anionic Polymerization

1.3.1 Controlled/Living Anionic Polymerization of Vinyl Monomers

Living anionic polymerizations have received significant attention since Michael

Szwarc’s first report in 1956 [132]. Anionic polymerization [133–137] serves as an

important and powerful method for macromolecular engineering, permitting the

preparation of highly defined block copolymers, star polymers, and further complex

architectures, because the anionic polymer ends are living even in the absence of a

capping agent [138, 139]. In fact, the anionic growing polymer ends (usually

organolithium species) can be utilized for end-functionalization reactions with

various electrophiles and block copolymerization with other monomers. A major

drawback of conventional anionic polymerization in polar solvents in batch

macroreactors is the requirement for low temperatures, such as �78�C [140]. Such

a requirement causes severe limitations in the use of this highly useful polymerization

in industry. Using nonpolar solvents, the polymerization can be conducted at higher

temperatures, but much longer reaction time is needed for completion. It is also

problematic that the use of individually manufactured laboratory equipment is

frequently necessary.

Kinetic studies on anionic polymerization in a continuous flow mode have

also been reported by Szwarc and coworkers [141, 142], Schulz and coworkers

[141, 142], and Muller and coworkers [143, 144]. However, preparative anionic

polymerizations in continuous flow mode have not been studied until recently.

1.3.2 Controlled/Living Anionic Polymerization of Styrenes

Anionic polymerization of styrenes is a highly useful technique for the synthesis

of polystyrenes with precisely adjustable molecular weights and molecular weight

distributions and is applied for the synthesis of structurally well-defined polymers

such as end-functionalized polymers and block copolymers.

Controlled/Living Anionic Polymerization of Styrenes in Polar Solvent Using Flow

Microreactor Systems [145]

In a conventional anionic polymerization of styrenes in polar solvents in a batch

macroreactor, major drawbacks include the requirement of low temperature such

as�78�C. In contrast, Nagaki et al. reported that controlled anionic polymerization

of styrene can be conducted under easily accessible conditions such as 0�C in a

polar solvent using a flow microreactor to obtain the polystyrene with narrower

molecular weight distribution (Mn ¼ 1,200–20,000, Mw/Mn ¼ 1.09–1.13) (Fig. 9)

[146]. Moreover, the molecular weight can be easily controlled by changing the

flow rates of monomer and initiator solutions. Furthermore, these methods can be
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applied to styrene derivatives having silyl, methoxy, alkynyl, and alkylthio groups

on the benzene ring. Wurm et al. also reported the anionic polymerization of styrene

at 20�C using a flow microreactor [147]. Polystyrenes in a broad range of molecular

weight with a narrow molecular weight distribution can be obtained within several

seconds (Mn ¼ 1,700–70,000, Mw/Mn ¼ 1.09–1.41). It should be noted that strict

dryness of the apparatus and high vacuum techniques is needed in the classical

batch methods but that such experimental effort can be significant reduced by using

flow microreactors. Residual impurities and moisture can be removed by purging

the reactor with solutions of a monomer and an initiator before a solution of the

desired polymer product is collected at the outlet of flow microreactors.

Integration of chemical reactions enhances the power and speed of organic and

polymer synthesis, and recently it has been recognized that flow microreactors

enable space-integration of reactions [148–153]. On the basis of livingness of the

polymer end, structurally well-defined polymers such as end-functionalized

polymers and block copolymers can be synthesized using integrated flow

microreactor systems consisting of two micromixers and two microtube reactors.

For example, functionalization of a living polymer end using chlorosilanes such as

chlorotrimethylsilane and chlorodimethylvinylsilane is effectively achieved by

using integrated flow microreactor systems to obtain polystyrenes bearing the

silyl group at the terminal. Block copolymerization can also be achieved using

the integrated flow microreactor system at 0�C and 24�C to obtain structurally

defined block copolymers composed of two different styrenes in quantitative yields

(Fig. 10).

End-functionalization with epoxides is also popular because epoxides have high

reactivity toward nucleophiles by virtue of ring strain. Use of functionalized epoxides

enables a further transformation after deprotection. For example, polymerization of

styrene followed by end-functionalization with the various glycidyl ethers having

acetal structures such as ethoxy ethyl glycidyl ether (EEGE), 1,2-isopropylidene

glyceryl glycidyl ether (IGG), and trans-2-phenyl-1,3-dioxane glycidyl ether

(PDGE) can be accomplished using a flow microreactor system (Fig. 11) [154].

The acetal and ketal protecting groups in the glycidyl ethers are stable toward the

highly reactive carbanionic living polymer ends but they can be easily cleaved under

acidic conditions to afford multihydroxyl end-functionalized polymers (Fig. 12).

Fig. 9 Flow microreactor system for anionic polymerization of styrene in THF. M T-shaped

micromixer, R microtube reactor
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Fig. 10 Integrated flow microreactor system for anionic block copolymerization of styrenes in

THF. M1, M2 micromixers; R1, R2 microtube reactors

Fig. 11 Flow microreactor system for anionic polymerization of styrene in THF initiated by

s-BuLi and subsequent functionalization reaction with epoxides. M1, M2 micromixers; R1, R2
microtube reactors

Fig. 12 Synthesis of multihydroxyl end-functionalized polystyrenes
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The syntheses of various branched polymers with complex architectures such

as star polymers and dendrimer-like star-branched polymers using living anionic

polymerization have been studied extensively. These branched polymers have

attracted much attention from theoretical, synthetic, and practical viewpoints

because of their unique and interesting properties in solution, melt, and solid

states. Block copolymers having different polymer chains on a core are especially

interesting. To synthesize such a structure, selective 1:1 reaction of a living

polymer chain and a poly-functional core molecule is essential in the first step.

In a conventional batch macroreactor, an excess amount of polyfunctional core

should be used to obtain the monosubstituted compound selectively [155–157].

This requirement is problematic because an excess amount of functional core

should remain unchanged in the first step and, therefore, it should be removed

before proceeding to the second step. The use of a flow microreactor system

serves as a powerful method for solving this problem (disguised chemical selec-

tivity [102–113]). As shown in Fig. 13, the end functionalization with 1 equiv. of

dichlorodimethylsilane leads to selective formation of a product having a single

polymer chain on silicon (Mn ¼ 1,400, Mw/Mn ¼ 1.13), although use of a batch

macroreactor leads to lower controllability (Mn ¼ 1,300, Mw/Mn ¼ 1.21).

Extremely fast 1:1 micromixing of the living polymer chain and dichlorodi-

methylsilane enables the selective introduction of a single polymer chain into

silicon. Therefore, the subsequent reaction with another living polymer chain

using an integrated flow microreactor system gives block copolymers having two

different polymer chains on a silicon core. The chlorosilane having a single

polymer chain can be used for the subsequent reaction with alcohols and Grignard

reagents.

Fig. 13 Integrated flow microreactor system for the synthesis of block copolymers having two

different polymer chains on a silicon core.M1,M2,M3,M4 T-shaped micromixers; R1, R2, R3, R4
microtube reactors
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Controlled/Living Anionic Polymerization of Styrenes in Nonpolar Solvent Using

Flow Microreactor Systems

Anionic polymerization of styrenes can be conducted in nonpolar solvents at room

temperature in a batch macroreactor. However, much longer reaction time is needed

for completion. It is also important to carry out the polymerization with <20% by

volume of styrene because the reactions with >20% by volume of styrene may

result in a rapid increase in reaction temperature, potentially causing danger. The

use of a flow microreactor is effective for solving the problem. In fact, controlled

anionic polymerization of styrene initiated by s-BuLi in cyclohexane as a nonpolar
solvent can be conducted at 80�C by using a flow microreactor system to obtain

polystyrenes in quantitative yields within 1–5 min (Fig. 14). The controlled poly-

merization of styrene in cyclohexane under high monomer concentration (25–42%

by volume of styrene) at 60�C can be achieved by using an aluminum-polyimide

microfluidic device (Fig. 15) [158]. Moreover, the molecular weight distribution of

polymers is influence by the channel patterns (i.e., straight, periodically pinched,

obtuse zigzag, and acute zigzag channels).

1.3.3 Controlled/Living Anionic Polymerization of Alkyl Methacrylates
Using Flow Microreactor Systems

Synthesis of poly(alkyl methacrylate)s with well-defined structures has received

significant research interest because of the versatility of these materials as plastics,

adhesives, and elastomers containing a number of different reactive functions.

Fig. 14 Flow microreactor system for anionic polymerization of styrene in cyclohexane at 80�C
initiated by s-BuLi. M T-shaped micromixer; R microtube reactor

Fig. 15 Aluminum-polyimide microfluidic device for anionic polymerization of styrene initiated

by s-BuLi in cyclohexane at high concentrations at 60�C
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The use of living anionic polymerization of alkyl methacrylates is very popular for

this purpose. Living anionic polymerization of alkyl methacrylates does not need a

capping agent and therefore is very fast compared to living radical polymerization.

However, synthesis of poly(alkyl methacrylate)s via anionic polymerization using a

conventional batch macroreactor should be carried out at low temperatures such as

�78�C to obtain polymers of narrow molecular-weight distribution [159, 160]. The

requirement of such low temperatures causes several limitations in the use of this

highly useful polymerization in industry. However, if the problem is solved, living

anionic polymerization of alkyl methacrylate could serve as a powerful method for

synthesis of poly(alkyl methacrylate)s.

Controlled anionic polymerization of alkyl methacrylates initiated by 1,1-

diphenylhexyllithium using a flow microreactor gives the corresponding poly

(alkyl methacrylate)s with high level of control of molecular weight under easily

accessible temperatures compared with conventional batch macropolymerization,

e.g., �28�C for methyl methacrylate (MMA) (Mw/Mn ¼ 1.16), 0�C for butyl

methacrylate (BuMA) (Mw/Mn ¼ 1.24), and 24�C for tert-butyl methacrylate

(t-BuMA) (Mw/Mn ¼ 1.12). Precise control of the reaction temperature and fast

mixing of a monomer and an initiator seem to be responsible (Fig. 16) [161].

The livingness of the reactive carbanionic polymer end is important for producing

end-functionalized polymers and block copolymers. The livingness of the polymer

end in a flow microreactor system can be verified as shown in Fig. 17. Solutions of

an alkyl methacrylate and of 1,1-diphenylhexyllithium are mixed in the first

micromixer (M1 in Fig. 17) and the polymerization is carried out in the first microtube

reactor (R1 in Fig. 17). Then, a solution of the same monomer is introduced at the

second micromixer (M2), which is connected to the second microtube reactor (R2)

where the sequential polymerization takes place. By changing the length of R1 with a

fixed flow rate, the effect of the residence time in R1 can be examined. The Mn

increases by the addition of the secondmonomer solution. However, an increase in the

residence time in R1 causes an increase in the Mw/Mn, presumably because of

decomposition of the polymer end (Fig. 18). By choosing an appropriate residence

time in R1 (2.95 s forMMA; 0.825 s for BuMA), the sequential polymerization can be

Fig. 16 Flow microreactor system for anionic polymerization of alkyl methacrylates initiated by

1,1-diphenylhexyllithium. M1, M2 T-shaped micromixers; R1, R2 microtube reactors
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successfully carried out without significant decomposition of the living polymer end

[162]. The polymer chain end is living within such residence times. Moreover, the

subsequent reaction of the living polymer endwith a different alkylmethacrylate leads

to the formation of a block copolymer having narrow molecular-weight distribution

(Table 4).

Fig. 18 Size-exclusion chromatography traces of polymers obtained in the integrated flow

microreactor system. Effect of residence time on the molecular weight distribution for (a) methyl

methacrylate–methyl methacrylate, and (b) butyl methacrylate–butyl methacrylate

Fig. 17 Integrated flow microreactor system for the sequential anionic polymerization of alkyl

methacrylates initiated by 1,1-diphenylhexyllithium. M1, M2 T-shaped micromixers; R1, R2
microtube reactors
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1.3.4 Controlled/Living Anionic Block Copolymerization of Styrenes and
Alkyl Methacrylates Using Integrated Flow Microreactor Systems

As mentioned above, flow microreactors are effective for accomplishing the con-

trolled anionic polymerization of styrenes and alkyl methacrylates. A high level of

molecular weight distribution control can be achieved under easily accessible

conditions such as 24�C to �28�C by virtue of the characteristic features of flow

microreactors, which include fast mixing, fast heat transfer, and precise residence

time control. Another advantage of flow-microreactor-controlled polymerization is

easy modulation of flowmicroreactors to integrate polymerization reactions. In fact,

by using integrated flow microreactor systems, the polystyrene living polymer end,

which is produced by butyllithium-initiated anionic polymerization of styrene, can

be effectively trapped with 1,1-diphenylethylene, and the resulting organolithium

species can be used as a macro-initiator for anionic polymerization of alkyl

methacrylates. Therefore, styrene–alkyl methacrylate diblock copolymers can be

synthesized with a high level of molecular weight distribution control at easily

accessible temperatures such as 24�C to �28�C (Fig. 19) [163]. Moreover, triblock

Table 4 Block copolymerization of alkyl methacrylates initiated by 1,1-diphenylhexyllithium

using the integrated flow microreactor system

Monomer-1 Monomer-2 Mn Mw/Mn

MMA – 3,200 1.17

MMA MMA 8,600 1.29

BuMA – 4,700 1.22

BuMA BuMA 9,900 1.39

BuMA tBuMA 9,000 1.31
tBuMA – 5,300 1.13
tBuMA tBuMA 10,000 1.13
tBuMA BuMA 9,500 1.16
tBuMA MMA 8,400 1.15

Fig. 19 Integrated flow microreactor system for the anionic block copolymerization of styrene

and alkyl methacrylates initiated by s-BuLi. M1, M2, M3 T-shaped micromixers; R1, R2, R3
microtube reactors
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copolymers can be also synthesized by sequential introduction of styrene and two

different alkyl methacrylates in a similar manner (styrene–t-BuMA–MMA triblock

copolymer, Mn ¼ 8,800, Mw/Mn ¼ 1.23; styrene–t-BuMA–butyl methacrylate

triblock copolymer, Mn ¼ 9,000, Mw/Mn ¼ 1.35).

1.4 Radical Polymerization

1.4.1 Free-Radical Polymerization Using Flow Microreactor Systems

Free-radical polymerization is an important process for the industrial synthesis

of macromolecules because free radicals are compatible with a wide variety of

functional groups that do not survive in ionic and metal-catalyzed polymerizations

[164]. Because free-radical polymerization is usually highly exothermic, a precise

temperature control is essential for performing free-radical polymerization in a

highly controlled manner. Therefore, the polymerization in a conventional batch

macroreactor often suffers from a low level of molecular weight distribution control

because of inefficient heat removal and the lack of homogeneity of the reaction

temperature. Therefore, the controllability of the reaction temperature is a major

concern in free-radical polymerization from the viewpoint of industrial applications.

As a matter of fact, heat removal capacity is often a limiting factor in polymerizations

in batch macroreactors. Therefore, the advantage of flow microreactors for radical

polymerization is obvious because they enable fast heat transfer.

Iwasaki and Yoshida reported the free-radical polymerization of various

monomers using flow microreactor systems. Polymerization of butyl acrylate

(BA) gives a polymer of much smaller Mw/Mn than that obtained with a batch

macroreactor because of a much higher heat-removal efficiency in the flow

microreactor (Fig. 20) [165]. For the polymerization of benzyl methacrylate

(nBMA) and MMA, the effect of the flow microreactor on molecular weight

distribution control is smaller than for BA. For the polymerization of vinyl benzoate

(VBz) and styrene, no appreciable effect is observed. The tendency indicates that

the flow microreactor is quite effective for highly exothermic polymerization such

as that of BA, but not so effective for less exothermic polymerizations. Similar

results on the polymerization of styrene have been reported by Leveson et al. [166].
Moreover, a microchemical pilot plant for radical polymerization of MMA has been

built by numbering-up (i.e., scaling up by parallel operation of a number of units)

eight microtube reactors (vide infra) [167].

The effects of mixing in radical polymerization of MMA are interesting [168].

The use of a 5 mm static mixer leads to fouling in the reactor. In contrast, the use of

an interdigital multilamination micromixer with 36 lamellae of 25 mm thickness

results in a reduction in fouling. This numbering-up approach enables production of

2,000 tons per year without the fouling problem [169].
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Serra and coworkers studied the outstanding effect of mixing on conversion,

molecular weight and polydispersity in free-radical polymerizations of styrene by a

numerical simulation using different micromixer geometries [170, 171].

Latex production by miniemulsion polymerizations [172–174] in continuous

tubular reactors has also been reported by McKenna and coworkers [175].

1.4.2 Living Radical Polymerization Using Flow Microreactor Systems

The major drawbacks of free-radical polymerization are the low controllability of

macromolecular structures and the broad molecular weight distribution of the

resulting polymers. Living radical polymerization [176–180] has been developed to

overcome the problem. Because more than 50% of polymers are produced via

free-radical processes in industry, living radical polymerization offers a possible

way to synthesize polymers of narrow molecular weight distribution [181]. Various

methods including atom transfer radical polymerization (ATRP) [182–187],

reversible addition–fragmentation chain transfer radical polymerization (RAFT)

[188–190], nitroxide-mediated radical polymerization (NMP) [191–193],

organoiodine-mediated radical polymerization (IRP) [194], cobalt-mediated polymer-

ization [195] and organotellurium-, antimony-, or bismuth-mediated living radical

polymerization (TERP) [196–201] have been developed for conducting living radical

polymerization.

Fig. 20 Flow microreactor system for the free-radical polymerization initiated by AIBN and

relative rate of the polymerization in the flow microreactor. M T-shaped micromixer; R1, R2
microtube reactors
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ATRP Using Flow Microreactor Systems

ATRP [182–187] is one of the most extensively studied living radical polymerizations

because of its simplicity and broad applicability, and serves as a method for

synthesizing previously inaccessible well-defined nanostructured polymeric materials

[202]. One of the main drawbacks of this process is low catalytic efficiency and deep

color of the final product. In general, the use of 0.1–1%catalyst results in the formation

of the colored polymer containing the residual catalyst. Therefore, after polymeriza-

tion, additional purification by passing the solution through silica gel or alumina gel is

needed to remove the catalyst from product. A possible solution to this problem is the

use of supported catalysts.

A continuous column reactor packed with silica-gel-supported CuBr-HMTETA

catalyst for ATRP of MMA exhibits high catalyst retention, high catalytic activity,

and good stability up to 100 h (Fig. 21). Moreover, the product solution is colorless

[203]. In addition, the molecular weight of the resulting PMMA can be controlled

by simply changing the flow rate of MMA. The polymerization in the reactor is first

order with respect to monomer concentration, which is typical for ATRP processes.

However, the polydispersity index (Mn/Mw) for the resulting polymer is about 1.8,

which is larger than that for the polymer prepared using the same supported catalyst

in batch (about 1.1). This is presumably because back-mixing in the column and

trapping of polymer chains in the silica gel pores take place. The system in which

two column reactors are connected in series has been developed and applied to

block copolymerization of MMA with nBMA (Fig. 22) [204].

A photopolymerized microfluidic device consisting of two inlets, active mixing

chamber containing amagnetic stir bar, a single reaction channel (500mm � 600mm),

and one outlet has been used for ATRP reaction of 2-hydroxypropyl methacrylate

(HPMA) initiated by methyl 2-bromopropionate (Fig. 23) [205]. The molecular

weight can be controlled by changing the residence time at the different flow rates

(Table 5). The kinetics and polymer properties are similar to those for the batch

reactions reported in the literature [206]. Furthermore, a block copolymer poly

Fig. 21 CuBr-HMTETA-silica gel packed column reactor for the ATRP of MMA initiated by

methyl a-bromoacetate

Fig. 22 CuBr-HMTETA-silica gel packed column reactor for the atom transfer radical block

copolymerization of MMA with butyl methacrylate (nBMA) initiated by methyl a-bromoacetate
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(ethylene oxide-block-2-hydroxypropyl methacrylate) (PEO-b-PHPMA) can be

prepared by the copolymerization of HPMA with a PEO macroinitiator, prepared

by reaction of the terminal hydroxy group of the PEO-OH with a twofold molar

excess of 2-bromoisobutyryl bromide and triethylamine (Fig. 24). The stoichiometry

of the reactants can be easily changed by varying relative flow rates [207].

RAFT Polymerization Using Flow Microreactor Systems

RAFT [188–190] is known for its compatibility with a wide range of monomers,

temperature, and impurities, as compared to other living radical polymerizations

such as ATRP and NMP.

RAFT polymerization in miniemulsion has been carried out in a tubular reactor.

Emulsion is prepared in a batch reactor using sodium dodecyl sulfate (SDS,

surfactant), Triton X-405 (surfactant), styrene (monomer), hexadecane

Table 5 Microchannel polymerization of HPMA at different pumping rates and initiator

concentrations

[MBP]/[HPMA] Pump rate (mL/h) Residence time (h) Conversion (%) Mn Mw/Mn

1:40 50 2.00 92 6,240 1.21

150 0.67 74 5,560 1.19

300 0.33 47 3,950 1.26

400 0.25 29 3,300 1.27

500 0.20 17 2,770 1.32

1:100 50 2.00 62 12,740 1.26

Fig. 24 Microfluidic device for the synthesis of poly(ethylene oxide-block-2-hydroxypropyl
methacrylate) (PEO-b-PHPMA) using a PEO macroinitiator

Fig. 23 Microfluidic device for the synthesis of poly(2-hydroxypropyl methacrylate) (PHPMA)

using a MBP initiator
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(costabilizer), and 1-phenylethyl phenyldithioacetate (PEPDTA, RAFT agent), and

is pumped into a continuous sonication vessel to obtain a miniemulsion (Fig. 25)

[208]. The miniemulsion is introduced into tube reactors where the polymerization

takes place. Kinetically, the polymerization in the tube reactor behaves similarly to

the batch polymerization. However, the tubular reactor produces polymer with a

slightly higher molecular weight distribution than that for polymer produced in a

batch reactor, presumably because back-mixing or axial dispersion effects in the

tubular reactor broaden the residence time distribution of particles within the

reactor. These systems can be extended for the synthesis of block copolymer of

polystyrene and poly(butyl acrylate) [209].

RAFT polymerizations of N-isopropylacrylamide (NIPAM) as monomer and a

trithiocarbonate as chain transfer agent have been carried out using a flow

microreactor under homogeneous conditions (Fig. 26) [210]. In a flow process, an

increase in the inner diameter of the tube results in slightly lower conversions and

wider molecular weight distributions. Polymerization rates in a flow microreactor

are considerably higher than those of batch polymerization because of uniform

heating (Table 6).

RAFT polymerizations of various monomers including acrylamides, acrylates,

and vinyl acetate have been studied by Hornung et al. [211]. Polymers of narrow

molecular weight distribution and average molecular weights similar to those of

batch polymerizations were obtained on a multigram scale.

Fig. 25 Multitubule reactor for RAFT polymerizations using continuous miniemulsion

Fig. 26 Continuous flow reactor for the reversible addition–fragmentation chain transfer radical

polymerization. M micromixer, R microtube reactor
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NMP Using Flow Microreactor Systems

NMP [191–193] can be applied to a wide range of monomers such as styrenes,

acrylates, acrylamides, acrylonitrile, and 1,3-dienes. Acyclic nitroxides such as

2,2,5-trimethyl-4-phenyl-3-azahexane-3-nitroxide (TIPNO) or N-tert-butyl-N-(1-
diethyl phosphono-2,2-dimethylpropyl) nitroxide (DEPN) enables the reversible

termination of the growing polymer chains.

NMP of styrene and n-butyl acrylate at 140�C has been performed in a

continuous-flow microtubular reactor (Fig. 27) consisting of a stainless steel tube

reactor and a back-pressure cartridge [212]. In the case of styrene polymerization,

there is no difference between batch reactors and flow microreactors. However, for

n-butyl acrylate, a better control of the polymerization has been observed in the

flow microreactor (Mw/Mn of 1.80 for the batch reactor and 1.44 for the flow

microreactor). Moreover, consumption of the monomer is much faster using the

flow microreactor (Fig. 28).

NMP of styrene in a miniemulsion can be also performed in a tubular reactor

[213]. In the first step, a macroinitiator is prepared by bulk polymerization in a batch

reactor and the subsequent miniemulsion polymerization is carried out in a tubular

reactor. The polymerization kinetics in the tubular reactor are similar to those in

a batch reactor. It is also noteworthy that both preparation of a macroinitiator and

a miniemulsion polymerization can be achieved in a continuous tubular reactor to

obtain polystyrene-block-poly(butyl acrylate) diblock and polystyrene-block-poly
(butyl acrylate)-block-polystyrene triblock copolymers [214].

Fig. 27 Continuous flow microreactor system for nitroxide-mediated radical polymerization

(NMP) of poly(styrene) or poly(n-butyl acrylate). R microtube reactor

Table 6 Conversion of the RAFT polymerization and poly(nisopropylacrylamide) (PNIPAM)

properties after 60 min at 90�C
Method Heating method Conversion (%) Mn Mw/Mn

Flow Oil bath 88 21,500 1.15

Flow Oil bath 78 17,200 1.31

Flow Oil bath 79 20,000 1.31

Batch Oil bath 40 13,400 1.12

Batch Microwave 85 19,400 1.16
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Continuous nitroxide-mediated block copolymerization of n-butyl acrylate (first
monomer) and styrene (second monomer) can be performed using two serial 900-m
m inner diameter stainless steel microtube reactors (Fig. 29) [215]. For the second

polymerization process, the influence of mixing was examined by changing

micromixers. The use of a high-pressure interdigital multilamination micromixer

(HPIMM) provided by the Institut f€ur Mikrotechnik Mainz (Mainz, Germany), can

significantly reduce the polydispersity index (Mw/Mn ¼ 1.36, 120�C) compared

with that obtained in a batch macroreactor (Mw/Mn ¼ 1.74, 120�C). Efficient

mixing of a viscous solution of poly(n-butyl acrylate) and a solution of styrene by

virtue of small diffusion paths caused by small lamination widths seems to be

responsible. Conversions, molecular weights, and molecular weight distributions

are significantly influenced by the nature of the micromixer [216]. The results

obtained with three micromixers, i.e. two HPIMMs with different lamination

widths and a slit plate micromixer (LH2) manufactured by Ehrfeld Mikrotechnik

BTS (Wendelsheim, Germany) are summarized in Table 7. Molecular weight

distribution and molecular weight strongly depend on the factor F, given by

F ¼ 1/N(WC + WL) where N is the number of channels per inlet,WC is the channel

width, and WL is the slit or aperture width. The relationship between molecular

Fig. 29 Continuous flow microreactor system for nitroxide-mediated radical block copolymeri-

zation of n-butyl acrylate and styrene. R1, R2 microtube reactor

Fig. 28 Conversion versus reaction time of nitroxide-mediated radical polymerization of styrene

and n-butyl acrylate without or with acetic anhydride
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weight distribution or molecular weight and F is linear, enabling prediction of

copolymer features.

Recently, Ryu, Studer and colleagues also reported the use of highly sterically

hindered amines [217, 218] for the NMP of styrene and butyl acrylate in a flow

microreactor [219]. The polymerization in the flow microreactor is faster than that

in the batch system, although polymers with slightly smaller molecular are obtained

in flow.

In general, gel permeation chromatography (GPC) is used to characterized

polymers. However, sample preparation and analysis requires a long time. The

integration of a flow microreactor with analytical devices to monitor the progress of

polymerization in real time allows fast screening and optimization. For example,

the continuous online rapid size-exclusion chromatography monitoring of

polymerizations (CORSEMP) system has been developed by Serra, Hadziioannou

and coworkers [220]. The system consists of automatic samplings, dilutions, and

injections every 12 min for monitoring of polymer synthesis in continuous flow

(Fig. 30). In addition, this system also includes a viscometer, refractive index and

UV detectors, and GPC to determine the molecular weights and molecular weight

distributions. The nitroxide-mediated block copolymerization of n-butyl acrylate
and styrene can be monitored in “near real-time” with good accuracy and

Table 7 Interdigital multilamination micromixer characteristics

Micromixer

HPIMM LH2

ML45 ML20 ML50

Number of channels per inlet, N 16 15 10

Channel width, WC (mm) 45 20 50

microstructure thickness (mm) 250 100 300

Slit or aperture width, WL (mm) 60 60 50

Form factor, F (mm�1) 0.59 0.83 1.0

Fig. 30 Continuous online rapid size-exclusion chromatography monitoring of polymerizations

(CORSEMP) system for nitroxide-mediated radical block copolymerization of n-butyl acrylate
and styrene
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repeatability. Very recently, bifurcation analysis and grade transition dynamic

optimization for NMP of styrene in a tubular reactor have been demonstrated by

Flores-Tlacuahuac and coworkers [221, 222].

1.5 Ring-Opening Polymerization Using Flow Microreactor
Systems

Ring-opening polymerization is categorized as chain-growth polymerization in

which the terminal end of a polymer acts as a reactive center [223]. The reaction

of cyclic compounds with a polymer end causes cleavage of the ring and repetition

of this process leads to the formation of high molecular weight polymers. The

synthesis of polyamides from lactams, polyesters from lactones, and polyethers

from cyclic ethers have been widely used.

The most popular approach for the synthesis of polyamides from amino acids

[224] is the amino acid N-carboxyanhydride (NCA) method (Fig. 31) [225]. The

initiation with a base such as a tertiary amine is followed by the reaction of another

NCA molecule with the resulting activated NCA anion to produce a dimer with an

electrophilic N-acyl NCA end group and a nucleophilic carbamate group. Then,

N-carbamic acid is detached as carbon dioxide during the propagation reaction. It is

known that deprotonation of NCA and attack of the NCA anion are relatively fast

[226]. Therefore, it is important to control these steps. However, in conventional

batch systems, control of polymerization is difficult due to local concentration

gradients. In contrast, flow microreactor systems enable such control (Fig. 32)

[227]. For example, polymerization of N-benzyloxycarbonyl-L-lysine using a flow

Fig. 31 Mechanism of polymerization of amino acidN-carboxyanhydride (NCA) initiated by a base
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microreactor system consisting of a polydimethylsiloxane-based multilamination

mixer and a PTFE microtube leads to narrower molecular weight distribution

(Mw/Mn of about 1.2 for the flow reactor and 1.5 for the batch reactor), although

molecular weights are similar (flow Mn of about 20,000 for the flow reactor and

about 18,000 for the batch reactor) [228]. The use of a simple T-shaped connector

as a mixer leads to broader molecular weight distribution, indicating the importance

of fast micromixing. This flow microreactor system can be applied to the polymeri-

zation and copolymerization of other amino acid NCAs to obtain poly(Glu), copoly

(Lys-Ala) and copoly(Lys-Leu) of narrower molecular weight distribution than

those obtained from the batch reactor (Table 8).

A silicon-glass-based flow microreactor system that is suitable for long periods

of use has been developed and applied to the polymerization of amino acid NCAs

[229]. The flow microreactor exhibits excellent controllability of the molecular

weight distribution. Moreover, a single flow microreactor can produce 100 mg/min

of copoly(Lys-Leu). This means that more than 200 g of copoly(Lys-Leu) acids can

be produced in 2 months.

Hyperbranched polymers have attracted much attention because these polymers

exhibit different characteristic features, such as a lower viscosity, higher solubility,

and higher amount of terminal groups, compared with those of the corresponding

linear polymers. Such polymers can be prepared by ring-opening multibranching

polymerization. Hyperbranched polyglycerols are popular because they have a large

number of hydroxyl groups and exhibit excellent biocompatibility [230].

A continuous micromixer-assisted flow process for the synthesis of hyperbranched

polyglycerol by ring-opening multibranching polymerization of glycidol was

Table 8 Comparison of polymer properties

Polymer System Mn Mw/Mn

Poly(Glu) Batch 40,200 1.56

Microreactor 40,000 1.17

Copoly(Lys-Ala) Batch 17,700 2.56

Microreactor 18,800 1.64

Copoly(Lys-Leu) Batch 18,100 2.13

Microreactor 19,200 1.54

Fig. 32 Flow microreactor system consisting of a polydimethylsiloxane (PDMS) multilayered

laminar micromixer and PTFE microtubes for polymerization of amino acid N-carboxyanhydride
(NCA) initiated by triethylamine
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demonstrated by Wilms et al. [231] (Fig. 33). The polymerization was carried out

in the presence of trimethylol propane (TMP) as a multifunctional initiator and

potassium methoxide, which are necessary for deprotonation of 10% of the hydroxyl

groups to obtain well-defined hyperbranched polyglycerols with molecular weights

up to 1,000 g/mol. However, higher flow rates result in the partial formation of high

molecular weight products, probably because of the formation of “hot spots” where

the polymerization proceeds much faster.

The continuous-flow microwave-assisted polymerization of 2-ethyl-2-oxazoline

was reported by Paulus et al. [232]. The flow process overcomes the problems

associated with scale-up of the batch process, including safety issues.

1.6 Polycondensation Using Flow Microreactor Systems

Polycondensation reactions are important processes for the synthesis of polyesters,

polycarbonates, polyamides, and polysiloxanes [233]. Polycondensation reaction is

classified into a step-growth polymerization, which involves a stepwise covalent-

bond-forming reaction between functional groups of two monomers, between a

functional group of a monomer and a polymer end, or between functional groups of

two polymer ends. Because the propagating polymers and monomer do not contain

an active species (such as cations, radicals, or anions), the polymer chains reach

moderately high molecular weight even at very high conversion. Therefore, in

principle, it is difficult to control molecular weight and molecular weight distribu-

tion precisely.

Polycondensation of 4,40-oxydianiline (ODA) and isophthaloyl dichloride (IPA)
followed by terminal modification has been carried out in a flow microreactor

system (Fig. 34) [234]. The polymerization in the flow microreactor is faster than

that in the batch system. A higher mixing efficiency of monomer seems to be

responsible for the faster reaction. It is also important to note that the molecular

Fig. 33 Flow microreactor for synthesis of hyperbranched polyglycerol by ring-opening

multibranching polymerization of glycidol. M micromixer
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weight distribution of the polymer obtained in the flow is slightly narrower than that

obtained in batch. Precise control of reaction temperature in the microreactor seems

to be responsible.

Dendrimers, which have a highly branched 3D structure, provide a high degree of

surface functionality and versatility. Polycondensation reactions are widely used for

synthesizing various dendrimers. The synthesis of polyamide dendrons (G1 dendron,

G2 dendron) and a dendrimer (G1 dendrimer) as shown in Fig. 35 has been carried

out using flow microreactors [235]. The use of flow microreactors enables significant

reduction in reaction time. In addition, the reaction can be performed at a constant

temperature such as 30�C in flow, whereas a low temperature such as 0�C is

necessary for the first mixing to avoid side reactions in batch. Moreover, polyamide

dendrons can be deposited onto the functionalized glass surface through amide bond

formation in flow.

Fig. 34 Flow microreactor system for polycondensation of 4,40-oxydianiline (ODA) and

isophthaloyl dichloride (IPA) followed by terminal modification. M1, M2 micromixers; R1, R2
microtube reactors

Fig. 35 Reactions of the convergent synthesis of polyamide dendrons and dendrimers
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By polycondensation of trifunctional silanols, it is possible to prepare poly

(silsesquioxane)s, which emerge as materials for various applications ranging

from low dielectric constant materials [236] to flame-retardant material [237].

The polycondensation reaction of methyltrimethoxysilane (MTMS) and various

trimethoxysilanes involving initiators p-(chloromethyl)phenylethyltrimethoxysilane

(1), dithiobenzoic acid benzyl-(4-ethyltrimethoxysilyl) ester (2), dithiobenzoic acid

1-ethylphenyl-4-(ethyltrimethoxysilyl) ester (3), and N,N-diethyldithiocarbamoy-

lethylphenyl(trimethoxy)silane (4) [238, 239] can be successfully achieved in a

microreactor to obtain the corresponding poly(silsesquioxane)s (Fig. 36) [240]. The

yields are significantly higher than those in batch. The polydispersity indexes can be

smaller than 2, whereas they are usually between 2.2 and 3 in batch. Moreover,

molecular weights, which range from 1,900 to 11,000, can be controlled by changing

the residence time (Table 9).

1.7 Ziegler–Natta Polymerization Using Flow Microreactor
Systems

Ziegler–Natta polymerization [241, 242] is an important method of vinyl polymeri-

zation because it allows synthesis of polymers of specific tacticity. As reported by

Santos and Metzger, Ziegler–Natta polymerization can be carried out in a flow

microreactor system coupled directly to the electrospray ionization (ESI) source of

a quadrupole time-of-flight (Q-TOF) mass spectrometer (Fig. 37) [243]. In the first

micromixer (M1), a catalyst (Cp2ZrCl2/MAO) and a monomer solution are mixed

continuously to initiate the polymerization. The polymerization occurs in a

microtube reactor. The solution thus obtained is introduced to the second

micromixer (M2), where the polymerization is quenched by acetonitrile. The

quenched solution is fed directly into the ESI source. The transient cationic species

Fig. 36 Flow microreactor system for polycondensation reactions of trialkoxysilanes.

M micromixer, R microtube reactor
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can be characterized by mass spectrometry. This is the first case where an alkyl

zirconium cation intermediate in the homogeneous Ziegler–Natta polymerization

of ethylene has been detected directly.

1.8 Fabrication of Polymeric Structures Inside Microchannels
Using Fluid Flow

1.8.1 Polymerization on the Surface of Microchannels

Surface-initiated polymerization is an attractive method for fabrication of

microfluidic devices [244–247]. For example, Xu et al. reported surface-initiated

ATRP inside microchannels to produce flat gradient and patterned surfaces [248].

Fig. 37 Flow microreactor system for Ziegler–Natta polymerization

Table 9 Molecular weight and molecular weight distribution obtained in microreactor synthesis

Initiator Temperature (�C) Residence time (min) Mn Mw/Mn

1 0 0.22 1,900 1.47

0 0.66 3,450 1.49

0 1.32 4,350 1.50

0 1.98 6,250 1.54

0 2.64 8,400 1.59

1 20 0.22 2,700 1.71

20 2.64 9,550 1.93

2 0 0.22 2,100 1.46

0 2.64 8,200 1.69

2 20 0.22 3,200 1.79

20 2.64 9,700 1.87

3 0 0.22 2,200 1.53

0 2.64 8,900 1.65

3 20 0.22 3,400 1.71

20 2.64 10,100 1.92

4 0 0.22 2,250 1.39

0 2.64 8,100 1.61

4 20 0.22 3,700 1.87

20 2.64 11,000 1.95
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A solution of 2-hydroxyethyl methacrylate (HEMA) is introduced into the

microchannel (300 mm � 8 mm � 4.5 cm), which was manufactured on a silicon

wafer and functionalized with initiator-functionalized self-assembled monolayer

(Fig. 38). A polymer gradient is created inside the microchannel so that the

thickness of the polymer brush decreases linearly from the inlet to the outlet.

A microfluidic system can be applied to generate complex gradient solutions

[249–251]. The generation of a solution gradient in a microfluidic passive mixer

[252] has been used to synthesize a surface-grafted statistical-copolymer-brush com-

position gradient via surface-initiated ATRP (Fig. 39) [253]. Using surface-initiated

polymerization, themonomer solution gradient of nBMAand 2-(N,N-dimethylamino)

ethyl methacrylate (DMAEMA) was applied to synthesize a statistical-copolymer-

brush composition gradient. Burdick et al. also reported a similar approach to

fabrication of photo-crosslinked hydrogels with gradients of immobilized molecules

and crosslinking densities using a microfluidics–photopolymerization process [254].

Fig. 38 Microchannel-confined surface-initiated polymerization (mSIP)

Fig. 39 Setup used for the patterning of a surface with a statistical-copolymer-brush gradient
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1.8.2 Fabrication of Polymer Membranes Inside Microchannels

Characteristic features of controlled laminar flow in microfluidics devices have

been utilized in many applications such as diffusion-based separation and detection,

solvent extraction, mixing, and hydrodynamic focusing [255, 256].

A method of microfabrication based on multicomponent laminar flow inside

microchannels was developed by Whitesides, Kenis and colleagues [257, 258].

Laminar streams of solutions enable a reaction at the interface between streams to

make membranes inside the microchannel. For example, the reaction at the interface

between two aqueous phases containing the oppositely charged polymers poly

(sodium 4-styrenesulfonate) and hexadimethrine bromide flowing laminarly in

parallel produces a polymeric structure (membrane) deposited on glass at the

laminar flow interface (Fig. 40).

Zhao et al. demonstrated the formation of a laminar flow interface of immiscible

liquids in a microchannel using partial chemical modification of the channel surface

[259]. Synthesis of a polyamide nylon membrane by an interfacial polycondensation

reaction of adipoyl chloride in 1,2-dichloroethane and hexamethylenediamine in

water can be achieved in the cross-junction of the microchannel. Hiamoto et al. also

demonstrated design and synthesis of nylon polyamide membrane structures by an

interfacial polycondensation reaction of adipoyl chloride in 1,2-dichloroethane and

hexamethylenediamine in water (Fig. 41) [260]. Uozumi and coworkers also reported

that catalyticmembrane-installedmicrochannel devices prepared from linear polymer

ligands and palladium complexes could be applied to Suzuki–Miyaura coupling

reaction, oxidative cyclization of alkenols, allylic arylation, and hydrodehalogenation

[261–265]. In addition, the influence of microfluidic device geometry and flow rate on

membrance formation by the interfacial polymerization was also demonstrated by

Gargiuli et al. [266].

Single and parallel dual-membrane structures are successfully prepared by using

multilayer flow such as organic/aqueous two-layer flow and organic/aqueous/organic

three-layer flow inside a microchannel, and this method can be applied to the

preparation of surface-modified polymer membranes (Fig. 42). For example, horse-

radish peroxidase is immobilized on one side of the membrane surface, and this

enzyme-modified membrane realizes substrate permeation and a subsequent reaction.

Fig. 40 Polymeric structure deposited on glass at the laminar flow interface of two solutions of

poly(sodium 4-styrenesulfonate) and hexadimethrine bromide
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Protein-polymeric membrane in a microchannel is prepared by using a concentric

laminar flow (Fig. 43) [267]. Crosslinking condensation of a crosslinked enzyme

aggregate (CLEA) [268] with aldehyde groups, which react with amino groups of

the enzyme, in a concentric laminar flow results in the formation of a cylindrical

enzyme-polymerized membrane on the inner wall of the microtube. The use of this

technology for membrane formation in a microchannel can be extended to a broad

range of functional proteins.

Fig. 42 Channel patterns and cross-sectional views of the nylon membrane prepared inside a

microchannel. (a) Single membrane formed under organic/aqueous two-layer flow. (b) Parallel
dual membranes formed under organic/aqueous/organic three-layer flow

Fig. 41 Polymer membrane formation under organic/aqueous two-phase flow in an X-shaped

microchannel
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1.9 Industrial Applications

It is easily anticipated that flow microreactors can enjoy industrial applications

by virtue of inherent advantages based on their microstructure and flow nature.

Significant progress in flow-microreactor-system-controlled polymerization to

obtain structurally well-defined polymers has already been made to meet the

demands of the chemical industry. The lack of need for cryogenic conditions for

anionic polymerizations may enable commercial production. Some pilot plants

have already been built and tested to examine the feasibility and durability of

polymerization in flow microreactors. For example, a microchemical pilot plant

Fig. 43 Procedure for preparation of enzyme-membrane in a microtube

Fig. 44 Pilot plant for radical polymerization
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for radical polymerization of MMA has been built by numbering-up eight

microtube reactors, which can be operated continuously for 6 days to produce

4.0 kg of the polymer, indicating that flow microreactor systems can be used for

industrial production of polymers (Fig. 44) [167]. The information accumulated in

laboratories and pilot plants should enable the development of this field to realize

commercial plants for making polymers in the future.

1.10 Conclusion

The examples shown in this review article demonstrate that a variety of methods for

polymer synthesis have been developed in flow microreactors. Continuous flow

synthesis enables serial combinatorial synthesis, in which a variety of polymers can

be synthesized in a sequential way using a single flow reactor with a flow switch.

Space integration, which enables the synthesis of structurally well-defined

polymers without isolating living polymer ends, also enhances the power and

speed of polymer synthesis. Because several test plants for continuous production

have already been built, there is no doubt that flow microreactors can contribute to

polymer production in industry.

In conclusion, continuous flow polymer synthesis will be an indispensable

technology for laboratory research and production in industry. Various methods

for polymer synthesis by virtue of the characteristic features of flow microreactors

will be developed, and they will work together to help meet the demanding

expectations of polymer chemistry in the future.
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Kinetics of Block Copolymer Micelles Studied
by Small-Angle Scattering Methods

Reidar Lund, Lutz Willner, and Dieter Richter

Abstract This article reviews recent progress in studying the kinetics of block

copolymer micellar systems by time-resolved small angle scattering techniques. The

review includes an overview of the theoretical background concerning block copoly-

mer micellar structure and kinetics, with a clear distinction between equilibrium and

non-equilibrium processes. Basic principles of both static and time-resolved small-

angle X-ray and neutron scattering (TR-SAXS and TR-SANS) techniques are

summarized, with a special emphasis on the characterization of block copolymer

micellar systems. In particular, the principle of SANS in combination with hydrogen/

deuterium (H/D) contrast variation for the determination of chain exchange under

equilibrium conditions is highlighted. In the experimental part, we first review results

on equilibrium kinetics obtained within the last decade by the TR-SANS/H/D labeling

technique. In general, the experimental results strongly indicate that the component

exchange between different micelles proceeds via the exchange of single unimers. In

agreement with the theoretical prediction, chain expulsion is the rate-determining

step. The corresponding activation energy is mainly governed by the interfacial

tension and the length of the insoluble block, which determine the exchange rate

with a double exponential dependence. Thus, due to this extremely strong depen-

dence, even synthetic polymers with modest chain length distribution show a loga-

rithmic time dependence instead of the theoretically expected single exponential

decay. In the second part, the kinetic results obtained under non-equilibrium

conditions, i.e., relaxation processes obtained after perturbations from equilibrium,

are reviewed. This part covers formation kinetics as well as reorganization and

morphological transition kinetics. We present, as a special highlight, TR-SAXS
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measurements with millisecond resolution on the formation of star-like micelles after

stopped-flow mixing of molecularly dissolved block copolymers with a selective

solvent. The micellization process could be modelled as a nucleation & growth

process with unimer exchange as the elemental mechanism. The resulting scenario

could be described as a three step process that includes a fast nucleation event, a

region of micellar growth, and a final equilibration to thermodynamically stable

micelles. In summary, this review demonstrates the importance of small angle

scattering techniques for studying fundamental aspects of kinetics in block copolymer

micelles and in soft matter materials in general.

Keywords Block copolymer micelles � Contrast variation � Equilibrium and non-

equilibrium kinetics � Morphology � Small-angle neutron and X-ray scattering �
Time-resolved SAXS/SANS
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Symbols

dΣ
dΩ

Macroscopic differential scattering cross-section per unit volume

in cm�1

kþp Rate constant for unimer insertion from micelle of size P

k�p Rate constant for unimer expulsion from micelle of size P
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|Q| ¼ Q Scattering vector in Å�1

A Area

a Elementary lattice size

A(Q) Scattering amplitude in cm

A2, A3 Second and third virial coeffcient

b Scattering length in cm

CF, CH Numerical prefactors

d Density in g/cm3

D Diffusion coefficient

df Fractal dimension

Ea Activation energy

F Free energy

f Ratio between degree of polymerization of soluble and insoluble block

Fmicelle The mixing term of free block copolymers and solvent

Fmix Free energy of mixing

G(P, ϕ1) Chemical potential

H/D Hydrogen/deuterium

jP Flux of unimers to micelle of size P
kB Boltzmann constant: 1.38 � 10�23 J/K

L Cylinder length in Å

li Monomer segment length of block i
Mw Weight average molecular weight in g/mole

n(r) Density profile

NA Degree of polymerization of soluble block

NAvo Avogadro’s number: 6.022 � 1023 mole�1

NB Degree of polymerization of insoluble block

Nm Total particle number

P Micellar aggregation number

P(Q) Form factor

R(t) Relaxation function (TR-SANS)

Rc Micellar core radius in Å

Rg Radius of gyration

Rm Total micellar radius in Å

s Grafting density (area available per chain)

S(Q) Structure factor

Sm Translational entropy of micelles

tdead Dead time of mixing

v Flory exponent

Vi Volume of component i
Vs Sample volume in cm3

γ Interfacial tension in mN/m

ζ Fraction of block copolymer in the micellar state

η Corona density

ξ Blob radius/correlation length
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ρ Scattering length density in cm�2

σint Gaussian width of core–corona interface

σm Smearing parameter for micellar radius

τ1 Slow relaxation time (Aniansson and Wall)

τ2 Fast relaxation time (Aniansson and Wall)

Φ0 Solvent fraction in micellar core

ϕ0 Total amphiphile volume fraction

ϕ1 Unimer concentration

Φp Concentration of micelle of size p
χ Flory–Huggins interaction parameter

1 Introduction

Self-assembly is responsible for the formation of essential structures in nature,

including lipid membranes and living cells. The resulting structures are formed as a

consequence of a delicate balance between hydrophilic and hydrophobic

contributions and/or enthalpic and entropic forces. Whereas the surface tension drives

the formation of such systems, entropy and stochastic fluctuations try to rip the

structures apart. This has important consequences. First of all, self-assembled

structures are classified as soft materials meaning that the properties are rather

susceptible to intensive parameters such as temperature and pressure and that the

structures are easily perturbed and deformed by external fields. Secondly, they are

intrinsically dynamic structures; both their formation and stability are potentially

governed by their kinetics. Additionally, self-assembled systems are often only

metastable, i.e., they are long-lived non-equilibrium structures. Whereas molecular

thermodynamics can be used as a quantitative tool to predict structural parameters for

systems in equilibrium, there is no general facile approach for non-equilibrium

systems. A great challenge is therefore to understand the underlying physics and

use this to understand the design rules for non-equilibrium structures. However,

this requires advanced instrumentation tools capable of a full four-dimensional

characterization of materials, i.e., providing full spatiotemporal information on

the nanoscale.

Experimental observation of the kinetic processes of self-assembly is very chal-

lenging due to the wide range of time scales involved. Typically, a nucleation event

takes place on a short time scale of the order of microseconds to milliseconds, which

contrasts with the slower time scale for reorganization processes that can occur on

time scales as slow as hours to years. Ideally, it is desirable to watch the structural

evolution of the process to keep track of possible metastable intermediates, in

analogy with what is commonly observed under chemical reactions. For this, time-

resolved small-angle neutron and X-ray scattering (TR-SANS and TR-SAXS)

techniques are ideal because the structure is encoded in the angular dependence of
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the scattered intensity. In fact, with the advent of ever more powerful X-ray sources

such as the third-generation synchrotrons, state-of-the-art SAXS gives access to

spatiotemporal resolution of the order of only micro- to milliseconds up to hours,

directly on the relevant length scales of about 1–100 nm.With more powerful neutron

sources such as the high-flux reactor at Institut Laue Langevin (ILL), it is now also

possible to access time scales down to about 100 ms with SANS. With even more

powerful spallation sources such as the SNS, Oak Ridge in the USA and the future

European Spallation Source (ESS) at Lund, Sweden, SANS is expected to catch up

with the synchrotron and more easily give time resolutions approaching milliseconds

and microseconds. Here in particular, neutron scattering will be useful as selective

deuteration of molecules or parts of molecules, opening up many possibilities for

contrast variation to label and highlight specific parts of the structure or to watch

specific kinetic processes. In this review, we will focus on how these methods can be

applied to investigate kinetics in micellar systems, in particular block copolymer

systems.

Amphiphilic molecules such as surfactants and block copolymers containing

hydrophobic (water-insoluble) and hydrophilic (water-soluble) parts, serve as sim-

ple synthetic model systems for understanding self-assembly. Micellization is a

common self-assembly process whereby amphiphilic molecules spontaneously

aggregate into various nanostructures that are usually of spherical, ellipsoidal,

cylindrical, or vesicular shapes [1, 2]. These processes usually occur in selective

solvents, i.e., solvents that are good for one part but poor for the other. Here, self-

assembly is primarily driven by the incompatibility of the insoluble (hydrophobic

or more generally “solvophobic”) part with water or other solvents, and is mainly

counteracted by repulsions or unfavorable configurations experienced in the

swollen corona of the resulting micelles.

Block copolymer micelles are macromolecular analogues to ordinary surfactant

micelles. These systems generally consist of two or more distinct types of polymeric

blocks covalently linked together. Because of the wealth of possible combinations of

chemistry and compositions of such polymers, the possibilities for tailoring self-

assembly and resulting structures are virtually endless, leading to a wide range of

applications. Common for micellization is that the aggregates are formed above a

certain threshold concentration, called the critical micelle concentration (cmc). As

block copolymers often contain large insoluble blocks, the cmc in these systems can

be almost immeasurably small and micelles are spontaneously formed at almost any

concentration in solvents where the interfacial tension is high, such as in water. An

idealized example of how micelles are formed from block copolymers is shown in

Fig. 1. Here, a sudden micellization is induced from a homogeneous solution of

dissolved block copolymer chains by suddenly altering the conditions (change in

solubility by addition of co-solvents, salts, etc.). This micelle formation process is a

typical non-equilibrium kinetic process. Once micelles are formed, the classical view

for micellar solutions is that the system attains its equilibrium by continuously

exchanging the constituting chains. An example of such scenario is also shown in

Fig. 1, where a single chain (unimer) is released and reabsorbed into the micelle. In

much the same way as in chemical reactions, such a unimer exchange process is a
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prerequisite for a dynamic equilibrium. However, for block copolymers characterized

by a vanishingly small cmc, the question is: how can equilibrium be expected to be

achieved?

As has been increasingly recognized over the last decade, block copolymer

micelles are often characterized by exceedingly slow kinetics and, consequently,

equilibrium is not necessarily achieved on a global scale. The system is then non-

ergodic and the structure is thus generally path dependent, i.e., dependent on the

sample preparation method [3–6]. This has significant implications in both nanotech-

nological and biomedical applications as the system is no longer just determined by

thermodynamics (i.e., the global minimum in the parameter landscape), but rather by

the kinetic pathways and the stability of the metastable state, in particular towards

intramicellar reorganization processes. Recently, this property has been utilized to

gain control over the nanostructures via kinetic control [5, 7–9] whereby the mor-

phology and chemical composition can be manipulated via their non-equilibrium

growth mechanism, etc. Kinetic control also represents a convenient methodology to

use these “trapped” metastable states in order to create various non-equilibrium

nanostructures that would otherwise not form under equilibrium conditions. While

in equilibrium, most systems form either spherical, cylindrical, or vesicular

structures; however, a notable computer simulation study [10] has shown that exotic

(metastable) structures such as toroidal as well as intertwined and perforated shapes

Fig. 1 Illustration of two kinetic processes in micellar systems. (a) Micelle formation, i.e., the

kinetics associated with aggregation of single amphiphiles (unimers) into micelles and (b) the

equilibrium kinetics characterizing a dynamic equilibrium of unimers exchanging between micelles
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can be formed in a simple A-B amphipihile system. Such structures are likely to be

more long-lived in block copolymer systems due to their slower dynamics and

kinetics. This opens up exciting possibilities for achieving well-defined intricate

structures in simple two-component systems. However, in order to take full advantage

of these possibilities, the kinetic pathways and the kinetics of block copolymer

systems must be understood. On a more fundamental note, kinetic pathways in self-

assembled systems and kinetic control are integral parts of the understanding and

intelligent use of these materials in a nanotechnological setting. Their importance can

be understood in much the same way as the importance of kinetics in chemical

reactions and how an understanding of kinetics has helped design products and

extended the use of both inorganic and organic chemistry in the twentieth century.

Apart from kinetic control and manipulation of structures, kinetics is also essential in

controlling the size and stability of nanoparticles formed by block copolymers for

their use as, e.g., drug delivery systems [11] or in industrial applications as

components of emulsions or non-foaming surfactant systems [12]. A great deal of

effort must therefore be made towards studies assessing kinetic processes and in

development of suitable experimental techniques.

Time resolved SAXS/SANS allow a structural observation of kinetic processes

on the nanoscale (1–100 nm) on a time scale ranging from milliseconds to hours.

This allows micellar kinetics to be followed in real time, giving direct structural

information of the process and its evolution. Synchrotron SAXS can reach smaller

time scales and exhibits better resolution compared to neutron-based methods.

However, SANS offers the possibility for contrast variation via simple H/D

exchange chemistry, which opens up a world of possibilities for the investigation

of kinetics in soft matter systems, in particular transport and exchange processes

that otherwise would be invisible in scattering experiments. As most of these

techniques have become available over recent years with advancements in both

instrumentation and sample environments, there is a need for an overview of the

development and the possibilities that are now available in the field of soft matter in

general and micellar systems in particular.

To this end, in this review we focus on the study of kinetic processes in micellar

systems using time-resolved SAXS and SANS. Particular attention will be given to

block copolymer systems and novel methodologies to study the kinetics using

TR-SAXS or TR-SANS. Secondly, labeling experiments to study equilibrium kinet-

ics using SANS will be thoroughly presented. While several related reviews have

been presented [13–19], these contributions have been mostly devoted to low molec-

ular weight surfactant systems and/or only focused on the general methodology of

either SANS or SAXS. Here, we will give a thorough overview of results on block

copolymer systems and show how both SAXS and SANS can be used as comple-

mentary methods to study kinetic processes in these systems.Wewill discuss both the

strength and weaknesses of thesemethods and compare the results with investigations

using other methods. Small-angle scattering methods are low-resolution methods that

give ensemble averages over a large number of (most often orientational averaged)

particles. The technique therefore requires a significant effort in data modeling and

the development of methodology to analyze the data and thereby optimize the

information content. Significant attention is therefore devoted to data modeling, in
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particular with respect to time-resolved data and mechanistic models for kinetics. The

fundamentals of scattering techniques and their application to micellar systems will

be reviewed together with fundamentals of thermodynamics and kinetic models for

block copolymer self-assembly. In the literature there is often an unclear terminology

regarding the use of “kinetics of micelles”. The terms “micelle dynamics” or “micelle

kinetics” are often used for equilibrium kinetics (exchange kinetics), relaxation

kinetics (micelle–micelle relaxation kinetics) and micellization kinetics

(unimer–micelle transition). Here, we will attempt to clarify this subject and give a

broader overview of the different processes encountered in micellar solutions. A

particular focus will be on equilibrium kinetics and non-equilibrium micellization

kinetics, although other processes will be covered as well.

2 Theoretical Background

In this section, we give a brief review of important selected theories for surfactant

and block copolymer micelles. First, the classical thermodynamic theories covering

both mean-field and scaling approaches are briefly reviewed before discussing

kinetics. Classical theories for equilibrium and near-equilibrium surfactant and

block copolymer micelle kinetics will be briefly reviewed before covering non-

equilibrium kinetics in the final part.

2.1 Structure and Thermodynamics

The molecular organization and morphologies of micellar structures depend inti-

mately on a delicate balance between hydrophobic and hydrophilic interactions as

well as, if charges are present, electrostatic interactions. In addition, translational

entropy may play an important role. Thermodynamics permits the determination of

the structural micellar parameters, cmc (the concentration above which a significant

aggregation occurs), micellar size distributions, etc. via molecular parameters. The

earliest, most extensive descriptions of micellization were presented byHill [20], who

developed a molecular thermodynamic theory in which the individual micelles were

considered as “small” phase-separated entities in equilibrium with other micelles,

unimers, and solvent. This microscopic phase-separation picture was further devel-

oped by Hall and Pethica [21] and provides the most fundamental basis for many later

developments. Tanford later made seminal contributions to an understanding of the

effect of hydrophobicity and its driving force for micellization in aqueous solutions

[22–24]. He showed that the hydrophobicity of hydrocarbons and organic molecules

is mainly related to the entropy of water associated with hydrogen bonds.

In order to calculate the free energy of micellization accurately, one needs to

take into account the enthalpic terms describing the interactions between the block

copolymer and solvent, the free energy of the micelle (Fmicelle), the mixing free

energy (Fmix), as well as the translational entropy associated with micelles and

free chains (Sm).
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2.1.1 Mean-Field Theories

Mean-field theories are common in statistical physics and have been used to

describe a wide range of phenomena ranging from magnetism to micelles. The

common basis is the assumption that the local potential felt by all the neighboring

particles is replaced by an effective field. The field is constant in time, isotropical

and its strength depends on the number, coordination, and nature of its neighbors.

This means that a multibody problem is reduced into effective interactions. In

polymer physics, a familiar version is the Flory–Huggins solution theory whereby

polymer segments are distributed together with the solvent molecules on a lattice.

The thermodynamic properties can thereby be derived by calculating the distribu-

tion and resulting enthalpic interactions on such a lattice [25]. These ideas have

been used by several authors to calculate the structural properties in micellar

solutions [26–28].

A very complete and detailed model was presented by Leibler, Wheeler and

Orland in the early 1980s [26]. The model uses a Flory–Huggins framework to

calculate the mixing free energy and the free energy of the reference disordered

state. The theory was originally developed for symmetric A-B type block copolymers

(where A is the soluble block and B the insoluble block) in an A-homopolymer

“solvent” and is thus restricted to a situation with no excluded volume effects in

the corona (χ ¼ 0.5) (true mean field). Although the theory was originally formulated

for symmetric block copolymers, Balsara and coworkers extended the theory for

asymmetric B-A-B type systems and also considered “loops” in the corona [29].

Lund et al. later extended the model further to allow for a partial mixing between

the B-type chain and a solvent for micelles in solutions [30]. As the model also

applies relatively well for some block copolymer/solvent systems and provides a very

useful starting point for discussing micellization theoretically, we will describe the

theory in some detail.

Within this classical theory by Leibler and coworkers, the total free energy can

be written as a sum of three contributions: the free energy of a micelle (Fmicelle), the

mixing term of free block copolymers and solvent (Fmix), and finally the entropic

term (TSm) describing the gas of micelles and block copolymers. In units per lattice

site, this can be written as:

Ftotal ¼ ϕ0ζ

P � N � Fmicelle þ Fmix � T Sm (1)

where ζ is the fraction of block copolymers in the micellar state and ϕ0 is the total

volume fraction of block copolymers. P denotes the aggregation number (number of

chains per micelle).

The individual terms can be written as:

Fmix¼ð1�ξϕ0ζÞ
ϕ1 lnðϕ1Þ

N
þð1�ϕ1Þ

lnð1�ϕ1Þ
Ns

þχ
ϕ1

1þ f
�ð1�ϕ1=ð1þ f Þ

� �
(2)
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where Ns is the number of lattice points occupied by the solvent molecules and ϕ1

the unimer volume fraction. Note that because ϕ0 is typically 1% (dilute solution),

this term is negligible in most practical situations. ξ ¼ (f + η)/[η(f + 1)]; N ¼
NA + NB is the total number of polymer segments; f ¼ NA/NB the ratio of the

repeat unit of the soluble, NA, and insoluble block, NB; η is the volume fraction

of the A-polymer block in the corona; η ¼ PVA/Vcorona where VA is the molecular

volume of a single A-block; Vcorona ¼ 4π=3 R3
m � R3

c

� �
is the volume of the corona;

and Rc and Rm are the radii of core and micelle, respectively.

The translational entropy associated with the micelles and the unaggregated

block copolymer chains can be written using the Flory–Huggins theory as:

Sm=kB ¼ � ϕ0ζ

P � N lnðξ ϕ0ζÞ þ
1� ξ ϕ0ζ

ξ � P � N lnð1� ξ ϕ0ζÞ
� �

(3)

The micellar free energy, Fmicelle, can be approximated to consist of mainly three

terms:

Fmicelle ¼ Fcore þ Fshell þ Fint (4)

Within the classical Leibler, Orland, and Wheeler mean-field theory, the free

energy is mainly dominated by the balance between stretching and swelling of the

polymer chains and the interfacial energy. Here, the interactions between the coronal

chains are assumed to be zero while the interactions between the two blocks are

implicitly assumed to be equal to those between the solvent and insoluble B-block.

Being a mean-field theory, no fluctuations are considered and the density of micelles

is considered to be constant. Possible distribution in terms of the aggregation number

is thereby neglected.

The free energy term of a micellar core consisting entirely of B-polymer

segments can be written as:

Fcore ¼ 3

2
� P � R2

c

NB � a2 þ
NB � a2
R2
c

� 2

� �
(5)

where a denotes the lattice size. However, in order to take into account swelling of

the micellar core (i.e., when solvent molecules penetrate the core), one can modify

the theory by introducing a Flory–Huggins expression describing the enthalpic and

entropic interactions between the solvent molecules and the polymer segments

within the core. This can be done by adding the term Fswollen
core to Eq. 5 [30]:

Fswollen
core ¼ Fcore þ 4πR3

c

3 a3
Φ0 � lnðϕ0Þ

N0

þΦ0 � ð1�Φ0Þ � χ
� �

(6)
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where N0 is the number of lattice sites occupied by a solvent molecule and Φ0 is the

fraction of solvent molecules in the core (homogeneously distributed).

The contribution from the shell consisting of A-block polymers with concentra-

tion η, homogeneously distributed in the radial direction, is written in the form:

Fshell ¼ 3

2
� P � R2

corona

NB � a2 þ
NB � a2
R2
corona

� 2

� �
þ 4π R3

m � R3
c

� �
3a3

� ð1� ηÞ lnð1� ηÞ
N0

(7)

The interfacial energy for a swollen core (assuming equal composition at surface

and volume) may be written as:

Fint ¼ 4πR2
c

a2
γð1� Φ0Þ (8)

where γ ¼ kBT
a2

ffiffiχ
6

p
is the interfacial tension and χ is the Flory–Huggins solubility

parameter between A and B; in micellar solutions, between B and the solvent.

By minimizing the expressions above (Eq. 1) with respect to the independent

parameters, the micellar parameters, including the cmc, for a given system can in

principle be obtained.

In the case where interfacial energy (i.e. interfacial tension, γ) is large, then large

micelles with only a very small fraction of unaggregated block copolymers are

expected. Thus, the cmc (equal to ϕ1 in equilibrium) is small and aggregation number

P � 1, which in a dilute solution (ϕ0 � 1%) leads to a negligible mixing free energy

(i.e., Fmix and Sm � 0) and the total free energy of micellization is essentially given by

the internal free energy of the micelle, Fmicelle. This approximation is sometimes called

the pseudo-phase approximation because physically this picture corresponds to a view

in which the micelles constitute a thermodynamic “phase”. However, since micelles

are a sort of mesophase structure rather than a distinct state of matter, micellization is

not called a phase transition. An extensive molecular thermodynamic mean-field

theory has also been developed by Nagarayan (see, e.g., [31]) to calculate the micellar

free energy in great detail. Quantitative predictions were made that gave reasonable

agreement with experimental results in the case of polystyrene–polybutadiene (PS-PB)

and polystyrene–polyisoprene (PS-PI) diblock copolymer systems. Mean-field

approaches can be expected to work only for relatively homogeneous systems with

weak interactions. A more recent example concerns PS-PB diblock copolymers in

n-alkane solvents, which at room temperature are close to θ conditions [30]. It was

shown that the structural properties measured by SANS, could be well described by the

Leibler mean-field approach, provided that the swelling and penetration of solvent

molecules into the micellar cores is included. In the case of polymeric systems that

exhibit strong excluded volume interactions or repulsions, a mean-field approach is not

appropriate.
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2.1.2 Scaling Theories

For systems exhibiting strong excluded volume interactions, a mean-field approach

is no longer realistic and spatial correlations must be taken into account. Although

this is a notorious deep problem in theoretical statistical physics in general and

polymers in particular, a relatively simple way of calculating free energies for

micellar systems is represented by so-called “scaling theories”, which have an

origin in Kadanoff’s approach and renormalization group theories developed to

treat interactions in magnetic systems and critical phenomena [32, 33].

Scaling theory is a quite simple approach, which in the realm of polymer science

was pioneered mainly by de Gennes [34]. Scaling theories apply a “coarse-grained”

approach whereby the molecular details of the system is only indirectly considered

using simplified geometrical descriptions. Complicated structural and thermody-

namic features of polymeric systems are estimated using simple geometrical and

physical arguments. Thereby, problems associated with mathematical complexities

imposed by long-range excluded volume effects are partially circumvented. The

central idea utilizes the fractal properties of polymeric chains and the scale invari-

ance of such systems.1 Introducing a characteristic length scale, ξ (the blob size),

defined as regions of non-overlapping polymer segments, the polymer chains can be

pictured as a “necklace” of connected “blobs”. Inside the blobs, the potential of

neighboring chains are not felt and the chains effectively behave as single isolated

chains. The blob size scales as: [34]:

ξ � gv (9)

where v is the Flory exponent, taking the value 0.5 for a Gaussian chain and 0.5882

for swollen chains [35]. g is the effective number of segments inside a blob.

Furthermore, realizing that the blob size is defined by the fluctuations of the chain,

the standard equipartition theorem in statistical physics suggests that its energy

should be of the order of kBT, where kB is the Boltzmann constant. de Gennes further

hypothesized that the free energy contribution of such a system can be calculated

simply be counting the numbers of blobs and multiplying by kBT. This can be called
the de Gennes’ kBT per blob recipe [34].

For block copolymer micelles there are many applications of such theories

[36–42] generally using the pseudo-phase approximation.

We will first concentrate on the thermodynamics of spherical micelles that are

generally formed for block copolymers having asymmetric compositions. Here, it is

1 Renormalization group theory (see, e.g., [35]) lies at the heart of this theory, justifying the use of

scaling laws in the asymptotic limit, i.e., for infinitely long polymer chains and for dilute solutions.

For semidilute solutions, however, this criterion is not so crucial because the polymer chains are

overlapping and many properties, e.g., osmotic pressure, are independent of the chain length.
2 The fractal dimension df is given by 1/v � 1.7 in this case, i.e., the chain is more extended than a

Gaussian chain with df ¼ 2. We also note here that the blob concept obviously only applies to

systems with excluded volume effects, i.e., where df < 2.
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possible to make several simplifications and consider limiting cases or classes of

micelles. We will assume that the pseudo-phase approximation is fulfilled and that

mixing entropy terms are negligible and can be ignored.

In all models (as for mean-field theories), the reduction of interfacial area upon

micellization is considered to be the driving force for micellization. Thus, the

interfacial tension is an important parameter. The interfacial free energy per chain

of a spherical micelle (Eq. 8) can be written as:

Fint ¼ 4πR2
cγ

P
� P�1=3γ (10)

where Rc is the micellar core radius and P is the aggregation number of the micelle

that would scale with the volume, and thus P � R3
c.

This term will favor micellar growth and, in the absence of other effects, lead to a

macroscopic phase separation. However, in a real micellar system, growth will be

primarily counteracted by a repulsion between the head groups or a finite extension of

the surfactant tails. In polymeric systems, entropic contributions become dominant,

e.g., stretching of chains. Themajor difference between themodels is theway inwhich

the counteracting free energy is calculated, in particular the free energy of the corona.

Within scaling theories, it is possible to distinguish three limiting cases for

spherical polymeric micelles: crew-cut, intermediate and star-like micelles. For

crew-cut micelles, characterized by having the number of repeat units of the

B-block, NB, much larger than of the soluble A-block, NA (i.e. NA � NB), the free

energy of the corona is assumed to be negligible compared with the stretching

contribution in the core. As seen in Eq. 5, this contribution can be estimated from

the rubber elasticity. Furthermore, ignoring prefactors and the finite extension of the

chain, this can be simply written as:

Fcore � R2
c

NBl2B
� P2=3 (11)

with lB, the corresponding characteristic monomer length of the insoluble polymer

B-block.

For the other two cases, it is assumed that the balancing free energy is determined

by the free energy of the corona, which is calculated by assuming a flat core–corona

interface for intermediate micelles (i.e., suitable when the B-block is relatively large)

and a highly curved interface when NA � NB for star-like micelles. Using the

analogy to grafted polymer chains, the free energy of the corona can be calculated

using the physics of polymer brushes [36–38, 41, 43].

This gives the following free energies of the corona:

Fcorona=kbT � P1=2 ln N
3=5
A P�2=15N

�1=3
B

� �
Star-like

P5=18N
�5=9
B NA Intermediate

(
(12)
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From this formalism, the dependence of the various micellar parameters on, for

example, molecular weight, composition, interfacial tension, etc. can be estimated.

The results seem to compare rather well with experimental data, see, e.g., [44, 45].

For example, for intermediate and star-like micelles, the aggregation number would

scale as:

Pscaling � γ6=5N4=5
B l

12=5
B Star-like

γ18=11N2
BN

�18=11
A l

�30=11
A l

30=11
B Intermediate

(
(13)

2.1.3 Thermodynamics of Morphological Transitions

Under certain conditions, cylindrical micelles or even vesicles can be formed instead

of spherical symmetric micelles. Cylindrical micelles are usually formed as a conse-

quence of a delicate balance between the different terms, most notably governed by

the chain stretching in the micellar core. Compared to spherical micelles, the core

radius of a cylinder for an equivalent area or volume can easily be evaluated to be 2/3

smaller. Hence, in a cylindrical micelle, the amount of chain stretching is expected to

be less pronounced than in a spherical one. On the other hand, chain interactions in

the corona of a cylindrical micelle is expected to be more severe due to the smaller

area available for each chain. All terms must thus be included and a more detailed

thermodynamic evaluation should be performed. For vesicles, the bending modules is

additionally expected to be important [46].

A very detailed and accurate theoretical description of the problem concerning

the cylinder–sphere transition was made by Zhulina et al. [47].

For this approach, the same total free energy as in Eq. 4 was used. As before, the

interface contribution can be calculated in a straightforward way and equals the

area of the micellar core times the interfacial tension, γ:

Fint ¼ Aj � γ
P � kBT

Aj ¼ 4πR2
c Spheres

Aj ¼ 2πRcL Cylinders

	
(14)

The aggregation number P can be related to other micellar parameters assuming

a compact (solvent-free) core: P ¼ πR2
cL=ðVB=NAvoÞ and P ¼ 4πR3

c=ð3 � VB=NAvoÞ
for cylinders and spheres, respectively. Here VB is the molar volume of the insolu-

ble B-block and NAvo is Avagadro’s number.

For the corona contribution, some care has to be taken. In order to calculate the

free energy of this part, the number of blobs has to be calculated for eachmorphology,

taking into account that the radial dependence of the density changes with the

curvature. For a completely planar surface, de Gennes and Alexander [36, 37] showed

that the blob size will be constant and scale by ξ � s, where s is the area available per
chain. For a curved micellar core, the surface per corona chain will naturally increase
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with the radial distance r away from the core r > Rc and thus the area per chain will

also be a function of r, i.e., s ¼ s(r).
Following the approach by Zhulina et al. [47], the energy density is thus ΦðrÞ ¼

CF � kBT=sðrÞ3=2 and the corona free energy per kBT can be calculated fromFcorona ¼Ð Rm

Rc
ΦðrÞ=kBTsðrÞdr ¼ CF �

Ð Rm

Rc
sðrÞ�1=2

dr. CF is a numerical scaling factor of order

unity.

The area per chain is found to have the following approximate form:

sðrÞ sðrÞ ¼ s0
r
Rc

� �2
Spheres

sðrÞ ¼ s0
r
Rc

Cylinders

8<
: (15)

These give the following results:

Fcorona ¼ CF

ðRcþD

Rc

sðrÞ�1=2
dx;

sðrÞ ¼ s0
r
Rc

� �2
Spheres

sðrÞ ¼ s0
r
Rc

Cylinders

8<
: (16)

where s(r) is a function that describes the radial dependence of the grafting density,

s (area available per chain), which on the core surface (r ¼ 0) is equal to s0 ¼ 4πR2
c=P

for spherical micelles and s0 ¼ 2πRc � L/P for cylindrical micelles (where L is the

cylinder length). After some calculus, Zhulina et al. showed that the analytical

expressions of Fcorona can be written as:

Fcorona ¼
vCFRcffiffi

s
p ln 1þ lACHNA sl�2

Að Þðv�1Þ=2v

vRc

� �
Spheres

2CFRcffiffi
s

p 1þ ð1þvÞ�lACHNA sl�2
Að Þðv�1Þ=2v

2vRc

� �v=ðvþ1Þ
� 1

" #
Cylinders

8>>><
>>>:

(17)

Here CF and CH are numerical prefactors; lB and lA the effective segment lengths

of insoluble and soluble blocks; NB and NA denote the respective number of repeat

units; and v is the excluded volume parameter controlling the conformation of the

chain. In a good solvent, v takes the well-known value 0.588.

Fcore corresponds to the elastic energy associatedwith stretching the chains beyond

their unperturbed end-to-end distance to the radius of the core. If this contribution is to

be determined accurately, the fraction of chains needed to stretch must be evaluated.

This was carefully worked out for various geometries by Semenov [39], who also

calculated the fraction of chain-ends needed to effectively fill the core for each

geometry. The results are:

Fcore ¼ kj � R
2
c

R2
ee

;
kj ¼ π2

16
Spheres

kj ¼ 3π2

80
Cylinders

(
(18)
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where Rc is the core radius and Ree � N
1=2
B lB is the unperturbed (bulk) end-to-end

distance of the core-forming polymer. The units are, as before, in kBT. The total free
energy can be found by summing Eqs. 14–18 according to Eq. 4 and the stability of

sphere and cylinder can be estimated by the respective free energy. Minimalization

with respect to the independent variables (P, Rm, etc.) will give the equilibrium

values.

In a recent work on symmetric poly(ethylene-alt-propylene)–poly(ethylene oxide)
(PEP-PEO) block copolymers in various N,N-dimethylformamide (DMF) and water

mixtures, this model was used to analyze the structural data and the cylinder-to-

sphere transition by minimizing the total free energy using Eq. 4 combined with

Eqs. 14–18 above [48]. The values obtained by fitting the model after numerical

minimization were in good accordance with the experimental data, and the resulting

free energy profiles could describe the transition quite well. For transitions from

cylinders to vesicles, a corresponding detailed thermodynamic model is yet to be

presented and compared with experimental values. However, a useful compilation of

theoretical considerations concerning the free energy contributions has been

published [46].

2.2 Chain Exchange Kinetics in Equilibrium

Micelles can attain and maintain their global equilibrium by constantly redistributing

their chains. This can predominantly occur via two main mechanisms3: unimer

exchange and fusion/fission, as schematically illustrated in Fig. 2. These two

mechanisms will be discussed in the context of different thermodynamic and kinetic

models.

Exchange and relaxation kinetics of surfactant micelles are classical topics from

the 1970s and 1980s [16, 50–54]. Because exchange kinetics are usually very fast for

surfactant micelles, the process was more indirectly measured using a perturbation

scheme like, e.g., temperature or pressure jumps. The relaxation to the new equilib-

rium is subsequently followed by light-scattering and other suitable methods. Such

processes can be referred to as near-equilibrium relaxation kinetics and involve a

transition from one micellar equilibrium to another mediated by a small change in the

thermodynamic conditions. An illustration of such a process is depicted in Fig. 3.

As a consequence of available experimental data from relaxation experiments,

most of the early theoretical work has been focused on this, in particular in the

equilibrium regime where perturbations are small, which facilitates the treatment.

Most notable is the work by Aniansson and Wall [54–56], valid for neutral

surfactants, and that of Kahlweit [57], who also takes into account fusion of micelles

3Other mechanism such as concerted insertion, i.e., the scenario that two micelles exchange an

unimer upon direct overlap [49], have also been proposed although these are expected to be less

probable, at least for low concentrations.
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and the effect of charge screening. Here, we will focus on neutral systems where

electrostatic effects are not relevant.

We will briefly review the available classical theories relevant to both surfactant

and block copolymer micelle kinetics.

2.2.1 Aniansson and Wall Mechanism: Unimer Exchange
and Linear Relaxation Experiments

The Aniansson and Wall theory (A-W theory) [55, 56] was developed for the near

equilibrium relaxation kinetics of neutral low molecular weight micelles. It was

Fig. 2 Illustration of two important mechanisms involved in various kinetic processes in micellar

systems. (a) Unimer exchange, single surfactant/block copolymer chains are interchanged one by

one via the solvent medium. (b) Fusion/fission, where two micelles fuse or are fragmented to

smaller micelles, respectively

Fig. 3 Illustration of a relaxation process from one micellar equilibrium to another upon a small

perturbation, Δ (the reverse perturbation, Δ0) can either be due to a change in an intensive variable
(temperature, pressure, electric field, etc.) or extensive variables such as pH, added salt, etc.
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assumed that all changes in the association/dissociation involve individual unitary

steps where only an exchange of one surfactant molecule is allowed at a time

(Fig. 2a). This can be written as:

MP þ UÐ
kþp

k�p
MPþ1 (19)

where U is the unimer, MP is a micelle with aggregation number P, and kþp and k�p
are the corresponding rate constants for the insertion and expulsion. The

corresponding rate equation is:

d½U	
dt

¼ �kþp ½MP	½U	 þ k�p ½MPþ1	 (20)

Using a system of rate equations constructed from the above mechanism,

Aniansson and Wall showed that in a relaxation experiment close to equilibrium,

in the linear regime, the relaxation is determined by two relaxation time constants.

The first time constant characterizes the fast relaxation associated with a readjust-

ment of the unimer concentration, without a change in the number density of

micelles. As shown by Aniansson and Wall, this contribution depends on the

expulsion rate constant, the width of the distribution of the micellar population,

σ, and the fraction of unimers, X.

1

τ1
¼ k�

σ2
þ k�

Ph i � Xð1þ CdevÞ (21)

where k� is the expulsion rate constant for micelles at their equilibrium size

(independent of P) and Cdev is a number that describes the relative deviation from

equilibrium. For relaxation experiments performed in the linear regime (i.e. for very

small perturbations), Cdev � 0.

The second relaxation time τ2, is related to a change in the number of micelles and

is much slower because the surfactants have to be rearranged between the micelles in

a cooperative fashion (formation/dissociation of micelles limited by unimer

exchange). Again under the assumption of unimer exchange, this can be written as:

1

τ2
¼ Ph i2

ϕ0

1

R
� 1þ σ2

Ph i
� ��1

(22)

where

1

R
¼ 1

Σpk�p � ϕp

(23)

The time scale of the first process is seen to decrease linearly with micellar

density. The reason is that the larger the number of micelles, the more unimers are
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consumed or expelled, which leads to a faster net growth or reduction of the

micelles towards a new equilibrium. The second process is characterized by τ2;
however, it is expected to have a more complex concentration dependence. This

comes from the fact that since the micelle equilibration only proceeds via unimer

exchange, any intermediate metastable aggregates will consume unimers and

hinder the formation of the final stable micellar state. The time scale thereby

depends on the concentration and kinetics of all improper micelles (P < Peq or

P > Peq) and thus more than the width of the mean distribution. As seen in

Eqs. 22–23, A-W theory predicts that the τ2 increases with R, which characterizes

the population and in some sense the lifetime of the improper (out of equilibrium)

micelles as ϕ0 is the total concentration. The quantity R thus depends on the

thermodynamic stability and, hence, on the lifetime of improper, metastable

micelles. This concentration dependence is thus difficult to predict because

τ2 depends on the concentration of the different types of micelles of size P, ϕp.

This highlights the fact that micelle formation is an activated process because

metastable micelles must dissolve by unimer expulsion before the equilibrium

micelles can be formed. This issue will be discussed in more detail later when we

return to non-equilibrium micellization kinetics in section 2.3.

Note that the A-W theory was derived under the assumption that the micellar

size distribution is Gaussian, independent of concentration, and can be taken to be

essentially the equilibrium distribution. Thus, in this linear relaxation process, the

micellar population is imagined to be “shifted” to a new mean aggregation value.

The existence of two relaxation constants and the corresponding concentration

dependence predicted by Aniansson and Wall has been well corroborated in many

experiments, especially for surfactant systems with large hydrophobic tails, where

the two processes can be observed more clearly [54]. It has been shown that for

classical ionic surfactants 1/τ1 shows a consistent increase with concentration,

whereas the second process, characterized by τ2, seems to first increase and then

decrease again upon higher micelle concentration [51, 54]. This complex concen-

tration dependence of τ2 was later addressed in a work by Lessner and coworkers

[52, 53] and attributed to previously ignored effects of charge screening, which can

promote micellar fusion or fission [57]. This conclusion was based on temperature-

jump experiments where the mechanism seemingly changed on going from low to

high concentrations. Screening of the charges at high ionic strengths in ionic

surfactants lowers the repulsion, facilitating fusion as an increasingly important

exchange mechanism. Fusion/fission is in general expected to play more of a role in

micellar systems with low repulsion, such as in nonionic micelles [58]. The

relaxation time for the fusion/fission mechanism is expected to decrease with

concentration, and a tentative description was given by Lessner et al. [53]. How-

ever, this does not seem to be strictly necessary to understand the experimental

results because the A-W theory also predicts a complicated concentration depen-

dence of τ2 simply because metastable micelles restrict micellar growth by con-

suming and depleting unimers [54]. In any case, a complication for charged

micelles, not considered in the original A-W theory, is the effect of co-solutes

such as counter-ions accompanying the main surfactant chain. These ions will

additionally affect the thermodynamics by lowering the cmc, which in turn leads
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to slower τ2 at higher concentrations (increasing ionic strengths). Some corrections

along these lines, explicitly taking into account issues of charge screening, have

been done by Kahlweit and coworkers [52, 53].

2.2.2 Rate Constants for Unimer Exchange in Equilibrium

Most of the experimental and theoretical work concerning kinetics of micellar

systems in the 1970s and 1980s were concerned with the outcome of so-called

linear relaxation experiments. There was also an attempt to relate the kinetics with

the general diffusion in micellar systems [50]. NMR experiments as well as later

experiments using fluorescence spectroscopy or neutron scattering are able to

follow labeled entities and the signal is not related to changes in sizes and their

distributions. For example, in temperature-jump experiments followed by light

scattering, the changes in concentration and size of all micelles and unimers are

monitored. A labeling experiment is thus “cleaner” and provides a more direct

access to the rate constants. In addition, for neutron scattering, the structure can also

be analyzed simultaneously with nanometer resolution. In the subsequent section,

rate constants associated with micellar kinetics and their dependence on molecular

parameters will be discussed.

2.2.3 Reaction-Limited Versus Diffusion-Limited Exchange Kinetics

The situation for low molecular weight surfactant micelles might be different to that

for polymeric micelles. In the former case, the kinetics is close to being “diffusion-

limited” [54], i.e., the diffusion of chains between the micellar droplets is compa-

rable to the time scale of the expulsion/insertion process.

In general, exchange “reactions” should be analyzed with respect to both transport

between micelles (diffusion) and expulsion/insertion. In complete analogy with

chemical reaction kinetics known in physical chemistry (see, e.g., Atkins [59]) this

can be formulated as:

MP þ UÐkd
k�d

MP�U
 Ð
kþ

k�
MPþ1 (24)

Here, the diffusion rate constant to (kd) and from (k�d) the micelle is included.

The intermediate micelle–unimer complex (the fictive activated complex) is

denoted as MP�U
.
Assuming that the intermediate configuration is rare (low concentration of

fictive reaction intermediate), one can assume d MP�U
½ 	=dt � 0. This yields:
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d½U	
dt

¼ kdk�d

k�d þ kþ
� kd

� �
½MP	½U	 þ k�dk�

k�d þ kþ
½MPþ1	 (25)

In general, the diffusion of single polymers in a low molecular weight solvent

such as water is relatively fast, D � 10�11 m2/s and thus a typical distance of about

10 nm would be covered in a few microseconds. Hence, we can assume that

k�d � k+, leading to the simple equation:

d½U	
dt

� k�½MPþ1	 (26)

Thus, this simple result suggests that the rate of unimer exchange is governed by

the expulsion rate constant. We will see later that this approximation is indeed a

good assumption when we compare with the proposed models for unimeric expul-

sion/insertion.

2.2.4 Exchange Kinetics in Surfactant Micelles

Given the central role of the expulsion rate constant for micellar stability, formation,

and dissociation, it is essential to determine the physical governing factors and

functional form. Aniansson and Wall based their calculations [54] on a general

diffusion in an external potential. In this approach, the diffusion coefficient, D(r) is
dependent on the position, r, due to the potential V(r). In a sphero-symmetric system,

we can imagine that the diffusion of a unimer only depends on the distance, r, from
the origin and this problem can be summarized in a Einstein–Smoluchowski type

equation:

J ¼ �DðrÞ @ϕðrÞ
@r

þ 1

kBT

@VðrÞ
@r

ϕðrÞ

 �

(27)

where ϕ(r) is the concentration at radius r and V(r) is the corresponding potential.

In order to solve Eq. 27 self-consistently, the potential, V(r), must be specified.

Aniansson and Wall considered a situation where the potential increases linearly

with r until V(max) ¼ ε at x ¼ ltail (i.e., when the surfactant tail is outside the

micelle) where it drops to 0. This corresponds to the physical picture in which the

surfactant is treated as a straight rod moving along its axis normal to the surface of

the micelles. The motion is diffusive and affected by the interfacial (hydrophobic)

energy, which increases linearly with the extent of diffusion out of the micelle. No

interactions in the corona are considered. The equilibrium concentration of the

segment would be c(r) ¼ c(0)exp(�V(r)/kBT). With these assumptions, Aniansson

and Wall deduced for the expulsion rate constant:
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k� ¼ P
Dm

lr
0l00

expð�ε=kBTÞ (28)

where lr
0 and l0

0 are two characteristic sizes related to the actual shape of the

potential (both close to the unit length of the surfactant) and Dm is the free diffusion

of the surfactant.

It is important to stress that the activation energy, ε, which is related to the

surface energy of the exposed hydrocarbon part, is here expected to grow linearly

with the length of surfactant:

ε � ltail ¼ N � l0 (29)

where l0 is the bond length. This is a consequence of the rather stiff nature of alkyl-
chain-type surfactants and is equivalent to Tanford’s classical results of the hydro-

phobic energy of alkyl chains, which have the form: εH ¼ constant + kBT(N � 1)

[22–24]. This has important consequences for the kinetics, which we will come

back to later (sections 4.3–4.6).

Halperin and Alexander extended the theory of the Aniansson and Wall approach

to calculate the detailed rate constants and the associated activation energies for

polymeric materials, i.e., block copolymer micelles. We briefly review the central

results in the following section.

2.2.5 Exchange Kinetics in Block Copolymer Micelles:
Halperin and Alexander Theory

The theory proposed by Halperin and Alexander (H-A theory) [60] is based on the

structural scaling description of polymeric micelles outlined in Sect. 2.1.2. Using a

combination of scaling theory and Kramers’ rate theory for diffusion in an external

potential [61], the expulsion rate for both “crew-cut” and “star-like” spherical

micelles was derived. Moreover, Halperin and Alexander discussed different

scenarios of chain exchange between micelles.

Hence, the most important process for the equilibrium kinetics is the unimer

exchange mechanism which, as expected from the Aniansson–Wall scenario, is

mainly governed by the expulsion rate constant. In the model of Halperin and

Alexander this release of a single unimer from the micelle is pictured to go through

two stages:

1. Ejection of the solvophobic part of the block copolymer to form a “bud” on the

interface of the micellar core. Thereby, an extra area � l2BN
2=3
B

� �
is exposed to

the solvent.

2. Diffusion of the whole block copolymer through the micellar corona.
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The corresponding free energy profile is shown in Fig. 4.

For one-dimensional stationary flow in a potential well, Kramers’ rate theory

gives the following expression for the outgoing flux, J:

J ¼ �D exp �FðrÞ=kBTð Þ @

@r
ϕðrÞ exp FðrÞ=kBTð Þ (30)

where F(y) is the free energy profile along the “reaction coordinate”, y. As a

polymer is expected to follow a curvilinear rather than a straight path, y is not

necessarily the spatial coordinate r as for rod-like surfactants. ϕ(y) is the local

polymer concentration of the diffusing block copolymer characterized by a typical

diffusion coefficientD. Halperin and Alexander demonstrated that the flux could be

rewritten as:

J � expð�F
=kBTÞvdiffusion (31)

where vdiffusion is the chain velocity over the barrier and F
* ¼ F(y*) is the maximum

free energy. This is principally determined by the interfacial energy penalty due to

the expelled B-blocks, i.e., F
 � r2budγ � N
2=3
B l2Bγ, with rbud being the radius of the

collapsed B-block.

For micelles with a thin corona, NB � NA, vdiffusion is roughly determined by the

time, τB, necessary to diffuse the length of its insoluble block, i.e., τB � N
2=3
B =D.

Assuming classical diffusion of polymer segments in homogeneous surroundings,

Stoke–Einstein’s law givesD � 1=N
1=3
B lB and τB � N

2=3
B l2B= N�1

B l�1
B

� � ¼ NBl
3
B ¼ vB

where vB is the molecular volume of the B-block.

The above-mentioned expression is valid whenever the core is large compared to

the corona. In the opposite limit, as in star-like micelles, the diffusion through the

corona has to be considered instead. Using the Langevin equation to describe the

F
re

e 
 E

ne
rg

y
Ea

Rc D

Fig. 4 Illustration of the

chain expulsion process of a

single chain from a star-like

micelle with core radius Rc

and corona thickness D and a

corresponding schematic free

energy profile, F(y), along the
reaction coordinate. In the

calculations given in the text

the reference state is chosen

according to F(P + 1) � 0 so

that F* ¼ Ea for the expulsion

process
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stochastic passage of the chain through the corona, Halperin and Alexander obtained

for the characteristic velocity of diffusion through the corona vdiffusion � L�2P1=2 �
N

2=25
B N

�6=5
A .

Thus, the velocity of the block copolymers over the activation barrier is in the

two limiting cases given by:

vdiffusion �
N
1=3
B

lB
τB

� N
�2=3
B ; NB � NA

L�2P1=2 � N
2=25
B N

�6=5
A ; NA � NB

(
(32)

The expulsion rate can be obtained using k� ¼ exp(�F*)vdiffusion/Rc and k� ¼
exp(�F*)vdiffusion/L for crew-cut and star-like micelles, respectively. In this way,

the following expressions are obtained:

k� �
exp �N

2=3
B γl2B=kBT

� �
N

�4=3
B ; NB � NA

exp �N
2=3
B γl2B=kBT

� �
N

�2=25
B N

�9=5
A ; NA � NB

8<
: (33)

Thus, in all cases the activation energy has the form:

Ea � N
2=3
B γl2B (34)

2.2.6 Modified Halperin and Alexander Theory

According to the H-A theory, the chain exchange is dominated by chain expulsion

and follows a first-order kinetic process characterized by a single exponential:

RðtÞ ¼ expð�k�tÞ (35)

with a rate constant of the Boltzmann/Arrhenius form k ¼ 1/τ0exp(�Ea/kBT), where
τ0 is a characteristic time. In this model, the activation energy, Ea, is given by the

product of the interfacial area and the interfacial tension γ of the single (collapsed)

B-block. In the original paper by Halperin and Alexander, this was written asEa ¼ γ�
N

2=3
B � l2B, where NB is the degree of polymerization of the insoluble block B and lB the

monomer length. However, as recently recognized [62, 63] this is only correct up to a

prefactor (scaling law). In fact, if we assume that the hydrophobic part of the expelled

chain is a compact globule, we can calculate the prefactor and Eq. 34 takes the form:

Ea ¼ γ � ðα36πÞ1=3 � ðV0Þ2=3 � N2=3
B (36)
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where V0 is the monomer volume of the hydrophobic block.

Deviation from this conformation would give different prefactors and, impor-

tantly, a different NB-dependence. In order to take this into account, we write the

following for the rate constant:

kðNBÞ ¼ ð1=τ0Þ expð�α � γ � ð36πÞ1=3ðV0Þ2=3Nβ
B=kBTÞ (37)

where β is a scaling exponent that is 2/3 for spherical globules and 1 in the case of

linear chains where all segments are in contact with the solvent. Thus, we would

expect an exponent that has the following validity range: 2/3 � β � 1. α is a prefactor
that, together with β, corrects for deviations from a spherical shape, and/or interpene-

tration of solvent. The prefactor α is more complicated to estimate as it would be

associated to both a change in chain conformation and interactions between the

hydrophobic part of the ejected bud and the corona. Prefactor α would also represent

a general correction factor for entropic and enthalpic interactions with coronal chains.

2.2.7 Unimer Exchange Kinetics at Higher Concentrations:
Effect of Osmotic Pressure

In a recent work, the original Halperin and Alexander model was, in light of new

experimental data, extended for the case of high concentrations and particularly for

the case of overlapping coronal A-chains [64]. As noted, Eq. 34 is only approxi-

mately correct and several corrections should be included. In particular, as is

evident from Fig. 4, Eq. 34 does not give a complete description of the activation

barrier. In addition to the surface free energy of the exposed insoluble B-block, the

expulsion process involves interactions with the corona chains. The free energy of

the “activated state” must therefore be calculated in more detail.

As noted by Halperin, the expulsion steps involve three additional free energy

changes that should be included: (1) the free energy term ΔFins arising from the

osmotic pressure “felt” by the expulsed B-bud when inserted into the semi-dilute

concentration of A-chain; (2) the lowering of the surface free energy after losing one

chain ðΔF � ðPeq � 1Þ3=2 � P
2=3
eq Þ; and (3) the increase in free energy of the corona

(increased crowding) due to the small reduction of the core radius and small incr-

ease in curvature. For a system of star-like micelles, this leads to a term that scales as

ΔF � γ2=5N2=5
B and thus imposes a correction to Eq. 34 according to:

Ea;ϕ � N
2=3
B γ 1þ γ�2=5N

�4=15
B

� �
(38)

As discussed later, this might lead to an apparent modification of the prefactor of

the activation energy seen in experiments (See sect. 4.5).

The osmotic insertion term ΔFins evidently changes with the corona density,

which is a function of concentration, through screening effects or as an effect of
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direct overlap of the corona belonging to two adjacent micelles. Alternatively, a

similar effect can be induced by adding A-type homopolymers [64].

Halperin also considered the screening-induced growth of micelles that occurs

when the repulsion within the corona decreases. In this case one can write:

Ea;ϕ ¼ Ea þ ΔF ¼ N
2=3
B γ þ R3=2

c ðηÞN�1=2
B (39)

where the last term reflects the concentration-dependent corona density (η).
Because the rate is sensitive to the exponential of this term, small variations are

sufficient for a notable acceleration or deceleration.

2.2.8 Other Mechanisms for Chain Exchange: Fusion and Fission

So far, we have considered unimer exchange as the only (main) equilibration

mechanism. However, other important mechanism may come into play. As depicted

in Fig. 2, the most likely candidates are fusion and fission mechanisms:

Mi þMj Ð Miþj (40)

The question is, however, with what probability does fusion or fission occur in

comparison with unimer exchange, i.e., how important are they? Halperin and

Alexander performed a rather straightforward calculation of the activation energy

for fusion of two micelles of size P1 and P2 under the assumption that the corona free

energy (star-like) of the micelle dominates. For star-like micelles they obtained:

Efusion
a ðPÞ=kBT � P3=2 forP1 � P2 � P

P1 � P1=2
2 for P1 << P2 � P

	
(41)

whereas for micelles with thin coronas:

Efusion
a ðPÞ=kBT � P2 forP1 � P2 � P

P
2=9
2 for P1 ¼ 1 << P2 � P

	
(42)

As seen, the activation energy for fusion rapidly increases and grows to unfa-

vorable values with increasing P. In comparison, fusion of dissimilar micelles is

more probable. The most favored (lowest activation barrier), however, corresponds

to the case where one of the fusing entities is a unimer. This corresponds to an

insertion of a unimer into a micelle, which will have the following insertion rate

constant:

kpþ � 1

τ0
expð�βPαÞ (43)
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where τ0 is a typical factor setting the time scale and α ¼ 1/2 and 2/9 for a star-like

and crew-cut micelles, respectively.

For micellar fission, the activation energy is given by the free energy difference:

F(P1) + F(P2) � F(P) for a micelle of size P splitting into two micelles of size P1

and P2. This gives:

Efission
a ðPÞ=kBT ¼ ð36πÞ1=3P2=3 � N2=3

B

γ � l2B
kBT

x2=3 þ ð1� xÞ2=3 � 1
h i

þ 1

2
� P5=3N

�1=3
B x5=3 þ ð1� xÞ5=3 � 1

h i
� 1

6
x ln xþ ð1� xÞ lnð1� xÞ½ 	 (44)

where x ¼ P1

hPi . Obviously, P2 ¼ P � P1

As seen, the activation energy assumes rather big values for fission. The value, however,

is greatly reduced for smaller x. For small xwe can approximately writeEfission
a ðPÞ � P2=3

N
2=3
B x2=3 . Because x must be multiples i of P, one obtains Efission

a ðPÞ � N
2=3
B i2=3 .

Hence, fission into amicelle of sizeP � 1 and a unimer (i ¼ 1) has the smallest activation

energy and thus the highest probability.

Hence, from these calculations it can be deduced that fusion/fission is not

important for polymeric micelles because the associated activation energies are

very large, especially when the corona is rather dense/extended. This is reasonable,

at least in the case of star-like micelles or whenever the micelles are well-

developed, i.e., at the end of the equilibration process or at equilibrium. However,

this has been challenged in a more recent work by Dormidontova [65]. In this work,

the theory was extended to also include nonlinear kinetics, e.g., the kinetics of

micelle formation. In this respect, all relevant rate constants and the proper depen-

dence on block copolymer characteristics, concentration, etc., were reconsidered

and calculated in great detail by taking into account polymer-specific dynamics

such as Reptation- and Rouse-like dynamics [66]. By using a full chemical reaction

scheme (coupled reactions of all possible micellar sizes), the corresponding forma-

tion kinetics were simulated on the basis of the calculated rate constants. An

important outcome of this work is that micellar fusion/fission is not negligible

and plays an important role for the formation kinetics. This is particularly the case

at short times where micelles tend to be less compact and more unstable.

2.3 Non-equilibrium Micellization Kinetics

Contrary to the case of equilibrium kinetics, micellization of block copolymers

proceeds from unimers and potentially involves any aggregate size up to or even

above the equilibrium size. Hence, a theoretical treatment of the problem

involves finding the concentration of the set of aggregates at all times:

{ϕ1(t),ϕ2(t). . .ϕn(t). . .ϕmax(t)}. This is a quite challenging task, for which the detailed
mechanisms must be established and then all activation energies, rate constants, etc.
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must be calculated. There are several approaches to this problem, whichwewill briefly

go through in the next section.

2.3.1 Chemical Reaction Approach

A brute force method for calculation of the micellization kinetics is to treat the

problem as series of chemical reactions. Such an approach has been developed

extensively within chemical engineering to treat complex coupled reactions.

For micelles, we can write the reaction scheme on the general form:

MP

þM1 Ð
kP:1þ

kP;1�
þMPþ1

þM2 Ð
kP:2þ

kP;2�
þMPþ2

� �
� �

þMm Ð
kP:mþ

kP;m�
þMPþm

� �
� �

þMmax�P Ð
kP:max�P
þ

kP;max�P�
þMmax

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

(45)

where P is aggregation number and 1 � P � max � P indicates the range in

aggregation number. Here kP;m� and kP:mþ are the rate constants for dissociation of

two aggregates into sizes P and m and the inverse reaction, respectively.

The time evolution of the species are given by the resulting coupled differential

equations:

@ϕP

@t
¼

X
m

kP:mþ ϕP � ϕm � kP;m� ϕPþm

" #
(46)

This set of differential equations must then be solved numerically in a computer

program.

Utilizing this kind of scheme and a detailed energetic analysis of the rate

constants, Dormidontova [65] obtained a full description of a typical micellization

process for a system with 1 � P � 35 with an equilibrium size Peq. The results

show that fusion/fission occurs, but mainly at short times.

While this approach is quite attractive from the point of view of versatility and

flexibility, the main disadvantage is that this method is heavy and computationally

very demanding.
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2.3.2 Free Energy Landscape Formalism

The previous “brute force” method is rather ineffective as all “reactions” and species

are treated equally, regardless of the probability of formation or the stability. It may

very well be that most of the pathways are so improbable or so energy-costly that they

can be completely ignored.

In another approach, the micellization can be seen as a journey on a multidimen-

sional energy landscape (phase space, i.e., a space spanned by all parameters) towards

an equilibrium state that represents a global minimum on the landscape. One can

imagine that the most probable path corresponds to the path of minimal energy,

which naturally introduces a constraint. Such an approach was recently used by

Diamant and coworkers for surfactant micelles [67]. Here, we will briefly review a

generic model for block copolymers.

The Theory of Nyrkova and Semenov

For block copolymer micelles, a conceptual model was developed by Nyrkova and

Semenov [68] who considered the difference between the total free energy of a

micelle compared with that of unimers:

FðP;ϕ1Þ ¼ FmicelleðPÞ � P � F1 � ðP� 1Þ lnðϕ1Þ (47)

The concentration of a given aggregate is thereby determined by: ϕP ¼ ϕ0exp

[F(P,ϕ0)], where ϕ1 is the concentration of unimers (at equilibrium ϕ1 ¼ cmc).

In Fig. 5, the potential is plotted for some representative values (for details

see [68]).

Nyrkova and Semenov further assumed that only unimer exchange is active (i.e.,

dominant). By considering the aggregation number as representative of the mean

micellar size and the unimer concentration, the free energy landscape is reduced

and solely spanned by these two variables. In this way, the path from single chains

(unimers) to equilibrium micelles is naturally the path with minimal energy. The

local minima along the path thus represent metastable micelles. These metastable

micelles considerably slow down the growth to the equilibrium micellar state and

can, in some cases, completely deplete unimers and arrest further growth. This

makes micellization an activated process in the sense that there is a (collective)

entropic and enthalpic barrier to overcome in order to form micelles from unimers.

In the words of Nyrkova and Semenov: “The main point is that micelle formation

and their relaxation are activation processes involving collective energy barriers

which can be high enough to considerably slow down or even to virtually suppress

certain channels of relaxation.” These ideas are very similar to those presented

earlier by Aniansson and Wall [54–56]. A very important contribution is thus the

entropic barrier for micellization.
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A typical time for micellization was found to be given by:

τmic � exp Faðϕ1Þð Þ (48)

where Fa(ϕ1) is the height of the maximum of the F(P,ϕ1). The values can be

visualized more clearly in Fig. 5. This can be thought about as a barrier for

micellization, similar to a nucleation barrier, that increases with decreasing ϕ1,

reflecting an increasing entropic barrier closer to equilibrium. At ϕ1 ¼ cmc, i.e., at

equilibrium, the activation barrier scales with the interfacial tension and molecular

weight: FðP;ϕ1Þ � γ1:8 � N1:2
B . This has the important consequence that the

micellization time will be exceedingly long: the larger the polymer blocks and

the higher the interfacial tension, the longer the equilibration of micelles will take.

In a typical aqueous system with large γ � 50 mN/m, the micellization time can

easily reach literally astronomical times scales, e.g., 1010 s [68]. The dependence on

the unimer concentration is also tremendous. This is shown in Fig. 6.

As seen, the typical equilibration time rapidly reaches extremely large values. This

inspired Nyrkova and Semenov to define an apparent critical micelle concentration,

cmcapp, corresponding an equilibration time of 3,600 s (1 h), i.e., τmic(cmcapp) �
3,600 s. An important conclusion from this work is therefore that the measured

cmc will always be much larger (in Fig. 6, by about a factor of 80–90) compared

to the real cmc equilibrium value. A real cmc will not be measurable on a typical

experimental time scale.4

In a given micellization process, Fa(ϕ1) and of course also τmic will be time-

dependent and lead to a broad distribution of relaxation times. Moreover, as Fa(ϕ1)

grows with time, the relaxation time becomes larger and the equilibration will slow

down or even stop at longer times. However, in order to calculate this, the detailed

time evolution needs to be developed. We show one example in the next section.
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Fig. 5 The micellar free

energy, F(P,ϕ1) (in kBT units)

versus the aggregation

number plotted for different

unimer concentrations. The

curves were calculated using

the typical potential:

Fmicelle(P) ¼ γ0 P3/2 + βP2/3,

with γ0 ¼ 38 and β ¼ 1.3.

Both the maximum, indicated

by Fa(ϕ), and the minimum

decrease rapidly with the

unimer concentration ϕ1

4 Such a definition is equivalent to what is customary in glass physics, where the transition from an

equilibrium liquid to a non-equilibrium supercooled liquid (a glass) is characterized by a glass

transition temperature, Tg, which is typically defined as the temperature at which the α-relaxation
time scale approaches a certain laboratory time scale, typically 100 s.
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2.3.3 Nucleation and Growth Approach

Nucleation and growth theories constitute a very attractive methodology in solid

state physics to describe phenomena related to phase transitions. In this view, a new

phase is pictured as growing out from a small finite-sized droplet. Typical examples

are liquid bubbles formed from a gaseous phase (e.g., rain droplets), gas bubbles

forming under close-to-critical liquids (e.g., boiling water), or crystallization in

amorphous liquids (e.g., in silica-based semiconductors or organic polymers) [69].

Although micellization is not strictly speaking a phase transition phenomenon,

nucleation and growth can also be used here. The micelles are then seen as droplets

that can only grow up to limited size and will form a new continuous body

(new phase). The next section reviews an example of such an approach.

Micellization Kinetics as a Nucleation Process

Considering the results of Halperin and Alexander [60] and of Nyrkova and Semenov

[68] presented above, fusion and fission events between polymeric micelles appear to

be rather rare. In any case, unimer exchange will always be an important if not

completely dominating mechanism as a consequence of the low activation barrier of

the process compared to other mechanisms.
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Fig. 6 Typical micellar equilibration time, τmic, as a function of the unimer concentration

normalized by the equilibrium value (cmc). Dotted horizontal line corresponds to a time of 1 h

and defines the apparent critical micelle concentration, cmcapp. Reproduced from [68]
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Ignoring fusion and fission, the reaction scheme in Eq. 45 can be greatly simplified

and we can write:

M1 þM1 Ð
k1þ

k2�
þM2

M1 þM2 Ð
k2þ

k3�
þM3

� �
M1 þMP Ð

kPþ

kPþ1�
þMPþ1

(49)

The growth rate of a given cluster of aggregation number P can be expressed via

the flux, JP, which describes the number created (or dissolved) per unit time and

volume:

JP ¼ kPþϕ1ϕP�1 � kP�ϕP (50)

In order to simplify these equations, the basic principle of microscopic reversibil-

ity introduced by Onsager in the 1930s can be evoked [70]. According to this

principle, used to derive the reciprocal relations in non-equilibrium thermodynamics,

there is a local reversibility of all (sub-)processes even though the system is out of

equilibrium. Hence, applying this principle, which is strictly speaking only likely to

be valid close to equilibrium, we can write:

kPþ � ϕP � ϕ1 ¼ kPþ1
� � ϕPþ1 (51)

In other words, on a local scale the reaction is balanced, i.e., there is a micro-

scopic reversibility. Note that this applies to locally defined variables and not to the

mean (averaged) values. For an exchange-mediated growth process as we consider

here, this means that the rate of individual unimer expulsion/insertion processes are

much faster than the overall micelle formation.

Furthermore, the Boltzmann relation that describes the probability and stability

of a given cluster can be used. From the theory of Nyrkova and Semenov this gives:

ϕP ¼ ϕ1 exp �FðP;ϕ1Þð Þ (52)

where the chemical potential can be written as:

GðP;ϕ1Þ ¼ kBT FmicelleðPÞ � P � F1 � ðP� 1Þ � lnðϕ1Þð Þ (53)

Using Eqs. 52–53, one can eliminate one rate constant and express Eq. 50 in

terms of the insertion rate constant kpþ:

jPþ1 ¼ kPþϕ1 ϕP � ϕPþ1 exp GðPþ 1;ϕ1Þ � GðP;ϕ1Þ=kBTð Þ� 
(54)

thus, the flux is only determined by kpþ and the chemical potential by G(P, ϕ1).

Equivalently, the same scenario can be expressed mathematically in terms of the

expulsion rate constant, kp�, which gives:
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jPþ1 ¼ kP� ϕp exp� GðPþ 1;ϕ1Þ � GðP;ϕ1Þ=kBTð Þ � ϕPþ1

� 
(55)

The whole evolution of the micellar ensemble is then unambiguously given by

the generic system of differential equations:

@ϕP

@t
¼ jP � jPþ1 (56)

The stiff differential equation system can be solved numerically giving the

concentration of the micellar entities/aggregates {ϕ1(t).....ϕP(t)} as a function of

time. In Sect. 5.1.2, a comparison between the theory and experimental TR-SAXS

results will be presented.

3 Experimental Techniques

In this section we will go through the relevant details concerning experimental

techniques, restricting ourselves to SANS and SAXS methods. Other relevant

methods such as fluorescence spectroscopy and light scattering techniques will not

be covered as these are considered out of the scope of this review article. Rather, we

intend to give an overview of modern methodologies related to small-angle neutron

and X-ray scattering.

3.1 Small-Angle Scattering Methods

In this section, the principles of small angle scattering and in particular the

applications to micellar systems are briefly reviewed. We will later focus on the

unique possibilities for resolving kinetic processes. For a more thorough review on

small angle scattering in general, we refer to the textbook edited by Lindner and Zemb

[71] or the classical books by Guinier and Fournet [72] and by Feigin and Svergun

[73]. Detailed review articles on scattering of block copolymer and surfactant

micelles have been published by Pedersen [74, 75].

3.1.1 Basic Principles of SAXS and SANS

Themain differences between neutron and X-rays as probes in scattering experiments

lie in their interaction with matter and their energy. While X-rays interact strongly

with electrons in the (most frequently) outer shell of the atom and scatter through

electromagnetic interactions, neutrons penetrate the core of the atom and scatter by
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very short-range nuclear interactions. The energy for typical “cold” neutrons (�meV)
differs strongly from that of typical X-rays (� keV), i.e., by factor of � 106.

The consequence is first of all that the scattering amplitudes are completely

different in X-ray and neutron scattering, i.e., neutrons and X-rays “see” matter

differently. As a consequence of their interaction with matter, neutrons can distin-

guish between isotopes and render even light elements visible. This can be

exploited very efficiently to perform “contrast variation” studies, which are one

of the main strengths of neutron scattering, in particular for organic matter with

abundant hydrogen content. Secondly, because of their energy, neutrons are more

suitable to detect slower motions in inelastic scattering experiments. Moreover, a

photon carries no magnetic dipole moment whereas neutrons do, making neutron

scattering also very useful for probing magnetic structures. The large energy of

X-rays also causes difficulties for very high doses (from high flux sources). If the

energy dissipation is slower than the impact rate, X-rays are able to provoke

chemical changes as a consequence of free radical production, etc. However,

this is only the case at high brilliance sources, such as synchrotrons, although

there are ways to avoid or minimize these effects. For laboratory sources this is

not an issue.

Despite the much higher energy, X-rays penetrate the material much less than

neutrons due to their strong interactions with electrons. On the other hand, neutrons

are only weakly scattering and, combined with the relatively low flux available at

reactor sources (typically of the order of � 108 neutrons/(cm2 s), this makes SANS

an intensity-limited technique. Synchrotron sources, however, easily deliver

� 1012–1014 photons/s on the sample and thus improves the statistics issue dramat-

ically. This opens up many exciting applications, as we will see later in Sect. 5.1,

one of which is extremely fast time-resolved measurements.

Scattering Contrast and Scattering Intensity

In a scattering experiment, the intensity is most conveniently measured as the

scattering cross-section, Σ per unit scattering volume divided by the solid angle Ω.

This quantity is referred to as the macroscopic differential cross-section dΣ/dΩ(Q),
which is measured as a function of the momentum transfer, Q ¼ kf � ki. Here, k is

the wave vector with modulus |k| ¼ k ¼ 2π/λ and λ is the wavelength.
Assuming that the scattering process is completely elastic, i.e., λ ¼ λi ¼ λf, the

modulus of Q can simply be cast into the following expression:

Q ¼ 4π
sinðθÞ
λ

(57)

where 2θ is the scattering angle.

Within the assumptions usually valid for small angle scattering (Born approxi-

mation, Thomson scattering, single scattering events, etc.), the amplitude of scat-

tering is given by:
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AðQÞ ¼
XN
i

bi � exp ðiQ � riÞ (58)

where bi indicates the scattering length, i.e., the scattering amplitude of an atom i.
This important quantity is fundamentally different for X-rays and neutrons. For

neutrons, the scattering length varies in a rather unsystematic fashion for the

different elements across the periodic table, whereas the bi values for X-rays vary
monotonously with the amount of electrons,5 Z. This can be expressed as:

biðZÞ ¼ bi neutrons : irregular function of Z

Z � r0 X-rays : linear with Z

	
(59)

where r0 � 5.29 � 10�13 cm is the so-called Bohr radius.

As seen for X-rays, the trend is clear: the larger the atom, the more it scatters.

For neutrons, however, bi depends on the nuclear interactions and is unrelated to

its overall size. As an example, bromide (Z ¼ 35) has a very similar value of

b � 6.8 fm, as compared with carbon (Z ¼ 6), b � 6.6 fm. For neutrons, these

two elements are thus equally visible, whereas for X-rays Br is more dominant by

a factor of (35/6)2 � (5.8)2 � 30 (dΣ/dΩ � b2) (more values can be found, e.g.,

at the NIST webpage, http://www.ncnr.nist.gov/resources/n-lengths/).

Moreover, for neutrons, b strongly depends on isotope. For example, the value for

hydrogen, H (1 p+, 1 n) is�3.74 fmwhile that of deuterium, D (1 p+, 2 n) is 6.67 fm.

Hence, not only are the values very different, but the value for hydrogen also has a

negative sign because the phase is inverted during the scattering process. This is an

extremely important aspect that allows contrast variation experiments by selectively

labeling specific parts of the system in question through H/D exchange. As we will

see later in particular in Sections 3.1.7, 3.1.8 and 3.2.2, this gives rise to very

interesting possibilities in soft matter science.

The corresponding macroscopic differential scattering cross-section, dΣ/dΩ(Q)

is of the general form:

dΣ
dΩ

ðQÞ ¼ 1

Vs
AðQÞj j2

D E
¼ 1

Vs

XN
i; j¼1

bibj � exp iQ � ðri � rjÞÞi
��

(60)

5 This is not strictly correct because the scattering length varies with energy and at certain energies

there is absorption (near absorption edges) for certain energies and atoms. Strictly speaking, the

scattering length should be written as: biðEÞ ¼ b0i þ i b00 iðEÞ , where the latter imaginary part

describes the absorption term. For X-rays, this is only important for rather high energy and large

atoms, e.g., Br, which has one K-shell edge at 13.47 keV.
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where Vs is the scattering volume.

In case there is a distribution in the scattering lengths for neutrons, e.g., because

of a natural distribution of isotopes and spin states, the mean values and their spread

must be considered. In this way Eq. 60 can be rewritten as:

dΣ
dΩ

ðQÞ ¼ 1

Vs
hbi2

XN
i;j¼1

hj expðiQ � riÞj2i þ N

Vs
ðhb2i � hbi2Þ (61)

Equation 61 consists of aQ-dependent and aQ-independent part. TheQ-dependent

part contains all structural information because it contains the phase factor exp(iQ�ri),
which reflects the interference between pairs of scatterers. This is termed the coherent

scattering. The last incoherent term contains no phase factor and is therefore not related

to any interference and its cross-section is correspondingly isotropic. In a small-angle

scattering experiment, where an elastic average is measured, the incoherent scattering

represents an (inconvenient) constant background whereas for inelastic scattering

experiments it opens up unique possibilities. We shall disregard such aspects in this

contribution, where the focus lies on the coherent scattering giving direct access to the

structure.

3.1.2 Scattered Intensity: Form and Structure Factors

Now considering the coherent scattering from particles (e.g., aggregates, micelles,

etc.) dispersed in a solvent, the contrast relative to the solvent of scattering length,

b0, must be considered, bhbi ! hbi � b0 . Furthermore, because small-angle scat-

tering deals with scattering arising from entities significantly larger than the size of

an atom, the spatial coordinates can be regarded as continuous coordinates and it is

thus useful to use the following form:

dΣ
dΩ

ðQÞ ¼ 1

Vs
ðρp � ρ0Þ2

ð
Vs

ð
Vs0

gðr; r0Þ exp ðiQ � ðr� r0ÞÞd3r d3r0 (62)

where the scattering length density is defined as ρ ¼ Σibi=Vp, Vp is the volume of

the particle or solvent molecule, and g(r, r0) is the pair correlation function

describing the probability for a correlation at a distance r � r0.
By decomposing the vector r in intra- and interparticle contributions [76], it is

possible to separate the scattering contribution according to:

dΣ
dΩ

ðQÞ ¼ Np

Vs
ðρp � ρ0Þ2 � V2

p � PðQÞ � 1þ hjAðQÞji2
hjAðQÞj2i ðSðQÞ � 1Þ

 !
(63)
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Here, P(Q) is the form factor, which relates to intraparticle correlations and gives

information about the internal structure of a single particle. It can be defined as:

PðQÞ ¼ AðQÞj j2
D E

(64)

and:

AðQÞ ¼
ð
Vp

nðrÞ expðiQ � rÞ dVp (65)

where n(r) is the normalized density distribution of the particle and r is now the

vector from the center of mass to an arbitrary point located within the object or

particle.

Note that in the case of polydispersity (i.e., a distribution in size, etc.) or

anisotropic particles, hjA Qð Þj2i 6¼ hjA Qð Þji2 and each quantity must be evaluated

accordingly.

The structure factor S(Q) is defined as:

SðQÞ ¼ 1

Np

XNp

i¼1

XNp

i0¼1

exp iQ � ðRi � Ri0 Þð Þ (66)

This describes the interparticle correlations and gives access to the interaction

between the entities. Ri is the vector to the centre of mass coordinate of particle i.
The structure factor is close to unity at all Q values for dilute systems and, hence,

Eq. 63 can be written as:

dΣ

dΩ
ðQÞ ¼ Np

Vs

ðρp � ρ0Þ2 � V2
p � PðQÞ (67)

In this workwewill mostly focus on dilute systems where interparticle interactions

are negligible. A more detailed discussion concerning structure factors can be found

in, e.g., [71, 75, 77].

3.1.3 Form Factors for Various Simple Geometrical Objects

In the remainder we will consider only isotropic systems, or isotropically averaged

systems, and the momentum transfer vector will therefore be replaced with its

absolute value, |Q| ¼ Q.
Eqs. 64–65 describe the theoretical scattering as a function of Q, which must be

solved for each object or particle. Here, we will show some typical examples for

different morphologies, the form factors for a sphere, cylinder, polymer chain, and a

vesicle (hollow shell). The results for these structures are the following:
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PðQÞ¼

2 expð�yÞ�1þyð Þ
y2 ;y¼ðQRgÞ2 IdealChainðDebyeÞ

AsðQ;RÞð Þ2;AsðQ;RÞ¼3 sinðQRÞ�QRcosðQRÞð Þ
ðQRÞ3 Sphere

R3
2
AsðQ;R2Þ�R3

1
AsðQ;R1Þ

R3
2
�R3

1

� �2
Shell=Vesicleðπ=2

0

sin Q�LcosðαÞ=2ð Þ
Q�LcosðαÞ=2

2J1 Q�RsinðαÞð Þ
Q�RsinðαÞ

� �2

sinðαÞdα Cylinder

8>>>>>>>>><
>>>>>>>>>:

(68)

where α is the angle between the cylinder axis and the scattering vector, Q of a

cylinder with length, L.
The results are calculated and depicted in Fig. 7 for a polymer chain with radius of

gyration, Rg ¼ 80 Å; a sphere with radius, R ¼ 50 Å; an orientationally averaged

cylinder with length L ¼ 1,000 Å and radius R ¼ 50 Å; and a vesicle with outer

radius R2 ¼ 200 Å and inner radius R1 ¼ 50 Å.

3.1.4 Effect of Polydispersity

In real life, many systems are not monodisperse. For example, polymers prepared by

synthetic methods are statistically distributed in molecular weight. Both synthetic and

naturally occurring colloidal particles are polydisperse. The same applies to self-

assembled systems constituted of surfactant and block copolymers. Owing to both the

intrinsic polydispersity of the components and the statistical process of self-assembly,

polydispersity in terms of aggregation number and size is evident.

This can be taken into account by considering a distribution function, f(R), and
averaging over the theoretically calculated intensity:

Fig. 7 The theoretical

scattering form factor, P(Q),
from some common objects:

(1) ideal polymer chain;

(2) sphere; (3) cylinder;
and (4) for vesicle/shell.
See text for details. Note that

the objects are for illustration

only, and not to scale with

respect to the depicted

scattering curves
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dΣ

dΩ
ðQÞ ¼ ϕ0

Vp

� � ðρp � ρ0Þ2
ð
R

f ðrÞ � VpðrÞ2 � PðQ; rÞ dr (69)

where Vp

� � ¼ ð
r

f ðrÞ � VpðrÞdr
The normalized distribution function must be chosen according to the particular

physical situation. A typical choice, suitable for many physical situations, is the

Gaussian distribution:

f ðrÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2πσ2R

p exp �ðr � RÞ2
2σ2R

 !
(70)

Figure 8 shows the simulated scattering from an ideal sphere, with resolution

convolution and both resolution and polydispersity included.

Another distribution function such as the Schulz–Zimm distribution is asymmet-

ric with a tail toward larger values of r:

f ðrÞ ¼ ðzþ 1Þzþ1rz

rzþ1
0 Γðzþ 1Þ exp �ðzþ 1Þr=r0ð Þ (71)

where Γ(z) is the gamma function and z is a width parameter. The width of the

distribution, σp, is given by: σp ¼ hR2i�hRi2
hRi2 ¼ 1=ðzþ 1Þ

The choice of distribution function is best made on the basis of theoretical

expectations, e.g., for the length distribution of cylindrical micelles an asymmetric

distribution such as the Schulz–Zimm or log-normal distribution function is

expected to be suitable [75].
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Fig. 8 Illustration of the

effects of polydispersity and

experimental smearing:

Calculated scattering function

of an ideal sphere with

(a) experimental smearing

and (b) both experimental

smearing and polydispersity
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3.1.5 Effect of Experimental Resolution

In practical situations, the scattering intensity is effectively “smeared” in Q because

of the intrinsic finite beam divergence, distributed (neutron) wave lengths, finite size

of detector pixels and so on. These issues are more important for SANS and labora-

tory SAXS equipments that use rather large apertures and/or are characterized by a

significant wave length spread (for SANS, Δλ/λ is typically 10–20%). This leads to a

distribution of Q at each observed scattering angle that have to be incorporated when

experimental results are compared with theoretical models.

This is described by the resolution function,RðQ; hQiÞdescribing the distribution
of Q at a given mean value: hQi . Thus, the experimentally measured scattering

cross-section takes the form:

dΣ

dΩexp

Qh ið Þ ¼
ð
R Q; Qh ið Þ dΣ

dΩtheo

ðQÞ dQ (72)

Following Pedersen [78], there are three main contributions that have to be

incorporated when a typical diffractometer with a pin-hole geometry is used:

wavelength spread, collimation effects, and the detector resolution. Using a Gauss-

ian function for each effect, the resolution function is given by:

R Q; Qh ið Þ ¼ Q

σ2
exp � 1

2
Q2 þ Qh i2

σ2

 !" #
I0

Q Qh i
σ2

� �
(73)

where I0 is the modified Bessel function of the first kind and zeroth order and σ is the

smearing coefficient describing the resolution of the instrument. The effects

summarized above can be related independently to the dispersion coefficient,

σ, using:

σ2 ¼ σ2W þ σ2C þ σ2D (74)

where σW is the dispersion of the wave length, σC describes the finite size of the

beam due to the collimation and σD describes the detector resolution. For more

details concerning the calculation of these quantities, we refer to the original work

by Pedersen et al. [78]. For spallation sources, the calculation of the resolution

function is a more complicated task. Here, ΔQ is, in addition to the divergence of

the beam, also given by the uncertainty in the time of flight.

3.1.6 Scattering from Core–Shell Structures

For particles comprised of two or more types of materials, the scattered intensity

needs to be calculated taking into account the interference between the different parts.

For that it is more convenient to work in terms of scattering amplitudes defined in
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Eq. 65, correctly accounting for the volume and contrast for each part. A convenient

and typical example is a sphere consisting of two layers: a core and a surrounding

shell. Graphically, the scattering from such a particle can be constructed according to

Fig. 9.

Compact Core–Shell Form Factor

Mathematically, the total amplitude can be written as:

ACSðQÞ ¼ ðρc � ρ0ÞVc � AcðQÞ þ ðρsh � ρ0ÞVsh � AshðQÞ (75)

Here we have introduced the mean scattering length density, ρi of solvent

(i ¼ 0), core (i ¼ c) and shell (i ¼ sh).

A(Q)i must be calculated by integrating over the volume of core and shell

respectively resulting in:

AiðQÞ ¼
AðQ;RcÞ Core

R3
mAðQ;RmÞ � R3

cAðQ;RcÞ
R3
m � R3

c

Shell

8<
: (76)

where A(Q,R) ¼ 3(sin(QR) � QRcos(QR))/(QR)3.
The total scattering is then given by (assuming a completely monodisperse

system):

dΣ

dΩCS

ðQÞ ¼ N

Vs

AðQÞj j2
D E

(77)

where N is the number of particles and Vs the sample volume exposed to the beam.

This can also be written as: N/Vs ¼ ϕ0/Vtot where ϕ0 is the total concentration and

Vtot is the volume of the particle.

= +

ACS (Q) Ash (Q) Ac (Q) 

Rc

Rm sh

c

0

(r)
core

0

shell

Rm
r Rc

Fig. 9 Scattering from a

homogeneous core–shell

system consisting of a core

with scattering length ρc and a

shell (ρsh) immersed in a

solvent with ρ0. Please note
that all relative values are

chosen arbitrarily, i.e.,

ρc > ρsh is equally possible.

Rc core radius, Rm micelle

radius
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In the case of micelles, the inner core is often compact and is constituted solely by

hydrophobic (solvophobic) chain segments, whereas the outer shell is constituted by

a hydrophilic (solvophilic) polymer swollen by solvent. In this case, the scattering

length density of the shell must be averaged over the composition, i.e., polymer and

solvent content according to: ρsh ¼ Φp�ρp + (1 � Φp)�ρ0. Here Φp is the (mean)

polymer concentration.

In this case, it has been realized that the scattering from the internal polymer

structure within the corona must also be taken into account [44, 74, 79–81]. This

scattering results from the local contrast between corona-forming polymer and the

solvent, which is not included in the calculation using a centro-symmetric mean

density profile. Because these correlations are short-ranged compared to the overall

micellar structure, interference terms with core and shell can be assumed to be

negligible. Hence, to a first approximation this can be added to the overall intensity

in Eq. 77:

dΣ

dΩCS�blob

ðQÞ ¼ dΣ

dΩCS

ðQÞ þ dΣ

dΩblob

ðQÞ (78)

dΣ

dΩblob

ðQÞ is the internal scattering from the individual polymer blobs adding up

to the scattering. Inspired by correlations in semidilute polymer solutions [38, 82],

Dozier et al. [83] calculated the scattering assuming the following:

gðrÞ � r1=ð1�vÞ expð�r=ξÞ (79)

A Fourier transformation of g(r) and subsequent normalization then yields:

dΣ

dΩblob

ðQÞ ¼ ðρp � �ρ0Þ2
4πβ sin μ tan�1ðQξÞð Þ

Qξð1þ Q2ξ2Þμ=2
ΓðμÞ (80)

where β is a prefactor, which should be proportional to the volume of polymer

inside the blob, Γ the gamma function, ξ the average blob radius, and μ ¼ 1/ν � 1

with the Flory exponent ν ¼ 0.588 for swollen chains.

Spherical and Cylindrical Core–Shell Form Factors Including Density Gradients

In reality, most micellar systems made up from polymers are not as perfect as

depicted in Fig. 9. Instead, the micelles are expected to be more “fuzzy” and may

more resemble the situation depicted in Fig. 10. In this case, the segmental distribu-

tion must be considered [44, 45, 48, 74, 79, 84–86] by calculating the scattering

amplitude from a realistic density profile. In addition, the intrinsic polymer scattering

must be incorporated by explicitly taking into account long-range excluded volume

interactions.
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In practical situations the interface of the micellar core may not be perfectly

smooth due to chemical imperfections, packing restrictions of chains, thermal

fluctuations, partial swelling of core with solvent, etc. To take into account

smearing due to surface roughness, the ideal constant density can be convoluted

with a Gaussian distribution:

ncðrÞ �
ð1
0

1� Θðr0Þð Þ 1ffiffiffiffiffiffiffiffiffiffiffiffi
2πσ2int

p exp �ðr � r0 � RcÞ2=2σ2int
� �

dr (81)

Here, Θ(x) is the Heaviside step-function, i.e., Θ ¼ 0 for x � 1 and 1 otherwise.

Likewise, for the corona density distribution:

ncorona � n0corona

ð1
0

Θðr0Þ 1ffiffiffiffiffiffiffiffiffiffiffiffi
2πσ2int

p exp �ðr � r0 � RcÞ2=2σ2int
� �

dr (82)

where n0corona is the inherent density profile of the corona, not taking into account the
core–corona interface.

By virtue of the Fourier convolution theorem, this leads to a so-called

Debye–Waller factor, DW(Q) that modulates the scattering at high Q:

DWðQ; σintÞ ¼ expð�Q2σ2int=2Þ (83)

The scattering amplitude for the core including a graded core–corona interface

(Gaussian distribution) can thus for a spherical or cylindrical core be written as:

Fig. 10 Illustration of

density distribution in real

block copolymer micellar

systems. The data

correspond to a core with

a constant density profile

convoluted by Gaussian

function. The density

profile of the corona

grafted to the core

is calculated using

a Fermi–Dirac function

n(r) � (1 + exp[(r � Rm)/

(σmRm)])
�1. The parameters

(see text for details) are

Rc ¼ 30 Å, Rm ¼ 150 Å,

σm ¼ 0.1 and σint ¼ 5 Å
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AcðQÞ ¼

3 sinðQ �RcÞ�Q �Rc cosðQ �RcÞð Þ
ðQ �RcÞ3

�DWðQ;σintÞ Spheres

sin Q �LcosðαÞ=2ð Þ
Q �LcosðαÞ=2

2J1 Q �Rc sinðαÞð Þ
Q �Rc sinðαÞ �DWðQ;σintÞ Cylinders

8>>><
>>>:

(84)

where α is the angle between the cylinder axis and the scattering vector Q,

i.e., QL ¼ QLcos(α).
For the shell, the corresponding expressions can be found by performing a

Fourier transformation over the density profile, n(r), using the appropriate

geometry:

AshðQÞ ¼
Ð1
Rc

4πr2nðrÞ sinðQrÞQr dr � DWðQ; σÞ SpheresÐ1
Rc

2πr � nðrÞJ0 Q � r sinðαÞð Þdr � DWðQ; σÞ Cylinders

8<
: (85)

J0 is the Bessel function of zeroth order.

The density profile can be conveniently chosen to have the following generic

form [44, 45, 48, 87]:

nðrÞ ¼ 1

C

r�x

1þ exp ðr � RmÞ=σmRmð Þ (86)

where x is a scaling exponent that for star-like micelles is predicted to be x ¼ 4/3 [38],

σm is the relative width of the micellar surface, andRm is a mean (cut-off) radius of the

micelle.C denotes a normalization constant obtained by integrating the density profile

over the volume.

Generally, these expressions require numerical integrations. In the case of

spherical symmetries, other approaches can be used such as hypergeometric [84]

and spline functions [86] that reduce the problem to analytical functions. However,

this might increase the number of fit parameters so extra care must be taken to

ensure that the density profile is physically meaningful.

Pedersen and coworkers [74, 80, 81, 86] have modified Eq. 78 based on Monte

Carlo simulation results from chains exhibiting excluded volume effects. Written in

terms of a micelle constituted of a A-B block copolymer, this can be written

independently of morphology (spherical, ellipsoidal, or cylindrical):

IðQÞcalcCS�acc: ¼
ϕ

PVAB

ðΔρ2cP2 � V2
B � AðQÞ2c þ Δρ2shP � P� Fð0Þblob

� � � V2
A � AðQÞ2shþ

2Δρc � ΔρshP2 � VA � VB � AðQÞcAðQÞsh þ V2
AΔρ

2
sh � FblobðQÞ ð87Þ

where Ac(Q) and Ash(Q) are the scattering amplitudes of core and shell (corona),

respectively; Vi is the molecular volume of the B- or A-block; Δρsh ¼ (ρA � ρ0);
Δρc ¼ (ρB � ρ0); and F(Q) is the effective scattering from the A-polymers
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constituting the corona (“blob scattering”). ϕ0 is the volume fraction of block

copolymer.

As shown by Pedersen and Svaneborg, the scattering from the swollen PEO

polymer chains in the corona (the blob scattering), can be written as [74, 80, 81, 86]:

FblobðQÞ ¼ PðQÞchain
1þ v̂ � PðQÞchain

(88)

where P(Q)chain is the form factor of a polymer chain, ν̂ is an effective virial type

parameter that scales with the effective concentrations of corona chains [74, 86].

The form factor of a polymer chain can be conveniently approximated by the

following equation suggested by Beaucage [88] for arbitrary chain statistics:

PðQÞchain ¼ exp �Q2R2
g=3

� �
þ df=R

df
g

� �
Γðdf=2Þ

erf QkRg=
ffiffiffi
6

p� �3�
Q

0
@

1
A

df

(89)

where df is the fractal dimension and k is a numerical constant equal to 1.06. For mass

fractals, 1 � df � 3 and for polymers in a good solvent a typical value is 1.7. [88].

Alternatively, Pedersen and Schurtenberger have developed versatile expressions

based on off-lattice Monte Carlo simulations that can be accurately used to describe

almost any type of semiflexible polymer chain with and without excluded volume

interactions [89].

3.1.7 Zero-Average Contrast in SANS

As previously mentioned, H/D substitution offers a great opportunity to perform

contrast variation and thereby selectively highlight structural features in soft matter

systems. Because of the abundance of hydrogen in soft matter systems and the

relative easy access to deuterated materials,6 H/D substitution can easily be applied

to a large range of systems. Contrast variation SANS played a key role in verifying

the scaling approaches of de Gennes and others to chain conformation in semidilute

and concentrated solution [90] and in establishing a Gaussian conformation of

polymers in melts [91].

For structural characterizations, zero average contrast (ZAC) conditions can be

used to eliminate structure factor effects. Here, we will briefly illustrate how this

works by considering a very simple case consisting of two types of monodisperse

6A large number of deuterated chemicals like solvents and monomers, particularly important in

this context, are commercially available from standard chemical suppliers. In some cases, how-

ever, bottom-up organic synthesis is necessary, e.g., isoprene-d8 or hexamethylcyclotrisoloxane-

d18 for deuterated PI and PDMS, respectively. This requires expertise from both polymer and

organic chemistry.
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particles where one is proteated (H) and the other deuterated (D). As before, the

total intensity assuming identical volumes can be written as:

IðQÞ ¼ nzV fHΔρ
2
HAðQÞ2H þ fDΔρ

2
DAðQÞ2D þ 2 � fHfDΔρHΔρDAðQÞHAðQÞD

� �
(90)

where Δρi ¼ ρi � ρ0 (i ¼ H/D) is the contrast for each component with respect to

the solvent (i ¼ 0). A(Q)i is the scattering amplitude, which can be split into two

parts: one for all atoms belonging to the same particle, A(Q)i,s, and one for the atoms

belonging to two different particles, A(Q)i,d, such that A(Q)i ¼ A(Q)i,s + A(Q)i,d.

By definition, PðQÞ ¼ AðQÞ2i;s and SðQÞ ¼ AðQÞ2i;d . Moreover, because there is no

correlation term between internal structure and the arrangement of particles, we obtain:

IðQÞ ¼ nzV
2 fHΔρ

2
H PðQÞH þ SðQÞH
� �þ fDΔρ

2
D PðQÞD þ SðQÞD
� ��

þ 4 � fHfDΔρHΔρDSðQÞHD
� (91)

Now, if theH/D content of the solvent is adjusted such thatΔρH ¼ �ΔρD, i.e., the
scattering length density of the solvent is exactly between those for the deuterated and

proteated particle ρ0 ¼ (ρH + ρD)/2 the system is at the zero average contrast condi-

tion. Furthermore, if the particles have identical form factors and the interactions

between H-type and D-type particles as well as the mutual interactions are identical

[i.e., P(Q) ¼ P(Q)i and S(Q) ¼ S(Q)i] and for a 50% mixture of H/D-particles

(fH ¼ fD ¼ 0.5), Eq. 90 reduces to:

IðQÞ ¼ nzV
2PðQÞ (92)

and hence the form factor can be measured even in a crowded environment with

interparticle interactions. This very useful trick has been widely used to probe

single chain or single particle structural properties in concentrated polymer systems

by SANS [82, 90, 92–94]. In the following section, we shall see how contrast

variation can be used to study micellar structures.

3.1.8 SANS Contrast Variation on Block Copolymer Micelles

For block copolymer micelles, a general strategy is to selectively deuterate one

block while keeping the other proteated. In this way, by varying, e.g., the H2O/D2O

composition (or other H-and D-type solvents), the core and shell can be selectively

highlighted and studied in detail. As seen in Eq. 87, if the scattering length density

of the solvent matches either that of block A or block B (i.e., ρ0 ¼ ρA and ρ0 ¼ ρB),
the pure corona (Δρsh ¼ 0) or core (Δρc ¼ 0) scattering can be obtained separately

without any interference term. Hence in this way, the different scattering contribu-

tion of a multicomponent system can be extracted. The methodology is illustrated
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more graphically in Fig. 11, where real results from a contrast variation study of

proteated-polystyrene–deuterated polybutadiene (h-PS10–d-PB10) diblock copol-

ymer micelles in heptane reproduced from [30] are also shown.

Moreover, by collecting data sets from different contrast situations and performing

global fits (simultaneous fits) using a single scattering model, much more reliable and

detailed structural results can be obtained. As an example, the scattered intensities

from h-PS10–d-PB10 micelles in isotopic mixtures of various n-alkane solvents

(selective for PB) are shown in Fig. 12. The different figures correspond to n-alkanes
(CnH2n+2) with increasing length, from heptane (n ¼ 7), decane (n ¼ 10), dodecane

(n ¼ 12), and hexadecane (n ¼ 16).

The different scattering patterns correspond to various isotopic solvent mixtures

where the proteated PS core (h-PS) is matched: “shell” contrast; d-PB shell matched:

“core” contrast and an “intermediate” contrast where the h-alkane/d-alkane mixture

corresponds to a scattering length density in between that of the core and shell. Note

that, in the latter case, the scattering at low angles (Q ! 0) almost disappears

because the scattering contributions from core and shell are almost compensated by

the interference term since Δρc ¼ �Δρsh and VA � VB as can be rationalized from

0 = A

0 = A B

0 = B

Fig. 11 Illustration of a SANS contrast variation study of block copolymer micelles (see text for

details). Data to the right are reprinted with permission from [30]. Copyright (2009) American

Chemical Society
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Eq. 87. At higher scattering vectors this is not the case because A2
c 6¼ A2

sh, giving

rise to scattering intensity at intermediate Q-values. The solid lines in Fig. 12

display simultaneous fits using the core–shell model above with an almost con-

stant density profile, i.e., x ¼ 0, a micellar smearing of about 10%, and σm ¼ 0.1

in Eq. 86.

Thanks to the contrast variation and detailed model fitting, the internal structure

could be obtained showing that the micelles are rather poorly segregated with a

large quantity of solvent (approx. 30–50%) penetrating the core and a smaller

compact corona. This important feature will be discussed in more detail in Sect. 4.3.

Other examples of such detailed analysis of the structure with the aid of contrast

variation can be found for partially deuterated polystyrene–polyisoprene (PS-PI)

diblock copolymer micelles in decane [86, 95]; “Pluronic” (PEO-PPO-PEO)

micelles in water [96, 97]; PB-PEO micelles in water [85]; or PEP-PEO micelles

in water [44] or in water/ DMF mixture [98].
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Fig. 12 Contrast variation results showing the absolute scattering cross-sections of h-PS–d-PB

micelles in (a) heptane, (b) decane, (c) dodecane, and (d) hexadecane at ϕ ¼ 0.25% for different

contrasts. The solid lines display simultaneous global fits using a core–shell model convoluted with

the resolution function corresponding to the experimental settings. For better visibility, the data are

shifted by a constant multiplication factor: core contrast (circles) 30; shell contrast (squares) 1; and
intermediate contrast (stars) 0.02. Reprinted with permission from [30]. Copyright (2009) American

Chemical Society
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3.2 Time-Resolved Small-Angle Scattering as a Technique
for Studying Micellar Kinetics

In addition to being a powerful tool for investigating the structural details of

nanostructures, small-angle scattering methods are very useful techniques for follow-

ing structural changes over time, i.e., to follow phase transitions, morphological

transitions, etc. [13–15, 17, 18]. In addition to studying non-equilibrium kinetics

associated with structural changes and transformations over time, the sensitivity of

neutrons towards H/D, contrast variation, and SANS offers a study of subtle transport/

diffusive processes and kinetics under equilibrium conditions [18, 19], i.e., kinetics

can be probed without perturbing the system away from equilibrium.

Modern neutron instrumentation is an extensive subject that could cover a whole

book alone. Here we will just review some basic concepts related to the more

practical aspects and relevant principles related to studies of soft matter systems in

general and micellar systems in particular. In this section, we briefly review recent

modern methods used for time-resolved SAS studies.

3.2.1 Rapid Mixing Techniques: Stopped-Flow Methods

A versatile and classical method for studying kinetic reactions and other kinetic

phenomena on short time scales is the use of a stopped-flow apparatus (SFA) for

fast reproducible mixing and then to apply, e.g., spectroscopic methods for detec-

tion. In this technique, the reactants are rapidly mixed in a mixing chamber, usually

under full turbulent flow that ensures fast homogenization on length scales down to

nanometers [99]. Provided that short, synchronized acquisitions can be made, X-ray

or neutron scattering can be used to probe kinetic transitions and other processes

directly by measuring the temporal evolution of the intensity of the (mixed) sample.

The importance of a stopped-flow apparatus is to control the mixing of several

solutions in a short time, achieve precise synchronization between the mixing

process and the acquisition to ensure reproducibility of the experiment, and obtain

a well-defined kinetic time [18, 99]. For fast measurements, it is important to use

both fast mixing and short acquisition times while maintaining a reasonable statis-

tics. This is more easily achieved with synchrotron sources, where the combination

of small mixing volumes and high brilliance of the beam easily allow kinetic times

of the order of a few milliseconds. However, with the more optimized neutron

instrumentation and, in particular, with the advent of more powerful neutron

sources such as spallation sources, there are a growing number of time-resolved

SANS experiments investigating kinetic processes on a typical time scale of about

100 ms and upwards [18]. With more powerful spallation sources such as the

planned European Spallation Source (ESS) in Lund, Sweden, time-resolved

SANS measurements are expected to approach that of TR-SAXS at current syn-

chrotron sources.
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A crude scheme of a typical set-up for SAS combined with a stopped-flow

apparatus is shown in Fig. 13. The idea is rather straightforward; the solutions are

brought into contact by injecting the contents of two separate reservoirs into a

“mixing chamber” that assures fast turbulent flow and homogeneous mixing. The

solutions are thereafter transported to the observation cell (cuvette/capillary) through

a stationary lamellar (non-turbulent/low Reynold number) flow.Although the homog-

enization time th, i.e., the time needed to completely mix the two liquids, itself is fast,

there is a certain time lag associated with achieving lamellar flow, transport, and

filling of the sample volume of the cuvette/capillary (tdead ¼ Vdead/μ) where μ is the

flow rate and Vdead is the volume that needs to be filled).

A typical measurement sequence is illustrated in Fig. 14. The reservoirs are

continuously mixed by injection into the mixing chamber. Afterwards, the mixed

solution is transported into the scattering volume. This transport time corresponds to

tdead. The flow of freshly mixed solution is maintained during a time tmix, after which

the flow is stopped by a hard-stop blocking the stream (hence the name “stopped-flow

apparatus”). By varying the time for which the exposure/acquisition starts, defined by

tdelay, and the duration tacq, one may vary the kinetic times probed. Hence, placing an

acquisition pulse within the duration of the mixing time would imply probing a fixed

kinetic time t ¼ tdead as fresh solution is continuously brought into the observation

chamber. Placing the pulse outside the mixing duration, the kinetic time varies with

Fig. 13 Typical set-up of a small-angle scattering instrument coupled with stopped-flow appara-

tus. By synchronizing the mixing and transport of the solution to the observation chamber and the

X-ray/neutron scattering acquisition, rapid processes occurring on a time scale down to a few

milliseconds can be resolved
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the delay time tdelay. Hence, by synchronizing the SFA with the SAS instrument and

varying the delay time, the kinetics can be probed stroboscopically by repeating

several experiment with different time lags by varying tdelay, and thereby cover

different initial kinetic times. The sequence of which subsequent kinetic time is

probed is usually set by the detector of the instrument and the shutter. Here there is

a difference between synchrotron X-rays and neutrons; whereas SAXS requires a

shutter in order to avoid beam radiation damage, this is not required in SANS because

such effects are absent. However, since many X-ray instruments use CCD-type

detectors that require complete read-out and writing of data from each frame, the

minimum lag time between frames is not set by the opening time of the shutter but

rather by the readout time, which is typically between 100 and 300 ms. This is

obviously only important for fast kinetics and limits the temporal resolution. How-

ever, provided that the kinetics is reproducible, this can be overcome by stroboscopic

schemes whereby the kinetic is repeated with different lag times with respect to the

acquisition, and can easily improve the resolution down to a few milliseconds. For

SANS gas/scintillator detectors, the kinetic data can be stored in the different

channels (typically 1,024 channels) and the minimal time is essentially set by the

frame overlap in the wave packet and depends on the chopper speed (typically a few

milliseconds for 1 m and an order of magnitude larger for 20 m).

Expressed mathematically, the first measured kinetic time in a stroboscopic

experiment can be written as:

t0 ¼ tdead; tmix > tdelay
tdead þ ðtdelay � tmixÞ; tmix � tdelay

	
(93)

The kinetic times at subsequent measurement frames numbered i are:

ti ¼ t0 þ
X

ti�1 þ tacq=2 (94)

tacq

Fig. 14 Time sequence of a time-resolved small-angle scattering experiment. Using a stopped-flow

apparatus, the data acquisition time, tacq, can be synchronized with the mixing pulse time length, tmix,

giving access to fast kinetics. By varying the delay time, tdelay, high resolution stroboscopic

measurements can be performed provided that the kinetics is reproducible. See text for details
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Often the delay time (X-rays), or the acquisition time (neutrons), is set to follow a

geometrical progression to avoid oversampling and improve statistics at longer times

(acquisition time). In the case, tdelay/acq(i) ¼ (tdelay/acq)�f i where f is a factor typically
between 1.01 and 1.3 such that progressively slower processes can be followed. With

this simple geometrical series, the kinetic time, Eq. 94, can conveniently be evaluated

as: ti ¼ tdead þ tacq=2þ tacq
1�f i

1�f and ti ¼ tdead þ ði� 1Þ � tacq þ tacq=2þ tdelay
1�f i

1�f for

SANS and SAXS, respectively.

3.2.2 Contrast Variation and Time-Resolved SANS as a Method
for Studying Exchange Kinetics

Time-resolved SAXS can be applied to the study of many types of kinetic pro-

cesses. However, it must generally involve a transition from one state to another

because the scattering signal only varies with changes in size, shape, etc. [14, 15]; in

other words, the method is generally limited to non-equilibrium kinetics. Neutrons,

however, may detect kinetics that do not necessarily alter the overall thermody-

namic equilibrium state. This is essential for studying equilibrium processes such as

chain exchange kinetics. Such kinetics can be studied by applying a H/D substitu-

tion scheme based on mixing H-type and D-type micelles made from block

copolymers of identical volume and composition. By mixing these micelles in a

solvent having an average scattering length density between the two, the contrast

will decrease upon exchanging the chains between the micelles; hence, the molec-

ular exchange kinetics is probed. The idea is schematically illustrated in Fig. 15.

This kinetic zero average contrast (KZAC) experiment [100–102] is an exten-

sion to the static zero average contrast (ZAC) described in Sect. 3.1.7. ZAC is used

to effectively remove the structure factor such that interparticle correlations are

eliminated and the single entities are visible, whereas in KZAC the trick is used to

render mixing processes; hence, diffusion and transport become observable without

perturbing the system in any substantial way.

In Fig. 16, experimental results of the time-dependent intensity after mixing

proteated and deuterated PS-PB micelles in DMF under KZAC conditions [101] are

shown. As can be seen the intensity decreases with time, directly showing that the

micelles mix and kinetic processes are active. By analyzing the evolution of the

scattered intensity and appropriate modeling, the mechanism and pathways can be

determined from these experiments. In the following section, the technicalities will

be described in more detail.

Model-Independent Evaluation of TR-SANS Kinetic Data

Mathematically, we might express this more precisely in the following way. The

observed SANS intensity is determined by I(t) � (ρm � ρ0)
2 where ρm is the

effective scattering length density of the micelle given by the volume fraction of
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proteated and deuterated chains, f and 1 � f respectively: ρm ¼ fρh + (1 � f )ρd
where ρh and ρd are the scattering length densities of the proteated and deuterated

(in this section referred to as h- and d-) chains. Because in ZAC conditions we have

ρ0 ¼ (ρh + ρd)/2, we see that the square root of I(t) is linearly proportional to

Deuterated

Proteated

Exchange Final state

minimum intensity

maximum intensity

Fig. 15 Principle behind the KZAC experiment designed to measure chain exchange kinetics.

Two populations of micelles, deuterated (yellow ) and proteated (blue) are mixed at t ¼ 0 in a

solvent that matches the average color, green (about 50:50 deuterated/proteated solvent

molecules). Upon molecular exchange of amphiphiles, the average contrast of the micelles

decreases and thus the intensity in the TR-SANS experiment

Fig. 16 Experimental curves showing a realization of the KZAC/TR-SANS technique applied to

PS-PB block copolymers dissolved in DMF, which is a selective solvent for PS. At time zero, fully

deuterated d-PS–d-PB micelles are mixed with fully proteated h-PS–h-PB micelles in a isotopic

h-DMF/d-DMF solvent mixture exactly matching the average scattering length density. As the

block copolymer chains exchange, an overall decrease in the intensity is observed while the form

factor and hence the structure remains constant
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the excess fraction of the h- or d-chains, i.e.,
ffiffiffiffiffiffiffi
IðtÞp � ΔρðtÞ � ðf ðtÞ � 1=2Þρhþ

ð1=2� f ðtÞÞρd ¼ ðf ðtÞ � 1=2Þðρh � ρdÞ. In this way, the analysis of the data is

straightforward in comparison to other methods. Hence, using this method the

information on the exchange kinetics is unambiguously given by the relaxation

function, R(t):

RðtÞ ¼ IðtÞ � I1
Iðt ¼ 0Þ � I1

� �1=2

(95)

where IðtÞ ¼ Ð IðQ; tÞdQ is the integral intensity at a given time and I1 denotes the

intensity of the fully mixed sample at the final stage of the kinetic process (obtain-

able by randomly premixing the two block copolymers with ϕhh ¼ ϕdd ¼ 0.5. I(0)
is the arithmetic average of the two reservoirs (hh and dd samples) measured

separately. The latter has to be measured at dilute concentrations, where no

structure factor effects are present since S(Q) vanishes under KZAC conditions.

R(t) is the relevant function to be analyzed for extraction of the kinetics. However,
in micellar systems where the micelles are not fully proteated/deuterated or there is

residual contrast between core and shell, nonlinear interference scattering

contributions are present. In order to take this into account, a more accurate descrip-

tion of the time-dependent scattering intensity is necessary. A scattering model,

where the time-dependent hyrogen/deuterium composition of the core and shell of

the micelles is built into a kinetic core–shell model, is described next.

Full Model Fitting Approach

The scattering function describing the time-dependent scattering intensity of micelles

in a KZAC experiment involves a time-dependent core–shell model where the

contrast is a function of the fraction of chains exchanged, fexc. Here, we shall limit

the discussion to cylindrical and spherical structures using simple A-B diblock

copolymers as an example. Inclusion of other structures such as vesicles could be

slightly more complicated because the microscopic composition might be potentially

different in the inner and outer shells.

In the simple case of cylinders and spheres one can write:

IðQ;tÞi ¼ ϕ

PVA�B

ΔρicðtÞ2P2 �V2
B �AðQÞ2c þ ΔρishðtÞ2P � ðP�Fð0ÞblobÞ �V2

A �AðQÞ2shþ
�

2ΔρicðtÞ �ΔρishðtÞP2 �VA �VB �AðQÞcAðQÞsh þ V2
AΔρ

i
shðtÞ2 �FblobðQÞ

�
(96)

where i denotes either proteated (i ¼ h) or deuterated (i ¼ d) species. A(Q)i is the
scattering amplitude of core (c) and shell (sh), given in Eqs. 84 and 85, respectively.

The time dependence enters via the change of contrast of core and corona, ΔρicðtÞ;
Δ ρishðtÞ as a consequence of chain exchange between the differently labeled micelles.
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Even though, after mixing and during the course of reaching a randomized mixture of

h- and d-chains at equilibrium, a strict distinction between the originally proteated and

deuterated micelles is lost, one can still write the contrast in terms of a surplus of either

h- or d-chains f(t) in the original micelles. We will use the convention f(t ¼ 0) ¼ 1.

Because the excess contrast is defined under ZAC conditions (ρ0 � (ρhh + ρdd)/2), I
(Q,t)i must be symmetric around f(t) � 0.5, at least for low Q. For the situation where
the micelles are completely randomized, f(t) � 0.5.

The contrast for the h- and d-cores made out of the h-B and d-B blocks, at time

t is then given by:

ΔρicðtÞ ¼
ρh�B � f ðtÞ þ ρd�B � 1� f ðtÞð Þ � ρ0 h-type micelle

ρh�B � 1� f ðtÞð Þ þ ρd�B � f ðtÞ � ρ0 d-type micelle

	
(97)

and likewise for the corona:

ΔρishðtÞ ¼
ρh�A � f ðtÞ þ ρd�PEO � 1� f ðtÞð Þ � ρ0 h-type micelle

ρh�A � 1� f ðtÞð Þ þ ρd�PEO � f ðtÞ � ρ0 d-type micelle

	
(98)

where the excess function is restricted to the range 0.5 � f(t) � 1, assuming that

the proteated and deuterated micelles are very similar and Vmic
h � Vmic

d .

The complete time-dependent scattered intensity can be calculated by taking the

average of the two “types” of micelles in the following way:

IðQ; tÞ ¼ 1

2
IðQ; tÞh þ IðQ; tÞd
� �

þ B (99)

where I(Q,t)h,d is calculated according to Eq. 96 and B is a constant (time-

independent) background reflecting the incoherent scattering of the sample.

As an example, Fig. 17 shows results [103] where the model is applied to describe

the time-resolved SANS intensity in a KZAC experiment on n-alkane-PEO
(C24-PEO5k) micelles where only the PEO part was labeled (C24-dPEO5k/

C24-hPEO5k), i.e., the core-forming n-alkane block was proteated for both polymers

and thus a net contrast between core and corona is always present during the course of

the kinetic mixing process. As seen, both absolute values and the shape of the data are

very well described at all times. At longer times, a shallow minimum at larger

Q values evolves as a consequence of residual contrast between core and corona.

This is also naturally described by the model. The results of this investigation are

described in more detail in Sect. 4.4.

In analogy to the determination of R(t) in Eq. 95, we can calculate fexc(t) for a
better comparison of the kinetic data obtained by the two methods:

fexcðtÞ ¼ f ðtÞ � f1
f ð0Þ � f1

(100)
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As shown in two recent studies [103, 104], both fexc(t) and R(t) give essentially
the same kinetic information and results. It should be mentioned, however, that the

methodology described here only applies to rather low Q. At smaller scales, excess

scattering is expected during the course of mixing as there might be local domains

of either h- or d-type chains.

A similar approach could be used to describe hybridization kinetics after mixing

two different micelles or for processes involving non-equilibrium relaxation

experiments. However, in this case the time dependence of the structural

parameters [P(t), Rm(t), etc.] as well as micellar composition must be taken into

account.

Rate Constant From a Two-Component Labeling Experiment

Independently of the evaluation method, a KZAC TR-SANS experiment allows the

kinetics to be evaluated through the decay of either R(t) or fexc(t). The unimer

exchange rate constant in simple labeling experiment will now be discussed.

A kinetic model for unimer exchange mechanism has been presented by Thilo

[105] as well as by Cantú et al. [106]. According to Thilo [105], the following

kinetic scheme can be used. Here, we use the terminology of proteated (H) and

deuterated (D) chains or surfactants because in the present review the focus is on

scattering experiments.

Starting from reservoir I where the micelles only contain proteated chains (H)

and reservoir II with only deuterated chains (D), we define the initial conditions as

fI ¼ 1 and fII ¼ 0 where the subscripts denote micelle I (i ¼ I) or micelle

d
/d

 / 
 [

cm
-1

]

100

101

102

103

Q [Å-1]

10−2

Fig. 17 Time-resolved SANS data showing the exchange process in n-alkyl-PEO micelles in

water. Solid lines display fits of the core–shell model with f(t) as free parameter. Time evolution

from top to bottom: t ¼ 0.05, 5.6, 14.7, 25.2, 42.4, and 95.0 s. [103] Reproduced by permission of

The Royal Society of Chemistry
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II (i ¼ II), i.e., fI ¼ NI
H= NI

H þ NI
D

� �
and fII ¼ NII

H= NII
H þ NII

D

� �
where NH and ND are

the number of chains of type H or D inside the respective micelles. Considering

proteated and deuterated unimers (number denoted by UH and UD, respectively)

undergoing insertion/expulsion between the micelles, the rate equations can be

written:

dNI
H

dt
¼ kHþUH NI

H þ NI
D

� �� k�NI
H (101)

dNI
D

dt
¼ kDþUD NI

H þ NI
D

� �� k�NI
D (102)

dNII
H

dt
¼ kHþUH NII

H þ NII
D

� �� k�NII
H (103)

dNII
D

dt
¼ kHþUD NII

H þ NII
D

� �� k�NII
H (104)

From mass-conservation we have:

dNI
H

dt
þ NII

H

dt
¼ 0 (105)

dNI
D

dt
þ NII

D

dt
¼ 0 (106)

It is useful to introduce the relative fraction of H-chains, r:

r ¼ NI
H þ NII

H

NI
H þ NII

H þ NI
D þ NII

D

(107)

From Eqs. 101–107:

kHþ
kH�

¼ r

UH
(108)

kDþ
kD�

¼ 1� r

UD
(109)

The time derivative of fI and fII are then obtained by direct derivation and yields:

dfI
dt

¼ 1

NI
H þ NI

D

� ð1� fIÞ dN
I
H

dt
� f1

dNI
D

dt


 �
(110)
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dfII
dt

¼ 1

NII
H þ NII

D

� ð1� fIIÞ dN
II
H

dt
� f1

dNII
D

dt


 �
(111)

Using Eqs. 101–109 and inserting into Eqs. 110 and 111 gives two second-order

differential equations that can easily be solved using the above-mentioned bound-

ary conditions:

fIðtÞ ¼ ð1� rÞkH� expð�λtÞ þ rkD�
ð1� rÞ kH� � kD�

� �
expð�λtÞ þ kD�

(112)

and:

fIIðtÞ ¼ 1� expð�λtÞ
1=r � 1� kD�=kH�

� �
expð�λtÞ (113)

where λ ¼ rkD� þ ð1� rÞkH� . In this work, all measurements have been performed

by carefully balanced samples, i.e., NH � ND consequently, since the fraction

of free unimers is very small in these systems [31]: r ¼ NH/(NH + ND) � 1/2.

Moreover, assuming that the labeled block copolymers are similar, kD� ¼ kH� ¼ k�;
Eqs. 112 and 113 can be cast to simple forms:

fIðtÞ ¼ 1

2
expðk�tÞ þ 1ð Þ (114)

fIIðtÞ ¼ 1

2
1� expðk�tÞð Þ (115)

Hence, we see that for a simple unimer expulsion/insertion mechanism,

the following expression holds:

ffiffiffiffiffiffiffi
IðtÞ

p
� fIðtÞ � 1=2ð Þρh þ 1=2� fIIðtÞð Þρd � expð�k�tÞ (116)

In other words, R(t) and fexc would, in the case where the mechanism of unimer

exchange is dominant, give rise to a simple exponential decay.

4 Equilibrium Kinetics in Block Copolymer Micelles

Experimental work on the equilibrium kinetics in block copolymer micelles is very

rare in comparison with structural investigations. This is most likely due to the

challenging problems in accessing the chain exchange by suitable experimental

techniques or systems. Early experiments include studies using size-exclusion
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chromatography [107–112] and ultracentrifugation [113, 114] as investigative tools.

Since both techniques involve strong flow fields, the experiments yield information

under quasi-static conditions rather than true equilibrium kinetics. Therefore, these

works will not be further reviewed here. Kinetic studies have additionally been

performed using ultrasonic absorption techniques [115–117] but after careful analysis

it was concluded that the ultrasonic relaxation observed in micellar solution cannot be

associated with the Aniansson and Wall mechanism of single chain exchange [117].

More relevant in the context of this chapter are relaxation experiments under quasi-

equilibrium conditions, i.e., after small perturbations from equilibrium such as small

temperature-jump (T-jump) experiments with light scattering detection in triblock

copolymer micelles of the Pluronics type, PEO-PPO-PEO. Regarding this work, we

will devote a small section (Sect. 4.1) to a brief summary of the main results. Other

techniques like fluorescence quenching or nonradiative energy transfer [118–122]

and transmission electron microscopy [123–125] have been used to assess micellar

kinetics. However, strong perturbations or the incorporation of bulky labels are

necessary to be able to monitor kinetic processes, which are often accompanied by

reorganization of micellar structures. In any case these classical works have already

been discussed extensively before in, e.g., the review of Zana [16]. Therefore, we will

mainly restrict this section to the more recent results obtained by the H/D contrast

variation/TR-SANS technique because this method was shown to access the chain

exchange dynamics under true equilibrium conditions. By the combination of proper

spatial and temporal resolution and by using suitable block copolymer/solvent

systems, these experiments have given new insights into the mechanisms of chain

exchange and allowed a profound discussion of the relaxation behavior within the

framework of the existing theories.

This section on equilibrium kinetics is organized as follows: We will first focus on

the T-jump experiments with light scattering detection on Pluronics polymers

(Sect. 4.1). Thereafter, a chronological review of kinetic experiments on PEP-PEO

block copolymers in aqueous solution is presented, including a summary of the

morphological properties of this system (Sect. 4.2). A special focus is given on the

tuning of kinetics by variation of mainly the interfacial tension. The main outcome of

these experiments was the observation of an unexpected logarithmic time decay. This

is discussed in more detail (Sect. 4.2.4). Further, we will review experiments obtained

on block copolymers in organic solvents and discuss the dramatic effect of polydis-

persity on the kinetics, which finally allows an explanation of the log-time depen-

dence (Sect. 4.3). Subsequently, a summary of kinetic experiments on n-alkyl-PEO
block copolymers with monodisperse core blocks will be given, supporting the

polydispersity effect by directly demonstrating the enormous influence of the

n-alkyl chain length and the observed single exponential decay (Sect. 4.4). Finally,

two special sections are devoted to the exchange kinetics at higher concentrations in

ordered diblock copolymer micelles (Sect. 4.5) and to the influence of the morphol-

ogy by comparing kinetics in spherical and cylindrical micelles (Sect. 4.6).
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4.1 Quasi-equilibrium Kinetics of PEO-PPO-PEO
in Temperature-Jump Experiments

The kinetics of poly(ethylene oxide)–poly(propylene oxide)–poly(ethylene oxide)

(PEO-PPO-PEO) triblock copolymers have been intensively studied by T-jump

experiments with light scattering detection [115, 126–130]. PEO-PPO-PEO

triblock copolymers form micelles in aqueous solution, with PPO as the core

forming hydrophobic block. Above the critical micelle concentration (cmc) and

critical micelle temperature there exists a transition region ofΔT � 10–15Cwhere

single chains disappear in favor of micellar aggregates. The temperature jumps of

typically 1–2C are performed in the transition region, leading to a change in the

degree of aggregation and, consequently, to a variation in the scattered intensity.

Fig. 18a shows the temperature dependent intensity of scattered light including the

range and location of a typical jump experiment. Fig. 18b displays the response

after the T-jump as a function of time, revealing two relaxation processes: a fast

process that is accompanied by an increase in scattered light appearing on time

scales in the micro- to millisecond range; and a second slow process with a negative

scattering amplitude, i.e., a decrease in the light intensity with time, in the millisec-

ond range. The fast process was assigned to the insertion of block copolymer chains

into preexisting micelles, leading to aggregates, which are thermodynamically

unstable. The second slow process was associated with formation–breakup pro-

cesses to rearrange the micellar size distribution corresponding to thermodynamic

equilibrium [115, 127]. The existence of two characteristic times is in agreement

with the Aniansson and Wall picture [54–56] derived for low molecular weight

surfactants. However, as the second slow process depends on concentration, fusion

and fission as competing mechanisms for chain exchange need to be considered, as

already proposed by Kahlweit et al. [52, 57]. Later, the T-jump experiments were

extended by Kositza et al. [128, 129] to higher temperatures close to the cloud

point. At the cloud point, the solvent quality becomes bad enough such that a

Fig. 18 Scattered light intensity (a) as a function of temperature in aqueous solution of PEP-PPO-

PEO block copolymers, including the location of a typical temperature-jump; (b) as a function of

time at the target temperature. Reprinted with permission from [127]. Copyright (1997) American

Chemical Society
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macrophase separation into a block-copolymer-rich phase and a water-rich phase

takes place. These experiments revealed the appearance of a third process with a

positive amplitude. This was assigned to intermicellar interactions, indicating the

onset of the macrophase separation. We note that in these cases PPO was the major

compound in the triblock copolymer. The increasing hydrophobicity at higher

temperatures may thus lead to the observed clustering and macrophase separation

in water. In a subsequent paper by Waton et al. [130], it was argued that the second

and third relaxation processes are identical and are both due to the formation and

breakup of micellar entities at the point where the sign of the amplitude changes

from negative to positive by increasing the temperature. This was shown to be a

consequence of the relative size of the micelles after the fast initial growth and at

equilibrium. If micelles are larger after the first process than at the end of the slow

process, the scattered light decreases and vice versa. Because this changes with

temperature, the change in the sign of the amplitude becomes obvious.

The above discussed experiments were performed under quasi-equilibrium

conditions inherently showing a rather complex relaxation behavior that is

governed by processes from equilibrium and non-equilibrium kinetics. Addition-

ally, in light of the discussion above, the presence of an apparent third mode is

controversial. With respect to the understanding of equilibrium kinetics in general,

the outcome of these experiments is limited as it does not provide deep insight into

the exchange mechanism and the dependence of system-specific parameters like the

interfacial tension, core chain length, and polydispersity. A more thorough under-

standing was only possible after the advent of the TR-SANS technique, as will be

shown in the subsequent sections.

4.2 PEP-PEO Block Copolymers in Aqueous Solution

The study of the structure and kinetics of hydrocarbon-PEO amphiphilic diblock

copolymers in selective solvents has received increased attention within the last

25 years. For example, polystyrene-block-poly(ethylene oxide) (PS-PEO) was inten-
sively investigated in the 1990s [3, 131–136]. More recently, the micellar properties

of block copolymers containing either polydienes like 1,4-polyisoprene (PI); 1,2- or

1,4-polybutadiene (PB); or their saturated analogues poly(ethylene-alt-propylene)
(PEP) and poly(ethylethylene) (PEE) as the hydrocarbon block have attracted the

attention of many research groups because of their potential technical and biomedical

applications. The micellar properties of PE-PEO block copolymers, with PE the

saturation product of 1,4-PB, have only rarely been investigated [137, 138]. In

particular, equilibrium kinetics have to the best of our knowledge not been studied

so far most likely due to complications arising from unwanted coupling between

crystallization of PE and chain exchange dynamics at moderate temperatures. The

chemical design of amphiphilic block copolymers resembles that of the well-known

low molecular weight oligo(ethylene oxide)-monoalkyl ether [Cn(EO)m] surfactants,

with subscript n being the number of carbon atoms of the hydrophobic n-alkyl-moiety
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and m of the hydrophilic EO units. Accordingly, amphiphilic block copolymers can

form micelles in aqueous media as well as in nonpolar solvents.

In this part of the review we will focus on kinetics in aqueous dispersions because

water-based systems have been more commonly investigated. Among the amphi-

philic block copolymers mentioned above, PEP-PEO takes a prominent position

because it possesses four main features that turn it into an ideal model system for

studying fundamental aspects of block copolymer micellization: (1) The synthesis of

narrowly distributed PEP-PEO with predefined molecular weight and composition is

easily feasible by well-established living anionic polymerization techniques

[139–141]. Importantly, as a prerequisite for TR-SANS studies, PEP-PEO can be

synthesized fully deuterated. (2) Compared to polydienes, the aliphatic PEP block is

chemically and thermally stable, which facilitates sample handling and preparation.

The addition of stabilizing agents such as antioxidants is not necessary. (3) PEO is

highly water-soluble and electrostatically neutral. (4) PEP is an amorphous material

with a low Tg of�56C. Specific influences from glassy or crystallized micellar cores

need not be considered. (5) PEP is highly incompatibility with water, as reflected by a

large value for the interfacial tension, γ,of about 46 mN/m [45]. This high value of

γ is the important physical quantity determining the aggregation behavior of PEP-

PEO block copolymers in aqueous solutions. Moreover, the tuning of micellar

structure and kinetics by varying γ through the addition of less incompatible co-

solvents, e.g., DMF or ethanol becomes very effective. As the static properties are an

important prerequisite for discussing exchange kinetics, the PEP-PEO micellar

structure was characterized as a function of molecular weight, block composition,

and solvent quality. A brief summary of the main structural features of these

investigations is given in the beginning of Sect. 4.2.1.

The main part is then devoted to the equilibrium exchange kinetics of selected

PEP-PEO micellar systems. We report on TR-SANS measurements in pure water

that, independently of block copolymer molecular weight, composition, and temper-

ature, revealed frozen micelles. This review further concerns the effect of tuning the

kinetics by addition of co-solvents, i.e., reduction of γ. The relaxation behavior of

some selected systems revealing chain exchange dynamics that can be resolved by

TR-SANS will be presented, followed by a discussion of the main observation,

namely, the unexpected appearance of a pseudo-logarithmic time decay of the

relaxation function.

4.2.1 Morphological Behavior of PEP-PEO Block Copolymers
in Aqueous Solution

The static structure of PEP-PEO block copolymer micelles in aqueous solution have

been studied by small angle scattering techniques, primarily SANS [44, 45, 87, 104,

139, 142], and in one case by a combination of SAXS and static light scattering

(SLS) [143]. In water, PEP-PEO block copolymers self-assemble into a variety of

micellar structures depending on molecular weight and composition. A thorough

structural characterization of micelles formed by a symmetric PEP5-PEO5 diblock
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copolymer (numbers denote approximate molecular weight in kg/mol) was done by

SANS using contrast variation and model fitting [87]. Fit results simultaneously

obtained on four different contrasts revealed a spherical shape of the micelles,

consisting of a compact solvent-free micellar core and a highly swollen PEO

corona. It was found that the micelles have unusually large aggregation numbers

of P ¼ 2,430 and rather large dimensions. It was shown from thermodynamic

calculations based on a mean-field model of Nagarajan and Ganesh [28] that this

is a consequence of the large interfacial tension between PEP and water.

In a series of experiments, aqueous dispersions of symmetric PEP-PEO block

copolymers were studied over a wide range of molecular weights, always keeping

the ratio between the volumes of the blocks constant [142]. The scattering behavior

of the solutions showed that a morphological transition takes place upon lowering

the molecular weight. The high molecular weight materials all formed spherical,

almost monodisperse, micelles with large aggregation numbers. At low molecular

weights, however, cylindrical micelles were observed. An interesting intermediate

case is represented by the PEP2-PEO2 system. Here spherical micelles were found

at higher concentrations while cylinders occurred at larger dilutions.

The effect of a growing soluble block on the morphology of the micelles was

investigated by varying the molecular weight of the PEO from about 5 to 120 kg/mol

while keeping the PEP block constant at 5 kg/mol for all polymers [44]. Thus, a

systematic study of the aggregation number and the corona shape became possible

over a large range of compositional asymmetry (1:1 ! 1:24). Partial labeling of the

block copolymers allowed highlighting corona structures individually by matching

out core contributions using D2O/H2O mixtures. Data analysis using a spherical

core–shell model with variable density profile indicated a crossover from a practically

homogeneous corona profile for more symmetric diblocks to a star-like profile at

larger asymmetries. Notably was the observation that PEP-PEO block copolymers

aggregate into micelles even in a large compositional asymmetry, realizing thereby

micelles with a star-like profile. It was concluded from free energy considerations that

this is only possible because of the high interfacial energy as the main contribution.

In contrast to the study of Willner et al. [44], a cylinder-to-sphere transition was

observed by Jensen et al. [143, 144] upon increasing the PEO block molecular

weight in a similar molecular weight range. By SAXS and SLS it was found that

PEP5-PEO5, PEP5-PEO10, and PEP5-PEO20 form cylindrical micelles whereas

PEP5-PEO40 micelles are spherical. However, no explanation was given for the

different molecular weight dependence of the morphology found in this work as

compared to the work by Willner et al. [44].

The effect of interfacial tension γ on the micellar structure of a highly asymmet-

ric PEP1-PEO20 block copolymer was examined using binary solvent mixtures of

water and DMF as selective solvents [45, 145]. DMF and water are both good

solvents for PEO and non-solvents for PEP, but exhibit a large difference in γ with
respect to the insoluble core block. The micellar characteristics were obtained by

SANS and subsequent fitting with a spherical core–shell form factor. Scattering

curves together with model fits for selected water/DMF mixtures are depicted in

Fig. 19a. As anticipated from the large asymmetry in block composition, the
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scattering curves could be perfectly described using a hyperbolic density profile for

the shell, n(r) � r�4/3, indicative for star-like structures. The aggregation number

of these micelles decreases from P ¼ 120 in pure water to non-aggregated block

copolymer chains in pure DMF. Corresponding interfacial tensions were measured

by pendant drop tensiometry using a PEP homopolymer with similar molecular

weight characteristics. In pure water, γ assumes a value of 46 mN/m, which

decreases to 8.6 mN/m in pure DMF. A correlation of γ with P is shown

Fig. 19b. The solid line indicates a power-law dependence of P � γ6/5, revealing
an excellent agreement of the data with the scaling prediction of Halperin [40] for

star-like micelles.

The structural properties of micelles constituted of PEP1-PEO1 block copolymers

were studied in DMF/water solvent mixtures [104]. Starting from cylindrical micelles

in pure water, the addition of DMF (lowering of γ) leads to a morphological transition

into spherical micelles at about 50% DMF mole fraction. By applying a detailed

thermodynamic model, it was shown that both the dependence of the structural

parameters with the interfacial tension as well as the morphological transition itself

can be quantitatively understood. Interestingly, the cylinder–to-sphere transition,

which is irreversible, can be also induced upon heating. This feature allowed the

direct comparison of exchange kinetics in both morphologies without changing any

other parameter of the system. Details of the kinetics will be discussed later in Section

4.6. Jensen et al. [143, 144] have used ethanol as co-solvent. Similar to the study of

Lund et al. [48], they observed transitions from cylindrical to spherical micelles and

from larger to smaller spherical micelles with increasing ethanol content.

A summary of the morphological behavior of PEP-PEO micelles is illustrated in

Fig. 20a–d.

Fig. 19 (a) Normalized SANS curves in different D2O/DMF-d7 compositions at a polymer

volume fraction of 0.25%. Solid lines represent fits with a spherical core shell model. Data in

pure DMF-d7 were fitted with a Beaucage form factor. (b) Aggregation number P plotted versus

interfacial tension, γ. The solid line depicts the power-law dependence, P � γ6/5, as predicted by

Halperin for star-like micelles [40]. Reprinted with permission from [45]. Copyright (2004)

American Chemical Society
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Fig. 20 Illustration of morphological behavior of PEP-PEOmicelles in aqueous solution: Transition

from (a) cylindrical to compact spherical micelles with increasing overall molecular weight at equal

composition; (b) compact spherical micelles to star-like micelles with increasing PEO and constant

PEP molecular weight; (c) star-like micelles to non-aggregated chains with decreasing γ by addition
of DMF as co-solvent for PEP1-PEO20 block copolymers; (d) cylindrical to spherical micelles to

coexisting spherical micelles/non-aggregated chains by adding DMF for a PEP1-PEO1 polymer
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4.2.2 Equilibrium Kinetics in Pure Water: Frozen Micelles

Time-resolved SANS experiments using the H/D contrast scheme (KZAC) described

in Sect. 3.1.7 were first carried out on a PEP5-PEO15 block copolymer in water for

the determination of the unimer exchange kinetics [100]. However, there was no

decrease in intensity observable even at high temperatures and long time scales,

leading to the conclusion that the micelles are kinetically frozen due to the high

interfacial tension between PEP and water. The kinetics of star-like micelles formed

by a PEP1-PEO20 block copolymer with large compositional asymmetry and a short

core-forming PEP block was investigated by Lund et al. [101, 102]. Analogous to the

PEP5-PEO15 system, the TR-SANS experiment does not reveal any exchange of

polymers over an extended period of time and increased temperature. This becomes

obvious from Fig. 21 where SANS curves from the corresponding kinetic experiment

are shown. Before mixing, typical form factors of star-like micelles were obtained.

For better visibility, the arithmetic mean of the almost identical individual scattering

curves of the labeled micelles are shown. This curve has a shallow maximum at low

Q as a characteristic feature of a structure factor at 1% polymer volume fraction.

After mixing the two differently labeled micellar solutions, the maximum disappears

as a natural consequence of the ZAC condition. Details of the scattering behavior

under ZAC are described in more detail in Sect. 3.2.2. However, the main result of

this experiment is the fact that the intensity after mixing stays constant over an

extended period of time, even at elevated temperatures. From this observation it was

concluded that micelles are effectively frozen since due to chain exchange the

intensity was expected to approach the intensity of the blend sample, depicted as

black squares in Fig. 21. The blend sample consists of a random mixture of

h-PEP1–h-PEO20 and d-PEP1–d-PEO20, providing the smallest contrast identical

to the contrast of the final state of the kinetics after infinitely long time. A similar

observation was made by Won, Davis, and Bates [146], who attempted to observe

mixing kinetics or component exchange kinetics of PB-PEO micelles in water. Their

experiment relied on differences in the SANS profiles of two block copolymers

forming spherical or cylindrical micelles. Within a time period of 8 days, the

scattering profile of a post-mixed specimen did not approach the profile of a premixed

sample but rather resembled a superposition of the two micellar reservoirs. The

structure of the premixed sample was expected to be the final structure in the case

where chain exchange would lead to a reorganization of the micellar morphology. As

this was not observed the authors concluded that the structure of the micelles that

were initially formed upon dissolution were completely locked-in due to the effect of

strong amphiphilicity. In a subsequent study, Jain and Bates [6] examined binary

blends of PB-PEO block copolymers of different molecular weight and composition

forming either spheres, cylinders, or bilayers using cryo-transmission electron

microscopy (cryo-TEM). In agreement with the reorganization study by SANS, the

cryo-TEM showed no perceptible chain exchange between aggregates over a long

period of time, resulting in a non-ergodic state where equilibrium is never reached.

The failure to globally equilibrate is already evident at molecular weights as small as
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1–2 kg/mol of the core polymer. Hence, from the kinetic studies of both PEP-PEO

and PB-PEO systems, it can be generally concluded that chain exchange dynamics in

aggregates built from strong amphiphilic block copolymers, i.e., characterized with

large interfacial tensions, is very likely to be frozen even at low molecular weights

and elevated temperatures.

4.2.3 Tuning of Chain Exchange

As discussed above, chain exchange in micelles built from block copolymers with

strong amphiphilicity, e.g., PEP-PEO or PB-PEO, is practically nonexistent. Con-

sequently, such systems can be considered as effectively kinetically frozen. There-

fore, in order to study such processes it is of great importance to adjust the rate of

chain exchange such that it can be resolved within the time window of a typical

scattering experiment. For instance, in a TR-SANS experiment using a stopped-

flow apparatus for rapid mixing, the smallest achievable time resolution is about

50 ms. The longest accessible time is generally limited by the allocated beam time

at neutron research facilities, which is typically 2–3 days. In order to identify

effective tuning parameters we will briefly recall the Halperin and Alexander

scaling approach outlined in Sect. 2.2.5. Within this theory, the exchange rate

follows a single exponential behavior: R(t) ¼ exp(�k_t) with k_ ¼ (1/τ0) f(NA,

NB) exp(�Ea/kBT) the expulsion rate constant. τ0 denotes a characteristic diffusion
time, kB the Boltzmann constant, and T the absolute temperature. The activation

energy,Ea � γ � l2 � N2=3
B depends primarily on the degree of polymerization of core-

forming B-block and the interfacial tension, γ, between selective solvent and block B.

Fig. 21 SANS curves for the determination of chain exchange kinetics for h-PEP1–h-PEO20 and

d-PEP1–d-PEO20 micelles in H2O/D2O at ϕ ¼ 1%: Open squares, arithmetic mean of individual

scattering curves before mixing; open circles, after mixing at t ¼ 0; filled stars, after 24 h at 70C;
filled squares, final state obtained from a blend sample. Reprinted with permission from [102].

Copyright (2006) American Chemical Society
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We point out that the rate thus depends double exponentially on the interfacial

tension, the temperature, and the degree of polymerization of the core block. Hence,

these parameters are very effective for tuning the speed of chain exchange.

The expression for the expulsion rate constant further contains a pre-exponential

factor f(NA, NB), which is determined by the micellar structure, i.e., crew-cut or

star-like. Tuning by NA will therefore be less effective because the rate depends

only single-exponentially. Importantly, one should be aware that changing one or

more of these parameters will also affect the underlying structure of the micelle.

Therefore, a study of exchange kinetics requires a complementary structural char-

acterization for each set of parameters.

Several strategies have been used to control the kinetics in polymeric micelles,

including variation of temperature, change of the hydrophobic block size, and

adjustment of the interfacial tension between core block and solvent [62, 63,

100–103, 114, 119, 120, 146–152]. We will review and discuss the effect of tuning

on the kinetics by variation of γ because this parameter has been primarily used to

control and to modify the exchange dynamics in micellar aggregates.

The interfacial tension can be effectively varied by modifying the incompatibil-

ity between core block and selective solvent. In general, for block copolymers with

strong amphiphilicity in water, γ is very large such that even for short chains the

micelles are kinetically frozen on experimental time scales. This applies especially

for amphiphilic block copolymers with polybutadiene (PB), polyisoprene (PI),

polystyrene (PS), poly(ethylene-alt-propylene) (PEP), or poly(butylene oxide)

(PBO) as the hydrophobic block, having interfacial tensions against water typically

larger than 30 mN/m. Several strategies have been employed to reduce γ in order to
overcome the high barriers for chain exchange. One approach is the addition of

small surfactant molecules. In the work of Jacquin et al. [151], the melting of

kinetically frozen poly(butyl acrylate)-block-poly(acrylic acid) (PBA-PAA)

micelles was investigated. They observed structural transitions from polymeric

cylindrical micelles to spherical micelles as well as from large spherical to small

spherical micelles upon addition of surfactant. Pendant drop tensiometry on PBA

homopolymer in water and in surfactant solution revealed a drop in the interfacial

tension from 20 mN/m to 5–8 mN/m. The low value of γ was explained by the

incorporation of surfactant molecules into the interface, leading to the transition

from frozen polymeric micelles to equilibrated surfactant/block copolymer mixed

micelles.

Lejeune et al. [153] employed a chemical approach to lowering of interfacial

tension in poly(n-butyl acrylate)-(polyacrylic acid) (PnBA-PAA). PnBA-PAA

forms kinetically frozen micelles in water that are not able to reorganize over a

month. By statistical incorporation of hydrophilic acrylic acid (AA) units into the

hydrophobic PnBA block, P(nBA50%-stat-AA50%)-PAA, they could moderate the

hydrophobicity of the core block such that unimer exchange was promoted and

thermodynamic equilibrium was reached at shorter times.

A more straightforward and facile way to tune the kinetics via reduction of the

core–corona interfacial tension is by the addition of co-solvents. In the case of

PEP-PEO micelles, the use of DMF/water mixtures as selective solvent for PEO
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allows the adjustment of the rate of chain exchange from effectively frozen to

accessible time scales of minutes or hours. The kinetics of a PEP5-PEO15 block

copolymer was studied using pure DMF as selective solvent [100]. Although at room

temperature the kinetics was still too slow, chain exchange became progressively

faster at elevated temperatures between 65C and 80C. The influence of DMF on the

kinetics of PEP1-PEO20 star-like micelles was studied by Lund et al. [102]. Figure 22

compares the time evolution of scattered intensity after mixing deuterated and

proteated micelles at different DMF mole fractions in the water/DMF selective

solvent mixture. At 5 and 10% DMF the intensity is only insignificantly reduced at

70C after 9 and 10 h, respectively, revealing only slow kinetics. Upon increasing the

DMF content to 30%, the scattered neutron intensity continuously decreases within a

moderate time frame indicative of faster kinetics. At 50%DMF, dΣ/dΩ(Q) drops very
fast and approaches the final state already after several minutes. For this solvent

composition, the exchange dynamics was already too fast to be resolved by the

TR-SANS technique. Finally, it turned out that the addition of 25 and 30% DMF,

corresponding to a reduction in γ to 21.8 mN/m and 19.8 mN/m, respectively,

moderates chain exchange such that the kinetic process could be conveniently

followed. We note that mixing of the two micellar solutions was done by hand with

a delay time of 1–2 min. A stopped-flow apparatus for rapid mixing in combination

Fig. 22 Effect of the addition of DMF as co-solvent on the speed of chain exchange in aqueous

PEP1-PEO20 micelles. Reprinted with permission from [102]. Copyright (2006) American Chemi-

cal Society
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with repetitive real-time data acquisition was not available at neutron research

facilities at that time. Application of the stopped-flow mixing technique would most

likely also allow resolving kinetics at 50% DMF by TR-SANS.

4.2.4 Equilibrium Kinetics in Water/DMF Mixtures:
Logarithmic Relaxation

The relaxation functions, R(t), of the TR-SANS experiments were quantitatively

determined as described in Sect. 3.2.2. For the PEP5-PEO15 block copolymer

micelles, R(t) could be acceptably fitted by a sum of two exponentials. This was

interpreted by the existence of two well-separated processes in time in strict conflict

to the single exponential expected from the Halperin and Alexander [60] model.

The activation energies of 29 KJ/mol for the slow and 12.2 KJ/mol for the fast

process were deduced from Arrhenius plots. By estimation of the activation energy

following the concepts of the scaling theory [60], the fast process was assigned to

the unimer release. There was, however, no explanation for the existence of the

second slow process. Different scenarios for the occurrence of two relaxation

processes were discussed, including unimer diffusion between micelles, an isotope

effect for the surface tension, the existence of two different species, and aggregation

that supports fast exchange and slow rearrangement of the micelles. However, none

of them could offer an explanation with a clear physical picture. Thus, the origin of

the second slow process remained an open question. Double exponential time

decays were also reported from TR-fluorescence measurements on various systems

with characteristic rate constants well separated in time [118–120, 122]. This

apparent bimodal distribution was either assigned to the presence of bulky labels

[118, 122] or to competing chain transfer by micellar collision [120]. It should be

pointed out that processes running in parallel, e.g., unimer exchange via micellar

collision, just add to a single faster rate that still yields single exponential mixing:

R(t) � exp (� (k1 + k2)t) and, consequently, cannot a priori be identified by the

applied labeling techniques.

In continuation of the kinetic study of PEP5-PEO15 micelles, the relaxation

functions of PEP1-PEO20 star-like micelles in water/DMF mixtures with 25 and

30% DMF were determined. Similarly to the PEP5-PEO15/DMF system, slow and

heterogeneous kinetics were observed in this case but, in contrast, trial fits using a

sum of two exponentials did not produce any satisfactory results. Therefore, it was

more reasonable to assume a distribution of relaxation rates to describe the kinetics

in PEP1-PEO20/water/DMF systems. Furthermore, as there was no explanation for

the existence of two processes and no exclusive fits were performed, it was

concluded that in the previous works the double exponential was more an approxi-

mation of a continuous distribution of relaxation rates. As a first obvious reason,

a chain length distribution (polydispersity) of the core-forming polymer was taken

into account since the rate constants exponentially depend on the activation energy,

Ea, which in the Halperin and Alexander model is given by Ea � N
2=3
B � γ � l2 .
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The PEP block was synthesized by living anionic polymerization with a rather

small polydispersity (weight average molecular weight/number average molecular

weight),Mw/Mn ¼ 1.06. Accordingly, the effect of a distribution of chain length on

the relaxation rates was taken into account by:

RðtÞ ¼
ð1
1

f ðNB; σÞ exp �k�ðNBÞtð Þ dNB (117)

where:

f ðNB; σÞ ¼ NBh i � 1ð ÞNB�1
exp � NBh i � 1ð Þð Þ

ΓðNBÞ (118)

denotes the Poisson distribution, with Γ(NB) being the gamma function and k_ the

expulsion rate constant. Polymers prepared by living anionic polymerization

exhibit a Poisson-type chain length distribution where the width is directly given

by the mean value of NBh i by σ ¼ 1þ 1
ffiffiffiffiffiffi
NB

p
. Nevertheless, the agreement with the

data was still very poor and, hence, it was concluded that polydispersity alone is not

sufficient to explain the broad relaxation pattern. It should, however, be noted that

the prefactor α in the expression for the activation barrier [37] was neglected and

simply set to 1. Further, in order to describe the data, a Gaussian distribution of

activation energies has been used. This more general approach takes into account

all factors that independently contribute to the relaxation. Although excellent fits

could be obtained, the fitted mean activation energy, the attempt time, and the

distribution all assumed unphysical values such that the Gaussian distribution was

considered to be inapplicable for a reasonable explanation of the relaxation behav-

ior. Similarly, a stretched exponential, R(t) ¼ exp(�kt)β has been applied, again

with unsatisfactory fits because the parameters were not well defined and β assumes

very low values (β � 0.1–0.2) that reflect a very broad distribution. A more close

inspection of the relaxation data finally revealed an extremely broad and heteroge-

neous logarithmical decay over several decades in time R(t) � �log(t) that was
independent of concentration and temperature. This is represented in Fig. 23, where

R(t) displays an almost straight line on a logarithmic time scale. The logarithmic

relaxation a priori implies that no mean rate constant exists. At that point, the

appearance of the logarithmic relaxation was interpreted as a consequence of

uncharacterized hierarchical processes [154]. A more straightforward explanation

for the existence of the broad relaxation was presented by Choi et al. [63], based on

the polydispersity model already introduced earlier [101, 102] (Eq. 117). By taking

into account prefactors and the temperature dependence of the diffusion coefficient

previously ignored, it was argued that the observed hypersensitivity to core chain

length was responsible for the logarithmic relaxation. This will be discussed in

detail in the subsequent section.
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4.3 Block Copolymer Micelles in Organic Solvents

In this section, wewill focus on the kinetics ofmicelles built from diblock copolymers

in organic solvents. Typical systems are polystyrene–polybutadiene (PS-PB),

polystyrene–polyisoprene (PS-PI), or polystyrene–poly(ethylene-alt-propylene)
(PS-PEP) block copolymers in hydrocarbon solvents like alkanes. Alkanes are poor

solvents for PS and good solvents for the polydienes and PEP, respectively, such that

in all cases PS forms the micellar core. A common feature of these systems is the fact

that the thermodynamic interactions are significantly weaker than in water-based

micelles, reflected by small χ parameters or correspondingly by low interfacial

tensions. Accordingly, such systems are only weakly segregated, which may lead to

micellar cores considerably swollen by the solvent. This has been observed, e.g., by

SANS on PS-PI micelles in n-decane [74] and PS-PB micelles [30] in a series of

n-alkanes (CnH2n+2, where n ¼ 7,10,12,14, or 16) by using contrast variation and

detailed model fitting. For the PS-PI micelles in n-decane, the core was swollen with
15–25% solvent, depending on molecular weight. For micelles formed by a symmet-

ric PS-PB block copolymer, the solvent fraction was even higher (35–55%) but

decreased with increasing number of carbon atoms of the n-alkane solvent. The

opposite trend was observed for the aggregation number, which increases with

n although the interfacial tension stays constant or even slightly decreases from

5.7 mN/m for n-heptane to 4.8 mN/m for n-hexadecane. This unexpected behavior

can be understood by applying a modified mean-field model that properly takes into

account solvent entropy effects [30]. The chain exchange kinetics of the PS-PB

system was studied in the different n-alkanes by TR-SANS [150, 155]. The study

revealed that the exchange dynamics depend strongly on the choice of solvent. For

instance, in n-decane exchange is very fast and outside the time window accessible by

TR-SANS. This was still the case after lowering the temperature to 10C. If the
carbon length of the solvent is increased, the exchange dynamics decrease and is

slowest for n-hexadecane where the time scale is optimal for TR-SANS

measurements. It should be noted that the activation barrier, Ea, for unimer release

Fig. 23 Ln-log

representation of the

relaxation function R(t)
of PEP1-PEO20 star-like

micelles in water/DMF

mixtures with 25% DMF

at different temperatures.

Dashed lines depict fits with
a logarithmic time decay.

Reprinted with permission

from [101]. Copyright (2006)

by the American Physical

Society
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does not significantly change with the solvent size because γ stays almost constant.

Therefore, in order to explain the effect of solvent chain length, it was considered that

PS in the bulk state has a glass transition temperature (Tg) of 105
C but when swollen

with n-alkanes, Tg is significantly reduced. The swelling ability and solvent quality,

however, depend drastically on the number of carbons, n, of the n-alkyl solvent,
which in turn also changes Tg. For example, for a bulk PS containing 18 vol%

n-heptane, the glass transition is reduced from 105C to �11C whereas with

15 vol% n-octane Tg is only lowered to 40C [156]. Quintana et al. [157, 158] have

studied the micellization behavior of PS-PEP polymers in n-alkanes. They reported

that the dependence of micellar properties on the temperature is decreased for longer

n-alkanes. This was explained by a higher Tg of the PS core that is swollen to a lesser

extent as n increases. This trend was further confirmed by structural studies of PS-PEP

micelles in squalane by Choi et al. [159]. Squalane is a natural hydrocarbon with the

molecular formula C30H62. Dynamic light scattering and SAXS experiments showed

that below 100C micellar cores are practically unswollen. Clear penetration of

solvent into the PS core was observed only above 100C close to the bulk Tg of PS.
Nevertheless, the glass transition of PS-rich domains of PS-PI polymers in squalane

was found to be considerably reduced as measured by Lai et al. [160]. They found

that, depending on the PS weight fraction in solution, Tg is reduced to 70
C. Based on

these findings it is reasonable to assume that the measured decrease in the exchange

dynamics of PS-PB polymers in n-alkanes is directly related to the increase in Tg of
the PS core.

In order to be independent of any feature related to the glass transition, the kinetics

of PS-PB micelles formed in DMF were additionally studied by Lund et al. [101].

DMF is selective for PS such that the micelles consist of a melt-like PB core with a Tg
of �95C and a swollen PS corona. Structural studies by SANS have shown that the

PB core is solvent-free and the corona has a compact structure with a constant

polymer density distribution [155]. Hence, in DMF these micelles are inverted

analogues to those in n-alkanes but with unswollen cores. Exchange kinetics could

be conveniently measured by TR-SANS in a time range of 10 h until an almost

statistical distribution of proteated and deuterated block copolymers across the

micelles was reached. A thorough evaluation of the relaxation kinetics of the

symmetric PS-PB block copolymer micelles in n-hexadecane and in DMF shows in

agreement with the exchange kinetics in PEP-PEO micelles in water/DMF, i.e., a

logarithmic time dependence indicating an extremely broad distribution of relaxation

rates (Figs. 23 and 24).

Because this observation was obtained independently from three structurally

different types of micelles, it was concluded that the broad relaxation is an inherent

property of block copolymer micelles. Consistent with these findings is the almost

linear dependence of R(t) on a log-time scale of PS-PEP micelles in squalane

presented by Choi et al. [63]. They used TR-SANS to study two pairs of PS-PEP

micelles, d-PS–h-PEP-1/h-PS–h-PEP-1 and d-PS–h-PEP-2/h-PS–h-PEP-2 with dif-

ferent PS degrees of polymerization: pair 1, NPS � 255 and pair 2, NPS � 412. Each

specimen was measured at three different temperatures. Individual master curves

for R(t) were obtained by time–temperature superposition principles. A comparison

of R(t) of the two PS-PEP samples was done at a reference temperature of 125C and
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demonstrated an extremely strong dependence on NPS by approximately four orders

of magnitude in time (Fig. 25).

In order to describe the data, Choi, Lodge, and Bates [63] based their model on

theories of diffusion in block copolymer melts [161]. In their approach, the activa-

tion energy is written as:

Ea ¼ αχ � NB (119)

Fig. 24 Logarithmic chain

exchange kinetics of PS-PB

block copolymer micelles

(top) in DMF at 20C (stars)
and of inverted micelles

(bottom) with swollen PS

cores in n-hexadecane at
20C (circles) and 30C
(triangles). Lines depict fits
with a logarithmic time

decay. Reprinted with

permission from [101].

Copyright (2006) by the

American Physical Society
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Fig. 25 Comparison of the master curves in dilute solution of PS-PEP-1 (open symbols: blue
T ¼ 100C; green T ¼ 110C; red T ¼ 115C); and PS-PEP-2 (filled symbols: blue T ¼ 135C;
green T ¼ 140C; red T ¼ 145C) in squalane at Tref ¼ 125C. The shift factors aT used for

generating the master curves are shown in the inset. Solid lines are fits of the theoretical model of

Choi et al. [63, 152]. The dashed and dotted lines represent calculations with varying αχ in order

to demonstrate the high sensitivity of the fit to this parameter. Reprinted with permission from

[63]. Copyright (2010) by the American Physical Society
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where α again is a free prefactor and χ the Flory–Huggins interaction parameter, χN
denotes enthalpically unfavorable contacts between solvent and hydrophobic block

segments. We note that the scaling is equivalent to that presented for Ea in Eq. 37

with β ¼ 1.

Setting the time scale for the escape rate constant, Choi and colleagues used the

longest Rouse time to replace the pre-exponential factor in Eq. 377:

τ0 ¼ τR ¼ ξN2
Bl

2
B=ð6π2kBTÞ (120)

with ξ being the monomeric friction for PS. The use of Rouse relaxation was

justified by the fact that the short PS blocks are only weakly entangled. Motivated

by the observed dramatic dependence on NPS the authors anticipated that the

distribution of core chain length must play an important role in the exchange

dynamics. Hence, they modified the kinetics by using a Schulz–Zimm distribution

for the core chain length:

f ðNB; ζÞ ¼ ζζþ1

Γðζ þ 1Þ �
Nζ�1

NBh iζ � exp �ζ � NB= NBh ið Þ (121)

Here ζ ¼ 1/(Nw/Nn � 1), where Nw/Nn defines the polydispersity of the PS

polymer. We note that the Schulz–Zimm distribution is a two parameter function

where the width and the mean value can be adjusted independently. The use of the

one-parameter Poisson distribution requires that the polymerization process occurs

under ideal conditions, which in practical situations is not always guaranteed. By

fitting with the above-described model, Choi et al. obtained an excellent agreement

with the kinetic data using αχ and Nw/Nn as free parameters. Optimal fitting was

obtained for narrow polydispersities in close agreement with values received from

standard polymer characterization. Variation of this fit parameter results in significant

changes in the structure of R(t), while on the other hand small changes in αχ lead to a
strong shift of R(t) along the time axis, as demonstrated by the dashed and dotted lines

in Fig. 25. By using two block copolymers with different core block molecular

weights, the authors could finally uncover the hypersensitivity of chain length on

the kinetics that, consequently, leads to the pronounced effect of polydispersity. In

light of these results, Lund and coworkers [62] re-evaluated their data by considering

the prefactor α as a free parameter. Moreover, to account for the temperature

dependence, an attempt time τ ¼ τ0 � ξðTÞ= ξð47Þ � N
hNi
� �2=25� �

, with hNi being the

mean number of repeat units, that scales with the friction coefficient ξ(T) of PEP for a

homopolymer melt was considered. Thus, a perfect reproduction of the logarithmic

time decay was possible. However, a fit of β revealed β ¼ 2/3, indicating a fully

7 In the original work by Halperin and Alexander (c.f. Eq. 33), τ is a function of NB and NA, i.e.,

τ ¼ τ0 � g(NA, NB), also taking into account the diffusion of the chain within the corona. Here, this

is replaced by the Rouse time.
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collapsed insoluble block during the expulsion process. The parameter α(36π) was
fitted to be approximately equal to 3.3 instead of 4.8, as expected for spherical

globules. This disagreement was thought to be due to deviations from the spherical

conformation or to interfacial effects resulting from modifications of the surface

energy by the other block. The best value for τ0 was fitted to 2.4 � 10�7 s, which

is comparable to a typical elemental time expected for polymer dynamics. In sum-

mary, the work of Choi et al. and, subsequently, the novel interpretation of the data of

Lund et al. strongly corroborate that the pseudo-logarithmic time decay in the

equilibrium kinetics is a consequence of core block polydispersity, which can be

rationalized by a double exponential dependence of the exchange rate on chain length.

In principle, both experiments essentially confirm the validity of the theory of

Halperin and Alexander. However, there remain several contradictions concerning

the exact mechanism, in particular the adopted chain conformation during the

activated step of the exchange process. This still needs to be delineated in future

experiments. These details of the mechanism can be more conveniently studied using

a monodisperse system. Such a system will be discussed in the next section.

4.4 n-Alkyl-PEO Polymeric Micelles

The chain exchange kinetics of n-alkyl-PEO (CnH2n�1, where n ¼ 18, 24, or 30)

polymeric micelles in water was studied by Zinn et al. [103]. Structurally, the n-alkyl-
PEO polymers can be considered as hybrids between amphiphilic block polymers

(e.g., PEP-PEO or PEE-PEO) and nonionic Cn(EO)m surfactants. With respect to the

exchange kinetics, these materials were taken as model system because the polydis-

perse hydrocarbon block is replaced by a relatively short but truly monodisperse (Mw/

Mn ¼ 1)) aliphatic chain. Accordingly, if the above considerations were true, the

relaxation kinetics was expected to follow a single exponential decay. Moreover,

variation of n should directly reflect the dependence on chain length and thus the

effect of polydispersity on the time decay of R(t). In fact, the kinetic measurements

reveal a strong dependence on the alkyl chain length, as depicted in Fig. 26, where the

neutron detector count rates are plotted versus time after mixing the two differently

labeled (H/D) micellar species at room temperature (22C). The figure shows that

within five orders of magnitude in time up to 1,000 s, the count rate of the C30H61-

PE05micelles (squares in Fig. 26) stays constant revealing no chain exchange. For the

C18H37-PEO5 micelles (triangles Fig. 26) on the other hand, full equilibration

(depicted by the solid line in Fig. 26) was already obtained after a few milliseconds.

Apparently, the relaxation process is too fast to be resolved by TR-SANS. Only for the

C24H49-PEO5 system (circles Fig. 26) could the full process of chain exchange be

measured, indicated by the continuous decay of the count rate from initial to final state

in a time frame of 100 s. Figure 27 shows the corresponding relaxation function on a

logarithmic time scale. The linear decay in this representation perfectly revealed the

theoretically expected single exponential decay: R(t) ¼ exp(�t/τ0) with a character-

istic time τ0 ¼ 44 s. It should be mentioned that evaluation of the data using either the

model-dependent, fexc, or model-independent method, R(t), (for details see Sect. 3.2.2)
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gave the same results, most likely due to the chosen smallQ-range, where form factor

differences of the two differently labeled polymers do not play a role. The inset of

Fig. 27 shows relaxation curves measured at different polymer volume fractions of

ϕ ¼ 0.25%, 0.5%, and 1%. By normalization with ϕ, all curves fall on top of each

other indicating single unimer exchange as the dominating mechanism. Fusion and

fission as competing processes for chain exchange would lead to accelerated kinetics

because the probability of micellar collisions is increased with concentration. A single

exponential decay was also observed by dissipative particle dynamics simulation but,

in addition to single unimer exchange, contributions from small aggregate fragmenta-

tion/merging and unequal size fusion/fission were found as additional kinetic

mechanisms; however, all exhibit very similar relaxation times [162].

The observed strong dependence of the exchange rate on the n-alkyl chain length

together with the single exponential relaxation found for the C24H49-PEO5 system

supports the assumption of Choi et al. [63] that core block polydispersity leads to the

Fig. 26 Detector count rates

as a function of time after

mixing oppositely labeled

n-alkyl-PEO5 polymeric

micelles: squares n ¼ 30;

dots n ¼ 24; triangles
n ¼ 18; solid line final state.
[103]. Reproduced by

permission of The Royal

Society of Chemistry

Fig. 27 Relaxation function R(t) (filled circles) and fexch(t) (open squares) of C24H49PEO5 in a

log-ln plot at room temperature. The line represents the single exponential fit for R(t). Inset:
Concentration dependence of R(t) at 0.25% (diamonds), 0.5% (squares), and 1% (circles) polymer

volume fraction. [103]. Reproduced by permission of The Royal Society of Chemistry
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pseudo-logarithmic relaxation in polymeric micelles. This applies also for polymers

with small polydispersities (Mw/Mn smaller than 1.1), usually obtained by living

polymerization techniques. The actual distribution of chain length is demonstrated in

Fig. 28, which shows the result of a MALDI-TOF measurement of a polybutadiene

with Mn ¼ 1.305 kg/mol and Mw/Mn ¼ 1.05, similar to the molecular weight

characteristics of PEP1 used as hydrophobic block in the kinetic study of the

PEP1-PEO20 water/DMF system. In the MALDI spectrum, the individual chains

with different mass constituting the PB polymer are resolved. If one considers that

each of these chains has its own activation energy, the measured broad relaxation

pattern becomes obvious. It further leads to the conclusion that many block copoly-

mer micellar systems can only partially equilibrate since long chains with high

activation energies will not exchange on finite time scales. Therefore, the strict

distinction between dynamic polymeric micelles versus frozen nanoparticles, as

recently suggested by Nicolai et al. [163], cannot be made a priori. This presumes

on the one hand that the exchange rate is either very fast, such that even the long

chains will equilibrate, or on the other hand is very slow so that short chains are also

frozen on experimental time scale. However, in order to be certain, a kinetic study for

each individual block copolymer solvent system is required.

4.5 Chain Exchange in Soft Solids: Effect of Concentration

Kinetic experiments reviewed so far were all made in dilute solution at less than 2%

polymer volume fraction. In this concentration range the measured relaxation

curves were found to be independent of concentration, revealing single unimer

Fig. 28 MALDI-TOF measurement of a 1,4-PB with Mn ¼ 1.305 kg/mol and Mw/Mn ¼ 1.05
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exchange as the dominant mechanism for chain exchange in agreement with the

theoretical picture of Halperin and Alexander. Exchange due to other mechanisms,

e.g., fusion/fission or fragmentation/defragmentation, if at all existent can play only

a minor role because they would show a clear concentration dependence.

Recently, Choi et al. [152] measured the molecular exchange in ordered diblock

copolymer micelles, employing the same PS-PEP micelles in squalane as already

studied before in dilute solution by TR-SANS. At 15% polymer volume fraction,

the spherical micelles are packed on body centered cubic (bcc) lattices. Individual

micellar solution with 15 vol% of h-PS-PEP or d-PS-PEP were annealed far above

Tg, resulting in soft solids after cooling to room temperature. Blending of the soft

solids on a nanoscale level with a complete statistical arrangement of micelles was

achieved by a special cup-rotor mixer device [94]. The efficiency of this technique

was demonstrated by a combination of SANS and SAXS measurements. While the

SAXS data confirmed the bcc structure of the mixture, the SANS data showed the

single micellar form factor since intraparticle contributions were canceled out due

to the applied ZAC. Notable was the observation that in comparison to dilute

solution, individual micelles had increased aggregation numbers and core radii.

This was attributed to the system’s tendency to avoid energetically unfavorable

corona overlap by reducing the number density of micelles, as discussed in the

mean-field model of Grason [164]. The kinetic studies were carried out at different

temperatures above the glass transition of PS in an isotopic mixtures of squalane

(Tg � 70C). In order to account for the temperature dependence, individual master

curves were derived by the principle of time–temperature superposition. A com-

parison of the master curves at dilute solution and at 15% polymer volume fraction

are shown in Fig. 29 at a reference temperature Tref ¼ 110C for PS-PEP-1 and

Tref ¼ 145C for PS-PEP-2. We note that time-temperature superposition for the

higher concentrations does not work as well as for the dilute solutions. The data do

not exactly superimpose by using the shift factors, aT, shown in the inset of Fig. 29.
Nevertheless, the obtained curves show the typical logarithmic time decay consis-

tent with the finding at dilute solution. The relaxation curves obtained for the soft

solids are, however, shifted to longer times by more than one order of magnitude.

Because of the logarithmic form of R(t), the molecular exchange kinetics could be

described by the same theoretical model as already used for the dilute solutions (see

Eqs. 119, 120, and 121). Reasonable fits were obtained by increasing the activation

barrier through an increase in the parameter αχ and by slightly adjusting the

polydispersity of the core block.

The authors postulated several reasons for the slowing down of the exchange rate

at higher concentrations. These include weaker mobility arising from a higher glass

transition of the core polymer. A higher Tg was assumed because the tendency of

solvent to penetrate the core is reduced at higher block copolymer concentration.

However, this effect was considered to be too small to account for the dramatic

change observed for the chain exchange dynamics. It was also suggested that

increased core chain stretching arising from increased micellar sizes in the bcc

state could lead to altered Rouse dynamics. It was, however, estimated that core

block stretching cannot be so significant in the low entanglement regime to

reasonably explain the slowdown of the kinetics. As the most probable explanation,
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the authors proposed that the deceleration in chain exchange might arise from

considerable corona overlap of neighboring micelles at higher concentration.

Crowding of corona polymer should generate an additional contribution to the

activation barrier because a single polymer would be more easily soluble in dilute

solution than in semidilute solution.

Based on this experimental observation, Halperin extended the original scaling

model to higher concentrations by introducing an additional penalty term that takes

into account an increase in the osmotic pressure due to coronal screening. This was

outlined in Sect. 2.2.7. Halperin further suggested that for a systematic investiga-

tion, coronal screening can also be obtained by the addition of soluble corona

homopolymer while keeping a dilute solution of micelles. This would facilitate

the interpretation because other possible mechanisms like fusion and fission, which

are expected from computer simulation and theory, occur at higher concentrations

and need not to be discussed.

4.6 Cylinders Versus Spheres: Effect of Morphology

The influence of micellar morphology on the exchange kinetics in diblock copoly-

mer micelles has been investigated by Lund et al. [104]. The studied system was a

short chain PEP1-PEO1 copolymer with symmetric block composition in water/

DMF mixtures as selective solvents for PEO. The morphological behavior of this

system has already been described. The main features are illustrated in Fig. 20d.

Fig. 29 Comparison of the relaxation curves at dilute solution (open symbols, already shown

in Fig. 25) and of soft solids at 15% polymer volume fraction (filled symbols) in squalane for

(a) PS-PEP-1 at Tref ¼ 110C [originally measured at 110C (filled circles), 119.5C (filled squares)
and 130.3C (filled triangles); and (b) PS-PEP-2 for Tref ¼ 145C [originally measured at 144.5C
(filled squares), 156.5C (filled circles), and 165.5C (filled triangles)]. The shift factors aT used for
generating master curves are shown in the inset. Solid lines are fits of the theoretical model of Choi

et al. [63, 152]. Reprinted with permission from [152]. Copyright (2011) American Chemical Society
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It can be seen that cylinders are formed in water and in water/DMF mixtures with

low DMF fractions, i.e., high interfacial tensions, whereas spherical micelles occur

above �50 mol % DMF at low interfacial tensions. TR-SANS experiments were

performed at different DMF/water compositions for both cylindrical and spherical

geometries at 41%, 47%, 60%, and 75% DMF mole fraction. As already observed

for PEP1-PEO20 micelles [102], chain exchange became increasingly faster with

growing DMF content due to lower interfacial tensions (see Fig. 22). In order to

access the initial part of the relaxation, a stopped-flow apparatus for rapid mixing

was used. Technical details of the stopped flow method are given in Sect. 3.2.1.

However, with 75% DMF in the selective solvent mixture, chain exchange was

already too fast to be resolved even with the stopped-flow fast mixing technique.

The relaxation curves obtained for the other solvent compositions showed an

extended decay over several orders of magnitude in time, which for intermediate

and long time scales was again quasi-logarithmic. Accordingly, the data were

analyzed using Eq. 117 by taking into account the polydispersity of the PEP

block by a Schulz–Zimm distribution (Eq. 121). In accord with the model of

Choi, Bates, and Lodge [63], the longest Rouse time was used as pre-exponential

factor as defined in Eq. 120. Independent of the morphology, good fits were only

obtained by taking β ¼ 1 implying a stretched conformation of the insoluble block

during the expulsion process (see Sect. 2.2.6.).

The parameter α assumed values that were about a factor of three smaller than

expected from the geometrical estimate. Parallel to the transition from cylinders to

spheres, α slightly decreases. However, this does not clearly reflect any influence of

the morphology because the fits are very sensitive to α and other influences (e.g.,

arising from experimental uncertainties) cannot be fully excluded. Therefore, in order

to delineate any factors arising from the different morphologies, Lund et al. have

exploited the fact that at 50% DMF fraction the transition can be also induced by

heating. Dissolution of the polymer at room temperature leads first to stable cylindrical

micelles, which transform into spherical entities after annealing for several hours at

70C. Importantly, the transition is irreversible, meaning that the spherical shape is

preserved at low temperatures. The exchange kinetics was then measured in both

morphologies on the same specimen by TR-SANS under exactly the same conditions.

The authors found that the kinetics in spherical morphology is slightly but unam-

biguously faster than for cylinders, as shown in Fig. 30. With respect to the fit

parameters, the faster kinetics is reflected by a slightly smaller α while β ¼ 1 was

kept constant. This was found to be in accordance with the slightly more pro-

nounced decrease in α for varying DMF composition. The value of β ¼ 1was in

contrast to β ¼ 2/3 found for PEP1-PEO20 star-like micelles in which the PEP1

chain assumes a completely segregated spherical bud. It was argued that a stretched

conformation facilitates passage through the more dense corona of the spherical and

cylindrical crew-cut type micelles obtained from PEP1-PEO1 block copolymers.

An interpretation of the small differences in α is, however, difficult. It was

speculated that this has its origin in small variances in the local coronal structure,

which may be different for the cylindrical and spherical morphologies.

Kinetics of Block Copolymer Micelles Studied by Small-Angle Scattering Methods 131



4.7 Summary

In general, the experimental results obtained by the TR-SANS technique strongly

indicate that the component exchange kinetics of all the micellar systems investigated

occurs solely via the Aniansson and Wall mechanism, i.e., the insertion/expulsion of

only single chains at a given time even for elevated concentrations. The involved

activation energy for chain expulsion scales with the core block degree of polymeri-

zation and the interfacial tension: EA � αγNβ
B, thus determining the relaxation rate

double exponentially. The observed strong dependence on the core block degree of

polymerization finally allowed explanation of the logarithmic time decay by the finite

polydispersity of the insoluble block, even for chains with a narrow chain length

distribution. Thus, from theoretical and experimental points of view one can conclude

that the equilibrium kinetics in block copolymer micelles in dilute solution is

essentially understood. Solely the value of the exponent β and of the numerical

prefactor α remain unclear. For β ¼ 2/3, the activation energy is determined by the

interfacial tension arising from surface contacts between the fully collapsed insoluble

block and the solvent in the corona of the micelle. For β ¼ 1, the expelled insoluble

block is still swollen with solvent and Ea is determined by monomer–solvent contacts

via the Flory–Huggins interaction parameter, χN. A visualization of the two discussed

possibilities for chain expulsion is shown in Fig. 31.

Deviations of the parameter α from the theoretical value may be due to small

variations in local structural properties of the “activated complex” during the expul-

sion process. Here, factors like screening of solvent/core polymer contacts by the

corona block and ill-defined core–corona interfaces might come into play. However,

discrepancies could also arise from small uncertainties in the determination of

polymer characteristics. However, these discrepancies are obviously system-specific

and depend on selective solvent, type of block polymer, temperature, and degree of

polymerization and are thus of minor relevance for the general understanding of

equilibrium kinetics. From the experimental point of view, a more systematic study
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of the concentration dependence is desirable in order to scrutinize in more detail the

slowing down of chain exchange observed in ordered diblock copolymer micelles.

Moreover, the diffusion process through the corona should be investigated. Thus,

variation of the corona chain length needs still to be explored although this might

only be a minor factor and perhaps mostly relevant for star-like micelles. Motivation

for such a study can be found in recent computer simulation results [162], where a

quicker exchange rate was found by increasing the corona block length, which is in

conflict with the slower rate predicted by theory. The double exponential dependence

of γ and N could effectively be used to tailor micellar properties for applications such

as the production of frozen nanoparticles, for tuning rheological properties of tran-

sient networks built from telechelic polymers, or the control of release from micellar

cores for biomedical purposes.

5 Non-equilibrium Kinetics in Block Copolymer Micelles

5.1 Formation and Micellization Kinetics

Non-equilibrium kinetic processes typically involve monitoring a change in micel-

lar structure or morphology over time, or following the formation of micelles from a

molecular solution (unimers), i.e., micellization kinetics. Thus, in contrast to

equilibrium processes a perturbation is required. Typically this is achieved by

abruptly altering the thermodynamic conditions, which can be achieved either via

extensive parameters like temperature and pressure, or by changing intensive

parameters such as salt concentration or pH.

Fig. 31 Scheme for two possible scenarios for chain expulsion determining the activation energy:

core chain forms a bud in the corona (top) or adopts a linear conformation (bottom) leading to an

exponent β ¼ 2/3 or 1, respectively. Reprinted with permission from [104]. Copyright (2011)

American Chemical Society
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Classically, studies of micellization kinetics involve monitoring the time-resolved

response of micelles using either fluorescence spectroscopy or light scattering

methods. SAX/SANS techniques have not been used very extensively so far but are

becoming increasingly popular because the technical feasibility has increased signifi-

cantly over the last few years due to more advanced instrumentation and more

powerful sources. The main limitation of light scattering and fluorescence spectros-

copy methods is the lack of relevant structural resolution. Consequently, the struc-

tural evolution of micellar systems, whose typical sizes are of the order of 1–50 nm,

cannot be followed during the course of the kinetic process. An exception is large

particles of the order of several hundreds of nanometers, which thus enter into the

window of light scattering. Consequently, most studies discuss relaxation times,

which cannot be straightforwardly related to specific kinetic processes.

As mentioned in the Introduction, there is some unclear terminology related to

kinetics of micelles: often the terms “micelle dynamics” or “micelle kinetics” are

used interchangeably for equilibrium kinetics (exchange kinetics), relaxation kinetics

(micelle–micelle relaxation kinetics) and micellization kinetics (unimer–micelle

transition). We will focus on results related to micellization kinetics of block

copolymers starting from unimers, although in some cases we will also mention

results more related to re-equilibration kinetics. The term “dynamics” will be

associated with molecular level diffusion, rotations or elemental rotations/vibration,

etc. and will be left out of this review.

5.1.1 Temperature-Jump Experiments

As in experiments related to equilibrium or near-equilibrium kinetics, micellar

growth can be induced using larger amplitude T-jumps, thereby perturbing the system

from a unimer to micellar state. This requires temperature-sensitive polymers that

undergo micellization upon heating or cooling. A particularly well-studied block

copolymer system is poly(ethylene oxide)–poly(propylene-oxide)–poly(ethylene

oxide) (PEO-PPO-PEO; Pluronics) triblock copolymer in aqueous dispersions. PPO

exhibits a LCST and is generally not water soluble at ambient temperature. PEO-

PPO-PEO undergoes a unimer–micelle transition in a range of approximately

10–35C, depending on molecular weight, composition, and concentration [165].

The transition temperature is referred to as the critical micellization temperature

(cmt), which is equivalent to the cmc at constant temperature.

The first applications of the T-jump method to study kinetics related to micelles

is due to Kreschek et al. [166] and Eyring and coworkers [167, 168] in the late

1960s to early 1970s. The rate of dissociation of various ionic surfactants was

measured by suddenly increasing the temperature using electrical resistance heating

and capacitor discharge following the change in time using scattered light. While

the experiments showed qualitatively that the kinetics occurred on a typical milli-

second timescale, not much more information could be obtained due to a lack of

angular resolution. Block copolymer systems are generally more robust towards

environmental changes than surfactants. Consequently, polymer systems where at
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least one block is thermosensitive are used and micellization is induced by crossing

the cmt via a sudden temperature jump or quench. A disadvantage is, however, that

systems are usually in the proximity of the microphase boundary and thus typically

not well segregated, complicating comparisons with theories that often assume

strong segregation.

Honda et al. [169, 170] employed a thermosensitive poly(α-methylstyrene)–poly

(vinyl phenethyl alcohol) (PαMS-PVPA) block copolymer system with two molec-

ular weights that micellize in benzyl alcohol below 24C and 50C, respectively. In
the experiments, the system was completely dissolved into unimers at 60C and

subsequently abruptly quenched to various temperatures in the micellar region of

the phase diagram using a pre-thermostated sample and measuring cells. Subse-

quently, the system was monitored in real time using simultaneously time-resolved

static and dynamic light scattering. By investigating two molecular weights and

various temperatures, a thorough and systematic investigation of the system was

made. Interestingly, the micellization process was found to be very slow and

occurred on a time scale of hours. For the lowest molecular weight (8.1 kg/mol),

a single exponential growth was found whereas for the higher molecular weight

block copolymer (12.5 kg/mol) the kinetics was slower and could be fitted with a

double exponential decay. This behavior was interpreted in terms of nucleation and

growth type kinetics and a clear distinction was made with respect to the Aniansson

and Wall-type kinetics that predicts a double exponential behavior close to equilib-

rium. By comparing the information obtained from both dynamic and static light

scattering, it was observed that the radius of gyration and the hydrodynamic radius

increase more rapidly in the beginning compared to the molecular mass. The

polydispersity, obtained using a cumulant expansion, appeared to decrease towards

the end of the micellization process. The micellization process was therefore

pictured as having a rapid initial process that bears some similarity to a nucleation

and growth process and is characterized by an increase in the number of micelles.

The time constant of the first process was observed to decrease with increasing

concentration. This process is followed by a slower reorganization process, inde-

pendent of concentration, reflecting an equilibration mechanism where the number

of micelles decreases but the micelles increase in overall size.

Small Temperature-Jump Studies of Pluronics

Hecht and Hoffman [126] investigated the kinetics of Pluronics micelles using a

capacitor discharge in the micellar solution containing electrolytes to increase the

conductivity and amplify the temperature jumps. Using this method, T-jumps ranging

from 0.05 to 2.4 K were obtained. The micellization was followed using light

scattering at a fixed angle of 90. T-jumps were performed both below and above

cmt at different concentrations without any clear distinction between the nature of the

kinetic process. In other words premicellization, micellization and micelle–micelle

equilibration kinetics were investigated, leaving a theoretical comparison difficult.

This study thus indicates the existence of “pre-critical” micelles. Interestingly, the
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time evolution of the scattered signal was found to be close to exponential in all cases.

Typical time constants ranged from 1 s to a few milliseconds; however, no clear

physical interpretation of the results was presented.

Later studies of Pluronics have similarly been performed without a clear distinc-

tion between micellization kinetics and micelle–micelle relaxation kinetics

[115, 127–129]. Contrary to the study of Hecht and Hoffmann, these studies reveal

the presence of two [115, 127] or three time constants [128, 129]. The first two were

interpreted in terms of the Aniansson and Wall theory and attributed to unimer

absorption and unimer exchange-mediated reorganization kinetics. The third relax-

ation time constant was proposed by Kositza et al. [128, 129] on the basis of a

infrared laser-induced T-jump and attributed to “clustering of micelles into larger

aggregates” and was observed with increasing amplitude close to the cloud point of

the sample, i.e., a micellar fusion mechanism related to a macrophase separation. In

one of the works by Kositza et al. [128], the effect of impurities, inherently present

in industrial grade Pluronic samples, was investigated by fractionation and purifi-

cation. The results showed that although the first (fast) process was not apprecia-

tively affected by impurities, the second and third processes were slowed down,

suggesting that these processes are dependent on the structural composition. It was

also found that addition of hydrophobic compounds led to much larger clusters,

especially around the cmt.

In the experiments of Goldmints et al. [127] and Kositza et al.[128, 129] men-

tioned above, an iodine-based laser heating was used, which provides a faster heating

as compared to a traditional resistance-based heating apparatus (“Joule heating”).

Using Joule heating, a certain thermal inertia may be important and cause a time-lag

as opposed to the instantaneous perturbation often assumed in theories. Consequently,

if the heating time is slow, the process may be regarded as a gradual thermal

equilibration process rather than a deep non-equilibrium quench, which would lead

to a nucleation-like process. Using an intense laser operating in the infrared region,

Ye el al. [171] obtained a much faster heating (typical time of 10 ns) and a tunable

T-jump by fine-tuning the laser output power. However, because of thermal loss, the

temperature relaxed back to its initial value after only about 100 ms. The fluorescence

intensities of a dilute Pluronics solution containing a hydrophilic fluorophore after

several ultrafast heating runs with different laser power are displayed in Fig. 32.

Fig. 32 Time-dependent

fluorescence intensity of a

hydrophilic fluorescent probe

(ANS) in a Pluronics aqueous

solution under different laser

powers. Solid lines display
fits of a single exponential

growth law. Reprinted with

permission from [171].

Copyright (2007) American

Chemical Society
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Interestingly, the study showed that both the fluorescence and light scattering

signals exhibited a similar single exponential growth law, with a relaxation time of

about 0.1–1 ms after a temperature jump ΔT � 1 K close to the cmt. A single time

constant was interpreted in terms of the unimer insertion rate constant, k+, and
discussed within the Aniansson and Wall theory (c.f. Sect. 2.2.5). The absence of a

slower relaxation process could be related to a restricted total time interval of only

100 ms.

Other Temperature-Jump Studies

The temperature jumps achieved by lasers and capacitor discharge Joule heating are

usually very small; of the order of some few degrees Kelvin, limiting the techniques

to marginally segregated systems close to cmt. In addition, the temperature will

typically follow a pulse-like time dependence and will decay to the initial tempera-

ture after a relative short time (typically 100 ms [171]) due to energy dissipation.

An alternative method can overcome this problem by using a stopped-flow appara-

tus with a rapid mixing temperature jump system (mT-Jump from BioLogic

Scientific Instruments, France). This set-up achieves temperature changes by

mixing two solutions of different initial temperatures T1 and T2. The final tempera-

ture of the mixture (T3) is calculated from the initial temperatures and the mixing

ratio of the two solutions and can be kept stable over a long period after mixing. In

this way, the initial solution can be quenched rapidly through fast mixing to a

different temperature with relatively large temperature jumps, ΔT.
Liu and coworkers employed this method to study the micellization kinetics of a

double hydrophilic diblock poly(N-isopropylacrylamide)–poly(2-diethylamino ethyl

methacrylate) (PNIPAM-PDEA) in aqueous solution [172]. The results obtained after

a temperature jump from 20C (unimers) to different final temperatures are shown in

Fig. 33.

As seen in Fig. 33, the micellization occurs increasingly rapidly with the ampli-

tude for moderate ΔT, reflecting deeper quench and thus increasingly unstable

unimers. For the largest ΔT, the intensity is smaller and the terminal relaxation is

actually slower than for the lower temperatures. This might indicate that the micelles

are trapped in smaller aggregates and the terminal kinetics is slower at higher

temperatures where the segregation between the core PNIPAM block and the solvent

is larger. Interestingly, at intermediate ΔT the size of the initial micelles are larger

than the terminal ones. The resulting intensity curves (reflecting both a change in

aggregation number and number of micelles as well as distribution) could be tenta-

tively fitted to a double exponential growth model. The fit results show that the fast

relaxation time (τ1) decreased with the micellar concentration while the second,

slower relaxation time, τ2, was found to be virtually independent of the concentration,
in line with the observations by Honda et al. [169]. The results were discussed in

terms of a dominating unimer exchange mechanism.
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5.1.2 Stopped-Flow Experiments

As seen from the results from the T-jump experiments described above, there is a

tendency in the literature to analyze the data in terms of two relaxation constants, even

for highly non-equilibrium processes such as micellization kinetics. This is not

obvious because micelle formation kinetics involves a distribution of many types of

intermediate aggregates and will not necessarily behave in the way Aniansson and

Wall predicted for small perturbations away from equilibrium (“linear regime”).

Perhaps a more convenient way of inducing micellization is by adding a component

that selectively precipitates one of the blocks. Fast kinetic measurements in the order

of microseconds can be achieved with modern instruments by using a stopped-flow

apparatus for rapid mixing, as described in Sect. 3.2.1. Because micellization is

induced very rapidly, this technique is in principle very suitable for comparing

experimental data with theory.

The earliest measurements using stopped-flow and light scattering to study kinet-

ics of block copolymer micelles were done by Bednar et al. [173]. In their work, both

the micellization kinetics and dissociation kinetics of two commercial block

copolymers (“Kraton”) were studied: an A-B poly(styrene-b-ethylene/propylene)
(SEP) diblock and an A-B-A poly(styrene-b-ethylene/butylene-b-styrene) (SEBS)

triblock copolymer. The polymers were molecularly dissolved in mixtures of

1,4-dioxane and heptane that were poor solvents for either EP/EB or S blocks. Micelle

formation with EP or EB as core block was then studied by rapidly adding additional

pure 1,4 dioxane to the solution. Dissociation of the micelles could be observed by

adding heptane to the mixture. Although heptane is a good solvent for the EP or EB

blocks it is a marginally bad solvent for PS and thus dissolution of the system is only

possible in a solvent mixture and the micelles are likely to have partially swollen

Fig. 33 Time evolution of the scattered intensity upon different temperature jumps of the poly

(N-isopropylacrylamide)–poly(2-diethylamino ethyl methacrylate) (PNIPAM-PDEA) block

copolymers undergoing micellization in water. The temperatures shown indicate the final tempera-

ture after a jump from 20C. Reprinted with permission from [172]. Copyright (2007)WILEY-VCH

Verlag GmbH & Co. KGaA, Weinheim
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cores. The kinetics was observed using a light scattering instrument at a fixed angle

θ ¼ 90, thus limiting the experimental outcome to a net scattered intensity without

structural resolution in terms of the radius of gyration, Rg, or similar quantities. For

micelle formation, the data were best fitted with a sum of two simple exponential

decay functions. The individual relaxation time constants, τ1 and τ2, were not given
but an “average” value was defined by τ ¼ a1τ1 + a2τ2 where a1 and a2 ¼ 1 � a1
are the normalized amplitudes. The mean relaxation time was found to be about

40 and 70 ms for the diblock and triblock copolymer micelles, respectively. For the

decomposition kinetics, the process was observed to be too fast for the diblock

copolymer (< 1 ms) whereas for the triblock copolymer micelle a mean relaxation

time of about 140 ms was found. Although a theoretical analysis was not performed,

the authors speculate that the finding of two relaxation times probably reflects a

continuous spectrum of relaxation times.

In a study by Kositza el al. [129] on Pluronic micelles, the kinetics was

investigated using both the laser temperature jump and a stopped-flow method. The

results after adding salt to a solution originally below cmt showed that micellization

could be induced. The associated intensity was characterized by a double or single

relaxation time constant depending on concentration. Despite the fact that the initial

conditions were completely different, the stopped-flow results seem to indicate a

terminal relaxation time similar to the T-jump experiments (τ2) for certain

temperatures. No quantitative correspondence was found for the fast process. A

similar dependence, where τ2 decreased with concentration, was observed and

interpreted as a redistribution process by which the micelles might undergo fusion

or fission.

Johnson and Prud’homme [174] investigated the micellization kinetics indi-

rectly by applying an analytical confined impinging (CIJ) mixer to induce micelles

and studied the effect of the mixing speed on particle size ( a process coined “flash

nanoprecipitation”). By using poly(butyl acrylate)–poly(acrylic acid) (PBA-PAA)

diblock copolymers, the system could be molecularly dissolved in methanol. By

adding water, which is selective towards the PPA block, micelles can be induced.

Once formed, the micelles were expected to be kinetically frozen, i.e., further

ripening of the micelles was inhibited by the high interfacial tension and the

aggregates could be regarded as stable particles. By applying various mixing

times, τmix, the supersaturation as well as the so-called Darmköhler number were

varied. The latter is defined here asDa � mixing time/micellization time, τmix/τmic.

The dependence of Da on concentration and mixing time is given in Fig. 34.

As can be seen from Fig. 34, below certain mixing times of between 20 and

60 ms, depending on concentration, the micellar dimensions were independent of

both mixing time and concentration. At the breakpoints, the characteristic time was

taken as the micellization time, henceDa � 1. ForDa > 1, the measured radii were

found to be a function of concentration [generally R ¼ R(conc)], as well as to

depend on τmix. The latter regime is characterized by large inhomogeneities in the

solvent mixture that homogenize at time scales longer than the time it takes to form

the particles, i.e., the system can fuse and exchange unimers for a long time, leading

to larger particles. It is also likely that the particles in this regime would be much

Kinetics of Block Copolymer Micelles Studied by Small-Angle Scattering Methods 139



less defined and more polydisperse. The characteristic micellization times deduced

from the breakpoints were found to increase with decreasing concentration. From

this fact it was speculated that the micellization process follows a two-step mecha-

nism, characterized by a nucleation event almost independent of concentration,

followed by a concentration-dependent fusion/fission event. It should be mentioned,

however, that a nucleation process followed by unimer exchange should also

depend on concentration (see Sects. 2.3.2 and 2.3.3). Thus, a definitive conclusion

cannot be reached from these data alone without measuring the actual time

evolution.

In a series of publications, Liu and coworkers employed a sophisticated experi-

mental design using a stopped-flow apparatus combined with both light scattering

and fluorescence techniques to study a range of block copolymer systems ranging

from responsive A-B diblock [8, 175–177], A-B-C triblock [47, 178], and miktoarm

star block copolymers [179]. We will briefly go through results related to diblock

copolymers. In a study from 2007, Zhang et al. [176] investigated a pH-responsive

double-hydrophilic poly(2-diethylamino ethyl methacrylate)–poly(dimethylamino

ethyl methacrylate) block copolymer system end-labeled with a pyrene group,

allowing fluorescence spectroscopy to be used in parallel with light scattering.

The time dependence after pH-jumps qualitatively indicated that the growth curve

of the fluorescence intensity displays a more “stretched behavior”, i.e., the process

is characterized by the existence of several, or perhaps a distribution, of rate

constants. The fits performed showed that although the time evolution of the

scattered light displayed a double exponential behavior, the fluorescence intensity,

characterizing the association of pyrene groups into excimers, demanded three

rather than two discrete relaxation constants for reasonable fits. The initial incre-

ment of the intensity was assigned to the formation of oligomeric aggregates that

cannot be detected with light scattering. Although the second process observed with

fluorescence spectroscopy showed a similar time scale as the initial process in light

scattering, the slow process (τ3) was much slower than that observed with light

scattering. All time constants were found to decrease with increasing concentration.

Fig. 34 Hydrodynamic

diameter of the particles

formed in a CIJ mixer

induced by a selective solvent

to a stream of soluble

copolymer. The mixing time

and aggregation time are

equivalent at the breakpoint,

where Da � 1. [174].

Copyright (2003) by the

American Physical Society
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Chain Length Dependence

In a study by Zhang et al. [177], the effect of hydrophobic chain length on the

micellization kinetics was investigated in a series of poly(ethylene oxide)–poly

(2-diethylamino) ethyl methacrylate) (PEO-PDEA) block copolymers with varying

PDEA molecular weight. Again, the time dependence of the scattered light was

approximated by a growth function consisting of a sum of two exponentials. Interest-

ingly, the time constant of the second, slow process slightly decreases with increasing

hydrophobic block length. This was accompanied by a tendency for increasing

concentration dependence as well as a decreasing apparent activation energy with

chain length. These rather unexpected results were interpreted as an increasing

dominance of fusion and fission processes because of an increasing suppression of

pathways involving unimer exchange (increasing hydrophobicity). The activation

energy, Ea, varied from about 8 to 3 kJ/mol, which seems rather low for a fusion

process. However, the measurements were performed on time scales from some

milliseconds to seconds and it is not clear whether the terminal relaxation reflects

the final equilibration to the true equilibrium state. As the final relaxation may be

exceedingly slow, it might be that the measured τ2 only reflects an apparent value.

“Schizophrenic” Block Copolymer Micelle Systems

In a series of studies [8, 175], so-called schizophrenic systems were investigated.

These are diblock copolymers that may undergo micellization with either one block

or the other to form the micellar core, depending on pH and/or salt concentration. In

one study, for micelles formed by poly(4-vinylbenzoic acid)–poly(N-morpholino

ethyl methacrylate) (PVBA-PMEMA), the results show that the micellization

process induced by a pH-jump exhibited a fast initial growth and a slow terminal

growth, where the latter could not be described by a simple relaxation constant.

Consequently, only the initial part of the data was fitted to a two-exponential growth

function. With this description, the initial process was found to accelerate upon

increasing the concentration whereas the second process remained roughly con-

stant. Salt-induced micellization, however, led to a τ1 that was roughly independent
of concentration while τ2 decreased. Interestingly, the micellar dissolution kinetics

induced by dilution or an inverse pH-jump led to a very fast decay that could be

described with a single exponential. Also, the remicellization kinetics (“inversion

kinetics”), whereby the systems are transformed from micelles with one core-

forming block to the other, was investigated. The associated kinetics exhibited in

some cases an initial decay followed by a slower growth characterizing the re-

equilibration of the micelles.

In a work on a double stimuli-responsive PNIPAM-PDEA block copolymer,

micellization was triggered by either precipitating the PDEA upon a pH-jump or by

performing a T-jump to selectively precipitate the PNIPAM block. The kinetics upon

T-jumps has already been discussed above and was found to be represented by two

relaxation constants: τ1 was found to decrease with concentration while τ2 was
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essentially independent of concentration. However, for the pH-induced micellization

process, both τ1 and τ2 were found to decrease with concentration. This difference

was attributed to electrostatic charges present in the corona during the thermally

induced micelization process, leading to a prevention of corona overlap and hence a

decreased probability of micellar fusion. Moreover, activation energies for both

processes were found to be very similar (about 35 and 38 kJ/mol, respectively) and

the time scales differed by a factor of about five. This was taken as an indication of a

predominant fusion/fission mechanism in both processes, although in this case these

time constants might reflect a continuum.

Influence of Salt Addition

Liu and coworkers investigated a series of A-B-C triblock copolymers, where the

C-block is selectively precipitated upon a pH-jump to alkaline conditions [47]. The

results showed very similar results as for the A-B diblock copolymers and was

again analyzed in terms of two relaxation constants, the first decreasing with

concentration and the second being concentration independent. Again, two very

similar apparent activation energies were found, where Ea for the second, slower

process was even smaller than for the faster process. This indicates a larger entropic

barrier for the second process, leading to τ2 > τ1. In a second paper [178], the effect
of addition of salt was studied. It was found that upon addition of salt, a gradual

increase in the concentration dependence of the second process was found. The

obtained results for τ2 as a function of concentration are given for different added

salt amounts in Fig. 35. The results were interpreted as a signature of an increased

occurrence of fusion/fission due to screening of electrostatic interactions between

corona blocks. Interestingly, the micellization rate was faster at lower salt contents,

indicating that, although the fusion might occur in addition to unimer exchange, the

terminal process is slower, possibly due to higher interfacial energies and more

stable micelles. The latter may occur because addition of electrolytes is well known

to induce larger interfacial tensions between hydrocarbons and aqueous solutions

[180].

Ge et al. [179] investigated the formation kinetics of vesicles by pH-jumps in a

system consisting of a zwitterionic diblock copolymer, poly(2-(methacryloyloxy)

ethyl phosphorylcholine)–poly(2-(diisopropylamino)ethyl methacrylate) (PMPC-

PDPA) using a combination of stopped-flow and light scattering. The kinetics of

pH-induced formation was shown to be tentatively described by three distinct relaxa-

tion processes for the early stages of vesicle self-assembly (0–40 s). The kinetics of

vesicle formation in the later stage (for times longer than some minutes) was

investigated using dynamic light scattering. It was found that both the hydrodynamic

radius and the polydispersity decrease approximately exponentially with a single

characteristic relaxation time. The observed multiple time constants were interpreted

in terms of theoretical considerations, where the unimer-to-vesicle transition is pro-

posed to proceed via a series of four steps: spherical micelles to cylindrical micelles to

lamellae platelets that are finally wrapped-up into vesicles [10, 181, 182]. Such a
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pathway could be more rigorously verified using time-resolved SAXS or SANS

whereby the intermediate nanostructures can be observed directly. An example

using this technique is given in the next section.

5.1.3 Time-Resolved SAXS with Millisecond Resolution

Most of the works mentioned so far have used light scattering or fluorescence

spectroscopy to follow the kinetics, hence the experiments provide little or no

structural resolution. In a recent work by Lund et al. [183], synchrotron SAXS was

coupled with a stopped-flow apparatus in order to study micellization kinetics with a

millisecond time resolution and nanometer structural resolution. In this study, an

amphiphilic model system consisting of a well-defined PEP1-PEO20 block copoly-

mer in DMF/water mixtures was used. As previously mentioned, both DMF and

water are bad solvents towards PEP but good solvents for PEO. The PEP1-PEO20

system is very useful for studying micellization because in pure DMF only single

chains (unimers) are present, but the block copolymers aggregate into well-

segregated micelles as soon as some water is added. Hence, micellization can be

induced by rapidly mixing a solution of PEP1-PEO20 in DMF with water in a

Fig. 35 Concentration of the slow terminal relaxation constants observed for the micellization

kinetics of pH-sensitive A-B-C triblock copolymers with different amount of added salts. Reprinted

with permission from [178]. Copyright (2007) American Chemical Society
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stopped-flow apparatus. Typical time-resolved scattering curves were obtained using

a high-brilliance synchrotron SAXS instrument (ID02, at the European Synchrotron

Radiation Facility, ESRF) and show the increase in scattered intensity associated with

the formation of micelles (see Fig. 36a). The scattering could be described with a

core–shell micellar scattering model (c.f. Sect. 3.1.6), thereby allowing the extraction

of detailed parameters of the internal structure of the micelles at all times.

Fig. 36b shows the aggregation number, Pmean, plotted against the corresponding

thickness of the micellar corona, Rcorona ¼ Rm � Rc for three concentrations in a

double logarithmic representation. The data agree well with the prediction [38, 40]:

Rcorona � P
1=5
mean expected for star-like micelles. The results thus show that the

micelles grow like well-defined star-like micellar entities. No regime where the

size grows faster than the molecular weight, which was observed on a less

segregated system by Honda et al. [169], were observed in this case. This probably

reflects the fact that the initial time range of the micellization in this is too fast to be

captured (t < 2–3 ms). Also, for star-like micelles only a few chains are necessary

to achieve a star-like structure [38].

The time dependence of the aggregation number, Pmean, deduced from the

core–shell model fits (Sect. 3.1.6) for three concentrations, is given in Fig. 37.

The observed growth behavior shown in Fig. 37 could be approximately fitted

using a phenomenological model in the form of a stretched exponential Pmean

� 1 – exp[�(kt)β]. This yields in all cases an exponent β of about 0.2. A trial fit to

a sum of two exponentials did not give satisfactory fits, in contrast to other results

[169, 171, 176]. The broad relaxation suggests an intrinsically broadly distributed

kinetic growth process that cannot be described with a finite number (typically

1–3) of relaxation times An approximate two-exponential behavior is expected

for micelle relaxation kinetics after a sudden external disturbance, but only very

close to equilibrium [55, 60] that is not the case for micellization kinetics

observed deep in the micelle region. The data at the shortest times suggest the

existence of a fast initial aggregation (t < �5 ms) that cannot be entirely resolved

experimentally. This process seems to become exhausted at intermediate times

leading to a “shoulder” of Pmean that changes with concentration. The terminal

relaxation towards a common equilibrium then appears to slow down with time,

the overall rate increasing with concentration.

The concentration dependence of the terminal relaxation has been observed

earlier in light scattering experiments and sometimes qualitatively attributed to

fusion/fission processes [176]. In [183], however, the relaxation curves could be

described using the nucleation and growth model highlighted in Sect. 2.3.3 where

growth was only allowed to occur unitarily through unimer exchange kinetics. The

corresponding size distribution extracted from the fits are displayed in Fig. 38.

The size distribution of micelles gives a very detailed view of the micellization

process. Extracted parameters such as the unimer concentration and the Gaussian

width are correlated with the mean aggregation number, giving a complete view of

the process in Fig. 38b. The results reveal the following scenario: First, the initial free

unimers are consumed rapidly in a nucleation-like event that leads to the formation of
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Fig. 36 (a) Scattered
intensity at different kinetic

times during the micellization

of a 0.25 vol% PEP1-PEO20

block copolymer in a 90 mol%

DMF/water solution.

Solid lines display fit results

using the scattering model

functions (see text for details).

(b) Scaling of the thickness of

the corona, Rcorona, with the

aggregation number of the

micelles, Pmean, both deduced

from the core–shell fits for the

0.125% (stars), 0.25%
(squares), and 0.5%

(triangles) solutions, in double
logarithmical representation.

The linear fits (solid lines)
almost perfectly reproduce the

theoretically expected scaling

law for star-like micelles:

Rcorona � P
1=5
mean [183].

Copyright (2009) by the

American Physical Society

Fig. 37 Experimentally determined growth behavior and comparison with a unified nucleation

and growth model. Time dependence of the aggregation number, Pmean, extracted from the fits for

all three total volume fractions on a logarithmical time scale: 0.125% (stars), 0.25% (squares), and
0.5% (triangles). Solid lines represent a fit using the nucleation model described in the text.

Typical error bars are shown [183]. Copyright (2009) by the American Physical Society
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metastable micelles (region I in Fig. 38c). In analogy with Ostwald ripening for

macrophase separation, the microphase separated micelles can only grow further if

other micelles dissolve. However, an important distinction here is that while in

Ostwald ripening the system in principle grows to macroscopical scales, the micelles

are limited to the equilibrium size set by the thermodynamics of the micelle itself.

In this model, this “coarsening mechanism” occurs through unimer exchange

(region II in Fig. 38c). This continues until the micelles achieve their equilibrium

size (region III in Fig. 38c). These results show that nucleation and growth including

only unimer exchange kinetics is sufficient to describe the kinetics. This does not

necessarily exclude the presence of other mechanisms such as fusion and fission but,

in the sense of a physical minimum model, unimer exchange is sufficient to describe

all data. In order to further advance understanding, systematic TR-SAS studies in

which molecular parameters such as molecular weight, composition, etc. are varied

Fig. 38 Nucleation and growth view of the micellization process. (a) The time evolution of the

distribution of the micellar ensemble in terms of the aggregation number, Pmean, corresponding to

the fit results of the 0.5%micellar system. (b) Time evolution of the unimer concentration (circles)
compared to the associated increase in Pmean (squares). Also shown is the relative Gaussian width
of the micellar distribution σre1 ¼ σ/Pmean (triangles). (c) Illustration of the micellization process

showing the fast nucleation event, which essentially consumes all the unimers (region I), followed

by a region where the micellar growth slows down and is temporarily nearly frozen due to the lack

of available unimers (region II). The terminal slow growth towards the final equilibrium is

governed by the amount of free unimer and thus effectively limited by the unimer expulsion/

insertion process between the metastable micelles (region III). [183]. Copyright (2009) by the

American Physical Society
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would be very helpful. Complementary, more theoretical modeling is necessary in

order to fully understand the mechanisms and kinetic pathways. Here computer

simulations are particularly useful. A summary of existing works on this topic will

be covered in the next section.

5.1.4 Computer Simulations

The central questions occupying theoreticians and experimentalists are the mecha-

nism and kinetic pathways of self-assembly. To answer these questions, computer

simulations are particularly useful because the coordinates of each molecule can be

traced individually and pathways can be observed directly. The challenge for

computer simulations is to access the relatively long time scales needed to observe

micellization kinetics, which can only be done using coarse-grained models, rela-

tively few particles, and/or by excessively long computation times.

An early simulation work was presented by Mattice and coworkers [184] in

which A-B diblock copolymers consisting of 5–45 monomers for each block were

studied. The simulations were performed in cubic simulation cells with 443–883

lattice sites. The total concentration of the polymers were found to be in the range of

0.5–6%. Results obtained after starting from typically a few hundred chains

revealed a rapid initial step that essentially consumed all single unimers, followed

by a very slow coarsening process that was not fully equilibrated within the

simulation time. In the work, no direct detailed analysis or evaluation of the kinetic

pathway was performed. Nevertheless it was observed that upon increasing the

interaction strength between the hydrophobic block and the solvent or increasing

the insoluble block length, smaller trapped metastable micelles were detected.

These micelles were found to essentially “freeze” the self-assembly process, at

least on the time scale of the simulations.

Using full atomistic force field-based molecular dynamics simulations, Marrink

et al. [185] simulated the micellization process of 54 dodecylphosphocholine (DPC)

surfactant molecules in water on short time scales from some picoseconds to some

tenths of nanoseconds. The results showed that the process is diffusion limited but

that the surfactant aggregation still occurred on time scales much faster than expected

from theoretical calculations. It was speculated that long-range interactions could

enhance the aggregation rate. However, upon varying the interaction potential, it was

concluded that this did not influence the results. Instead, water-mediated long-range

hydrophobic interactions were suggested as a possible alternative explanation for the

observed behavior. Interestingly, the simulation runs revealed that the micelles

aggregate into larger cylindrical micelles at higher DPC concentration, whereas

smaller spherical micelles are formed at lower concentrations. The difference was

attributed to finite size effects and a small number of particles.

In a work by Chen et al. [186], Brownian dynamics was used to simulate the

formation of micelles constituted of PS-PEO in water, with the particular aim of

investigating the processes involved in “flash nanoprecipitation”. The effective

(coarse-grained) potential was carefully mapped to experimentally determined
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quantities of the system in order to obtain as realistic simulations as possible. In that

way, the authors were able to reproduce the structural and thermodynamic properties

of the system. Still, instead of changing the interaction parameters associated with the

abrupt change in solvent composition experienced by the diblock copolymer under

the experimental conditions, micellization was induced by quenching the tempera-

ture. Thus, the quenching time, corresponding to the mixing time in experiments, is

controlled by the cooling rate. The results showed that the block copolymers

aggregated into micelles with similar sizes and dimensions as observed experimen-

tally. However, the time scale (a few milliseconds) was found to be considerably

faster than that experimentally determined, which ranged from 20 to 60 ms. Also,

although previous experiments showed that the micellar size decreases with increas-

ing mixing time until the break (20–60 ms), the simulations showed the opposite

trend; the micellar size increases with mixing time until a breakpoint that occurs at

lower times than in experiments. This discrepancy was attributed to the different time

scales probed in simulations (t � 5 ms) and that in the experiments the system was

allowed to grow further through fusion/fission, although the mechanisms were not

analyzed in detail in this work.

The mechanism and pathways of self-assembly were investigated in great detail

in a work by Li and Dormidontova [162], who analyzed a system consisting of

oligomeric block copolymers, A2-B3 and A4-Bx (the numbers indicate the numbers

of beads, x ¼ 4, 6, or 8) using dissipative particle dynamics. This simulation

technique combines molecular dynamics and Brownian dynamics-type simulations,

giving the advantage of accessing relatively large temporal and spatial time scales.

The growth curve associated with the weight and number average molecular

weights of the aggregates (Mw and Mn respectively), was found to be significantly

different. Here Mn was found to stabilize to an equilibrium size more rapidly than

Mw, indicating that the number of micelles assumes a constant value earlier but the

micelles are increasingly polydisperse in size with time. By tagging different

micelles as a function of time, it was found that the aggregation numbers exhibited

discrete jumps with amplitudes much larger than 1, indicating fusion events during

the course of the reaction. It was also found that unimer exchange was primarily

important in the first part of the micellization process (nucleation event); at later

stages processes involving fusion/fission of micelles were more dominating. The

latter was manifested in a bimodal character of the distribution function of Mw

where two peaks were clearly visible at intermediate stages during the micellization

process. Increasing oligomer concentrations were found to speed up the whole

micellization process, which was attributed to increased probabilities of micellar

collision and fragmentation. The distribution function in terms of the aggregation

number is plotted as a function of time in Fig. 39.

In order to understand the interactions controlling the mechanisms behind self-

assembly, the interaction energy between the hydrophobic core chains and the

solvents as well as the corona chain length were also varied. The results show that

the effect of incrementing the hydrophobic energy is threefold: First, the initial

nucleation-like event appears to be essentially unaffected; second, the time window

of micellization expands, i.e., the time for completion increases; and third, the
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importance of unimer exchange increases during the final stage of micellization.

Also, fusion/fission events appear to be virtually unaffected upon an increase in the

interaction energy although events involving small aggregates were found to be less

likely to occur. The effect of increasing corona length was, perhaps surprisingly,

found not to affect the relative contributions from the different mechanisms;

instead, the overall rate of events decreased. It should be mentioned that the range

of molecular weights studied by Li and Dormidontova corresponds to oligomers and

that there might be a significant difference for polymers. This is still to be studied

and compared to experimental results, providing a significant challenge for future

studies.

5.2 Morphological Transition Kinetics

Most of the works related to the kinetics of morphological transitions have been

performed in systems of regular (low molecular weight) surfactant micelles.

Examples include micelle-to-vesicle transitions [187–189] studied by TR-SANS

coupled with stopped-flow or with time resolved small-angle static and dynamic

light scattering [190, 191]. Such morphological transitions have also been observed

using TR-SAXS in other systems [192–194], where the processes can be resolved

on time scales of only a few milliseconds. Since morphological transition kinetics

of surfactant micelles have been extensively reviewed elsewhere [14, 15, 189, 195],

this will not be covered in more detail here because we are mainly dealing with

block copolymer systems in this review.

For block copolymer systems, most studies are related to ordering kinetics and

morphological transition in melts or concentrated solutions. Examples include

disorder-to-order [196], lamella-to-cylinder [197], cylinder-to-sphere [198], and

Fig. 39 Time evolution of

the aggregation number

distribution for A2B3

oligomers undergoing

micellization. Note the

bimodal character of the

distribution function at

intermediate time stages.

Reprinted with permission

from [162]. Copyright (2010)

American Chemical Society
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cylinder-to-gyroid [199] transition kinetics. Because we are dealing here with

micellar solutions, these examples fall out of the scope of this review.

It has been widely reported that amphiphilic diblock copolymers can self-assemble

into various nanoscale morphologies such as spheres, cylinders, and vesicles

[46, 200]. The type of morphology that is obtained in a certain block copolymer

solvent system was found to depend on the hydrophilic fraction of the block copoly-

mer [201, 202], the overall molecular weight [142], solvent quality [48, 203], and

temperature [204, 205]. Also, the polymer concentration was found to affect the

morphology and the size of the aggregates [203]. The transitions between different

morphologies of strong amphiphilic block copolymer aggregates in water are gener-

ally irreversible. In particular, vesicles are non-equilibrium structures in a trapped

metastable state analogous to frozen spherical micelles [46]. The kinetics of the

morphological transitions can be accelerated by the use of co-solvents with higher

compatibility to the insoluble block or by variation of temperature such that the

transitions are reversible [203–205]. Hence, it was argued that the speed of single

chain exchange also determines the reversibility of the transition process. However, in

a recent work by Lund et al. [48], it was shown that the transition from cylinders to

spheres is very fast whereas the reverse process will not take place on finite time

scales, although the single unimer exchange was measured to be very fast in the

transition region. We note that both morphologies are thermodynamically stable

within their range of existence, as was explicitly shown from model calculations

taking into account the variation of structural parameters with the interfacial tension

[48]. The irreversibility of the cylinder-to-sphere transition is thus due to a kinetic

hindrance, which generally implies that for morphological transitions mechanisms

other than pure chain exchange are active.

Unfortunately, kinetic studies of morphological transitions in block copolymer

micellar systems are very rare. Most important in this context is the work of

Eisenberg and colleagues, who explored the kinetics and mechanisms of various

transitions of polystyrene310-b-poly(acrylic acid)52 (PS310-b-PAA52) block copoly-

mer in water/1,4-dioxane mixtures. A morphological phase diagram of the ternary

system, PS310-b-PAA52/water/1,4-dioxane was elaborated by Shen and Eisenberg

[203] employing freeze-drying transmission electron microscopy (TEM), turbidity

measurements, and static and dynamic light scattering. Starting from molecularly

dissolved block copolymer chains in 1,4-dioxane they found upon addition of water

the following sequence of morphologies: spheres, coexisting spheres and rods, rods,

coexisting rods and vesicles, and vesicles at all polymer concentrations. It was

found that in this system the appearance of the morphologies is reversible. The

formation of the coexisting mixtures of morphologies is thermodynamically con-

trolled, as concluded from the fact that they are identically formed independent of

the pathway. Burke and Eisenberg [206] studied the kinetics and mechanisms

involved in the sphere-to-rod and rod-to-sphere transitions of this system by TEM

and turbidity measurements. The transition was induced by adding small amounts

of water close to the morphological boundary for the forward transition and

1,4-dioxane for the reverse transition. Analysis by double exponential equations

revealed two relaxation steps in both directions. The observed time scales in
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forward and backward directions were found to be comparable to each other. In the

forward direction, the evaluation of TEM micrographs showed the formation of an

irregular pearl necklace structure by adhesive collision of spheres, which reorga-

nize in a second slow step into smooth rods. The inverse transition starts with the

formation of bulbs at the end of the rods, which in the rate-determining second step

are released from the ends of the cylindrical body. The kinetics of both transitions

was found to depend on the initial solvent composition, the magnitude of the

solvent jump, and the initial polymer concentration. Systematic studies have

shown that the kinetics are mostly affected by the initial conditions, i.e., location

in the morphological phase diagram.

Using the same techniques as described above, Chen et al. [207] studied the

rod-to-vesicle transition by adding water to the ternary system, PS310-b-PAA52/

water/1,4-dioxane in the corresponding region of the phase diagram. Similar to

the observation in the sphere-to-rod transition, the kinetics were governed by

two consecutive steps. The first step involves the flattening of short rods to

circular lamellae followed by the second step, which is the closing of the

vesicles. The rates of the shape transformation crucially depend on the initial

water content. The studies revealed that the larger the initial water content, the

slower the relaxation times. This was also the case for increasing polymer

concentration, while the size of the jump did not change the relaxation times

significantly.

The corresponding vesicle-to-rod transition was investigated by Burke and

Eisenberg [208]. The transition, monitored by turbidity measurements, could be

described by a single relaxation step. The TEM micrographs revealed that the

reorganization to rods proceeds through a sequence of intermediate structures:

first the deformation of a vesicle to a “bowtie” shape structure was seen, which

afterwards develops into dumbbells. Elongation of the long axis finally leads to the

formation of thin rods. It was argued that the driving force is the increase in the

curvature energy due to the change in the bilayer thickness. The instability is then

relaxed by the transformation to thinner rods which, apparently, is the energetically

favorable morphology for the final solvent composition. In summary, the work by

Eisenberg and colleagues impressively demonstrates that the transition between

different morphologies proceeds via different pathways, including the formation of

different irregular intermediate structures. Thus this work reveals that, besides

single chain exchange, other mechanisms are important for a shape transformation.

However, reorganization of structures will not take place whenever unimer

exchange is not existent, i.e., aggregates are in a frozen metastable state. We note

that, except for the studies of Eisenberg and colleagues, there is a lack of systematic

studies on the kinetics and mechanisms of morphological transitions. Time resolved

small angle scattering on suitable block copolymer/solvent systems may help to

obtain a clear picture of the general mechanisms governing morphological

transitions in block copolymer micelles.
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6 Concluding Remarks and Future Challenges

In this review, we have provided a selective overview of theoretical and experi-

mental studies on kinetic processes in block copolymer micellar systems. We have

demonstrated the strengths of time-resolved small-angle scattering techniques by

highlighting recent examples from the literature. Most of the available literature in

this field is either related to equilibrium exchange kinetics or micellization kinetics.

Although limited in number, the examples given illustrate impressively the poten-

tial and strength of these techniques. Primarily, as a common feature of both methods,

TR-SAXS and TR-SANS provide a structural resolution of the kinetic processes of

self-assembled systems on the nanometer scale. Individually, the strengths of

TR-SAXS for studying kinetic processes is the high flux available at synchrotron

sources, which allows experimenters to resolve fast kinetic processes such as block

copolymer micellization in the millisecond range on small sample volumes. The

advantage of TR-SANS on the other hand is the ability to exploit H/D contrast

variation, which makes this technique unique for studying fundamental aspects of

equilibrium kinetics like the influence of temperature, interfacial tension, and chain

length. Even fine details like the chain conformation during the expulsion process or

contributions from “hidden” processes like diffusion or fusion/fission are accessible.

Time-resolved techniques show promise for the future as improved technical

capabilities and more powerful neutron and X-ray sources emerge. For neutrons,

particularly promising is the planned construction of the powerful European Spall-

ation Source (ESS), which will allow time resolutions approaching submilliseconds

as well as the use of smaller and more dilute samples. Although the flux at synchro-

tron sources will still be significant larger, H/D contrast variation provides enhanced

contrast over X-rays as well as a playground for performing studies of equilibrium

kinetics in soft matter systems that cannot easily be achieved by other techniques.

Additionally, neutrons may provide a significant advantage because beam radiation

damage, which is a concern in particular for synchrotron studies of aqueous systems,

is not an issue with SANS.

Increased flux and more powerful sources will also be particularly useful for the

study of biological or biohybrid materials, which often are only available in small

quantities. This demands a significant quality in terms of both flux and background

as biomaterials often are characterized by weak signals and/or low contrast. Com-

bining time-resolved wide-angle and small-angle scattering techniques can be

expected to be particularly useful to bridge mesoscopic and microscopic scales,

providing full structural information and information on correlations between local

and global motions. This places an additional demand for low background and

accurate background subtraction that constitutes a significant challenge to instru-

mentation development in terms of stability and optimization.

Despite its rather short history, TR-SAS techniques have helped to resolve many

aspects of kinetic processes in micellar systems, in particularly the equilibrium

kinetics. However, many challenges remain for the future. For block copolymer

micelles, these include studies of morphological transitions, drug encapsulation and
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release, etc. For the kinetics of biological systems, such as membranes and

assemblies involving secondary and tertiary structures of proteins, TR-SAS is still

to be exploited on a wider scale. In a notable example, the KZAC/TR-SANS

technique was used to study and understand the equilibrium exchange kinetics in

phospholipid vesicle structures [209, 210], showing the existence of both

intermicellar exchange processes and “flip-flop” motions. In the future, studies

are likely to be related to conformational changes, diffusion, and structural

transitions that can be investigated in great detail using the combined structural

and temporal resolution of TR-SAS techniques. Other applications likely to come

are investigations of kinetics in drug delivery carrier systems, where stability as

well as diffusion processes can be investigated.

For surfactant micelles, studies on the micellization kinetics and equilibrium

kinetics are still to come although, for the latter, results from a hybrid system

consisting of a short n-alkyl head group and a polymer tail were presented in

Sect. 4.4. Studies of such systems constitute significant challenges for the instrumen-

tation as the time scale of these systems approaches ranges of a few milliseconds and

even submilliseconds. With improved and increased availability of neutron and X-ray

sources, the next decade is likely to see a significant increase in the application and

continued success of time-resolved scattering techniques in soft matter, material, and

biological sciences.
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Ordering of Polypeptides in Liquid Crystals,
Gels and Micelles

Chunhua Cai, Jiaping Lin, Zeliang Zhuang, and Wenjie Zhu

Abstract Ordered structures assembled from polypeptides have attracted a great

deal of attention over the past few decades. Both α-helix and β-sheet conformations

of polypeptides support the formation of ordered structures during the assembly

process. For polypeptides with α-helix conformation, the ordered structures are

formed mainly by side-by-side packing of α-helix rods. For polypeptides with

β-sheet conformation, ordering of the chains can be achieved by parallel or antipar-

allel packing. The ordering characteristic of polypeptide chains gives rise to

fascinating assembly behaviors of polypeptide homopolymers and copolymers in

solution. Usually, a decrease in polymer concentration is accompanied by the

assembly of polypeptides into liquid crystals (LCs), gels, and micelles. This review

describes the ordering structures of polypeptides in these assemblies. In LC

structures, polypeptide homopolymer chains are packed in a highly ordered fashion

with smectic, nematic, and cholesteric phases. Both polypeptide homopolymers and

copolymers support the formation of gels in solution. The dislocated side-by-side

packing of polypeptide helices is the basic ordering characteristic of the

polypeptides in gels. Compared with the α-helix conformation, gels formed from

polypeptides with β-sheet conformation show higher stability. In dilute solutions,

amphiphilic polypeptide copolymers can self-assemble into micelles that include

cylinders, vesicles, and complex hierarchical structures. The ordering nature of the

polypeptide chains can be observed in the assemblies. The close relationship with

proteins makes polypeptides and their assembly structures ideal models for protein

research and promising candidates in biorelated applications.
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B Biphasic region

BD Brownian dynamics
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CHCl3 Chloroform

DCA Dichloroacetic acid

DL-PA Poly(DL-alanine)

DHP Dendron-helical polypeptide
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DP Degree of polymerization

DPD Dissipative particle dynamics
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PArg Poly(L-arginine)

PBLG Poly(γ-benzyl L-glutamate)

PClBLA Poly(β-p-chlorobenzyl L-aspartate)

PDI Polydispersity index

PDMS Poly(dimethylsiloxane)

PEG Poly(ethylene glycol)

PEO Poly(ethylene oxide)

PFS Poly(ferrocenylsilane)

PHEG Poly[N5-(2-hydroxyethyl) L-glutamine]
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PIAA Poly(isocyano-L-alanine-L-alanine)

PIAH Poly(isocyano-L-alanine-L-histidine)

PLeu Poly(L-leucine)

PLGA Poly(L-glutamic acid)

PLL Poly(L-lysine)

PMLG Poly(γ-methyl L-glutamate)

PNIPAm Poly(N-isopropylacrylamide)

POM Polarizing optical micrograph

PPLA Poly(β-phenethyl L-aspartate)

PZLys Poly(ε-carbobenzoxy L-lysine)

S Periodicity of cholesteric LC

SAXD Small-angle X-ray diffraction

SAXS Small-angle X-ray scattering

SEM Scanning electron microscopy

SFM Scanning force microscopy

TCE Trichloroethylene

TEM Transmission electron microscopy

TFA Trifluoroacetic acid

THF Tetrahydrofuran

1 Introduction

Over the past few decades, increasing attention has been paid to synthetic polypeptide

materials, including their syntheses, properties, and applications [1–14]. Polypeptides

are derived from amino acids and their derivates. The continuing interest in

polypeptides is mainly stimulated by their close relationship with proteins.

Polypeptides can be used as a model system for protein research. Learning from

natural proteins, polypeptides with diverse structures and functionalities have been

widely synthesized and studied. The biorelated applications of the polypeptides and

their assemblies are active topics of current research.

Polypeptides can be synthesized through biological and chemical methods [15].

In biological strategies, pure polypeptides with exact molecular weights and

identical monomer sequences can be obtained [16–18]. Chemical techniques can be

applied to prepare polypeptides with high molecular weights and are also advanta-

geous for preparing polypeptide–polymer conjugates [19–25]. The most applied

chemical method for polypeptide synthesis is the N-carboxyanhydride (NCA)

route, which was first proposed by Leuchs about 100 years ago [26]. The synthesis

of high molecular weight polypeptides and diverse polypeptide–polymer

conjugates makes the research on polypeptides an active topic.

One of the unique properties of polypeptides is that they can adopt various

conformations such as intramolecularly H-bonded α-helix, intermolecularly

H-bonded extended β-sheet, and flexible random coil [5, 27]. For high molecular

weight polypeptides, the α-helix conformation is a predominate structure.
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Polypeptides with low molecular weights usually adopt the β-sheet conformation.

When polypeptides are dissolved in denaturant solvents, the random coil confor-

mation can be observed [28, 29].

The ordered structures assembled from polypeptide homopolymers and

copolymers in both bulk and solution have attracted a great deal of attention over

the past few decades and could continue to be an active theme in the future

[30–38]. In solution, both the α-helix and β-sheet conformations of polypeptides

facilitate the formation of ordered structures in liquid crystals (LCs), gels, and

micelles during the assembly process. Usually, LC structures are assembled from

polypeptide homopolymers in concentrated solutions [39–41]. In solutions with

moderate concentrations, gels are usually formed by both polypeptide homopolymers

and copolymers [42–44]. In dilute solutions, polypeptide copolymers are able to self-

assemble into diverse micelle structures with a solvophilic shell, while the

solvophobic polypeptide chains are packed in an ordered manner in the micelle

core [45–47].

The ordering of polypeptide chains, typically for α-helix conformation, is similar

in the structures of LCs, gels, and micelles. In LCs, polypeptide homopolymers are

usually packed in a side-by-side manner to form a highly ordered arrangement in the

form of nematic and cholesteric phases [39, 40]. For polypeptide homopolymers with

identical chain length (polydispersity index, PDI ¼ 1.0) or polydisperse polypeptides

end-capped with a bulky group, a smectic LC phase can be observed [48, 49]. In

homopolymer gel structures, larger dislocation of side-by-side packing of polypep-

tide helices is essential to form fiber-like structures as well as physical crosslinkers

[42, 50–52]. For block copolymer gels, because of the existence of flexible chains, a

smectic-like packing manner of polypeptide helices is adopted, in which the long axis

of polypeptide helices is perpendicular to the long axis of gel fiber, and the flexible

chains are spread out into the surroundings [44, 48, 53, 54]. Polypeptide-based

copolymer micelles self-assembled in dilute solutions can preserve the ordered

packing of polypeptides in the aggregates of cylinders, vesicles, and complex hierar-

chical structures. The ordering nature within the domain endows the polypeptide

micelles with unique properties compared with conventional coil–coil type copoly-

mer micelles, e.g., high stability and diverse morphologies [55–59]. For the

polypeptides with β-sheet conformation, ordered structures can be achieved by

parallel or antiparallel packing of polypeptide chains, which can be found in poly-

peptide gels and micelles [36, 54, 60]. When the α-helix or β-sheet conformation

transforms to a random coil conformation, the ordering feature of polypeptides in

these structures is destroyed and a subsequent variation in structure and morphology

can be observed [61–63].

The research on polypeptides and their assembly behaviors is important and

beneficial for several areas. First, polypeptides can be used as a model polymer with

various chain rigidities. Polypeptides can adopt conformations of α-helix, β-sheet
and random coil, which can transform into each other under controlled conditions.

The α-helix to random coil transition in solutions is especially interesting. Thus,

polypeptides can serve as an ideal model for investigating the influence of polymer

rigidity on the assembly behavior of polymers. Second, the synthetic polypeptides
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can be regarded as a simple model for proteins. Both α-helix and β-sheet
conformations are basic secondary structures of proteins. The studies on ordered

structures of the polypeptides, especially in hierarchical structures, can contribute

to the prediction of the tertiary structures of proteins. Third, due to their biocom-

patibility and biodegradability, polypeptides and their assemblies are promising

candidates as biorelated materials for use in, for example, drug delivery and tissue

engineering scaffolds. Overall, the research on polypeptides and their ordered

structures can enrich our knowledge of polymer science and also provide useful

information for preparing advanced materials for medical and biotechnological

applications.

In this review, we summarize the features of polypeptide ordered structures in

LCs, gels and micelles and outline recent advances in this field. The article is

divided into four main parts. The first part reviews the ordering of polypeptide

homopolymers in LC structures. Polypeptides with rigid α-helix conformation can

form LCs in concentrated organic solutions. Common aspects of the LC structures

are briefly described. Recent advances, such as the conformation-induced chole-

steric LC chirality transitions, the discovery of smectic phase, and the reentrant

isotropic transitions, are the main content of the section. In the second part, ordering

of polypeptide chains in gels is discussed. The structure of homopolymer gels is

compared with homopolymer LCs and studies on copolymer gels are featured in

detail. Samples formed in both organic and aqueous solutions are referred to. The

ordering of polypeptides in self-assembled micelles in dilute solution is

summarized in the third section. The ordering structures can be found in self-

assemblies of cylinders and vesicles. The ordered packing tendency makes poly-

peptide copolymers an important candidate for producing hierarchical aggregates.

Lastly, conclusions and outlook are presented.

2 LC Structures of Polypeptide Homopolymers

Polypeptides adopt α-helix conformation when they are dissolved in organic

solvents such as N,N0-dimethylformamide (DMF), CHCl3, and benzene. When

the concentration is relatively high, LC structures are usually formed by the side-

by-side ordered packing of rigid polypeptide chains. The ordering characteristics of

polypeptides was first observed from the LC structure [39, 49, 64–72]. The forma-

tion of polypeptide LCs requires two crucial characteristics, rigidity of the polymer

chain and ordering of the rod chains. Thus, only the α-helix polypeptide supports

the LC structures. The helix-to-coil transition of polypeptide chains can destroy the

LC ordering. In this section, typical LC structures and the arrangement of polypep-

tide chains in the LCs are discussed.
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2.1 Typical LC Structures

LCs of polypeptide homopolymers were first described in the 1950s by Elliott and

Ambrose, who observed a birefringent solution phase of poly(γ-benzyl L-glutamate)/

chloroform (PBLG/CHCl3) mixtures [71]. As shown in Fig. 1, polypeptides are able

to form classical LCs with smectic, nematic and cholesteric phases. Smectic LC

(Fig. 1a) shows the highest degree of order among the three phases, and is mainly

found for polypeptides with identical degrees of polymerization (DPs). In the

smectic phase, polypeptide chains are positionally ordered along one direction,

forming well-defined layers that can slide over one another. In the nematic phase

(Fig. 1b), polypeptide chains have no positional order and self-align to have long-

range directional order with their long axes roughly parallel. Aligned nematics have

the optical properties of uniaxial crystals, which makes them useful in LC displays.

The most common polypeptide LC structure is the cholesteric phase (Fig. 1c). This

phase exhibits a twisting of the molecules perpendicular to the director, with the

molecular axis parallel to the director. The polypeptide molecules rotate by a small

constant angle from one layer to the next. The cholesteric LCs show a unique

property in that they reflect circularly polarized light when it enters along the

helical axis and elliptically polarized light if it comes in obliquely. When the

rotated angle of neighboring layers is zero, the cholesteric LC structure transforms

to nematic phase. Therefore, in some cases, the cholesteric LC structure is classified

as a chiral nematic phase.

2.2 Nematic and Cholesteric LC Structures

The most prominent characteristic of cholesteric LC is a set of equally spaced

parallel lines (bright and dark lines) somewhat reminiscent of a fingerprint when

observed by polarizing optical micrograph (POM). The distance between the

alternating bright and dark lines is called the periodicity S, which is equal to half

the pitch of the torsion of cholesteric LC. Such experimental results are explained

by a helicoidal structure, as shown in Fig. 1c.

The periodicity S of polypeptide LCs is found to be dependent on the tempera-

ture, polymer concentration, solvent nature, molecular weight, etc. [40, 73–75].

S

a b cFig. 1 Classification of

polypeptide LCs:

(a) smectic, (b) nematic, and

(c) cholesteric phases.
S indicates the periodicity of

cholesteric LC
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For example, for the system of PBLG/m-cresol LCs, in the temperature range of

30–60�C, right-handed cholesteric LCs are observed and the periodicity S increases
with increasing temperature [74]. At 60�C, the cholesteric character disappears and
nematic LCs are formed. Above this temperature, left-handed cholesteric structures

appear and the periodicity S decreases with increasing temperature. Regarding the

dependence on the nature of the solvent, results from the PBLG LCs formed in

dioxane-dichloroethane mixed solvent showed that the chirality of the LC

transformed from right-handed to left-handed with increasing volume fraction of

dichloroethane [75]. For such phenomenon, the dielectric constant of the solvents is

believed to be one of the important influencing factors. Usually, a solvent with

lower dielectric constant supports a right-handed cholesteric structure.

In addition, the chirality of polypeptide backbones was found to have a remark-

able influence on the handedness of LC structures. For example, Abe et al.

investigated the LC structure of poly(β-p-chlorobenzyl L-aspartate)/trichloroethylene
(PClBLA/TCE) systems [76]. They found that the chirality of the LCs is opposite

to the screw sense of the polypeptide backbone. At room temperature, PClBLA

takes the right-handed α-helical conformation, while the chirality of the LC is

left-handed. Discrete conformation change of the polypeptide from right-handed

to left-handed α-helical takes place between 80 and 100�C. Accordingly, the LC

structures change from left-handed to right-handed, separated by the nematic phase.

Figure 2 shows the POM images of LC structures that changed from left cholesteric

(90�C) to nematic (97�C) and then to right cholesteric (102�C) with increasing

temperature.

In another work on poly(β-phenethyl L-aspartate)/trichloroethylene/dichloroacetic
acid (PPLA/TCE/DCA) systems, they found a more complex LC phenomenon

[77]. With increasing the solution temperature, the screw sense of the polypeptide

backbone changed from left-handed to right-handed and then to left-handed

(L–R–L). The primary reason responsible for such a helix–helix transition resides

in a small free-energy difference in the conformational states of the flanking side

chain of the opposite handedness [78]. Simultaneously with the helix–helix transition,

Fig. 2 POM observations of a concentrated PClBLA solution (25 wt%) in TCE. The birefringent

cholesteric texture changes its sign from (a) left (90�C) to (c) right (102�C) with increasing

temperature. (b) The cholesteric pitch diverges in the transition region (97�C). The screw sense

of the polypeptide backbone transforms from right to left, accordingly. Reprinted with permission

from [76]. Copyright 2005 Wiley-VCH
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the handedness of LCs gradually changes from right to left and then to right (R–L–R).

Thus, the temperature dependence of the LC structures can be divided into three

characteristic regions: I (T < 25�C), II (25�C < T < 89�C) and III (T > 89�C),
each of which is separated by the nematic phase. The cholesteric sense inversion at

the boundary between regions I and II, as well as between II and III, is triggered by

the reversal of the screw sense of the α-helical backbone. When DCA is eliminated

from the system, the transitions shown in the lower part of Fig. 3a tend to be

suppressed and a result similar to that presented in Fig. 2 from PClBLA/TCE solution

can be obtained.

2.3 Smectic LCs

Smectic ordering is common in low molecular weight LC compounds and has also

been observed for rodlike tobacco mosaic virus in colloidal solutions [49, 64]. How-

ever, the smectic LC phase in solution is rarely observed for polypeptide

homopolymers due to the polydisperse nature of chemically synthetic polypeptide.

Tirrell’s group reported for the first time the formation of smectic LC structures

from monodisperse polypeptides derived from PBLG (DP ¼ 76, counter length

114 Å), which was synthesized via recombinant DNA technology [49]. The LCs of

modified PBLG were obtained in mixtures of CHCl3 (97%, v/v) and trifluoroacetic

acid (TFA; 3%, v/v). The addition of TFA inhibits aggregation of PBLG in

concentrated solutions while the low concentration does not destroy the rigidity

of polymer chains. Figure 4a shows a POM image of a ~35 wt% solution of PBLG

in CHCl3/TFA. The solution is iridescent with a fan-like texture suggestive of

smectic order. The solution-cast films maintained their LC order after solvent

Fig. 3 (a) Phase diagrams for a ternary solution of PPLA in TFA/CHCl3 (3/97 w/w). Solid lines
indicate phase boundaries between liquid crystalline (LC) and isotropic (I ) states and dashed lines
those between right- and left-handed α-helical states; B biphasic region. (b) PPLA conformation-

induced the transition of LC handedness. Reprinted with permission from [77]. Copyright 1997

Wiley-VCH
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evaporation. The densitometer scan of the SAXD pattern of the film (Fig. 4b,

curve a) shows a well-defined maximum at a spacing of 114.5 � 1.4 Å, as well

as the corresponding second-order reflection at 57.0 � 0.3 Å. The coincidence of

the helix length and the observed layer spacing strongly suggests smectic-like

ordering in the cast solid film. In contrast, a solid film of polydisperse PBLG with

comparable molecular weight (DP � 98, PDI ¼ 1.2) yields no small-angle

reflections in a similar diffraction experiment (Fig. 4b, curve b). Shown in Fig. 4c

is the illustration for the smectic LC structures. As can be seen, the helical rods

arrange in layers of thickness 114.5 Å, and the distance between two PBLG rods is

12.5 Å, which corresponds to the diameter of PBLG rods.

The polydispersity of polymer is the main reason for the lack of a smectic LC

phase of chemically synthetic polypeptides. However, when a compact and bulky

group is capped on polypeptide ends, the situation can be rather different. During

self-assembly in concentrated solutions, such modified polypeptides can self-

assemble into a smectic LC phase [48, 79]. For example, Winnik et al. found that

dendron-helical PBLG (DHP; Fig. 5a) copolymers can form smectic phases in

CHCl3 [48]. The dendritic block prevents the DHP copolymers from aligning into

a nematic phase. As shown in Fig. 5b, the concentrated solution (>40 wt%) of the

DHP copolymers in THF shows a birefringent texture under the POM observation.

SAXS experiments on the dried solid from the concentrated THF solution show two

diffraction peaks at 7.2 and 3.3 nm, which suggests that the DHP exhibits smectic-

like order in concentrated solution. The proposed two-dimensional layer structure

of DHP that results from an antiparallel stacking of DHP is presented in the inset of

Fig. 5b. The result suggests that smectic ordering of the DHP copolymers in

solution is feasible with a dendritic molecule as a non-random coil block, even

though the PBLG block is polydisperse in chain length. However, it should be noted

that due to the polydispersity of PBLG blocks and the flexible nature of the

peripheral alkyl chains of the dendron block, the LC phase of DHP is not well

ordered and thus it is proper to call the LC structure a “smectic-like” phase.

The success in constructing highly ordered smectic phase in solution by using

modified polydisperse polypeptide homopolymers rather than monodisperse
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Fig. 4 (a) POM image of PBLG in CHCl3/TFA. (b) Densitometer scans of the SAXD patterns of

films prepared from solutions of monodisperse PBLG (curve a) and polydisperse PBLG (curve b).
(c) Smectic structure of PBLG, showing the origin of the 12.5 Å and 114.5 Å reflections. Reprinted

from [49], by permission from Macmillan Publishers Ltd: Nature, copyright (1997)

Ordering of Polypeptides in Liquid Crystals, Gels and Micelles 167



samples is significantly valuable for the preparation of well-defined supramolecular

structures. From smectic PBLG LCs, highly ordered ultrathin PBLG films with

controlled layer spacing and thickness can be prepared. When the rods are oriented

perpendicular to the substrate, they can be used as nonlinear optical and piezoelec-

tric materials [49, 64]. When the rods in the films are organized parallel to the

substrate, the mono- or multilayer films are useful in creating patterned arrays for

use in sensor technology. In addition, the LCs can be further functionalized through

functionalizing the tethered bulky groups or polymer chains. The findings on the

smectic LC structure from modified polydisperse PBLG thus not only promote

understanding of the fundamental physics of rodlike polymers, but also have

substantial impact for the application of rodlike polymers in a variety of

technologies.

2.4 Reentrant Isotropic Transition of Polypeptide LCs

Polymer chains with fully rigid conformation are rare in nature. Usually, the

nematogenic chain molecules are able to adopt a variety of conformations, some

more extended and rodlike than others. Occurrence of liquid crystallite in such
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Fig. 5 (a) Molecular structure of dendron-helical polypeptide (DHP) copolymers. (b) Optical
birefringent texture of THF solution of DHP (40 wt%) and proposed layered structures of LC state

(inset). (c) SAXS profile of dried solid of THF solution. Reproduced from [48] with permission of

The Royal Society of Chemistry
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systems must invariably be accompanied by selective reorganization favoring more

extended chain conformations. The intramolecular conformational change can,

therefore, be coupled with the isotropic–anisotropic transition and be accelerated

by the intermolecular order. Such an effect is termed “conformational ordering”

and pertains to semi-rigid chains in general.

An example of conformational ordering is the reentrant isotropic phase transi-

tion in polypeptide LCs. In the presence of a denaturant acid, the polypeptide

molecules tend to adopt a random coil state by lowering the temperature [80–82].

An anisotropic–isotropic transition(reentrant transition) occurs at low temperature

because the coil chain is unable to support the LC ordering. Shown in Fig. 6a

is a typical phase diagram of a PBLG/DCA/dichloroethane (PBLG/DCA/EDC)

system in which PBLG samples have relative molecular weights (Mr) of 130,000

and 62,000 [80]. Two anisotropic–isotropic transitions occur at high and low

temperatures, with the latter a result of the intramolecular conformation transfor-

mation from helix to coil. An acid-induced LC to isotropic transition was also

observed. The result is replotted in Fig. 6b. With increasing acid content, the LC

phase tends to be destabilized along both the high- and low-temperature boundaries.

In the range of high acid concentrations, no LC phase could be observed at any

temperature due to the coiled molecular conformations being unable to sustain

the anisotropic ordering. The helix structures tend to remain more stable in the

LC state than in the isotropic phase due to the conformational ordering effect

exerted by the environment.

Regarding the theoretical considerations for the possibilities of a reentrant

isotropic phase in the polypeptide LC, Lin et al. proposed a theory based on the

Flory–Matheson lattice model in which the free energy change for the helix–coil

transition has been incorporated into the lattice scheme [80]. Some assumptions

were also adopted. First, the molecular conformation in the isotropic phase was

considered to be temperature-dependent and follow a modified Zimm–Bragg notion
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Fig. 6 (a) Phase diagram for PBLG/DCA/EDC ternary system. Open circles indicate the values
obtained for PBLG (Mv ¼ 130,000) dissolved in DCA/EDC (85.3/14.7 w/w). Solid circles are

those for PBLG (Mv ¼ 62,000) dissolved in DCA/EDC (80/20 w/w). (b) Phase boundary curves of
PBLG/DCA/EDC solutions as functions of acid composition at a given polymer volume fraction

of 0.25, where fDCA (mole fraction) ¼ DCA/(DCA + EDC). I Isotropic phase, B biphasic region,

LC liquid crystalline phase. Reprinted with permission from [80]. Copyright 1997 Elsevier
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for the helix–coil transition, in which the acid effect has been taken into account.

Second, the solvent–polymer interaction parameter (χ) was considered to be nega-

tive in the whole temperature range and was regarded as an inverse measure of

temperature.

Figure 7a shows a typical calculated phase diagram for polypeptides in denatur-

ant solvents. Two samples of DP ¼ 100 and DP ¼ 200 are considered. Taking the

curve for DP ¼ 100 as an example, on the left-hand side of the diagram (low

polymer volume fraction, vp) all solutions are isotropic. Within the intermediate

χ value or temperature range, a single anisotropic phase forms when the polymer

concentration becomes higher. The transition from the isotropic to the anisotropic

phase is bridged by a biphasic chimney-like region. As the temperature goes down,

or equivalently χ turns positive, vp and vp
0 tend to be higher, and eventually no

anisotropic phase can be formed. In other words, with a decrease in temperature, an

anisotropic-to-isotropic reentrant transition caused by the intramolecular helix–coil

transformation is predicted. In this reentrant isotropic region, the rigid helix aniso-

tropic phase is in equilibrium with an isotropic solution comprising flexible chain

molecules. At higher temperatures, a gradual blending of the chimney region

towards a higher concentration region is demonstrated. Such a blending is related

to the enhanced chain flexibility in the isotropic phase caused by the thermal energy

at elevated temperatures, as normally observed in real polymer systems. These

results reproduced well the experimental observations shown in Fig. 6a.

The effect of acid activity on the reentrant isotropic phase was also examined.

Figure 7b shows the theoretical results for both high- and low-temperature

anisotropic–isotropic transition temperatures as functions of acid activity at a

given polymer concentration. As can be seen, with increasing acid content, the

LC phase tends to be destabilized along both the high- and low-temperature

boundaries and lower temperature reentrant isotropic transition tends to take

place at higher temperatures. In the range of high acid concentration, no LC

phase could be detected at any temperature due to the coiled molecular

conformations being unable to sustain the anisotropic ordering. These predictions

are also in line with the experiments shown in Fig. 6b.
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Lin et al. further extended the theoretical considerations from binary systems to

ternary systems involving polypeptide chain and a randomly coiled polymer

[83]. Two polymers are predicted to be miscible in isotropic phase. However, the

flexible chains are severely excluded from conjugated anisotropic phases (see

Fig. 8a). If denaturing component is present in the ternary system, the polypeptide

can undergo helix–coil transition as the temperature decreases. Such a reduction in

the backbone rigidity should enlarge the miscible isotropic phase, as shown in

Fig. 8b. A further decrease in temperature could result in entire elimination of the

anisotropic phase (reentrant isotropic phase) due to the random coil polypeptide

structure being unable to support the anisotropic ordering. On the other hand,

increasing temperature results in diminishing of the anisotropic–isotropic biphasic

area. At higher temperatures, the polypeptide chains become flexible. As a result,

the LC phase diminishes because of the flexible chains being unable to support the

anisotropic ordering.

The lattice model, as put forth by Flory [84, 85], has been proved successful in

the treatments of the liquid crystallinity in polymeric systems, despite its

artificiality. In our series of work, the lattice model has been extended to the

treatment of biopolypeptide systems. The relationship between the polypeptide

ordering nature and the LC phase structure is well established. Recently, by taking

advantage of the lattice model, we formulated a lattice theory of polypeptide-based

diblock copolymer in solution [86]. The polypeptide-based diblock copolymer

exhibits lyotropic phases with lamellar, cylindrical, and spherical structures when

the copolymer concentration is above a critical value. The tendency of the rodlike

block (polypeptide block) to form orientational order plays an important role in the

formation of lyotropic phases. This theory is applicable for examining the ordering

nature of polypeptide blocks in polypeptide block copolymer solutions. More work

on polypeptide ordering and microstructure based on the Flory lattice model is

expected.

Fig. 8 Phase diagrams calculated for the ternary systems at (a) 300 K and (b) 245 K; v2 and v3 are
the volume fraction of polypeptide and coil polymer, respectively. Reprinted with permission from

[83]. Copyright 2003 American Chemical Society
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3 Ordering of Polypeptides in Gel Structures

Gels are soft materials comprising a liquid-like phase and a solid network, the latter

preventing the bulk flow of the liquids. They have potential in diverse applications

for tissue engineering, nanoscale electronics, etc. Polymer gels are usually formed

in a moderately concentrated solution, in which physical or chemical crosslinks are

necessary. Both polypeptide homopolymers and copolymers can assemble into gel

structures. Similar to that in LCs, the ordering of polypeptide chains takes important

responsibility for the gelation behavior. In addition to the α-helix conformation, the

β-sheet conformation also supports the formation of polypeptide gels. In this

section, the ordering of polypeptides in gel structures is discussed. The content is

organized into three subsections. The first section describes the organic gels formed

by polypeptide homopolymers, the second polypeptide block copolymer gels in

organic solvents, and the third hydrogels formed by polypeptide block copolymers

in aqueous solutions.

3.1 Polypeptide Homopolymer Gels in Organic Solvents

Polypeptide homopolymers (typically PBLG) with rigid α-helix conformation can

form LC structures at a high concentration and temperature. When the solution

is cooled, a transparent, mechanically self-supporting gel is always observed

[42, 87–91]. The gel formation was found to be concentration and temperature

dependent and completely reversible. It is well known that the physical or chemical

crosslinks are necessary for polymer gels. Flexible polymers can easily form

crosslinking domains with crystalline or semicrystalline structures. However, for

rigid polypeptide chains, it is less clear how the rodlike polypeptides participate

extensively in intermolecular crosslinks.

There are various approaches to explain this effect but a common aspect is that

rigid polypeptide chains aggregate into nanofibers and the interfiber crosslinking

results in the formation of networks. Figure 9a shows a TEM photograph of the

PBLG gels from DMF (concentration 1 wt%) [42]. Random networks were

observed to be formed by branching and rejoining of different strands. The strands

are of diameters ranging from tens to hundreds nanometers and are composed of

bundles of aligned rods (rod diameter ~2 nm, corresponding to the diameter of

PBLG helix). The benzene ring interaction or stack, as well as the dislocated side-

by-side packing tendency of PBLG rods, is responsible for the formation of such

strands. Figure 9b shows a scheme for the polypeptide gel structure. As can be seen,

physical crosslinks are formed by the branching and rejoining of different sheaf-

like aggregates, which stabilize the gel structures in solution.

Usually, gels are physically crosslinked and the ordered structures cannot be

preserved under heating or other treatments because of the breakage of the physical

crosslinks. However, when the gels are chemically crosslinked, the shape and inner

172 C. Cai et al.



structure of the gels can be recovered by reversing the solution conditions. An

example is crosslinked “LC gel.” The LC polypeptide gels are usually prepared by

crosslinking the LC polypeptides (typically using diamines) and subsequently

lowering the solution temperature [92–94]. Very recently, Inomata et al. reported

a preparation of uniaxially oriented PBLG LC gels by crosslinking the lyotropic LC

PBLG through pentaethylenehexamine in a magnetic field. Meanwhile, the PBLG

was converted to PHEG by side chain aminolysis [94]. The obtained PHEG

gel retains the LC structure when immersed in ethylene glycol, which is an

α-helix-supporting solvent. By the addition of water into the immersion solvent,

conformational transition of PHEG from α-helix to random coil occurs and the

optical anisotropy of the gel disappears. With this helix-to-coil transition of PHEG,

the gel is swollen in the direction perpendicular to the orientational axis of PHEG

and is shrunk in the parallel direction. Such a reverse gel shape transition from

cylindrical to isotropic with the change of the solvent from helix-supporting

ethylene glycol to coil-supporting water is shown in Fig. 10. The original cylindri-

cal shape in the LC state changes to the more isotropic shape as a result of the helix-

to-coil transition of PHEG. Because the gel is crosslinked, not only the position but

also the orientational order of the rodlike polypeptide chains is fixed. This aniso-

tropic feature characteristic of polypeptide gels may be useful in shape-memory

applications, in contrast to conventional stimuli-sensitive polymer gels that are in

the disordered isotropic state.

3.2 Ordering of Polypeptides in Copolymer Organogels

Polypeptide copolymers can assemble into gels in organic solvent through ordered

packing of polypeptide blocks with conformations of both α-helix and β-sheet
[44, 48, 53, 54, 95–100]. For copolymers with α-helix polypeptides, the side-by-

side packing of the polypeptide rods in a smectic fashion has been commonly

observed. For the copolymers with β-sheet polypeptides, the strong intermolecular

Fig. 9 (a) TEM photograph of a PBLG-DMF gel (dry state, scale bar ¼ 1 μm). (b) Model of

networks formed by aggregation of rigid polymers. Reprinted by permission from Macmillan

Publishers Ltd: Nature, [42], copyright (1981)
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attractions are responsible for the formation of stable gels. Due to the good

solubility of polypeptide in diverse solvents, organogels can be easily prepared at

the proper concentration and temperature. In the following section, we discuss the

formation of organic gels from polypeptide block copolymers with both α-helix and
β-sheet conformations.

3.2.1 Organic Gels from Polypeptide Copolymer with α-Helix
Conformation

Polypeptides with α-helix conformation prefer to take ordered packing in solutions

and thus induce the formation of LCs and gels. Similar to LC structures formed by

bulky group-capped polypeptide homopolymers, as described in the Sect. 2.3, the

smectic-like rather than nematic ordering of polypeptide rods is preferred for

polypeptide block copolymers. In the polypeptide copolymer gels, the long axis

of the polypeptide rods is usually perpendicular to the long axis of gel fiber. Winnik

et al. reported, for the first time, thermoreversible gelation of polypeptide block

copolymers in organic solvent [44]. In their work, poly(ferrocenylsilane)-b-PBLG
(PFS-b-PBLG) block copolymers (Fig. 11a) were first dissolved in hot toluene.

Upon cooling to ambient temperature, optically transparent gels were formed

(Fig. 11b). Fibrous nanoribbons can be observed in the AFM image shown in

Fig. 11c. For these gels, the strong dipolar interactions between the PBLG helices

are proposed to stabilize the stacked structure, where the PFS blocks protrude

outside of the ribbon into the toluene-rich environment, thereby preventing aggre-

gation of the nanoribbons. The gel structure is illustrated in Fig. 11d. As can be

seen, PBLG rods assembled in one-dimensional antiparallel stacking of the building

blocks in a monolayer fashion, and the flexible PFS blocks extended off the fibers.

In a recent work, Mezzenga et al. synthesized PBLG-b-PDMS-b-PBLG triblock

copolymers with DP of PBLG blocks from 24 to 120. For these block copolymers,

the conformation of the PBLG blocks is mainly α-helix. Thermoreversible gels

were prepared in toluene [63]. The gel structure is illustrated in Fig. 12a and shows

that PBLG rods are confined within the core of the nanofibrils, whereas the soluble

LC
 d

ire
ct

or

Gel formed by α-helices Gel formed by random coils

Fig. 10 Illustration of the

helix-to-coil transition,

anisotropic-to-isotropic

transition, and shape change

of the uniaxial PHEG gel.

Reprinted with permission

from [94]. Copyright 2012

American Chemical Society
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PDMS coils remain exposed to the toluene. They found that the thickness of the

nanofibrils changes little with the DP of PBLG blocks. As shown in Fig. 12b, for the

sample with the shortest PBLG block (DP ¼ 24), PBLG rods assembled into a

bilayer morphology with 7 nm thickness. Increasing the DP to 43, a monolayer

morphology with 6–8 nm thickness is observed (Fig. 12c). Interestingly, for the

sample with the longest PBLG block (DP ¼ 120), PBLG rods are packed with a

folded manner to produce 9-nm thick fibrils (Fig. 12d).

3.2.2 Organic Gels from Polypeptide Copolymer with β-Sheet
Conformation

Strong interchain attractions between polypeptides with β-sheet conformation

enable polypeptide chains to pack in an orderly manner, which facilities the

formation of gels. Furthermore, these polypeptide gels are more stable because

the interchain attractions between β-sheets are much stronger than those between

helix–helix pairs. Schlaad and coworkers have investigated the effects of the

secondary structure of polypeptides on the gelation of polypeptide-based organo-

gelators in THF [36]. Three poly(ethylene oxide)-b-poly(ε-carbobenzoxy L-lysine)

Fig. 11 (a) Structure of PFS-b-PBLG block copolymer. (b) Optical photograph of inverted

vials containing a toluene-swollen gel. (c) AFM image of PFS-b-PBLG gel. (d) Scheme of the

nanoribbon formed in the network structure of the gel. Reprinted with permission from [44].

Copyright 2005 Wiley-VCH
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(PEO-b-PZLys) block copolymers (samples 1, 2 and 3) with various polypeptide

conformations were synthesized. All the polypeptide blocks consisted of 18 ZLys

peptide segments with D and L configurations of predefined stereosequences. In

sample 1, D and L configuration peptide units are randomly polymerized (L10-co-D8)
and the polypeptide conformation is random coil. In sample 2, D and L configuration

peptide units link in a manner similar to that of a triblock copolymer (L7D4L7) and

the polypeptide conformation is β-sheet. In sample 3, all the peptide segments are

in the L configuration (L18) and thus the polypeptide adopts α-helix conformation.

From the time-dependent evolution of the dynamic viscosity of THF solutions

of the samples (shown in Fig. 13a), it was found that the tendency for gelation

in THF increases in the order of the polypeptide conformation of random coil <
α-helix < β-sheet. For example, at the concentration of 20 g/L, samples 1 and 3 are

liquids and sample 2 is a gel (Fig. 13b). From the set of SFM images shown in

Fig. 13c–e, one can see that sample 1 formed spherical micelles (Fig. 13c) whereas

DP=24, α-helical content = 61 %       DP=43, α-helical content = 64 %         DP=120, α-helical content = 75 % 
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Fig. 12 (a) Self-assembly of the PBLG rods during the nanofibril formation for the PBLG-b-
PDMS-b-PBLG triblock copolymers. (b–d) Changes in thickness due to the increase in the degree
of polymerization of the PBLG block: (b) DP ¼ 24, a head-to-head bilayer morphology of

the α-helical rods; (c) DP ¼ 43, a monolayer morphology; and (d) DP ¼ 120, a head-to-head

packing of folded α-helical rods. Reprinted with permission from [63]. Copyright 2012 American

Chemical Society
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nanofibrils formed for sample 2 and 3 (Fig. 13d, e). Evidently, the fibrils of the

gelled sample 2 are considerably longer than those of the nongelled sample 3.

Organogels could potentially be used in fields of template synthesis and func-

tional materials [101–104]. Stable organogels with controlled structure and func-

tionality are thus highly desired to meet practical applications. The high stability of

the polypeptide gels due to the ordered packing tendency of the polypeptide chains

is a significant advantage. Meanwhile, polypeptide blocks are easily functionalized,

which makes them promising candidates for preparation of organogels with diverse

functions. Moreover, the variability of the chirality of the polypeptide backbone

should bring additional opportunity to fabricate smart organogels. However, there

are few works so far on the preparation of functional organogels with controlled

structures. Further investigations are needed on the dependence of structure and

functionality of organogels on polypeptide building blocks as well as on prepara-

tion strategies.

3.3 Hydrogels Formed by Polypeptide Block Copolymers

In recent years, hydrogels have obtained increasing attention because they have

promising applications in biorelated areas, e.g., drug delivery, tissue engineering,

etc. [2, 105–116]. Because hydrophobic polypeptide chains cannot be dissolved in

Fig. 13 (a) Time-dependent evolution of the dynamic viscosity of THF solutions of samples 1–3
(5 g/L) at room temperature. (b) Photographs of samples at 20 g/L in THF. (c–e) SFM height

images of samples 1 (c), 2 (d), and 3 (e) at 20 g/L in THF. Reprinted with permission from [36].

Copyright 2011 American Chemical Society
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water, it is difficult for the copolymers bearing high molecular weight hydrophobic

polypeptide blocks to form hydrogels. On the other hand, hydrophilic polypeptides

usually adopt a random coil conformation, which does not support the formation of

gel containing ordered structures. As a result, polypeptide hydrogels are usually

formed by copolymers consisting of low molecular weight polypeptides. This

section discusses the formation of polypeptide copolymer hydrogels based on

both β-sheet and α-helix polypeptide blocks.

3.3.1 Hydrogels Based on β-Sheet Polypeptide Copolymers

Jeong et al. studied the gelation behavior of poly(ethylene glycol)-b-poly(L-alanine)
(PEG-b-L-PA) block copolymers in water [117, 118]. They suggested that the

β-sheet structure of L-PA plays a critical role in developing a fibrous nanostructure

as well as in the sol-to-gel transition of the copolymer solutions (Fig. 14). The

conformation of L-PA in water is random coil at low concentrations. As the

concentration increases, block copolymers start to aggregate and the conformation

Increasing concentration

Increasing temperature

a

b

Fig. 14 (a) Conformational

changes of PEG-b-L-PA in

water as a function of

polymer concentration. Thick
straight brown lines, thick
flexible brown lines, and thin
flexible blue lines denote the
β-sheet structure, random
coil structure and flexible

PEG, respectively.

(b) Temperature-induced

sol-to-gel transition of

PEG-b-L-PA. As the
temperature increases,

PEG (thin flexible blue lines)
is partially dehydrated (thick
flexible yellow lines).
Reproduced from [117] with

permission of The Royal

Society of Chemistry
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of L-PA transforms to β-sheet. Further increase of the polymer concentration results

in nanofibrous rod formation through the packing of the β-sheet in a

one-dimensional manner. Such a nanostructural growth can be stabilized by the

hydrophilic PEG blocks (Fig. 14a). As the temperature increases, the PEG blocks

are partially dehydrated and the sol-to-gel transition occurs by the further aggrega-

tion of preassembled PEG-b-L-PA aggregates at high concentrations of polymer

(Fig. 14b). As a controlled experiment, they also studied the gelation behavior of

PEG-b-DL-PA block copolymers in the same conditions. Poly(DL-alanine) (DL-PA)

always takes random coil conformation. With increasing polymer concentration,

the PEG-DL-PA cannot form specific nanostructures. Therefore, PEG-b-DL-PA
shows a sol-to-gel transition at much higher concentrations and temperatures.

3.3.2 Hydrogels Based on α-Helix Polypeptide Copolymers

There are a few reports focused on hydrogels from block copolymers consisting of

α-helix polypeptide segments. Tirrell et al. investigated the gelation of a

multidomain (“triblock”) artificial protein in which the interchain binding and

solvent retention functions were engineered independently [119]. The authors

describe a polypeptide consisting of 230 amino acids, 84 of which make up the

helix repeat and 90 of which make up the alanylglycine-rich repeat. The helical

motifs can form coiled-coil aggregates in near-neutral aqueous solutions, which

trigger the formation of a three-dimensional polymer network, with the polyelec-

trolyte segments retaining solvent and preventing precipitation of the chains

(Fig. 15a). Dissociation of the coiled-coil aggregates through increasing the pH or

temperature causes dissolution of the gel (Fig. 15b). These hydrogels have potential

pH,
temperature

Gel Viscous Liquid

a b

Fig. 15 Proposed physical gelation of monodisperse triblock artificial protein: (a) gel; (b) viscous
liquid. From [119]. Reprinted with permission from AAAS
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in bioengineering applications that require the encapsulation or controlled release

of molecular and cellular species.

Studying the gelation behavior of poly(L-lysine)-b-poly(L-leucine) (PLL-b-PLeu)
diblock copolypeptide, Deming et al. found that the self-assembly process of block

copolymers is responsible for gelation and that the gel-forming ability increases

with the length of water-soluble PLL chains [105, 107, 108]. The copolymer and

gel structure models are presented in Fig. 16a, b. The longer PLL polyelectrolyte

segments increase interchain repulsions so that the packing of PLeu hydrophobic

helices, which appear to prefer to form flat two-dimensional sheets, must distort

to minimize the overall energy of the system. The best way to do this, while

maintaining favorable helix packing, is to twist the sheets into fibrillar tapes,

where the tape width is determined by the degree of twist. In this model, the helices

are still able to pack perpendicular to the fibril axis, but with a slight twist between

planes of parallel packed helices.

From these examples, we conclude that both the α-helix and β-sheet
conformations support the gelation of polypeptide homopolymers and copolymers.

For homo-polypeptide organogels, the building polymers usually have large rela-

tive molecular weights (usually in the scale of 104–106), thus the strength of the gels

can be quite good. However, for block copolymer gels, most polymers have low

relative molecular weights (typically from hundreds to thousands), thus the

mechanical property is poor, which inhibits their application. Improving the

mechanical properties of polypeptide gels is one of the main tasks. Due to

the strong intermolecular attractions, the polypeptide copolymers with β-sheet
conformation have better gelation ability and strength. Thus, preparing copolymers

with multiblocks of β-sheet polypeptide could be an efficient way to improve the

gel strength. In addition, partially modifying high molecular weight polypeptide

with hydrophilic segments, for example grafting hydrophilic side chains onto a

hydrophobic polypeptide backbone, is also a promising approach for preparing

stable hydrogels. However, related works are limited, especially for hydrogels.

Studies of this topic are expected.

Helical
oligoleucine

Charged
polylysine

End-on view
with polylysine chains

Fibril
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b

Fig. 16 (a) Representation
of a block copolypeptide

chain and (b) proposed
packing of block

copolypeptides into twisted

fibrillar tapes. Polylysine

chains were omitted from the

fibril drawing for clarity.

Reproduced from [105] with

permission of The Royal

Society of Chemistry
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4 Ordering of Polypeptide Chains in Micelles

In dilute solutions, block copolymers can self-assemble into micelles with a

core–shell structure, which have great potential applications in drug delivery

systems, coatings, cosmetics, and nanoreactors [120–127]. In selective solvents,

block copolymers consisting of solvophobic polypeptide segments, such as PBLG

and PZLys, can self-assemble into diverse structures through ordering of polypep-

tide chains with the α-helix conformation. The helical polypeptide–solvophilic

polymer conjugates are typical rod–coil copolymers. As compared with intensively

investigated coil–coil block copolymers, the self-assembly behavior of rod–coil

block copolymers is far from well studied. Polypeptide-based rod–coil block

copolymers can be used as model copolymers for investigating the effect of ordered

packing of the rods on the self-assembly behavior of block copolymers. Besides the

α-helix conformation, ordered packing of β-sheet polypeptides is also observed in

micelles. Graft copolymers are another important category of copolymers capable

of forming aggregates. This section describes the ordering of polypeptide chains of

block and graft copolymers as well as copolymer mixtures in assembly structures of

cylindrical micelles, vesicles, and other complex structures.

4.1 Cylindrical Micelles Self-Assembled from Polypeptide
Copolymers

The fiber-like structure of polypeptide block copolymers is essential in organogels

that are formed by the side-by-side packing of polypeptide rods. Similarly, such

side-by-side packing of polypeptide rods can also be found in cylindrical micelles

self-assembled from polypeptide block copolymers. In both the fiber-like gels and

cylindrical micelles, polypeptide rods assemble into ordered structures, while the

flexible chains are spread out into the surroundings to stabilize the structures.

In a recent work, Lin et al. reported the self-assembly behavior of PBLG-b-PEG
block copolymer in CHCl3/ethanol/TFA mixed solution. In solution, the micelles

are formed with PEG as the shell and PBLG as the core [61]. In the absence of TFA,

PBLG adopts a rigid α-helix conformation and the block copolymers self-assemble

into cylindrical micelles (Fig. 17a). With the introduction of TFA into the solution,

the conformation of PBLG transforms from α-helix to random coil and the aggre-

gate morphology transforms to spherical micelles (Fig. 17b). Concomitantly with

the changes in morphology, the micelle size tends to become smaller. Further

understanding of such a micelle morphology transition induced by polypeptide

conformation variation is assisted by a Brownian dynamics (BD) simulation. Based

on the experimental and simulation results, a well-founded mechanism regarding

the effect of PBLG conformation on the self-assembly behavior was proposed. As

shown in Fig. 17c, polypeptide blocks within the cores are interdigitated and favor

ordered parallel packing, with their long axis aligning in an orientation vector.
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The vector could gradually change along the long-center-axis of the micelle in a

cholesteric LC manner. Such a packing of the PBLG blocks in the core satisfies the

natural tendency toward twisted packing of helical rods and can also maximize the

effective volume for the PEG blocks in the micelle shells. The PEG segments relax

and laterally form the corona of the micelle to maximize their conformation

entropy. When the denaturant acid TFA is added, polypeptide chains become

random coils and the regular packing of PBLG blocks in the core is destroyed. As

a result, spherical micelles with coiled polypeptide blocks randomly packing inside

the cores are formed.

The above example shows that a conformation transition from α-helix to random
coil can destroy the ordered packing of polypeptide chains in micelle core, which

simultaneously induces a cylinder-to-sphere morphology transition. A similar

Micelle long axis

Twisted structure

Increase in
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100 nm200 nm

Fig. 17 TEM photographs of PBLG-b-PEG micelles formed in (a) CHCl3/ethanol solution and

(b) CHCl3/ethanol/TFA solution. (c) Scheme for the aggregate morphology transition from

cylinder to sphere as the polypeptide conformation changes from helix to coil. Reprinted with

permission from [61]. Copyright 2008 American Chemical Society
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micelle morphology transition from cylinder to sphere for the same PBLG-b-PEG
block copolymers is achieved by adding a small portion of gold nanoparticles

(AuNPs), as reported in a recent work by Cai et al. [128]. The main reason for the

aggregate morphology transition is the breakage of ordered packing of PBLG rods

in the cylindrical micelle core by the added nanoparticles. As shown in Fig. 18a,

pure block copolymers form cylindrical micelles in solution of CHCl3/ethanol

(v/v ¼ 4/6). When the AuNPs is introduced, as shown in Fig. 18b, short cylinders

are produced. These short cylinders have the same diameter as the long cylinders,

which indicates that the short cylinders could be fragments of the long cylinders.

Further increasing the AuNP content to 2–10 wt% leads to the formation of

spherical micelles (Fig. 18c, AuNPs 3 wt%). From the TEM image shown in the

inset of Fig. 18c, it can be observed that AuNPs exist in the micelle core. The

authors also performed a dissipative particle dynamics (DPD) simulation study on

this system. As shown in Fig. 18d, the simulation results from a model system of

rod–coil copolymer/nanoparticles reproduced the experimental findings well. In

addition, the simulations reveal that with the incorporation of NPs into the micelle

core, the ordered packing of rod block in the micelle core is gradually destroyed.

The order parameter of the rod block gradually decreases from about 0.8 for

cylinders to nearly zero for spherical micelles. Fig. 18e schematically presents

the self-assembly behaviors of PBLG-b-PEG/AuNPs mixtures. It can be clearly

seen that when the weight fraction of NPs is lower, the ordered arrangement of

PBLG rods in the micelle core is partially destroyed and short cylinders are
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Fig. 18 TEM images of PBLG-b-PEG/AuNP hybrid micelles with various AuNP content:

(a) 0, (b) 1, and (c) 3 wt%. The inset in (c) shows a magnified image of hybrid micelles.

(d) Simulation prediction for the order parameter of rod blocks as a function of the concentration

of nanoparticles. The insets show the corresponding structures of hybrid micelles. The

nanoparticles are not shown for clarity. (e) Proposed self-assembly behaviors of PBLG-b-PEG/
AuNP mixtures. Reprinted with permission from [128]. Copyright 2012 American Chemical

Society
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produced. When the weight fraction of NPs increases, the sustaining filling of the

nanoparticles destroys the global ordering of the PBLG rods and spherical micelles

are formed.

Cylindrical micelles were also observed for graft copolymers with solvophobic

polypeptide side chains [129, 130]. For example, Higuchi et al. found that in water/

2,2,2-trifluoroethanol (TFE) mixture solution (pH < 8), polyallylamine-g-PMLG

graft copolymers can first assemble into small globules, and then transform into

long fibrils [130]. The aggregate morphology was observed by AFM. As shown in

Fig. 19a, when the graft polymer is dispersed in water/TFE mixture solution,

globular aggregates are first formed by the strong hydrophobic interaction between

PMLG chains. In this stage, PMLG grafts take mainly α-helical form. After

incubation for 5 h, fibrils together with globular aggregates are observed

(Fig. 19b). After further incubation for 48 h, the major structures were found to

be amyloid-like fibrils (Fig. 19c). Such a morphology transition from globules to

fibrils is accompanied by a change in the conformation of PMLG from α-helix
to β-sheet. The PMLG β-sheets are antiparallel and form fibril structures. Figure 19d

schematically illustrates the morphology and PMLG conformation transition of

graft copolymer in solutions.

Lin et al. reported that PBLG-g-PEG graft copolymers with a rigid polypeptide

backbone can self-assemble into spindles and cylindrical micelles in which the

PBLG backbones take side-by-side ordered packing with their long axes aligned in

a nematic manner, while spread out hydrophilic PEG chains stabilize the aggregates

[62, 131]. For a PBLG-g-PEG/CHCl3/ethanol solution system, when TFA is

introduced the rigid α-helix conformation of the PBLG backbone transforms to a

random coil conformation. The flexible polypeptide chains tend to randomly pack

in the aggregate core. As a result, spindles transform to large spheres [62].

In TFE

Self-assemble 

in water/TFE

α-to-β

transition

α-helix

Globular form

Fibrilar form β-sheet

Polyallylamine
PMLG

a b c

d

Fig. 19 AFM images showing the time dependent changes in morphology of polyallylamine-g-
PMLG in water/TFE (8:2 v/v) solution: (a) 0 h, (b) 5 h, and (c) 48 h. (d) Morphology and

conformation of the graft copolymer. Reprinted with permission from [130]. Copyright 2003

Wiley-VCH
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Figure 20a–c shows the TEM images of the PBLG-g-PEG graft copolymer

aggregates. With no TFA, small spindles are observed (Fig. 20a). At a lower TFA

content, the intramolecular H-bonding of PBLG is partially destroyed and thus the

PBLG backbone becomes a semi-rigid chain and the PBLG-g-PEG graft

copolymers self-assemble into a mixture of spindles and spheres (Fig. 20b). With

further increase in the TFA content, PBLG becomes random coil and larger spheres

are formed by the graft copolymers (Fig. 20c).

Lin and coworkers also carried out a DPD simulation on model graft copolymers

with various rigid fractions of the backbone. Figure 20d shows a typical result for

the spindle self-assembled from the graft copolymers with a semi-rigid backbone

(rigid conformation fraction of backbone is 87.5%). This result captures the essen-

tial feature of the structure observed in experiments (Fig. 20b). Some information

that is difficult to be gained through experiments can be obtained. For example, an

orientational order parameter of the polypeptide backbones of about 0.7 is obtained.

Figure 20e illustrates a model proposed for the morphology transition of PBLG-g-
PEG aggregation as a function of polypeptide backbone conformation.

Combining the experimental and simulation work is an effective strategy for

studying complex polymer self-assembly and understanding the mechanism behind

the phenomena. On one hand, simulations can not only reproduce the experimental

observations, but also provide additional information that is difficult to be obtained

from experiments, such as chain orderings and distributions. On the other hand, the

validity of the simulation should be tested by comparing the simulation results with

experimental observations. If the simulation can only give similar results to those

observed experimentally, it tells us no more than that the building model is rational.

200 nm 500 nm 500 nm
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Fig. 20 TEM images of PBLG-g-PEG aggregates formed in CHCl3/ethanol/TFA solutions with

various TFA mole fractions: (a) 0, (b) 0.012, and (c) 0.016. (d) Simulation results of aggregates

obtained from rod–coil graft copolymer at rigid conformation fractions of 87.5%. (e) Model

proposed for the PBLG-g-PEG aggregates formed under various conditions. Reprinted with

permission from [62]. Copyright 2008 Elsevier
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In addition to capturing the feature of experimental results, the computer

simulations should serve as a tool to give information beyond the experimental

observations.

In the above experiments, the simulation results supply missing information like

the packing of rigid PBLG and therefore are of significance. However, some aspects

of the models were coarse-grained, such as the polydispersity of the polymers and

the chiral characteristic of the PBLG. These facts may play an important role in

determining the self-assembly behaviors of the present systems, for example, if the

chirality of PBLG is incorporated into the model, morphologies with chiral nature

would be simulated. This would be an interesting topic for further simulation of the

polypeptide systems.

4.2 Vesicles Self-Assembled from Polypeptide Copolymers

Amphiphilic copolymers can self-assemble into vesicles. Polypeptide vesicles have

attracted considerable attention due to their large loading capacity and similarity to

living cells [10, 132, 133]. The ordered packing of polypeptide chains has also been

observed in polypeptide vesicles in which hydrophobic polypeptide chains form the

vesicle wall [37, 134–136]. For example, Chang et al. studied the self-assembly

behavior of PNIPAm-b-PZLys rod–coil block copolymers [37]. They found that by

varying the polymer composition and the helicogenic common solvents, these

amphiphilic block copolymers were able to form universal aggregate morphologies

of spherical micelles, wormlike micelles, and vesicles. For example, PNIPAm91-b-
PZLys71 self-assembles into vesicles in water with THF or DMF as initial solvent

(Fig. 21a, b). Furthermore, the size of vesicles from DMF/water system is much

In DMF:
stiff interface with

less curvature

In THF:
less stiff interface with
densely packed helices

Cbz side chain 

a

c

b
Fig. 21 TEM images of

PNIPAm90-b-PZLys71:
(a) giant vesicles prepared
with DMF as initial solvent

and (b) compact vesicles

prepared with THF as initial

solvent. (c) Proposed self-

assembly behaviors.

Reprinted with permission

from [37]. Copyright 2008

American Chemical Society
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larger than that from THF/water system. As illustrated in Fig. 21c, polypeptide

chains in the vesicle wall take the side-by-side packing mode. Because the dipole

moment of DMF is larger than that of THF, when DMF is the initial solvent, the

side chain of PZLys possesses a greater dimension, which induces a looser packing

of PZLys chains. As a result, the size of the vesicles prepared with DMF as initial

solvent is much larger than those prepared with THF.

Deming’s group reported a series of work on the polypeptide vesicles formed by

copolypeptide amphiphiles of PLL60-b-PLeu20, PLGA60-b-PLeu20, and PArg60-b-
PLeu20 in aqueous solution [46, 137]. For these block copolymers, PLeu is hydro-

phobic, whereas PLL, PLGA, and PArg are hydrophilic. Vesicle formation is due to

a combination of the α-helical hydrophobic segments that favor formation of flat

membranes and the highly charged hydrophilic segments that impart solubility and

fluidity to these membranes. Typical results from PArg60-b-PLeu20 block

copolymers are presented in Fig. 22. Figure 22a shows the proposed vesicle

structure from PArg60-b-PLeu20 block polymers. As shown in Fig. 22b,

micrometer-sized vesicles in aqueous solution are observed from LSCM. These

vesicles are able to entrap water-soluble species, such as dextran. As shown in

Fig. 22c, the loading of Texas-Red-labeled dextran in vesicles can be observed.

Up to now, few studies have focused on the formation of vesicles from

polypeptide-based graft copolymers. In a recent work, Cai et al. studied the self-

assembly behavior of PBLG-g-PEG graft copolymers [138]. The degree of grafting

of short PEG (Mn ¼ 750) is low (0.28 mol%). With THF as the initial solvent, the

graft copolymers self-assemble into vesicles, as shown in Fig. 23a. The three-

dimesional SEM image in the inset of Fig. 23a confirms the vesicular structure. It

is the first report of the formation of polymeric vesicles from graft copolymers with

a rigid polypeptide backbone. When DMF, a better solvent for PBLG than THF, is

Fig. 22 (a) Proposed self-

assembly of PArg60-b-
PLeu20 vesicles. (b) LSCM
image of the vesicles.

(c) LSCM image of the

vesicles containing Texas-

Red-labeled dextran. Scale

bar ¼ 5 μm. Reprinted by

permission from Macmillan

Publishers Ltd: Nature

Materials, [137], copyright

(2007)
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introduced into the initial solvent, the aggregate morphology transforms to spindles

and connected spindles (see Fig. 23b–c). For the vesicles, PBLG backbones should

align in ordered packing and bend in the wall of the vesicle. Because of the

imperfect nature of the PBLG helices, such a bended state of the PBLG chains

can be achieved without raising the system energy markedly. In addition, such a

packing mode prevents the exposing of the PBLG chain to water. While in the

spindles and connected spindles, PBLG chains are believed to take a dislocated

side-by-side packing manner. Figure 23d is a schematic illustration of the aggrega-

tion as a function of the initial solvent composition. Polypeptide graft copolymers

have obvious advantages in adjusting the self-assembly behavior by changing the

side-chain properties, such as grafting density, chain length, environmental sensi-

tivity, etc. Thus these polypeptide-based vesicles may be potential candidates for

drug carriers and the like.

In a subsequent work, Cai et al. investigated the effect of PBLG-b-PEG block

copolymer on the self-assembly of the PBLG-g-PEG graft copolymers [139]. They

found that the cooperative self-assembly of mixtures containing vesicle-forming

PBLG-g-PEG graft copolymers and vesicle- or micelle-forming PBLG-b-PEG
block copolymers always produces cylindrical micelles (Fig. 24). For the hybrid

cylinders, block copolymers are found to mainly locate at the ends of the

aggregates, which prevents the fusion of cylinders to vesicles in the assembly

process. Thus, the cylindrical structure is preserved by removing organic solvent.

These results are not only beneficial to understanding the formation of vesicles from

polypeptide-based graft copolymers, but also enrich our knowledge of the self-

assembly of multicomponent systems.

Increase fDMFIncrease fDMF
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d

b c

Fig. 23 TEM images of PBLG-g-PEG graft copolymer aggregates as a function of initial common

solvents: (a) THF; (b) THF/DMF at 1/1 v/v; (c) DMF. (d) Aggregation as a function of the initial

solvent composition. The inset in (a) is a magnified SEM image of the vesicle. Reprinted with

permission from [138]. Copyright 2010 American Chemical Society
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4.3 Complex Structures Self-Assembled from Polypeptide
Copolymers

In addition to the cylindrical micelles and vesicles, the ordering of polypeptide

chains also contributes to the formation of complex structures with hierarchical

feature [140–142]. For example, Nolte et al. found that the polypeptide-based block

copolymers of polystyrene with poly(isocyano-L-alanine-L-alanine) and poly

(isocyano-L-alanine-L-histidine), PS40-b-PIAA10 (Fig. 25a) and PS40-b-PIAH15

(Fig. 25b), are able to self-assemble into super-helical structures in a sodium acetate

buffer of pH 5.6 (0.2 mM) [140]. Structures with two length-scales are involved in

such super-helices: fiber-like whole structures and screws of the super-helices. As

shown in Fig. 25c–e, the super-helices have an opposite chirality to that of the

constituent polypeptide segments of building block copolymers. Since the polypep-

tide chains take rigid α-helix conformation and the chirality of the formed super-

helices is related to the handedness of the building polypeptides, it can be deduced

that the ordering of polypeptide rods is an important factor in determining the

formation of these hierarchical structures.

As reported by Cai et al., virus-like right-handed super-helical fibers and rings

can be self-assembled from a binary system consisting of rod–coil PBLG-b-PEG
block copolymers and PBLG rigid homopolymers [141]. The hierarchical

structures are formed with PBLG bundles as the core wrapped by PBLG-b-PEG
block copolymers. They revealed that the high molecular weight of PBLG homo-

polymer is crucial for the construction of the super-helical structures. For the

mixture system containing low molecular weight PBLG homopolymers

(PBLG40000), spheres are observed (Fig. 26a). With increasing molecular weight

of the PBLG homopolymers (PBLG110000), super-helical rods start to appear

(Fig. 26b). With further increase in the molecular weight of homo-PBLG

(PBLG520000), long super-helical fibers and rings with uniform diameter of

140 nm and screw-pitch of 80 nm are obtained (Fig. 26c). The detailed surface

profile of the super-helices was examined using AFM analysis. As shown in

Fig. 24 Self-assembly of polypeptide-based block and graft copolymer mixtures. Reprinted with

permission from [139]. Copyright 2012 American Chemical Society
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Fig. 26d, the width and screw pitch of the assemblies are similar to those observed

in SEM images. The orientation of the height contour indicates that these super-

helices have a right-handed sense. Many possible interactions, including hydropho-

bic, dipolar π–π interactions, and ordered packing tendency of α-helical polypeptide
segments, are believed to be responsible for the formation of super-helical

structures.

Usually, hierarchical structure-forming systems contain complex interactions,

thus it is a daunting task to understand exactly how the observed structures were

formed. Computer simulation is a useful tool for investigating multicomponent

self-assembly systems and elucidating the supramolecular structures. Cai et al. also

carried out a BD simulation on a model rod–coil block copolymer/rigid homopoly-

mer binary system. From the simulation results, it was found that the

homopolymers and block copolymers formed ordered structures with different

scales. The polypeptide homopolymers packed side-by-side to form bundles; the

block copolymers were helically wrapped on the homopolymer bundles; and the

packing mode of block PBLG rods exhibited characteristics of the cholesteric LC

structure. In such a structure, there exist two levels of polypeptide chain ordering.

The interplay of these two level orderings has an important role in determining the

final structures.

Fig. 25 Polymer structures of (a) PS40-b-PIAA10, right-handed polypeptide backbone and

(b) PS40-b-PIAH15, left handed polypeptide backbone. (c) Left-handed super-helix from PS40-b-
PIAA10. (d) Representation of the helix in (c). (e) Right-handed super-helical aggregate formed by

PS40-b-PIAH15. From [140]. Reprinted with permission from AAAS
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In this work, Cai et al. presented a simple strategy for preparation of polypeptide

hierarchical super-helical structures by self-assembly of block copolymer and

homopolymer mixtures. The helices have a PBLG bundle covered by PBLG-b-
PEG chains, which is reminiscent of the structure of tobacco mosaic virus (RNA in

the core, covered with a protein shell). This progress is promising for the construc-

tion of complicated biological analogs such as a model virus and subsequent

investigation of its physiological behavior, e.g., cell penetration of the virus.

Therefore, understanding the self-assembly of the mixture system is important

and may become a focus of future research [121].

5 Concluding Remarks and Outlook

Polypeptides can take rigid form with an intramolecularly H-bonded α-helix con-

formation, which enables polypeptide homopolymers and copolymers to assemble

into ordered structures by the orderly packing of polypeptide segments in both

concentrated and dilute solutions. In addition, the intermolecularly H-bonded

β-sheet conformation facilitates the formation of ordered structures, especially

gels in solution. Ordered packing of polypeptide segments makes polypeptide
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Fig. 26 (a) TEM image of spheres self-assembled from PBLG-b-PEG/PBLG40000. (b) TEM

image of super-helical rods self-assembled from PBLG-b-PEG/PBLG110000. (c) SEM image of

super-helical fibers and rings self-assembled from PBLG-b-PEG/PBLG520000. (d) AFM images

length profile of super-helical fibers self-assembled from PBLG-b-PEG/PBLG520000. Reproduced

from [141] with permission of The Royal Society of Chemistry
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homopolymers and copolymers assemble into distinct structures. Great efforts have

been made to construct polypeptide-based assemblies with ordered domains formed

by polypeptide chains.

LCs were the earliest studied structures, in which polypeptide homopolymer

rods pack in an ordered manner to form smectic, nematic, and cholesteric phases.

The smectic LCs are mainly formed by polypeptide homopolymers with identical

polymer length. The cholesteric phase can be prepared by synthetic polypeptides

with polydisperse chain length. The nematic phase can be regarded as a special

example of the cholesteric phase with an infinite cholesteric pitch. The cholesteric

pitch and chirality in the polypeptide LCs are dependent on many factors, such as

temperature, polymer concentration, solvent nature, and polypeptide conformation.

Deep understanding of such phenomena is necessary for preparation of ordered

polypeptide assembles with delicate structures. The addition of denaturing solvent

to polypeptide solution can lead to an anisotropic–isotropic reentrant transition at

low temperatures where the intramolecular helix–coil transformation occurs. How-

ever, the helical structure is more stable in LC phase than in dilute solution due to

the conformational ordering effect.

Gels have attracted considerable attention for a long time. In polypeptide

homopolymer gels, polypeptides assemble into fiber structures with dislocated

side-by-side packing of rods. Thus, they possess a similar structure to LC

structures; however, the order parameter is relatively lower. For polypeptide

block copolymers, gels are formed with packing of polypeptide chains, while the

other flexible chains are spread out into the surrounding to stabilize the gels in

solution. Both the α-helix and β-sheet conformation of polypeptides support the

formation of gels through inter- and intramolecular attractions. The gels formed

from β-sheet polypeptides are found to have higher strength than those formed by

α-helix polypeptides. However, most of the gels, especially the hydrogels, are still

not strong enough for practical applications. Modified hydrophilic polypeptides are

promising for the preparation of strong hydrogels. It is fundamentally important to

construct gels with controlled structures and morphologies for diverse applications

in the fields of template synthesis, functional materials, and tissue engineering

scaffolds.

The ordered packing of polypeptides can be also found in copolymer micelles

self-assembled in dilute solutions. The ordering tendency of polypeptide segments

is favorable for the formation of cylindrical micelles, large vesicles, and hierarchi-

cal structures. The formed structures show higher stabilities due to the ordering

within domains in the assemblies. Introducing a second component, including

polymers and nanoparticles, is an effective way to adjust the self-assembly behavior

of parent block and graft copolymers. The conformation transition of the polypeptide

chains is also an important factor affecting the assembly behavior of polypeptide

copolymers. The study of hierarchical structures of polypeptides is an especially

attractive and promising topic because polypeptides are the fundamental building

blocks for fabricating hierarchical structures in living organisms. Such hierarchical

structures usually show chirality. Further work eliciting the relationship between

handedness of the polypeptides and the chirality of the formed hierarchical
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structures is highly desired. In addition, development in such fields will open a door

to the preparation of advanced functional biomaterials, which is eagerly demanded

in medicaland biorelated areas.

It is evident that the bioapplication of polypeptide assemblies is one of the most

promising and important directions for research. Based on the ordering packing

of polypeptide segments with α-helix and β-sheet conformations, novel

superstructures in the forms of LCs, gels, and micelles have been sucessfully

created. Although started about 60 years ago in the late 1940s, the ordering of

polypeptides in the fabrication of diverse structures is still at a early stage. The

assembly mechanisms behind the phenomena for LCs, gels, and micelles have not

been well understood. The combination of experiments with computer simulations

is a promising strategy for unveiling the fundamental principles of polypeptide

assembly behavior. The application potential of the polypeptide assemblies has also

not been well evaluated. More research is needed to implement the applications of

polypeptide assemblies, which will further push the advance of polypeptide assem-

bly research. Moreover, since polypeptides resemble proteins in structure, mimick-

ing proteins is a charming aspect of polypeptide research, which could be helpful

for investigating complex protein systems.
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Abstract Light-emitting π-conjugated polymers and their nanostructures have

been intensively studied from the viewpoints of both fundamental research

and optoelectronic applications. The characteristics of light-emitting polymer

nanostructures, such as light absorption and emission efficiencies, can be tuned

through chemical processing and by varying their physical dimensions. In this

review article, recent progress in the synthesis, characterization, modification,

and applications of light-emitting polymer-based nanostructures is presented.

Various synthetic methods for light-emitting polymer nanostructures are

introduced, and their intrinsic optical properties at a nanoscale level are

summarized. Post-synthetic treatments for modification of the characteristics

related to the morphologies and doping states are discussed. Finally, potential

applications of these nanostructures to barcode/quasi-superlattice nanowires,

biosensors, and nano-optoelectronics are presented.

Keywords π-Conjugation � Barcode � Biosensor � Doping � Electron beam �
Hybridization � Hydrothermal � Light-emitting polymer � Nanoscale optical

property � Nanostructure � Optoelectronics
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1 Introduction

Light-emitting polymers with a π-conjugated structure have attracted considerable

interest in the fields of both fundamental science and applied research owing to their

fascinating one-dimensional (1D) characteristics and potential optoelectronic

applications [1–6]. Figure 1 shows the chemical structures of a few examples of

π-conjugated light-emitting polymers: polythiophene (PTh), poly(3-alkylthiophene)

(P3AT), poly(3,4-ethylenedioxythiophene) (PEDOT), poly(p-phenylenevinylene)
(PPV), and poly[2-methoxy-5-(20-ethylhexyloxy)-p-phenylenevinylene] (MEH-PPV).

The π-conjugated structure of light-emitting polymers refers to the alternation of

single and double covalent bonds between adjacent carbon atoms [7]. This π-conju-
gation leads to delocalized π-electrons along the polymeric main chains, which play

an important role in the electronic and optical properties of light-emitting polymers

[8]. The electronic structures of π-conjugated polymers are successfully described by

the Su–Schrieffer–Heeger (SSH) Hamiltonian model [9–11]. As a consequence of the

π-conjugated structure, these light-emitting polymers have a semiconducting band

gap. Both theoretical and experimental studies have been conducted on chemical

processes for engineering the energy band structure of π-conjugated polymers

[10, 12–24]. Thus, the optical and electrical properties of π-conjugated polymers

can be varied by controlling the energy band structure and by chemical doping.

With rapid developments in nanoscience and nanotechnology, various

nanostructures, including nanotubes (NTs), nanowires (NWs), and nanoparticles

(NPs), have been fabricated using light-emitting polymers [4–6]. The intrinsic

characteristics of π-conjugated polymer nanostructures can be controlled through

the physical dimensions, chemical processes, and post-synthetic treatments.

This review article introduces and summarizes the fabrication, characterization,

and modification processes as well as optoelectronic applications of various light-

emitting polymer nanostructures.

2 Synthetic Methods for Nanostructures

π-Conjugated light-emitting polymer nanostructures, including NTs, NWs, and NPs

have been synthesized using template and template-free methods [5, 6, 25–29].

Recently, Jenekhe et al. reviewed various synthetic methods for 1D nanostructures

of π-conjugated molecular systems [30]. Template-based methods are categorized

into two sub-categories depending on the type of template, i.e., soft templates and

hard templates. Anodic aluminum oxide (Al2O3), particle track-etched membrane,

mesoporous silica, microchannel array, and zeolite are typically employed as hard

templates. The synthesis of π-conjugated polymer NTs or NWs with hard templates

involves a combination of electrochemical [25, 31–33], chemical [34–37], and

organic vapor deposition [38] techniques. The formation of NTs or NWs and

their physical dimensions, such as diameter and length, are determined by the
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size of the nanoporous template used. Of the template-free methods, this section

presents the reprecipitation method for the synthesis of NPs and the electrospinning

method for NWs.

2.1 Electrochemical Polymerization

In this section, we focus on the synthesis of light-emitting polymer NTs and NWs

through electrochemical polymerization using nanoporous Al2O3 templates. For

electrochemical synthesis of the polymer NTs and NWs, the electrolyte consists of

a solution of monomers and dopants in appropriate solvents such as deionized water,

N-methyl-2-pyrrolidinone (NMP), and acetonitrile (CH3CN). Aniline, pyrrole, and

thiophene and its derivatives such as 3-methylthiophene (3-MT), 3-butylthiophene

(3-BT), 3-hexylthiophene (3-HT), and ethylenedioxythiophene (EDOT) are typical

monomers. Dopants can include anionic salts such as BF4
�, PF6

�, and ClO4
� as well

as camphorsulfonic acid (CAS) and dodecylbenzenesulfonic acid (DBSA), which

also act as surfactants that promote homogeneous dispersion of the hydrophobic

monomers in deionized water. Thin metal layers, for example, gold (Au), platinum

(Pt), and aluminum (Al), are thermally evaporated on one side of the nanoporous

Al2O3 template and attached to the metal working electrode.

When a current or voltage is applied to the electrodes, the monomers are oxidized

at the surface of the electrode. As a result of the initial oxidation, the monomers form

radical cations that react with other monomers in the electrolyte to form oligomeric

products, as shown in Fig. 2. The extended π-conjugation in the polymeric chain (i.e.,

polymerization) is assisted by dopant anions, and the synthesis and doping of the

Fig. 1 Chemical structures of various light-emitting polymers with π-conjugated structure
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light-emitting polymer NTs and/or NWs are generally accomplished simultaneously

[39]. After polymerization, an acid (e.g., HF or H3PO4), base (e.g., NaOH or KOH),

or organic solvent can be used to dissolve the nanoporous template and isolate the

synthesized NTs or NWs. The intrinsic optical properties of the electrochemically

synthesized light-emitting polymer NTs or NWs can be controlled by the synthetic

conditions such as molar ratio of monomer to dopant, applied current or voltage,

synthetic temperature, and type of solvent used for the dissolution of the nanoporous

template.

Figure 3 shows scanning electron microscope (SEM) and transmission electron

microscope (TEM) images of various light-emitting polymer NTs or NWs

synthesized through electrochemical polymerization with nanoporous Al2O3

templates [40–43]. The SEM image in Fig. 3a shows open ends of the P3MT NTs,

and the inset shows filled ends of P3MT NWs. In the TEM image, the formation of

NTs can be clearly identified; the thickness of the NTwall was estimated at 5�10 nm.

In order to synthesize P3MT NTs, a current density of ~1.7 mA/cm2 was applied for

18�20 min. For the formation of P3MT NWs, the applied current density and

polymerization time were increased up to 2.0�2.5 mA/cm2 and ~23min, respectively

[40]. Martin et al. reported that polymerization was initiated at the bottom of

nanopores on the working electrode and proceeded along the inside walls of the

nanoporous Al2O3 template [44]. The results indicated that NTs could be converted to

NWs by increasing the polymerization time and applied current density.

The formation of P3BT NWs can also be controlled by adjusting the applied

current density and polymerization time [41]. P3BT NWs with open ends at the top

Fig. 2 Electrochemical polymerization method using alumina (Al2O3) nanoporous template
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are observed in the SEM and TEM images in Fig. 3b. The length and diameter of the

NWs are ~20 μm and ~200 nm, respectively. A TEM image of an isolated single

P3HT NWwith open ends is shown in Fig. 3c. The diameter of the single P3HT NW

is 150�200 nm. Figure 3d shows the SEM and TEM images of PEDOT NWs. A

uniform and continuous array of the PEDOT NWs with a length of ~30 μm was

observed by SEM. From the magnified TEM image, the diameter of a single PEDOT

NW can be estimated at ~200 nm.

2.2 Reprecipitation

Horn and Rieger reviewed the various synthetic methods and optical properties of

organic NPs [45]. Reprecipitation is a representative method for fabricating

π-conjugated polymer NPs [45–48]. As shown in Fig. 4, a polymer powder is

dissolved in an amphiphilic solvent (e.g., tetrahydrofuran) and the polymer solution

rapidly dropped into deionized water under vigorous stirring. During this process,

polymer molecules form spherically shaped NPs through aggregation in order to

minimize the interfacial energy between the polymer solution and water. The size of

the NPs can be controlled by varying the concentration of the polymer solution,

stirring speed, temperature of deionized water, as well as by addition of polar solvents

such as acetone. A mini-emulsion method has been recently developed to synthesize

homogeneously dispersed polymer NPs [45, 49, 50]. In this method, an aqueous

solution of surfactant is added to a solution of the polymer in an organic solvent such

as chloroform. The mixture of solutions is then emulsified through ultrasonication to

afford an aqueous suspension of polymer NPs.

Figure 5a shows an SEM image of MEH-PPV NPs fabricated by reprecipitation

[51]. The NPs were spherical and had diameters estimated to be in the range

Fig. 3 SEM and TEM images of the electrochemically synthesized light-emitting polymer NTs

and NWs: (a) P3MT NTs, (b) P3BT NWs, (c) P3HT NWs, and (d) PEDOT NWs. [Reproduced in

part from (a) [40], (b) [41], (c) [42], and (d) [43] with permission. (a) Copyright 2005 American

Institute of Physics. (b) Copyright 2008 Electrochemical Society. (c) Copyright 2007 American

Institute of Physics. (d) Copyright 2008 Elsevier B.V.]
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40�150 nm. SEM images of P3HT and [6,6]-phenyl C61
� butyric acid methyl ester

(PCBM) NPs fabricated by the mini-emulsion method are shown in Fig. 5b and

Fig. 5c, respectively [52]. The diameters of the P3HT and PCBM NPs were ~108

(�28) and 77 (�20) nm, respectively.

2.3 Electrospinning

Electrospinning is a simple, inexpensive, and efficient method based on application

of a high electric field for fabricating relatively long and continuous NWs (i.e.,

nanofibers) of various organic and/or inorganic materials [53–57]. With this

Fig. 4 Scheme showing the reprecipitation process

Fig. 5 SEM images of (a) MEH-PPV NPs, (b) P3HT NPs, and (c) PCBM NPs. [Reproduced in

part from (a) [51] and (b, c) [52] with permission. (a) Copyright 2009 American Chemical Society.

(b, c) Copyright 2012 Royal Society of Chemistry.]
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method, ultrathin fibers can be obtained from solutions and melts by the uniaxial

elongation of viscoelastic jets owing to the electrostatic repulsive interaction

between surface charges. Conventional electrospinning systems consist of three

major components: a high-voltage power supply, a metallic needle (i.e., capillary

spinneret), and a grounded collector as the counter electrode. An electric field

applied between the metallic needle and collector (typically on the order of

1 � 105 V/m) causes charging on the surface of a droplet at the needle tip, which

transforms into a funnel-shape known as a Taylor cone. Then, a fluidic jet is ejected

that is accelerated from the needle tip owing to the electrostatic force from the

oppositely charged collector plate [30, 54, 56].

The dimensions and morphology of the electrospun nanofibers are determined by

the intrinsic properties of the materials (e.g., chemical structure, molecular weight,

and solubility), properties of the solvent (e.g., surface tension, viscosity, conductivity,

vapor pressure, polarity, and dielectric constant), and external processing parameters

(e.g., electric potential and field distribution, concentration of constituent materials

and any additional ions, and feed rate). Electrospinning systems have been modified

to allow greater control over the process and to tailor the structure of the nanofibers.

The substitution of a rotating drum for a collector plate results in uniform mats of

electrospun nanofibers [58]. Figure 6 shows a modified electrospinning system with a

two-capillary spinneret for different materials [59]. This system affords composite

nanofibers or NTs combined with the proper elimination process of inner materials.

Laforgue et al. reported on a combination of electrospinning and vapor-phase

polymerization to fabricate PEDOT nanofibers [60]. Figure 7 shows the optical

microscope and SEM images of these electrospun PEDOT nanofibers. Their aver-

age diameter was 350 (�60) nm.

Fig. 6 Modified

electrospinning system with

two-capillary spinneret.

[Reproduced with permission

from [59]. Copyright 2004

American Chemical Society]
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3 Optical Properties of As-Prepared Nanostructures

In this section, we discuss the optical properties of the as-prepared light-emitting

polymer nanostructures described in Sect. 2. The ultraviolet and visible (UV–vis)

absorption and photoluminescence (PL) spectra of the polymer nanostructures dis-

persed in organic solvents are introduced and discussed. The nanoscale and solid-state

optical properties of a single unit of the light-emitting polymer nanostructures can be

investigated using high-resolution laser confocal microscope (LCM) systems built

around an inverted optical microscope, coupled with luminescence color charge-

coupled device (CCD) measurements. In this method, the LCM PL intensities of

single units of nanostructures are measured in units of voltage or photon count. For a

quantitative comparison of the nanoscale and solid-state optical properties of polymer

nanostructures, the LCM PL spectra must be normalized with respect to those of

pristine (i.e., as-prepared) samples. The details of the methods for the LCM and CCD

experiments are reported elsewhere [41, 42, 61–65].

3.1 Electrochemically Synthesized Nanotubes and Nanowires

3.1.1 P3MT Nanotubes

Park and coworkers reported that the doping level and structural properties of

electrochemically synthesized P3MT NTs could be controlled by varying the

synthetic temperature [40]. Figure 8a shows a comparison of the UV–vis absorption

spectra of P3MT NTs synthesized at various temperatures. For HF-treated P3MT

NTs, the π–π* transition peak shifted from 2.27 to 2.33 eV for NTs synthesized at

20�C and�20�C, respectively. Furthermore, as the synthetic temperature decreased

from 20�C to �20�C, the intensity of the bipolaron peaks at ~1.6 eV increased,

implying a variation in the degree of doping with temperature [24]. For NaOH-

treated P3MT NTs, a bipolaron peak was only observed at ~1.6 eV for the NTs

synthesized at �20�C, as shown in the inset of Fig. 8a. The π–π* transition peak of

the NaOH-treated P3MT NTs was observed at ~2.15 eV. The results indicate that

the optical properties of P3MT NTs can be controlled by varying the synthetic

Fig. 7 (a) Optical microscope and (b, c) SEM images of PEDOT nanofibers at different

magnifications. [Reproduced with permission from [60]. Copyright 2011 Elsevier B.V.]
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temperature as well as the template-dissolving organic solvents. It was reported that

lower temperatures in electrochemical synthesis of conducting polymers lead to

enhanced electrical properties owing to the better chain alignment and extended

conjugation length [66].

Figure 8b shows the normalized solution PL spectra of P3MT NTs synthesized at

20�C, 0�C, and �20�C. For NaOH-treated P3MT NTs, the main PL peaks were

observed at ~490 nm, together with shoulder peaks at ~530 nm attributed to the S 0–1
transition. As the synthetic temperature decreased, the shoulder peak at ~530 nm

disappeared, and the main peak at ~490 nm became sharper. As shown in the inset of

Fig. 8b, similar dependence on the synthetic temperature was observed for HF-treated

P3MT NTs. These results might be attributed to the better chain alignment and

extended conjugation for the P3MT NTs synthesized at lower temperatures, in

agreement with the findings based on the UV–vis absorption spectra.

3.1.2 P3MT Nanowires

Recently, Hong et al. reported the optical properties of electrochemically synthesized

P3MT NWs that were separated from nanoporous Al2O3 templates by treatment with

HF [62]. Figure 9a shows the UV–vis absorption spectrum of P3MT NWs that were

synthesized at a lower temperature and higher applied current than those shown in

Fig. 8. A broad and relatively intense bipolaron absorption band was observed at

~780 nm and a relatively weak π–π* transition peak was observed at ~390 nm, which

indicates that the P3MT NWs shown in Fig. 9 were more heavily doped than those

shown in Fig. 8.

Fig. 8 (a) Comparison of UV–vis absorption spectra of HF-treated P3MT NTs synthesized at

�20�C, 0�C, and 20�C. Inset: spectra of NaOH-treated P3MT NTs synthesized at�20�C, 0�C, and
20�C. (b) Comparison of solution PL spectra of NaOH-treated P3MT NTs. Inset: spectra of

HF-treated P3MT NTs. [Reproduced with permission from [40]. Copyright 2005 American

Institute of Physics.]
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Figure 9b shows the LCM PL spectrum of an isolated single P3MT NW. The

sharp peaks observed at 525 and 569 nm are the anti-Stokes’ Raman shift of

the P3MT material corresponding to 1,459 and 2,917 cm�1, which were assigned

to the symmetric Cα═Cβ ring-stretching mode and the methyl (CH3) symmetric

stretching mode in the thiophene ring out-of-plane deformation, respectively

[63, 67–69]. Excluding these Raman modes, which are commonly observed in

nanoscale and solid-state PL measurements, the maximum LCM PL peak was

observed at 520�530 nm. This is reflected in the green light emission seen in the

color CCD image of the P3MT NWs shown in the inset of Fig. 9b.

3.1.3 P3BT Nanowires

Park et al. also reported that the doping levels of electrochemically synthesized P3BT

NWs are correlated with the type of solvent (i.e., acid or base) used for dissolution of

the nanoporous Al2O3 templates [41]. Figure 10a shows the normalized UV–vis

absorption spectra of P3BT NWs. The π–π* transition peaks of the P3BT NWs

treated with HF and NaOH solutions appeared at 393 and 438 nm, respectively.

Thus, the π–π* transition peak of the HF-treated P3BT NWs was blue-shifted by

~45 nm compared with that of the NaOH-treated NWs [70]. A broad bipolaron peak

was observed at ~816 nm for the HF-treated P3BT NWs; however, this peak almost

disappeared in the spectra of the NaOH-treated NWs [71, 72]. These results stem

from the light doping and dedoping of the P3BT NWs during treatment with HF and

NaOH solutions, respectively.

Figure 10b shows the normalized solution PL spectra of P3BT NWs treated with

HF and NaOH solutions. The main PL peaks of the HF- and NaOH-treated P3BT

NWs were observed at 547 and 564 nm, respectively. The inset of Fig. 10b shows

photographs of light emission from HF- and NaOH-treated P3BT NWs that were

Fig. 9 (a) UV–vis absorption spectrum of as-prepared P3MT NWs. (b) LCM PL spectrum of

single P3MT NW. Inset: color CCD image of single P3MT NW. [Reprinted with permission from

[62]. Copyright 2011 Wiley-VCH.]
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homogeneously dispersed in chloroform (CHCl3) solutions. The HF- and NaOH-

treated P3BT NWs emitted green and yellow light, respectively.

Figure 10c shows three-dimensional (3D) LCM PL images of isolated single HF-

and NaOH-treated P3BT NWs. The LCM PL intensities of the HF- and NaOH-

treated P3BT single NWs were 20�25 and 45�55 mV, respectively. The LCM PL

intensity of the NaOH-treated P3BT single NW was 1.8�2.8 times higher than that

of the HF-treated NW because of the reduction in PL quenching owing to the

dedoping effect. Figure 10d compares the averaged LCM PL spectra of isolated

single HF- and NaOH-treated P3BT NWs for five different positions on the same

NW under the same LCM experimental conditions. The maximum LCM PL peaks

of the HF- and NaOH-treated P3BT single NWs were observed at ~540 nm

(green–yellow light emission) and ~620 nm (orange–red light emission), respec-

tively. The intensity of the LCM PL peak at 620 nm for the NaOH-treated P3BT

NW was about two times higher than that of the HF-treated P3BT NW. The

enhanced PL intensity and bright light emission in the NaOH-treated P3BT single

NW are attributed to the dedoping effect.

Fig. 10 (a) Normalized UV–vis absorption spectra of HF- and NaOH-treated P3BT NWs.

(b) Normalized solution PL spectra of corresponding samples. Inset: luminescent photographs

of HF- and NaOH-treated P3BT NWs. (c) 3D LCM PL images of isolated single NWs. Color scale

bar represents LCM PL intensities in the unit of measured voltages. (d) Comparison of LCM PL

spectra of HF- and NaOH-treated P3BT NWs. [Reprinted with permission from [41]. Copyright

2008 Electrochemical Society.]
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3.1.4 P3HT Nanowires

The dedoping effects of NaOH treatment on electrochemically synthesized P3HT

NWs were also reported by Lee and coworkers [42]. Figure 11a shows the

normalized UV–vis absorption spectra of P3HT NWs. Shifting of the π–π* transi-

tion peaks and variation of the doping-induced bipolaron peaks were also observed

after treatment with HF and NaOH solutions, respectively. The broad bipolaron

peak at 830 nm for the HF-treated P3HT NWs was decreased by NaOH treatment as

a result of the dedoping effect [41].

Figure 11b shows the 3D LCM PL images of single lightly doped and de-doped

P3HT NWs obtained after HF and NaOH treatments, respectively. The LCM PL

intensities for these strand were 0.3�0.4 and 1.2�2.3 V, respectively. The LCM PL

intensity of the de-doped P3HT single NW was three to eight times higher than that

of the lightly doped NWs. Figure 11c compares the averaged LCM PL spectra of

individual lightly doped and de-doped P3HT NWs. The main PL peaks for the

isolated lightly doped and de-doped P3HT NWs were observed at 551 nm (green

light emission) and 593 nm (yellow–green light emission), respectively. The sharp

peaks in the PL spectra at 526 and 570 nm originated from the Raman modes. The

integrated area of the LCM PL spectrum of the de-doped P3HT NW was approxi-

mately six times larger than that of the lightly doped P3HT NW.

Light-emitting polymer NTs and NWs synthesized through electrochemical

polymerization exhibit doped states owing to dopant-assisted polymerization

[39]. Analysis of the UV–vis spectra showed that the doping level of NTs and

NWs can be controlled by varying the synthetic temperatures as well as the

applied current or voltage, which directly influence the intrinsic optical properties

of the nanostructures. In addition, the solvent used for removing the Al2O3

template is also an important determiner of the doping characteristics of the

NTs and NWs.
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Fig. 11 (a) Normalized UV–vis absorption spectra of P3HT NWs. (b) 3D LCM PL images of

isolated single NWs. Color scale bar represents the LCM PL intensities in the unit of measured

voltages. (c) Comparison of LCM PL spectra of P3HT NWs. (Reprinted with permission from

[42]. Copyright 2007 American Institute of Physics.)
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3.2 Nanoparticles Prepared by Reprecipitation

3.2.1 MEH-PPV Nanoparticles

The nanoscale and solid-state optical properties of MEH-PPV NPs fabricated by

reprecipitation have been reported [51]. Figure 12a shows a 3D LCM PL image of a

single MEH-PPV NP. The LCM PL intensity of a single MEH-PPV NP was

measured at ~267 (�17.7) mV, which is the average over 100 different NPs.

Figure 12b shows the LCM PL spectrum of the MEH-PPV NP. The main PL peak

was observed at ~560 nm, which corresponds to the π–π* transition peak of MEH-

PPV observed at ~490 nm [51, 73, 74]. These results are reflected in the

yellow–orange light emission seen in the color CCD image in the inset of Fig. 12b.

In addition, the LCM PL peak of MEH-PPV NPs in the solid state (~578 nm) was

blue-shifted compared with the solution PL peak [51]. This is attributed to the

reduction in the conjugation length due to the steric confinement of NPs, which

results in bending or kinking of the polymer backbone [73, 74], as well as to oxidation

of NPs in air [75].

3.3 Electrospun Nanowires

3.3.1 Nanowires of MEH-PPV Derivatives

Di Benedetto et al. reported the optical properties of electrospun NWs of MEH-

PPV and various derivatives such as poly{[2-methoxy-5-(2-ethylhexyloxy)-1,4-

(1-cyanovinylenephenylene)]-co-[2,5-bis(N,N0-diphenylamino)-1,4-phenylene]},

Fig. 12 (a) 3D LCM PL image of isolated MEH-PPV NPs. Color scale bar represents the LCM

PL intensities in the unit of measured voltages. (b) LCM PL spectrum of MEH-PPV single NP.

Inset: color CCD image of the NPs. (Reproduced with permission from [51]. Copyright 2009

American Chemical Society.)
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poly{[9,9-dioctylfluorenylene-2,7-diyl]-co-[1,4-diphenylenevinylene-2-
methoxy-5-(2-ethylhexyloxy)-benzene]}, poly{[9,9-dioctylfluorenyl-2,7-diyl]-co-
[1,4-benzo-(2,10,3)-thiadiazole]}, and poly[(9,9-dioctylfluorenyl-2,7-diyl)-alt-co-
(9-hexyl-3,6-carbazole)] [76]. These MEH-PPV derivatives are denoted as RE,

GE, YE, and BE, respectively, according to the color of the light they emit.

Figure 13a shows the fluorescence microscope images of the electrospun NWs of

MEH-PPV derivatives. The images show well-defined colors that agree with the

corresponding PL spectra shown in Fig. 13b. These results indicate that the optical

properties of various light-emitting polymer NWs can be successfully controlled by

the molecular design.

4 Post-synthetic Treatments for Modification
of Nanostructure Characteristics

In this section, we introduce post-synthetic treatments that enable further modi-

fication of the physical properties such as the structural, electrical, and optical

properties of the as-prepared light-emitting polymer nanostructures. Of the

various methods of controlling the intrinsic characteristics of nanostructures,

we discuss the electrochemical doping and dedoping process using cyclic

voltammetry (CV) and unfocused electron (E)-beam irradiation. Hydrothermal

treatment of undoped NPs is presented, which involves application of external

pressure and heat to NPs. Finally, we describe hybridization with nanoscale

Fig. 13 (a) Fluorescence microscope images of electrospun light-emitting polymer NWs. Insets:
chemical structure of each light-emitting polymer. (b) Normalized PL spectra of the corresponding

samples. (Reproduced with permission from [76]. Copyright 2008 Nature Publishing Group.)
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metals, which allows drastic variations in the optical properties by exploiting

the surface plasmon resonance (SPR) coupling effect between the light-emitting

polymer and the nanoscale metal.

4.1 Electrochemical Doping and Dedoping: Cyclic Voltammetry

Electrochemical reduction and oxidation (redox) using CV is widely used to control

the doping characteristics of π-conjugated polymers and their nanostructures

[77–80]. Doping of π-conjugated polymers induces changes in structure and elec-

tronic state owing to intercalation of dopants between the polymeric chains. These

structural modifications induce variations in the π-conjugation length, polymeric

chain alignment, and intra-/interchain interactions, which in turn directly influence

the light absorption and emission properties.

Park et al. reported that additional doping and dedoping of the as-prepared

P3MT NTs and PEDOT NWs can be accomplished through electrochemical means

by controlling the applied potentials and scan rates using CV in a mixture of an

ionic liquid and a CH3CN solution without monomers [43, 65]. It is noted that

1-butyl-3-methylimidazolium hexafluorophosphate (BMIMPF6) is an environmen-

tally stable and recyclable ionic liquid that has shown negligible loss of electroactivity

when used as a dopant [77].

4.1.1 P3MT Nanotubes

Figure 14a shows the normalized UV–vis absorption spectra of P3MT NTs at

different doping levels. The π–π* transition peaks were observed at ~385 nm for all

the P3MT NTs. Broad bipolaron peaks due to doping were observed near

750�800 nm [81]. The relative intensity ratio of the bipolaron peak to the π–π*
transition peak for the doped-P3MT NTs was estimated to be 0.67, 0.52, 0.25, and

0.04, depending on the degree of additional doping or dedoping. The relative

integrated area ratio of the bipolaron peak to the π–π* transition peak was 0.67,

0.54, 0.22, and 0.01, respectively. On the basis of the UV–vis absorption spectra, the

various doped-P3MT NTs are denoted as doped-P3MT(0.04), doped-P3MT(0.25),

doped-P3MT(0.52), and doped-P3MT(0.67) NTs, where the number in brackets

represents the relative doping level. The relatively small ratios of intensity or area

of the bipolaron peaks compared with those of the π–π* transition peaks imply that

the P3MT NTs were lightly doped systems.

Figure 14b shows a comparison of the LCM PL spectra of a single P3MT NT

with various doping levels: doped-P3MT(0.04), doped-P3MT(0.25), doped-P3MT

(0.52), and doped-P3MT(0.67). The peak intensity and area of the LCM PL spectra

of these single strands gradually increased up to 14 times as the doping level

decreased. Two characteristic peaks in the LCM PL spectra for the P3MT materials

were observed at 640 and 685 nm.
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Figure 14c shows the LCM PL images for isolated single doped-P3MT NTs with

different doping levels under the same LCM experimental conditions. The color

scale bar with the unit of voltage at the left-hand side of Fig. 14c represents the

measured LCM PL intensity. The measured voltages of the LCM PL intensity for

doped-P3MT(0.04), doped-P3MT(0.25), doped-P3MT(0.52), and doped-P3MT

(0.67) single NTs were about 40�44, 26�31, 12�16, and 5�8 mV, respectively.

These results indicate that the LCM PL intensity of the P3MT NTs decreased with

an increase in the doping levels, which is attributed to PL quenching by the dopant

or the counter-ions.

4.1.2 PEDOT Nanowires

PEDOT, one of the most popular π-conjugated polymers, has been intensively

studied for developing nanoscale materials as well as for application to various

nanodevices such as biosensors and electrochromic devices, and for drug delivery

[82–84]. However, studies on PEDOT nanomaterials and bulk films have mainly

focused on their electrical and structural properties and on the various applications

of the conducting form of the material (i.e., doped PEDOT systems). The light-

emitting characteristics of doped and de-doped PEDOT nanomaterials were first

reported by Park et al. in 2008 [43].

Fig. 14 (a) Comparison of UV–vis absorption spectra of P3MT NTs with different doping levels.

(b) LCM PL spectra and (c) 3D LCM PL images of the corresponding samples. (Reproduced with

permission from [65]. Copyright 2008 Wiley-VCH.)

Synthesis, Characteristics, and Applications of Intrinsically Light-Emitting. . . 217



Figure 15a shows the normalized UV–vis absorption spectra of electrochemi-

cally doped and de-doped PEDOT NWs. A broad electrochemical reduction peak

was observed at ~1.0 V. The first cycle of the cyclic voltammogram exhibited a

well-defined reduction peak, showing that a stable reduction process occurs in a

solution of the ionic liquid BMIMPF6 [77]. For de-doped PEDOT NWs, the π–π*
transition peak was observed at ~567 nm, and a weak bipolaron peak was observed

at ~880 nm, as shown in Fig. 15a. For doped PEDOT NWs, a broad bipolaron band

was observed at ~866 nm, and the π–π* transition peak disappeared owing to the

doping effect, as shown in Fig. 15a. The π–π* transition of a pristine PEDOT

sample is usually observed at ~610 nm and, for doped PEDOT systems, a long-

wavelength absorption appears above 900 nm owing to the narrow band gap [85].

Compared with bulk PEDOT [85], the PEDOT NWs that were de-doped and doped

by CV exhibited relatively blue-shifted π–π* transition and bipolaron peaks.

As shown in Fig. 15b, the LCM PL spectra of single doped and de-doped PEDOT

NWs were compared under the same experimental conditions. The maximum LCM

PL peaks for the single doped and de-doped PEDOT NWs were observed at ~541 nm

(green light emission) and ~640 nm (orange–red light emission), respectively.
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Fig. 15 (a) Comparison of UV–vis absorption spectra of doped and de-doped PEDOT NWs.

(b) 3D LCM PL images and (c) LCM PL spectra of isolated single NWs. Color scale bar represents

the LCM PL intensities in the unit of measured voltages. (Reprinted with permission from [43].

Copyright 2008 Elsevier B.V.)
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The LCM PL peak of the PEDOT single NW was blue-shifted after doping. The PL

peaks of pristine PTh and P3HT film samples are usually observed at 610 and 640 nm

(i.e., orange–red light emission), respectively [84]. The LCM PL peak intensity of the

single de-doped PEDOT NW increased up to a maximum of approximately threefold

as compared with that of the doped PEDOT NW, as shown in Fig. 15b.

Figure 15c shows 3D LCM PL images of isolated single doped and de-doped

PEDOT NWs. The PL image of the single de-doped PEDOT NW is brighter than

that of the doped PEDOT NW. The measured voltages of the PL intensity for the

doped and de-doped PEDOT single NWs were 60�90 and 180�260 mV, respec-

tively. The PL intensity of the de-doped PEDOT single NW was two to three times

higher than that of the doped PEDOT NW because of the reduction in PL quenching

through the dedoping process.

4.2 Unfocused E-Beam Treatment

Hong et al. reported the dedoping and conformational effects of unfocused E-beam

treatment of NTs and NWs of light-emitting and conducting polymers [67, 86, 87].

Compared with the conventional solution-based techniques for the control of doping

level, such as chemical doping [31–33] or electrochemical redox by CV [79, 80],

E-beam treatment enables control of the optical properties of light-emitting polymer

nanostructures in a quantitativemanner through adjustment of the E-beam parameters

such as dosage and/or energy. This approach has the advantages of a relatively simple

procedure and reduced of contamination by solvents.

An unfocused E-beam from a linear electron accelerator was directed onto P3MT

NTs along the length direction. The energy of the E-beam was fixed at 1 MeV, and

the dosage of the E-beam was varied in the range from 1.6 � 1013 to

8.0 � 1016 electrons/cm2. The treatment was performed in air at atmospheric pres-

sure and room temperature. The heating effect produced by the E-beam was

compensated for by air cooling [67]. Figure 16a shows the normalized UV–vis

absorption spectra of P3MT NTs in the pristine state (i.e., before E-beam treatment)

and after treatment with an unfocused E-beam of different dosages. For the pristine

P3MT NTs, a broad and relatively strong bipolaron peak and relatively weak π–π*
transition peak were observed at ~800 and 400 nm, respectively, which indicate

highly doped states. As the dose of the E-beam irradiation was increased from

1.6 � 1013 to 8.0 � 1016 electrons/cm2, the doping-induced bipolaron peak consid-

erably decreased and the π–π* transition peak was shifted from 400 to ~550 nm. It is

known that there exist two helical configurations for the polymeric chain in P3MT,

namely, the coil-like and rod-like configurations, which correspond to the peaks at

400 and ~550 nm in the UV–vis absorption spectra, respectively [88–90]. From

Fig. 16a, it is seen that rod-like configurations with π–π* transition peaks at

~550 nm were observed after E-beam treatment with a dose of 4.8 � 1016 to

8.0 � 1016 electrons/cm2. The π–π* transition peaks of the electrochemically

de-doped P3MT NTs were not very far from their original positions [65].
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Figure 16b shows the LCM PL spectra for an isolated single P3MT NT in the

pristine state and after treatment with an unfocused E-beam of different dosages.

With increasing dosage of the E-beam, the intensity of the LCM PL spectra rapidly

increased up to about 90 times that of the pristine P3MT NTs. Its peak was

gradually red-shifted from about 550 nm for the pristine P3MT NT to about

620 nm after treatment with a 1-MeV E-beam dose of 8.0 � 1016 electrons/cm2,

as shown in Fig. 16b.

Figure 16c shows color CCD images of the NTs in the pristine state and after

treatment with a 1-MeV E-beam dose of 8.0 � 1016 electrons/cm2. The pristine

P3MT NTs emitted green light with a relatively low brightness. After irradiation

with the E-beam, the luminescence color was dramatically changed from green to

red. Moreover, the luminescent intensity clearly increased.

Figure 16d shows the 3D LCM PL images under identical LCM experimental

conditions for an isolated single P3MT NT in the pristine state and after E-beam

irradiation with different E-beam dosages. As the dose of the 1-MeV E-beam was

increased from 7.2 � 1015 to 8.0 � 1016 electrons/cm2, the LCM PL intensity of

the isolated single P3MT NTs dramatically increased. The averaged voltage of the

LCM PL intensity in the pristine state was 10 (�2.8), and after irradiation with a

1-MeV E-beam it was 22 (�2.1), 34 (�2.5), 127 (�3.8), and 716 (�4.6) mV,

corresponding to doses of 7.2 � 1015, 2.4 � 1016 , 4.8 � 1016, and 8.0 � 1016,

respectively. These results indicate that E-beam treatment causes an increase in PL

efficiency and alters the luminescence color of P3MT NTs. The significant

enhancement in PL intensity might originate from the dedoping effect.

Fig. 16 Comparison of (a) UV–vis absorption spectra, (b) LCM PL spectra, and (c) color CCD
images of single P3MT NTs in pristine state and after treatment with a 1-MeV E-beam. (d) 3D
LCM PL images of P3MT NTs treated with an unfocused E-beam dose of 7.2 � 1015 to

8.0 � 1016 electrons/cm2. Color scale bar represents the LCM PL intensities in the unit of

measured voltages. (Reproduced with permission from [67]. Copyright 2009 Wiley-VCH.)
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4.3 Hydrothermal Treatment

Hydrothermal processes have been used to synthesize metal oxides such as titanium

oxide and zinc oxide and to modify the material properties [26, 91]. Zhou et al.

reported that hydrothermal treatment converted graphene oxide to a stable graphene

solution [92]. Jung et al. studied the structural transformation of organic copper

phthalocyanine NWs into hollow rectangular NTs during a hydrothermal process

[93]. Recently, Lee et al. reported that the structural and optical properties of P3HT

NPs prepared by reprecipitation [48] can be controlled through hydrothermal

treatment at different temperatures [94]. In their study, an autoclave served as the

chamber for the hydrothermal process. Pristine (i.e., before hydrothermal treat-

ment) P3HT NPs dispersed in deionized water were placed in a Teflon beaker in the

chamber, which was heated in an oven to a temperature between 60�C and 150�C.
In this process, external pressure is applied on the P3HT NPs, roughly estimated to

be 15 bar at 100�C [95]. Then, the chamber was allowed to cool naturally. A

homogenous dispersion of NPs was obtained by sonicating the P3HT NP solution

with a high-power ultrasonicator.

Figure 17a and its insets show the SEM and TEM images, respectively, of P3HT

NPs in the pristine state and after hydrothermal treatment at various temperatures.

The numerical labels of the hydrothermally treated (HT) samples (HT060, HT090,

HT110, HT120, HT130, and HT150) indicate the temperature of treatment in

degrees Celsius. The diameters of the pristine, HT060, HT110, and HT150 P3HT

NPs were 77 (�11), 88 (�11), 184 (�50), and 471 (�107) nm, respectively. The

shape and degree of aggregation for P3HT NPs treated at temperatures of 110�C
and above were clearly different from those of the pristine and HT060 NPs.

Figure 17b shows the normalized UV–vis absorption spectra of the pristine and

hydrothermally treated P3HT NPs. The absorption peaks were observed at 510,

550, and 610 nm for the pristine P3HT NPs, which coincide with those of spin-

coated P3HT films [90, 96, 97]. The UV–vis absorption spectra changed with

increasing hydrothermal temperature, as shown in Fig. 17b: the peaks shifted to

longer wavelengths and their relative intensities changed. The absorption peak at

~510 nm was dominant for the pristine, HT060, and HT090 samples. However,

with increasing temperature, the absorption intensity at ~550 nm gradually

increased, as seen for the HT110, HT120, and HT130 samples. The peak at

610 nm, corresponding to the 0–0 transition, was the strongest for the HT150

P3HT NPs. A long-wavelength tail also progressively developed with increasing

hydrothermal temperature owing to the scattering effect. These results are

attributed to the interchain interactions and ring planarity in the P3HT main chains

that are strengthened owing to the higher pressure applied during the hydrothermal

process with increasing temperature [98–100].

Figure 17c shows the normalized LCM PL spectra for single pristine and HT

P3HT NPs averaged over 20 different dry NPs. The intensity and position of the 0–1

emission peak at 692�708 nm were different for the individual NPs and varied with

the hydrothermal temperature. Its dominance increased for the HT060 and HT110
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samples, in qualitative agreement with the changes in the UV–vis absorption

spectra. The 0–1 to 0–0 PL intensity ratio was maximum for the HT110 sample.

The external pressure in the hydrothermal process strengthened the interchain

interactions, leading to the increase in the degree of tilt of the alkyl side chains

and the planarity of the thiophene rings, and a decrease in the distance of interchain

π-stacking. The LCM PL spectra suggest that the interchain interactions strength-

ened (i.e., the interchain distance decreased) as the hydrothermal temperature was

increased from 60 to 110�C; however, severe conformational changes might have

occurred in the P3HT chains during hydrothermal processing at temperatures

of 130�C and above, leading to the decrease in the 0–1 emission for the HT150

sample.

4.4 Hybridization with Metal Nanostructures

Hybridization between π-conjugated polymers and metals at the nanoscale level has

been used for luminescence enhancement and to realize biosensing through SPR

coupling [6, 64, 65, 101, 102]. The surface plasmon defines a coherent excitation of

free electrons in metal nanostructures interacting with an incident electromagnetic

Fig. 17 (a) SEM images of P3HT NPs in pristine state and after hydrothermal treatment at various

temperatures. Inset: TEM images of corresponding NPs. Comparison of (b) UV–vis absorption
and (c) LCM PL spectra of P3HT NPs in pristine state and after hydrothermal treatment at various

temperatures. (Reproduced with permission from [94]. Copyright 2011 Institute of Physics.)
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wave, resulting in collective in-plane oscillations [101]. When the dimensions of

metal nanostructures, such as the thickness of an NT and diameter of an NP are

scaled down to levels comparable to the skin depth, the incident electromagnetic

energy is effectively absorbed by light-emitting polymers. Furthermore, SPR

coupling in hybrid nanostructures occurs if the surface plasmon absorption energy

of the metal matches the photon energy of the light-emitting polymer, which leads

to drastic variations in the optical properties of the hybrid nanostructures [6, 64, 65].

4.4.1 Hybrid Double-Layered Nanowires and Nanotubes

The variation in luminescence efficiency and color of hybrid double-layered (HDL)

NWs or NTs that were fabricated by coating the surface of light-emitting polymer

NWs or NTs with a nanoscale film of metal was reported [103, 104]. Figure 18a–c

shows the SEM and TEM images of pristine and HDL-NWs of P3BT/Ni and P3BT/

Cu [103]. The formation of two clear layers was observed: the inside and outside

layers of the HDL-NWs were P3BT and the metal (Ni or Cu), respectively. The

TEM image of an isolated single HDL-NW shows that the total diameter of the

hybrid P3BT/Cu NW and the thickness of the external Cu NT were ~200 and

~10 nm, respectively, as shown in Fig. 18b. The high-resolution (HR) TEM image

shows the fine and periodic stripe patterns of the outer metal NT, which match the

crystalline structure of Cu (lattice spacing ffi 0.21 nm). As shown in the inset of

Fig. 18c, the crystalline spots in the selected area electron diffraction (SAED)

pattern of the P3BT/Cu HDL-NWs support the conclusion that the outer Cu NT

has a crystalline structure in accordance with the HR-TEM results.

Figure 18d, e shows luminescent color CCD and 3D LCM PL images of an

isolated single P3BT NW and HDL-NWs of P3BT/Ni and P3BT/Cu. Weak green

light emission was observed for the P3BT single NW owing to the lightly doped

states, whereas both HDL-NWs (P3BT/Ni and P3BT/Cu) showed bright

orange–red light emission, as shown in Fig. 18d. The intensity in the 3D LCM PL

image of the P3BT single NW was measured at 22�28 mV. For single HDL-NWs

made of P3BT/Ni or P3BT/Cu, the measured voltages of the LCM PL intensities

were 1.8�2.3 and 1.5�2.0 V, respectively. The application of the nanoscale Ni or

Cu metal coating on the outside of the P3BT NWs led to a 60- to 110-fold increase

in the measured voltages of the 3D LCM PL intensities compared with that of the

P3BT single NW. Similar results for the HDL-NTs of PTh/metals were reported

earlier [64]. Figure 18f shows the averaged LCM PL spectra of corresponding

samples. The main LCM PL peak for a single P3BT NW was observed at ~544 nm,

corresponding to green light emission. With the nanoscale metal coating, the main

LCM PL peaks of the HDL-NWs of P3BT/Ni and P3BT/Cu were red-shifted to

~635 and ~639 nm, respectively, in the range of orange–red light emission. The

peak intensity and integrated area of LCM PL spectra significantly increased up to

about 80�90 times after hybridization with nanoscale metals [61, 68].

The PL enhancement and color variation of the HDL-NWs are attributed to the

energy and charge-transfer effects in SPR coupling. The inset on the right in Fig. 18f
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illustrates the schematic energy band diagram for HDL-NWs of P3BT/Ni or P3BT/

Cu. Because the surface plasmon energies of the nanoscale Ni or Cu were approxi-

mately matched by the energy band gap of P3BT (~2.0 eV), energy transfer occurs

between P3BT and the metals owing to SPR coupling, which leads to enhancement of

the PL efficiency of the HDL-NWs. For the electrochemically synthesized P3BT

NWs with relatively doped states, the Fermi energy (EF) of the metal and doping-

induced bipolaron states of the P3BT NWs matched with each other. Then, charges

could be transferred from the bipolaron band of the lightly doped P3BTNWs to the EF

of the metals. This might explain the dedoping effect and the red-shifted LCM PL

peaks for the HDL-NWs of P3BT/Ni and P3BT/Cu. In addition to energy transfer,

charge transfer also contributed to the increased PL efficiency [6, 64, 65].

Figure 19a shows a magnified SEM image of an isolated single partial HDL-NT

of P3MT/Ni in which only the lower half was coated with Ni by controlling the

electrochemical deposition time [104]. The diameters of the P3MT NT section and

P3MT/Ni HDL-NT section were ~180 and ~200 nm, respectively. Figure 19b

shows a 3D LCM PL image of an isolated single partial HDL-NT of P3MT/Ni.

The averaged PL intensities of the pristine P3MT NT and P3MT/Ni HDL-NT

sections were 12�15 and ~600 mV, respectively. Figure 19c compares the

normalized LCM PL spectrum of the P3MT/Ni HDL-NT section with that of the

pristine P3MT NT section. A broad LCM PL peak was observed in the P3MT/Ni

HDL-NT section at 625�675 nm. It was ~40 times higher than that of the pristine

P3MT NT section, excluding the Raman modes detected at 525 and 570 nm.

Fig. 18 (a) SEM image of HDL-NWs of P3BT/Ni. Inset: chemical structure of a P3BT monomer

unit. (b) TEM image of a single P3BT/Cu HDL-NW. Inset: magnified SEM image of the same

sample. (c) Magnification of HR-TEM image of outside Cu part of a single P3BT/Cu HDL-NW.

Inset: SAED pattern of the P3BT/Cu HDL-NW. (d) Luminescence color CCD images of P3BT

NW (left) and HDL-NWs of P3BT/Ni (middle) and P3BT/Cu (right). (e) 3D LCM PL images of

the corresponding samples. (f) LCM PL spectra of an isolated single P3BT NW in the pristine state

and HDL-NWs of P3BT/Ni and P3BT/Cu. Left inset: magnification of the LCM PL spectrum of a

P3BT NW for reference. Right inset: energy band diagram explaining the enhancement of PL

efficiency and red-shift of the LCM PL peak of the HDL-NWs of P3BT/Ni and P3BT/Cu.

(Reproduced with permission from [103]. Copyright 2009 Electrochemical Society.)
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Enhancement of PL efficiency and variation in light-emitting color attributed to

hybridization with metal NTs were also observed by using PTh NTs, as shown in

Fig. 19d, e. For the pristine PTh NT section, the measured voltages of the LCM PL

intensity and the position of the maximum PL peak were 35�40 mV and ~620 nm,

respectively. These values were 540�585 mV and ~650 nm for the PTh/Ni HDL-

NT section.

4.4.2 Hybridization with Metal Nanoparticles

Recently, hybrid nanostructures using metal NPs have been intensively studied for

improving the physical properties and the efficiencies of optoelectronic devices and

biosensors [102, 105–113]. Among the various metals, gold (Au) and silver (Ag)

have drawn particular attention owing to their strong SPR effect in the visible

spectrum [101, 102, 105]. Kim and coworkers reported PL enhancement in hybrid

NPs composed of MEH-PPV NP and Au NPs, which was attributed to the SPR-

mediated energy transfer effect [51]. Park and coworkers fabricated a hybrid

nanostructure comprising functionalized Au NPs attached to the outer surface of

electrochemically synthesized P3MT single NT (denoted as P3MT-NT/Au-NPs)

[114].

Fig. 19 (a) Magnified SEM image of single partial P3MT/Ni HDL-NT. (b) 3D LCM PL image of

partial P3MT/Ni HDL-NT. (c) Comparison of the LCM PL spectra of the pristine and P3MT/Ni

HDL-NT sections. Insets: magnification of the LCM PL spectrum of the corresponding pristine

NTs for reference. (d, e) Corresponding LCM PL data of PTh/Ni. (Reproduced with permission

from [104]. Copyright 2009 Elsevier B.V.)
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Figure 20a shows a magnified HR-TEM image of a single unit of hybrid P3MT-

NT/Au-NPs. Small black spots representing the Au NPs were clearly observed on

the surface of the P3MT NT, which was evidence for the formation of hybrid

nanostructures of P3MT NT with Au NPs. As shown in the inset of Fig. 20a, the fine

and periodic stripe patterns of the Au NPs with diameters of 2�3 nm indicate a

crystalline structure of the Au material. In addition, nanoscale gaps of 3�20 nm

were observed between the Au NPs.

Figure 20b–d shows the results of luminescence color CCD and LCM PL

experiments on a single pristine P3MT NT and the hybrid P3MT-NT/Au-NPs. For

the pristine P3MT NT, the averaged intensity of the 3D LCM PL image and the peak

position of the LCM PL spectrum were 8�10 mV and ~544 nm, respectively. For the

hybrid P3MT-NT/Au-NPs, the PL intensity measured at 2.1�2.5 V had increased up

to 210�310 times. The PL spectrum was red-shifted, with two characteristic peaks at

640 and 685 nm. These results are consistent with bright red light emission in the

Fig. 20 (a) HR-TEM image of single unit of hybrid P3MT-NT/Au-NPs. Inset: magnified

HR-TEM image of the corresponding sample. The small black spots represent the Au NPs.

(b) Color CCD images of a single P3MT NT (top) and the hybrid P3MT-NT/Au-NPs (bottom).
(c) 3D LCM PL image of corresponding samples of (b). (d) Comparison of the LCM PL

spectra of a single strand of the P3MT NT and the hybrid P3MT-NT/Au-NPs. Inset: LCM PL

spectra of single P3MT NT for reference. (e) Normalized UV–vis absorption spectra of the

P3MT NT and the hybrid P3MT-NT/Au-NPs. (f) Local electric field distribution of 2D

nanostructure model of light-emitting polymer with Au NPs attached, based on the FDTD

calculation. Inset: magnification of local electric field distribution of the 2D nanostructure of

polymer/Au-NPs based on the FDTD calculation. (Reproduced with permission from [114].

Copyright 2010 Elsevier B.V.)
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color CCD image. Comparison of the LCM PL spectra showed a PL enhancement

estimated at 220-fold, which shows good agreement with the results in the LCM PL

images.

Figure 20e shows the normalized UV–vis absorption spectra of the P3MT NTs

and hybrid P3MT-NT/Au-NPs. Typical absorption characteristics were observed

for the pristine P3MTNTs with doped states. For the hybrid P3MT-NT/Au-NPs, the

intensity of the doping-induced bipolaron peak was considerably decreased, and

two new absorption peaks were generated at 567 and 616 nm. These new peaks

were assigned to the electrical dipole and quadrupole contributions in the surface

plasmons, which resulted from the matching of the Fermi energy (EF) levels

between the P3MT NT and the Au NPs.

Figure 20f shows the electric field distributions in hybrid polymer-NT/Au-NPs

according to simulation using the finite-difference time-domain (FDTD) method

[51]. By choosing experimental values as the simulation parameters [114], a strong

local electric field enhancement in the nanogaps between Au NPs was calculated

in the background of the light-emitting P3MT [115–117]. This local electric field

enhancement, represented by the red color parts in Fig. 20f and its inset, also

contributes to the PL enhancement of the hybrid P3MT-NT/Au-NPs. All the

results support the occurrence of energy and/or charge transfer attributed to the

SPR coupling effects in the hybrid nanostructures of light-emitting polymers and

metals.

5 Applications

In this section, various applications of light-emitting polymer nanostructures are

introduced. The application of low-dimensional heterojunction NWs to optoelec-

tronics, photonics, and biotechnologies has received considerable attention

[118–124]. Inorganic material-based heterojunction NWs have been reported, and

their application to optically reflecting barcode NWs has been investigated

[118, 119, 125–130]. This section introduces novel organic-based heterojunction

NWs, light-emitting color barcode (LECB)-NWs, and quasi-superlattice NWs

made using light-emitting polymers. Solid-state and label-free DNA detection is

discussed in terms of PL characteristics. Finally, nano-optoelectronic applications

of light-emitting polymer nanostructures, such as rectifying, photo-switching, and

photovoltaic effects, are presented.

5.1 Barcodes

Conventional black and white barcodes have been used for the identification of

commercial products through optical reflection. For effective identification of

nanoscale products with complex physical shapes, the identification sensitivity,
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accuracy, flexibility, and stability of optical barcode nanomaterials must be

improved in combination with the development of appropriate detection tools.

Park et al. reported on flexible LECB-NWs synthesized by sequential electrochem-

ical polymerization with distinct light-emitting polymers [131].

Figure 21a shows a schematic illustration of LECB-NWs consisting of two

different light-emitting polymer NWs. The length and number of repeated units of

the polymer NW code sections were controlled by the polymerization conditions in

the electrolyte. As an example, a single strand of other P3BT-PEDOT LECB-NWs

having a total of 22 sections is shown in the color CCD image in Fig. 21b. To fabricate

the 22 sections of the LECB-NWs, 11 dippings were performed per electrolyte and

alternating dipping was employed. The lengths of the P3BT and PEDOTNW sections

were controlled to be 1�2 μm by electrochemical polymerization for 60�90 s, with

an applied current density of 0.6 mA/cm2 for P3BT and 0.2�0.4 mA/cm2 for PEDOT.

Fig. 21 (a) Sequential electrochemical polymerization method for LECB-NWs. (b) Color CCD
image of single P3BT-PEDOT LECB-NWwith 22 sections. (c) Comparison of LCM PL spectra of

P3BT and PEDOT sections of a single LECB-NW. (d) Nanoscale metal coating on LECB-NW.

(e) HR-TEM image of single P3BT-PEDOT/Cu LECB-NW. Inset: magnified HR-TEM image of

the outside Cu part of a LECB-NW. (f) Comparison of 3D LCM PL images of isolated single

LECB-NWs: P3BT-PEDOT (top) and P3BT-PEDOT/Cu (bottom). (g) Color CCD images of fresh

(top) and 2-month-aged (bottom) P3BT-PEDOT/Cu LECB-NWs. (h) Comparison of LCM PL

spectra of P3BT, P3BT/Cu, and PEDOT/Cu sections of the fresh (top) and aged (bottom) P3BT-
PEDOT/Cu LECB-NWs. Insets: normalized LCM PL spectra of the fresh and aged PEDOT/Cu

sections for reference. (Reproduced with permission from [131]. Copyright 2010 American

Chemical Society.)
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Figure 21c shows the LCM PL spectra of the P3BT and PEDOT sections of the

same single LECB-NW. The LCM PL peaks for the P3BT and PEDOT sections of

the same single NW were detected at ~626 nm (i.e., orange–yellow light emission)

and 554 nm (i.e., green light emission), respectively. The LCM PL peak intensity

and integrated area of the sections of the P3BT NW were approximately nine times

higher than those of the PEDOT NW.

Enhanced luminescence efficiency can be expected for polymer-based light-

emitting NWs with a nanoscale metal coating, because of energy transfer via SPR

coupling [64, 103]. Figure 21d shows a schematic illustration of an LECB-NW com-

prising nanoscale Cu metal-coated P3BT-PEDOT (denoted as P3BT-PEDOT/Cu).

The formation of the hybrid P3BT-PEDOT/Cu LECB-NWs was confirmed through

HR-TEM experiments, as shown in Fig. 21e. From the magnified HR-TEM image,

the total diameter of the single P3BTPEDOT/Cu LECB-NW and thickness of the

outside Cu NT were found to be ~200 and ~10 nm, respectively. The fine and

periodic patterns of the outer tube are attributed to the crystalline structure of the Cu

material, as shown in the inset of Fig. 21e.

Figure 21f compares the 3D LCM PL images of isolated single P3BT-PEDOT

and P3BT-PEDOT/Cu LECB-NWs under the same LCM experimental conditions.

The measured voltages of the LCM PL intensities of the hybrid P3BT/Cu and

PEDOT/Cu sections were 1.8�2.0 V and 26�30 mV, whereas those of the P3BT

and PEDOT sections without the Cu coating were 140�180 and 22�25 mV,

respectively. The measured voltages of the LCM PL intensities for the hybrid

P3BT/Cu sections were approximately 10�14 times higher than those of the

P3BT sections. The surface plasmon energy (~2.1 eV or 585 nm) of the nanoscale

Cu closely matched the emissive photon energy of the P3BT materials. Thus, SPR

coupling occurred, which induced energy transfer between the nanoscale Cu and

P3BT materials [103]. This explains the considerable enhancement in the PL

efficiency for the hybrid P3BT/Cu sections.

Figure 21g shows color CCD images of single P3BT-PEDOT/Cu LECB-NW in

the fresh state and after aging by exposure to the atmosphere for 2 months. Green

light emission was observed from the PEDOT/Cu sections of the aged LECB-NWs,

whereas orange–yellow light emission was dominant for the P3BT/Cu sections of

the fresh LECB-NWs. These results imply that the Cu metal-coated P3BT-PEDOT

LECB-NWs are promising optical barcode NWs because of their highly sensitive

light emission and long-term stability for identification. These results were con-

firmed by measurements of the LCM PL spectra, as shown in Fig. 21h. The LCM

PL peak positions and intensities of the aged samples were found to be comparable

with those of the fresh samples because of the protection from oxidation given by

the nanoscale Cu coating.

LECB-NWs consisting of three different light-emitting polymers (P3MT, P3BT,

and PEDOT) coated with nanoscale Cu were fabricated. Red, orange–yellow, and

green luminescence were observed corresponding to the P3MT/Cu, P3BT/Cu, and

PEDOT/Cu sections of the same LECB-NW, respectively, as shown in the

top image of Fig. 22a. In the color CCD image for the mixture of two different

LECB-NWs, the three luminescence colors (red, orange–yellow, and green) of the
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P3BT-P3MT-PEDOT/Cu LECB-NWs can be selectively distinguished from the

two luminescence colors attributed to P3BT-PEDOT/Cu LECB-NWs, as shown in

the bottom image of Fig. 22a.

Figure 22b compares the LCM PL spectra of the P3MT/Cu, P3BT/Cu, and

PEDOT/Cu sections of the same LECB-NW. The LCM PL peaks for the P3MT/

Cu, P3BT/Cu, and PEDOT/Cu sections were detected at 640�685 nm (i.e., red light

emission), 620 nm (i.e., orange–yellow light emission), and ~545 nm (i.e., green

light emission), respectively. The LCM PL peak intensity and integrated area of the

sections of the P3MT/Cu NW and the P3BT/Cu NW were approximately 85 and 90

times higher than that of the PEDOT/Cu NW, respectively.

Figure 22c shows a photograph of the bending of NWs fixed onto a

polyethersulfone (PES) flexible substrate. The alternating orange–yellow and green

emissions from the P3BT-PEDOT/Cu LECB-NWs on the PES substrate are clearly

observed in the color CCD image in Fig. 22d. The flexibility of these NWs was

investigated by applying a nanotip impetus to some parts of the NW. Depending on

the position of the nanotip impetus (as shown in Fig. 22e), folding and unfolding of

the LECB-NW was accomplished, implying that the NW is flexible (as shown in

Fig. 22f). These results imply that the P3BT-PEDOT/Cu LECB-NWs can be

promising optical barcode NWs that are both durable and flexible.
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Fig. 22 (a) Color CCD images of P3MT-P3BT-PEDOT/Cu single LECB-NW (top) and mixture

of P3MT-PEDOT/Cu and P3BT-P3MT-PEDOT/Cu LECBNWs (bottom). (b) LCM PL spectra of

P3MT/Cu, P3BT/Cu, and PEDOT/Cu sections of single P3BT-P3MT-PEDOT/Cu LECB-NW.

(c) Photograph of P3BT-PEDOT/Cu LECB-NWs on bended PES substrate. (d) Color CCD images

of P3BT-PEDOT/Cu LECB-NWs on PES substrate as-prepared (top) and after 1,000 bending

cycles (bottom). (e) Flexibility experiments for LECB-NWs through nanotip impetus. (f) Color
CCD images of single P3BT-PEDOT/Cu LECB-NW during the applied impetus. The arrows

represent the positions of the applied nanotip impetus. (Reproduced with permission from [131].

Copyright 2010 American Chemical Society.)
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5.2 Focused E-Beam Treatment: Fine Barcodes
and Quasi-superlattice

Focused E-beam irradiation has been used for precisely tailoring the optical and

structural properties of organic nanostructures at the nanoscale level [132, 133].

Recently, Hong et al. reported that individual light-emitting P3MT NWs can be

tailored successfully to contain multiple 1D serial sections, similar to a quasi-

superlattice NW [62]. These sections can have different lengths and characteristics,

which can be modified precisely through treatment with a focused E-beam. The

spot size of the focused E-beam was adjusted between 50 and 100 nm, and the step

size of the focused E-beam irradiation was 2.4 nm, as shown in Fig. 23a.

Figure 23b, c shows the nanoscale optical properties of individual treated P3MT

NWs measured by CCD and LCM PL experiments. The PL color of the sections of

the pristine P3MT NW remained at the original green with relatively low brightness.

When designated positions of the single NW were irradiated with a focused E-beam

dose of 7.5 � 1016 electrons/cm2, the PL color changed from green to yellow, and the

emission intensity was clearly enhanced, as shown in the left image of Fig. 23b. The

LCM PL intensities of the treated sections (dose of 7.5 � 1016 electrons/cm2) were

approximately 12 times higher than those of the pristine P3MT NW. When the dose

was increased to 2.5 � 1017 electrons/cm2, the PL color of the treated P3MT NW

sections changed to bright red (middle image of Fig. 23b), and a significant increase

(~31 times) in the light-emission intensity was confirmed from the LCM PL images.

When the focused E-beam dose was increased to 2.5 � 1018 electrons/cm2, the PL

intensity of the treated sections decreased and bright yellow–green emission was

observed from the pristine sections of the same NW (right images of Fig. 23b, c). The

results indicate the existence of a critical E-beam dose (EDC) for modification of the

optical properties of P3MTNWs and for E-beam energy transfer along the NWs. The

size of the sections in a P3MT NW treated with a focused E-beam can be controlled

on the basis of the designed patterns (including size and position). In the left and

middle images of Fig. 23b, the lengths of the treated sections on the NW were 1 and

2 μm, respectively. The lengths of the treated sections were also adjusted to 0.25, 0.5,

1, 2, 3, 4, 5, and 6 μm in the same NW.

The averaged LCM PL intensities of the NW sections, as obtained from the line

profile of the 3D LCM PL images, changed considerably with the E-beam dose, as

shown in Fig. 23d. The LCM PL intensity of the pristine P3MT NWwas six photon

counts and those of the pristine sections in the treated P3MT NW were 7, 34 (�1),

265 (�5), and 326 (�14) photon counts for doses of 7.5 � 1016, 2.5 � 1017,

2.5 � 1018, and 1.0 � 1019 electrons/cm2, respectively. The LCM PL intensities

of the treated NW sections were 70 (�3), 185 (�6), 24 (�1), and 3 (�1), respec-

tively, for these doses.

The LCM PL peak was gradually red-shifted from 520�530 nm for the pristine

NW to approximately 560 and 590�600 nm for the NW sections treated with doses

of 7.5 � 1016 and 2.5 � 1017 electrons/cm2, respectively, as shown in Fig. 23e.

The intensities of the LCM PL peaks of the treated sections with these doses were
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enhanced up to 25 and 50 times that of the pristine NW, respectively. Below the

EDC, the positions and intensities of the LCM PL peaks were red-shifted and

increased with the E-beam dose. However, the emission intensity of the sections

treated with a dose higher than the EDC was considerably lower (inset of Fig. 23e).

Therefore, the PL color and intensity of single P3MT NWs can be tailored precisely

at the nanoscale level as a function of the focused E-beam dose.

Figure 23f shows the micro-Raman spectra of pristine and treated P3MT NW

sections and reveals the structural and doping characteristics. Significant

differences in the micro-Raman spectra associated with the focused E-beam treat-

ment were observed in the range of 1,050�1,650 cm�1. The intensities of the

Raman peaks at 1,192, 1,223, and 1,361 cm�1, corresponding to Cβ–H bending,

antisymmetric Cα–Cα ring stretching, and Cβ–Cβ ring stretching deformation

modes, respectively [67, 68, 134], decreased with increasing E-beam dose [67].

Fig. 23 (a) Focused E-beam treatment at designated positions of a single NW. (b) Color CCD
images of single P3MT NWs treated with focused E-beam doses of 7.5 � 1016 electrons/cm2 (left),
2.5 � 1017 electrons/cm2 (middle), and 2.5 � 1018 electrons/cm2 (right). Insets: Images of focused

E-beam-treated P3MT NWs with different section lengths. The arrows indicate the treated sections.
(c) 3D LCM PL images of corresponding samples in (b) and their insets. The color scale bar on the
right represents the photon counts. (d) Averaged LCM PL intensity of P3MT NW sections treated

with a focused E-beam as a function of dose. (e) LCM PL spectra of the pristine P3MT NW sections

and of sections treated with various focused E-beam doses. Inset: magnified LCM PL spectra of

pristine sections and of the sections treated with a high dose of 2.5 � 1018 electrons/cm2.

(f) Normalized micro-Raman spectra for pristine and treated P3MT NW sections at various doses.

(Reproduced with permission from [62]. Copyright 2011 Wiley-VCH.)
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The intensity of the doping-induced Q mode at 1,404 cm�1 decreased gradually

with increasing E-beam dose. The intensities, positions, and line widths of the

Raman peaks at 1,457 and 1,510 cm�1, corresponding to the disorder mode (D) and
the antisymmetric Cα═Cβ ring stretching mode (ν1), respectively [67, 134, 135],

were increased, up-shifted, and broadened with increasing E-beam dose. The

changes in the D and ν1 vibration peaks indicate structural modifications to the

main polymeric chains in the NW. The spectra reveal that focused E-beam irradia-

tion induces conformational changes in the polymer chains at the nanoscale level

and causes a decrease in the doping level of the polymer [67].

Figure 24a shows a schematic diagram of multiple 1D serial junctions of a single

P3MT NW on Au electrodes through focused E-beam treatment. The dose of the

focused E-beam was fixed to 1.0 � 1017 electrons/cm2. Figure 24b shows a com-

parison of the current–voltage (I–V) characteristic curves of a single pristine P3MT

NW and a NW treated with a focused E-beam to form single, double, and triple

nanojunctions. As the number of treated sections (i.e., junctions) increased, the

current levels of the single P3MT NW decreased dramatically, and the nonlinearity

of the I–V curves became severe. The results were similar to those reported for

heterojunction nanomaterials with multiple 1D serial sections and superlattice

structures [125, 136, 137]. The voltage dependence of the differential conductance

in the low-bias region was reduced and sharpened when the number of junctions

was increased, as shown in Fig. 24c. The results suggest that the treated sections act

as tunneling barriers for charge transport [136, 138].

5.3 Biosensing

An efficient method for DNA detection without a fluorescent dye on the nanoscale

can be realized through the use of a single light-emitting polymer NW with lightly

doped states, as reported by Park and coworkers [139]. Biological materials can be

Fig. 24 (a) Diagram of NW with triple junctions on Au electrodes. (b) Comparison of I–V
characteristic curves of pristine and treated single P3MT NWs with various numbers of serial

junctions. (c) Voltage dependence of differential conductance between pristine and treated

single P3MT NWs with various numbers of junctions. (Reproduced with permission from [62].

Copyright 2011 Wiley-VCH.)
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detected readily through variations in the light-emitting characteristics of the

polymer NWs with high signal amplification when the appropriate receptors are

linked to the surfaces of the NWs. The light-emitting P3MT material is a promising

system to study dopant-mediated DNA detection in fluorescence chain reaction-

enhanced PL because of the formation of doping-induced bipolaron (i.e., cationic)

states.

Figure 25 shows color CCD images and LCMPL images and spectra of an isolated

single P3MTNWwithDBSA dopant in the as-prepared, p-DNA attached, and t-DNA
hybridized states. The luminescence color of the single P3MT(DBSA) NWwas green

with relatively low brightness (left image of Fig. 25a). When coupled with p-DNA,
the luminescence color changed from green to red (inset of left image of Fig. 25a).

This red-shift is attributed to conformational modification of the P3MT main chains

by electrostatic interactions between the SO3
� group of the NW and the NH3

+ group

and the negatively charged phosphate backbone of the wrapping p-DNAs. After
hybridization with t-DNA, the luminescence intensity was enhanced considerably

Fig. 25 (a) Color CCD images of P3MT(DBSA) (left) and P3MT(DBSA)/p-DNA + t-DNA
(right) single NWs. Inset: color CCD image of a P3MT(DBSA)/p-DNA single NW. (b) 3D

LCM PL images of a P3MT(DBSA) (left top), P3MT(DBSA)/p-DNA (left bottom), and P3MT

(DBSA)/p-DNA + t-DNA single NWs (right). (c) LCM PL spectra of P3MT(DBSA), P3MT

(DBSA)/p-DNA, P3MT(DBSA)/p-DNA + t-DNA (1-mer mismatch), and P3MT(DBSA)/

p-DNA + t-DNA (perfect match) single NWs. Inset: quantum yield of P3MT(DBSA) (A),
P3MT(DBSA)/p-DNA (B), P3MT(DBSA)/p-DNA + t-DNA (1-mer mismatch) (C), and P3MT

(DBSA)/p-DNA + t-DNA (perfect match) (D) NWs. (Reproduced with permission from [139].

Copyright 2011 Royal Society of Chemistry.)
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compared to as-prepared and p-DNA-immobilized P3MT(DBSA) NWs, as shown in

the right image of Fig. 25a.

Figure 25b shows 3D LCM PL images of the P3MT(DBSA), P3MT(DBSA)/

p-DNA, and P3MT(DBSA)/p-DNA + t-DNA single NWs. The average voltages of

the LCM PL intensities for the as-prepared P3MT(DBSA), P3MT(DBSA)/p-DNA,
and P3MT(DBSA)/p-DNA + t-DNA single NWs were 11 (�2), 10 (�1), and 61

(�3) mV, respectively. The LCM PL intensity of the functionalized P3MT

(DBSA)/p-DNA + t-DNA single NW was about six times higher than that of the

as-prepared P3MT(DBSA) single NW.

The LCM PL spectra of the single NWs were compared, as shown in Fig. 25c. The

main PL peak of the as-prepared single NWwas observed at ~554 nm.When coupled

with p-DNA, the main PL peak was red-shifted to ~640 nm and its intensity

decreased slightly. Upon hybridization of the P3MT(DBSA)/p-DNA NW with

t-DNA, the maximum intensity of the LCM PL peak was enhanced up to about six

times compared with that of the as-prepared NW. The change in the luminescence

characteristics of P3MT(DBSA) NWs was also studied using 1-mer mismatched

t-DNAs. When the p-DNAs were coupled with the 1-mer mismatched t-DNAs
(100 nM), the LCM PL intensity of the P3MT(DBSA)/p-DNA + t-DNA (1-mer

mismatch) single NW was much lower than that in the perfect match case, as

shown in Fig. 25c. The significant increase in the PL intensity of the P3MT

(DBSA)/p-DNA + t-DNA single NW might be due to the dopant-mediated energy

transfer effect in the fluorescence chain reaction between the t-DNA and light-

emitting P3MT chains. These results highlight the possibility for nanoscale optical

detection of DNA without a fluorescent dye using a light-emitting P3MT(DBSA)

single NW on the basis of the change in the luminescence color and intensity.

The nanoscale luminescence characteristics of a single P3MTNWwith a different

dopant, namely, tetrabutylammonium trifluoromethane sulfuric acid (TBACF3SO3),

and the DNA-functionalized states were examined to reconfirm the feasibility of

dopant-mediated DNA detection. Weak green light emission was observed for the

P3MT(TBACF3SO3) single NW (left image of Fig. 26a). When the NWs were

coupled with p-DNA, the color changed from green to red with a slightly decrease

in luminescence intensity, as shown in the inset of the left image of Fig. 26a. The

luminescence color CCD image of a P3MT(TBACF3SO3)/p-DNA + t-DNA single

NW showed significantly brighter red light emission than the single NW without

t-DNA (right image of Fig. 26a). The novel PL enhancement of P3MT(TBACF3SO3)

single NWs through hybridization with t-DNA was examined as a function of the

t-DNA concentration from 100 aM to 100 nM, as shown in Fig. 26b. As the

concentration of t-DNA increased, the LCM PL intensity of the single NW also

increased, suggesting that effective energy transfer occurs in the fluorescence chain

reaction between the light-emitting NW and t-DNAs. The maximum intensity of the

LCM PL peak and its integrated area for a single NW hybridized with complemen-

tary t-DNA (100 nM) increased by a maximum of approximately 30-fold compared

with that of the as-prepared and p-DNA-functionalized NWs. In addition, the LCM

PL intensity of the NW hybridized with t-DNA at a concentration of 100 aM

increased seven to eightfold compared with that of the NW without t-DNA.
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5.4 Nano-optoelectronics

Organic photodiodes and phototransistors are fabricated by using photosensitive

π-conjugated organic materials, and the photovoltaic properties of these materials

have been intensively studied for application to inexpensive and renewable energy

sources [140]. The mechanism of charge recombination and dissociation in the p–n
junctions of semiconductors is used in various applications such as diode lasers,

LEDs, photodetectors, and photovoltaic cells. With the rapid development of

nanotechnology, nanoscale p–n junctions have been investigated by using low-

dimensional nanostructures such as carbon nanotubes (CNTs) and inorganic or

organic semiconducting NWs.

A doped Si substrate with as-grown multiwalled (MW) CNTs synthesized through

a thermal chemical vapor deposition (CVD) method was attached to a stainless steel

working electrode, as shown in Fig. 27a [141]. A P3HT layer with a thickness of

~20 nm was directly deposited on the surface of the MWCNTs using an electrochem-

ical polymerization method. The electrolyte for the electrochemical polymerization

consisted of 3-HT monomers, BMIMPF6 as the ionic liquid, and anhydrous acetoni-

trile as the solvent.

The formation and surface morphology of the coaxial P3HT/MWCNT hybrid

NTs were investigated using HR-TEM, as shown in Fig. 27b [141]. The MWCNTs

had an outer diameter of 10�30 nm and a wall thickness of 2�8 nm. The total

diameter of the hybrid NTs was ~60 nm. The thickness of the P3HT layer deposited

on the MWCNTs was ~20 (�10) nm, and the formation of the coaxial-type

MWCNTs coated with P3HT was clearly observed.

Figure 27c shows a schematic illustration of the four-probe electrodes on a

P3HT/MWCNT hybrid single NT. Two Au/Ti electrodes make contact with the

outer P3HT single NT, while the other two make contact with the inner single
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(TBACF3SO3)/p-DNA single NWs. (Reproduced with permission from [139]. Copyright 2011
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MWCNT through partial etching of P3HT. Figure 27d shows the I�V characteristic

curves of a single NT in the dark at room temperature. The I�V characteristic curve

for the outer P3HT single NT in the hybrid NT shows semiconducting behavior,

whereas ohmic behavior is observed for the inner single MWCNT, as shown in

Fig. 27d. From the slope of the I�V curves for the MWCNT, the conductivity of the

single MWCNT was estimated to be 103�104 S/cm. The current level of the P3HT

NT is much smaller than that of the MWCNT.When two electrodes were separately

contacted with the MWCNT and the P3HT NT, the I�V characteristic curve of the

single P3HT/MWCNT hybrid NT showed rectification behavior (i.e., nanorectifier)

owing to the formation of a hybrid junction between the MWCNT and the semi-

conducting P3HT NT.

Figure 27e shows the photoresponsive I�V characteristics of a P3HT/MWCNT

hybrid single NT. Under illumination (100 mW/cm2), the I�V characteristics of the

P3HT/MWCNT hybrid NT also show rectification behavior. The current levels of

the hybrid single NT were enhanced through the illumination, as shown in Fig. 27e.

The increase in the current level of the P3HT/MWCNT hybrid NT through illumi-

nation was relatively higher than that of the MWCNT, as shown in the inset of
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Fig. 27 (a) Illustration of electrochemical deposition of P3HT on the MWCNT surface. (b) HR-
TEM image of P3HT/MWCNT hybrid NT. Inset: HR-TEM image of MWCNTs. (c) Diagram of

single P3HT/MWCNT hybrid NTwith four-probe Au/Ti electrodes (top) and cross-sectional view of

P3HT/MWCNT hybrid NT with electrodes (bottom). (d) Comparison of I–V characteristic curves of

a single P3HT NT, MWCNT, and P3HT/MWCNT hybrid NT measured in the dark at room

temperature. (e) Comparison of I–V characteristic curves of P3HT/MWCNT hybrid NT with and

without illumination. Inset: comparison of normalized currents of P3HT/MWCNT hybrid NT and

MWCNT with and without illumination as a function of time. (f) I–V characteristic curves

representing quasi-photovoltaic effect with and without illumination for a single P3HT/MWCNT

hybrid NT. (Reproduced with permission from [141]. Copyright 2010 American Chemical Society.)
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Fig. 27e. Figure 27f shows the quasi- photovoltaic effect (i.e., the linear increase

in the photocurrent with the applied bias) measured in the P3HT/MWCNT hybrid

single NT. In the experiments, the short circuit current (Isc) was measured to

be – 0.67 nA, and the open circuit voltage (Voc) was measured to be 2.44 mV.

The power conversion efficiency (η) of the P3HT/MWCNT hybrid single NT was

estimated to be ~0.42%.

Nanoscale photovoltaic cells are now considered as potentially new types of

solar energy harvesting nanosystems. A single coaxial silicon NW with a p-type/
intrinsic/n-type (PIN)-doped semiconductor structure has been experimentally

realized as a nanoscale electronic power source [142]. Recently, single NW photo-

voltaic devices using coaxial NWs consisting of ZnO and P3HT were shown to

exhibit a η value of 0.036% [143]. The nanoscale photovoltaic cells using the

coaxial NWs, composite NWs, or various nanostructures must be studied to fabri-

cate high-efficiency future energy harvesting systems.

Figure 28a shows the fabrication process for the P3HT:PCBM composite NWs

through a wetting method by using Al2O3 nanoporous templates with a pore size of

100 nm [144]. Figure 28b shows the normalized LCM PL spectra (λex ¼ 488 nm)

for single NWs of P3HT, PCBM, and P3HT:PCBM composite (1:1 wt%). For

single P3HT NW, the LCM PL peaks corresponding to the 0–0 and 0–1 transitions

of P3HT were observed at 650 and 700 nm, respectively. The LCM PL peak of the

single PCBM NWwas observed at 730 nm, with a shoulder peak at 810 nm. For the

single P3HT:PCBM composite NW, the maximum LCM PL peak was observed at

725 nm, with shoulder peaks at 650 and 810 nm, indicating the coexistence of P3HT

and PCBM phases in the single NW.

Figure 28c, d shows a schematic illustration and SEM image of a nanodevice

comprising a single P3HT:PCBM NW with Au and Al electrodes. The I�V charac-

teristic curve of the single P3HT:PCBM (1:2 wt%) NW in the dark shows diode-like

behavior, as shown in Fig. 28e. Under illumination, the current levels were enhanced

at a relatively high bias (V � 10 V), as shown in Fig. 28e. Excitons were created in

the major P3HT and minor PCBM components, and they dissociated into electrons

and holes under the applied electric field near the interface between P3HT and

PCBM.

Recently, Lee and coworkers reported the fabrication and nanoscale physical

properties of hybrid P3HT/PCBM NPs and their photovoltaic applications [52].

Figure 29a shows the LCM PL spectra of annealed and non-annealed hybrid NPs of

p-type P3HT and n-type PCBM prepared by the mini-emulsion method [46, 50].

From the wide-angle X-ray diffraction patterns, the annealed P3HT NPs had a lager

crystalline size (~76.5 Å) than non-annealed NPs (58.8 Å), as shown in the right

inset of Fig. 29a. The LCM PL intensities of single annealed and non-annealed

hybrid P3HT/PCBM NPs were lower than those of a single annealed P3HT NP, as

shown in Fig. 29a, indicating PL quenching.

Figure 29b shows the scheme of a conducting atomic force microscope (c-AFM)

experiment using a single hybrid P3HT/PCBM NP. An indium tin oxide (ITO)

electrode was used as the cathode because of its relatively low work function

(4.8 eV) compared with that (5.1 eV) of the Pt metal used as the anode. Figure 29c
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shows the photoresponsive I�V characteristic curves in a low-bias regime for a single

annealed P3HT/PCBM (1:2 wt%) NP at room temperature. The photovoltaic effect

was observed in the single annealed hybrid NP, as shown in Fig. 29c. From the

photovoltaic I�V characteristic curves, the open-circuit voltage and short-circuit

current were measured to be about 293.15 mV and 11.29 pA, respectively, and the

Fig. 28 (a) Fabrication process for P3HT:PCBM composite NWs. (b) Comparison of normalized

LCM PL spectra for single NWs of P3HT, PCBM, and P3HT:PCBM composite. (c) Nanodevice
with Au and Al electrodes using P3HT:PCBM single NW. (d) SEM image of nanodevice using a

single NW with Au and Al electrodes. (e) I–V characteristic curves for single P3HT:PCBM NW

with a P3HT:PCBM concentration of 1:2 wt% with and without irradiation. Inset: normalized

currents of the composite NW with and without illumination as a function of time. (Reproduced

with permission from [144]. Copyright 2011 Elsevier B.V.)

Fig. 29 (a) LCM PL intensities of single annealed P3HT NPs and annealed and non-annealed

P3HT/PCBM (1:1 and 1:2 wt%) NPs. Left insets: LCM PL mapping images of annealed P3HT and

hybrid NPs. Right inset: wide-angle X-ray diffraction patterns of annealed and non-annealed P3HT
NPs. (b) Illustration of c-AFM experiment using single hybrid P3HT/PCBM NP. Inset: energy
band diagram of hybrid NP with Pt and ITO electrodes. (c) Photovoltaic I–V characteristic curves

of single annealed P3HT/PCBM (1:2 wt%) NP. Inset: photoresponsive I–V characteristic curves of

NPs in the full measured range. The lines are guides for the eye. (Reproduced with permission

from [52]. Copyright 2012 Royal Society of Chemistry.)
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fill factor was estimated to be about 0.398. The monochromatic η (λex ¼ 488 nm) of

the single annealed P3HT/PCBM (1:2 wt%) NP was estimated to be about

1.32 � 10�5%.

6 Conclusions and Outlooks

Nanostructures of light-emitting polymers with π-conjugated structure have been

synthesized and used as electronic and optical nanomaterials for nanoscale

optoelectronic devices and biosensors. Various synthetic methods such as chemical,

electrochemical, reprecipitation, and electrospinning methods with or without

nanoporous templates have been developed for the fabrication of polymer

nanostructures. The physical sizes and formation of the nanostructures can be con-

trolled by adjusting the synthetic conditions. High-resolution LCM spectroscopy

allowed investigation of the light emission characteristics of individual

nanostructures. The light absorption and emission efficiencies of the light-emitting

polymer nanostructures can be tuned by chemical processing and post-synthetic

treatments, as well as by adjusting their physical dimensions. Post-synthetic

treatments such as electrochemical doping, E-beam irradiation, hydrothermal

processing, and nanoscale metal hybridization were used to modify the intrinsic

properties of the polymer nanostructures. The electronic structures of polymer NTs

and NWs can be varied through electrochemical doping and E-beam irradiation. The

optical properties and formation of NPs are dependent on the hydrothermal tempera-

ture. The hybridization of polymer nanostructures with nanoscale metals induces

drastic PL enhancement owing to SPR coupling. The light-emitting polymer

nanostructures introduced here can be applied to nanoscale identification barcodes,

label-free DNA-sensing, nanodiodes, and nanophotovoltaic devices. Industrial

applications of light-emitting polymer nanostructures are in their nascent stages.

Homogeneous dispersions of nanomaterials must be developed to enable further

applications in flexible optoelectronics. In addition, advanced device fabrication

techniques using single nanostructures are also required for nano-optoelectronics.
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82. Kros A, Van Hövell SWFM, Sommerdijk NAJM, Nolte RJM (2001) Adv Mater

13:1555–1557

83. Cho SI, Kwon WJ, Choi SJ, Kim P, Park SA, Kim J, Son SJ, Xiao R, Kim SH, Lee SB (2005)

Adv Mater 17:171–175

84. Abidian MR, Kim DH, Martin DC (2006) Adv Mater 18:405–409

85. Groenendaal L, Jonas F, Freitag D, Pielartzik H, Reynolds JR (2000) Adv Mater 12:481–494

86. Hong YK, Park DH, Park SK, Joo J (2008) J Korean Phys Soc 53:2627–2631

242 Y.K. Hong et al.



87. Hong YK, Park DH, Park SH, Park SK, Joo J (2009) Appl Phys Lett 94:053111

88. Kiriy N, Jähne E, Adler HJ, Schneider M, Kiriy A, Gorodyska G, Minko S, Jehnichen D,

Simon P, Fokin AA, Stamm M (2003) Nano Lett 3:707–712

89. Cui CX, Kertesz M (1989) Phys Rev B 40:9661–9670
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