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Foreword

The ACS Symposium Series was first published in 1974 to pro-
vide a mechanism for publishing symposia quickly in book form. The
purpose of the series is to publish timely, comprehensive books devel-
oped from ACS sponsored symposia based on current scientific re-
search. Occasionally, books are developed from symposia sponsored by
other organizations when the topic is of keen interest to the chemistry
audience.

Before agreeing to publish a book, the proposed table of con-
tents is reviewed for appropriate and comprehensive coverage and for
interest to the audience. Some papers may be excluded to better focus
the book; others may be added to provide comprehensiveness. When
appropriate, overview or introductory chapters are added. Drafts of
chapters are peer-reviewed prior to final acceptance or rejection, and
manuscripts are prepared in camera-ready format.

As a rule, only original research papers and original review
papers are included in the volumes. Verbatim reproductions of previ-
ously published papers are not accepted.

ACS Books Department



Chapter 1

Gas-Expanded Liquids: Fundamentals
and Applications

Aaron M. Scurtol, Keith Hutchensonz, and Bala Subramaniam”’

'Department of Chemistry and Petroleum Engineering and NSF-ERC
Center for Environmentally Beneficial Catalysis, University of Kansas,
Lawrence, KS 66045 (fax: +1 785-864—4967; email: ascurto@ku.edu
and bsubramaniam@ku.edu)

’DuPont Central Research and Development, Experimental Station,
Wilmington, DE 198800304
(email: Keith.W.Hutchenson@usa.dupont.com)

The physical and thermodynamic properties within the
continuum of gas-expanded liquids (GXLs), CO,-expanded
liquids in particular, are reviewed along with the many
applications of GXLs in chemical reactions, particle formation
and materials processing. The potential and outlook for
practically viable applications of CXLs are also discussed.

Introduction

In recent years, alternative media for performing chemical reactions have
been the subject of many investigations (1,2,3,4). Among them, supercritical
CO; (s¢COy) (5,6,7,8,9,10), water (11,12), CO,-expanded liquids (CXLs) (13),
ionic liquids (ILs) (14, 15) and switchable solvents (16) have received much
attention as benign media. Supercritical CO, as a benign medium satisfies
several green chemistry and engineering principles such as pollution prevention,
lower toxicity and use of an “abundantly available” resource with no increase in
environmental burden. In many cases however, scCO,-based reactions are
limited by inadequate solubilities of reagents or catalysts. Further, the use of CO,
results in relatively low reaction rates for reactions that have polar transition
states and requires high process pressures, typically exceeding 100 bar. These
drawbacks increase reactor volumes and energy consumption, partly nullifying

© 2009 American Chemical Society 3
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the environmental advantages. In contrast, conventional organic solvents are
chosen with dielectric properties that help solubilize the reagents and improve
the rate of the desired reaction. However, the drawbacks with conventional
organic solvents are toxicity and vapor emissions that may also form explosive
mixtures with air.

In recent years, gas-expanded liquids (GXLs) have emerged as promising
media for performing separations, extractions, reactions, and other applications.
A GXL is a mixed solvent composed of a compressible gas (such as CO, or
ethane) dissolved in an organic solvent. CO,-expanded liquids (CXLs) are the
most commonly used class of GXLs, representing a continuum of liquid media
ranging from the neat organic solvent to scCO,. CXLs have been exploited in a
variety of applications including separations, fine particle precipitation, polymer
processing, and as reaction media for catalytic reactions. The chapters that
follow present several examples of applications in these areas.

A CXL provides the ability to combine the beneficial properties of dense
CO, (improved permanent gas solubilities and mass transfer properties) and
organic solvents (enhanced solubility of solid and liquid solutes including
homogeneous catalysts) in an optimal manner for a given application. In some
cases, the gas solubility enhancement in CXLs is up to two orders of magnitude
relative to organic solvents at ambient conditions. In CXLs, a commensurate
enhancement is seen in reaction rates limited by gas solubility limitations in
conventional solvents. Process advantages of CXLs include enhanced safety due
to fire suppression capability and mild process pressures (tens of bars) compared
to the use of s¢cCO,. Environmental advantages accrue from replacement of
organic solvents with CO,. It should be noted that in the case of light gas
conversions (such as ethylene or propylene epoxidation) in liquid phase media,
the availability of the light gas is enhanced by expanding the liquid phase with
the light gas substrate (17). It should also be noted that CXLs do not completely
eliminate the organic solvent, unless CO,-expanded neat reactions are employed.
Despite the lower pressures of GXLs/CXLs than typical supercritical systems,
the compression of gases (especially CO,) still requires energy that should be
factored in any life-cycle analysis for proposed “green”/ sustainable processes.

A detailed review of gas-expanded liquids has appeared in 2007 (13). This
overview includes developments since that review and places emphasis on the
subjects covered in this symposium book. The specific subjects are highlighted
in the sections that follow.

GXL Classification

Jessop and Subramaniam (13) classified CXLs based on the ability of the
liquids to dissolve CO,. Class I liquids such as water have insufficient ability to
dissolve CO, (Table 1) and therefore do not expand significantly. Class II liquids



5

such as methanol, hexane, and most other traditional organic solvents, dissolve
large amounts of CO,, expand appreciably, and undergo significant changes in
physical properties. The volumetric expansion of class II liquids is strongly
dependent on the mole fraction of CO, in the liquid phase (18). In contrast,
Class III liquids, such as ionic liquids, liquid polymers, and crude oil, dissolve
relatively smaller amounts of CO, and hence expand only moderately.
Consequently, some properties such as viscosity change significantly while
others, such as polarity, do not.

It is worth noting that when expansion is plotted as a function of CO, mass
fraction in the liquid phase (Figure 1), the ionic liquids and liquid polymers
expand as much as class II solvents, at equal CO, content.

Gases such as ethane, fluoroform and other compressible gases are also
capable of expanding liquids. Noncompressible gases (i.e., those having critical
temperatures far below the temperature of the experiment) are generally
incapable of expanding solvents due to low solubility.

Physical-Chemical Properties of Gas-Expanded Liquids
Phase Equilibrium and Volume Expansion

The underlying principle of GXL/CXL technology is expansion of an
organic liquid phase by the dissolution of the compressible gas, most commonly
CO,. At certain temperatures and pressures of the system, equilibrium of the
CO; and the liquid will exist, whereby both the liquid component and the CO,
will partition between the two phases: some of the liquid will volatilize or
solubilize into the vapor/fluid phase; and the CO, will dissolve into the liquid
phase. Figure 2 illustrates the vapor-liquid equilibrium (VLE) envelope of a
typical GXL system: methanol and CO, at 40°C from the data of Yoon et al.
(19). The bubble point curve represents the solubility of CO, in the liquid phase;
this is often the most pertinent data for GXL systems. As shown, the solubility
of CO, in methanol is large over the pressure range shown. The solubility
increase with pressure is nearly linear until approximately 30 bar, indicating the
possibility to use Henry’s Law constants to correlate or predict the solubility.
After this region, however, the increase is non-linear and terminates at the
mixture critical point (see below). The dew point curve is the solubility of the
liquid component in the CO,-rich phase. Methanol has a low solubility in the
vapor phase (<6% mole methanol) except at very low pressures approaching the
methanol vapor pressure and above the mixture critical point. Also of note is the
solubility minimum of methanol in CO, at approximately 50 bar, above which
the solubility of methanol in CO, increases with pressure. Here, the CO, phase



Table I. A comparison of different classes of solvents and their expansion
behavior at 40 °C under CO, pressure

Class Solvent P,bar Volumetric wt% CO, mol% CO,
expansion, %

I H,0 70 na 4.8 20

II MeCN 69 387 83 82
1,4-dioxane 69 954 79 89
DMF 69 281 52 65

11 [bmim]BF, 70 17 15 47
PEG-400 80 25 16 63
PPG-2700° 60 25 12 89

?35°C

SOURCE: Adapted from reference 13. Copyright 2007 American Chemical Society.

5 10 15 20 25 30
Wt% CO, in the liquid phase

Figure 1. Expansion of liquids at 40 C, as a function of the mass fraction of
CO, dissolved in MeCN (1), ethyl acetate (@), [BMIm][BF,] (filled squares),
crude oil (line), PPG (0), and PEG (O). All data for 40 C except PPG at
35 C and crude oil at 43 °C. (Reproduced from reference 3.
Copyright 2007 American Chemical Society.)
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becomes denser at these pressures, which increases the solvation and solubility
of methanol. This phenomenon indicates that a small composition region exists
where, at high pressures, the mixture is one phase, but with decreasing pressure
partially condenses into a liquid and vapor phase, followed by a single vapor
phase at low pressures; this phenomenon is called retrograde condensation.
Compositions below the bubble point indicate a single liquid phase, and
concentrations greater than the dew point indicate a single vapor phase.

The mixture critical point is of special interest to GXLs and represents the
highest pressure and composition at a given pressure in which both a liquid and
vapor/fluid phase can coexist. In other words, the mixture critical point is the
highest point that one can operate in a GXL before changing to the supercritical
fluid state. Figure 2 illustrates that the mixture critical point for CO, and
methanol is the termination of both the bubble and dew point curves: above the
mixture critical point, the two components are infinitely miscible (critical). The
pressure and composition of the mixture critical point changes with temperature,
often to higher pressures and more concentrated in the liquid component. Table
II illustrates the mixture critical points of several common organic liquids with
CO, at different temperatures. The mixture critical point is different than the
pure gas critical point; for instance, a pure gas above its critical point
(supercritical fluid) can form a vapor phase with a second liquid component.
Only beyond the mixture critical point will both components technically reside in
a supercritical state. With the addition of a third component (e.g., liquid
reactant, product, etc.), the mixture critical point may shift to higher or lower
pressures and compositions. Thus, the critical point for the multi-component
GXL systems should be measured to determine the exact limits of operation.

As the CO, dissolves into the liquid component, the volume of the liquid
phase expands. The expansion for methanol and CO, from Subramaniam and
coworkers (20) is shown in Figure 3a. The fractional expansion above the
volume at ambient pressure increases with increasing pressure. As the liquid
approaches the mixture critical point, the volume expansion significantly
increases and technically becomes infinite at the mixture critical point of 82.4
bar. While the volume increases, the density for most organic solvents actually
increases (decrease in molar volume) due to the higher increase in the number of
moles/mass of CO; in the liquid phase as shown in Figure 3b from the data of
Sih et al. (21).

Behavior of Ionic Liquids, Water and Polymers with CO,

The vapor-liquid equilibrium and volume expansion properties of many
different organic solvents are often quite similar. However, several other types
of solvents can have markedly different behavior. For instance, the VLE of a
typical ionic liquid (IL), 1-hexyl-3-methyl-imidazolium bis(trifluoromethyl-
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Figure 2. Vapor-liquid equilibrium of methanol and CO, at 40 C
from the data of Yoon et al. (19).

Table II. Mixture critical points of some common
organic liquids with CO,.

Mixture Critical Point

Solvent T [°C] P [bar] Xco2 Ref.
Methanol 40 82.1 0.968 (19)
50 111.4 - (22)

Propan-2-ol 35.5 77.1 0.986 (23)
48.9 90.9 0.943 (23)

Acetone 38.7 80.4 0.977 24)
59.1 95.8 0.930 (24)

Acetonitrile 50 93.0 - (25)

60 104 - (25)
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Figure 3. Methanol and CO; at 40 C: a) Volume expansion with pressure (20);
b) Liquid density and molar volume with pressure from the data of Sih et al. (21).
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sulfonyl)imide ([HMIm][Tf,N]) and CO, are illustrated in Figure 4 from
Ahosseini et al. (Chapter 11). Here, the bubble point curve is similar to organic
solvents at lower pressures, but, at higher pressures, it abruptly becomes steeper
indicating only a marginal increase in solubility with pressure. Importantly, the
VLE behavior of ILs and CO, does not have a known dew point. The solubility
of the IL in CO, even at higher pressures is immeasurably small. Thus, for any
biphasic system with ILs and CO,, the CO, phase will be free from any
contamination of the IL. The mixture critical point for IL and CO, systems is
not seen even at high pressures. Brennecke and coworkers (26) have
demonstrated that a mixture critical point does not exist for 1-butyl-3-methyl-
imidazolium hexafluorophosphate and CO, even to 3100 bar. In addition, the
volume expansion of ionic liquids is much less than with organic solvents below
their mixture critical points. For example, the volume expansion of
[HMIm][Tf,N] with CO, at 70°C and 120 bar is only 25% despite the fact that
the CO, solubility at these conditions is approximately 70 mol%; see Chapter 11
for further discussion. Polymers often have a similar behavior to ILs in both
solubility and volume expansion. Water has a low solubility for CO, compared
to organic solvents and its volume expansion is minimal.

Transport Properties

The presence of CO, in the liquid phase can significantly affect the transport
properties. CO, in the vapor, liquid and supercritical state has lower viscosity

250

@ [Hmim][Tf,N}/CO, (70C)

——

0.0 0.2 04 0.6 0.8 1.0
Xco, ¥co,

Figure 4. Vapor-liquid equilibrium data of [HMIm][T,N] and CO, at 70 °C
Jfrom the data of Ahosseini et al. (Chapter 11) . Line is smoothed data.
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and higher diffusivity than most organic liquids. As more CO, dissolves in the
liquid state, the viscosity decreases accordingly. Figure 5 illustrates the viscosity
of methanol with CO, pressure at 40°C from the data of Sih et al. (21). The
viscosity decreases nearly 80% from pure methanol to CXL methanol at 77 bar.
This viscosity reduction is especially striking for ionic liquids, which often have
higher viscosity than organic solvents (27).

The Stokes-Einstein relationship establishes an inverse proportionality
between diffusivity and viscosity. As the viscosity decreases, the diffusivity
correspondingly increases. The diffusivity of various solutes in CO,-expanded
methanol has been measured by Eckert and coworkers (28). The diffusivity of
benzene in methanol and CO, mixtures at 40°C and 150 bar is shown in Figure
6. The diffusivity of benzene increases by over 200% on replacing pure
methanol with 75% CO,. These enhanced transport properties allow more
efficient processes such as reactions and particle formation, as will be discussed
below.

0.5 L

04 .

i 0.3 "
-9 a
z .
.

g 02 ".
— | ]
> x

0.1

0.0 T - .

0 20 40 60 80

Pressure [bar]

Figure 5. Viscosity of methanol and CO, with pressure at 40 C
from the data of Sih et al. (21).

Polarity

Many different measures of polarity can be used to judge solvents (29).
Often dipole moment, dielectric constant, etc. have been used to quantify
polarity. For GXLs, Ro3kar et al.(30) have measured the dielectric constant of
methanol with CO, at 35°C, and the data are shown in Figure 7. From ambient
conditions to approximately 40 bar of CO,, the dielectric constant changes very
little. However with higher pressure, the dielectric constant significantly
decreases by about an order of magnitude at 76 bar of CO, pressure. This
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Figure 6. Diffusivity of benzene in methanol and CO, solutions at 40 C

and 150 bar (28)
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Figure 7. Dielectric constant of methanol and CO, solutions at 35 C
from the data of Roskar et al. (30).
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behavior has ramifications for solutes dissolved in the solution as the media
would be inefficient at stabilization of charged and polar compounds.

While many different physical and chemical phenomena correlate with
dipole moment or dielectric constant, they often do not quantitatively represent
the different aspects of solvent polarity. Kamlet-Taft (KT) parameters, however,
differentiate “polarity” into acidity (), basicity (5), and dipolarity/polarizability
(*) (31). Acidity, a, is a measure of the ability to donate a proton in a solvent-
to-solute hydrogen bond or to accept electrons (32). S is the measure of the
ability to accept a proton in a solvent-to-solute hydrogen bond or to donate
electrons (33), and 7* is a measure of the solvent’s ability to stabilize a charge or
dipole (31,34). Table IH illustrates the KT parameters of several common
solvents. The KT parameters of pure CO, are very low and change little with
pressure/density. Sigma er. al. (35) have published KT values for CO,
demonstrating that 7* ranges from approximately 0 to 0.1 at pressures of 88.8-
222.6 bar at ~40°C, and B between -0.1 to 0.1 under the same conditions. Also,
shown in the literature are o values ranging from 0 to 0.2 from a pressure range
of 81.1-96.2 bar at 45°C (36).

As CO, dissolves into the liquid solvents, the polarity of the mixed solvent
changes to different degrees in different composition/pressure regimes. Figure 8
illustrates the effect of CO, on the a and S parameter of methanol at 35°C from
the data of Wyatt et al. (37). As shown, the acidity or o parameter decreases
very little up to approximately 70 bar. The basicity or S-parameter also
decreases slightly to approximately 55 bar after which it dramatically decreases
as the mixture pressure approaches the critical point. The polarizability/
dipolarity ('), as shown in Figure 9, decreases moderately to ~60 bar, and then
substantially drops in the near critical area.

From the KT parameters of the pure solvents from Table III and the VLE
data of Figure 2, one could possibly estimate the mixture parameters based upon
the mole fraction average. As the KT of CO, are much smaller that those of

Table 1I1. Kamlet-Taft parameters for common organic solvents and CO,.

KT Parameters

Solvent o B n Ref.
Methanol 0.91 0.63 0.70 (38)
Acetone 0.11 0.52 0.72 (38)
Acetonitrile 0.23 0.38 0.79 38)
n-Hexane 0.00 0.00 -0.11 (29)
Low P Gas Phase 0.00 0.00 -1.23 (29)
Cco,“ 0 t00.195 -0.14t00.09 -0.01t00.1 (35,36)

“ various densities
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methanol, one would expect a continual decrease with pressure. The mixture KT
parameters are measured from solvatochromic dyes dissolved in the solution.
The probes actually report the local environment (cybotactic area) of the probe
and may differ significantly from the bulk.values (29). However, the local
molecular environment of the probe may also be more similar to that of different
solutes, reactants, etc. dissolved in the GXL and would thus experience the local,
not bulk, polarity.

Multi-Component and Multi-Phase Equilibrium
Solid Components

The ability of CO, or a dissolved gas to modify the solubility of dissolved
solids in a liquid forms the basis for the gas or supercritical anti-solvent
processes that will be discussed below. Under certain conditions, the solubility
of a solid in the liquid dramatically decreases as more of the gas dissolves in the
liquid phase. Thus, the dissolved gas acts as an anti-solvent for the dissolved
solid solute. The enhanced mass transport properties of GXLs allow precision
crystallization and particle formation of a wide-variety of solutes, from organics
to polymers and proteins (39).

Particle formation processes are governed by the thermodynamic condition
of ternary (or higher) solid-liquid-vapor equilibrium (SLV). The SLV
conditions are determined by the pressure, temperature, initial concentration of
the solid solute, and the concentration of the CO, in the liquid phase. At a
constant temperature and initial concentration of solid in the liquid, there will be
one pressure (concentration of CO, in the liquid phase) that will begin to induce
precipitation of the solid solute. Above this pressure/concentration-CO,, the
solubility of the solid will decrease and more of the solid will precipitate. While
this process is central to crystallization/particle formation, other processes are
also affected. For instance, solid metal complexes or precursors are used in
homogeneous catalysis in GXLs. The conditions of SLV equilibrium are
important to prevent precipitation of the catalyst. = However, controlled
precipitation of the catalyst may be useful for post-reaction separations; efficient
separations are often the limiting process in practical implementation of
homogeneous catalysis.

Liquids

In a similar manner, the dissolved gas may affect the solubility/miscibility of
liquid mixtures. Here, the dissolved gas can induce a phase-separation of two
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(or more) liquids in solution to form vapor-liquid-liquid equilibrium (VLLE) at
the lower-critical end point (LCEP). Surprisingly, this behavior is often seen
between water and polar solvents that are completely miscible at ambient
conditions; for a review see Adrian et al. (40). Maurer and coworkers (41) have
used this phenomena for inducing separation of biomolecules from aqueous
solutions with compressed CO,. While CO, is the most common compressed
gas, this behavior has been observed with ethylene, ethane and N,O (41).

Once two liquid phases form, each component and any dissolved solute(s)
will partition between the two liquid phases. The ratio of each compound in
each liquid phase is a function of the temperature, pressure CO, and initial
loading of the liquids (42,43). For some systems with VLLE, a further increase
in pressure may pass above the mixture critical points of one of the liquid phases
(K-point) and return the system to vapor-liquid equilibrium with one liquid
phase. This usually occurs in systems with large differences between the binary
mixture critical points with CO,. This is the case with ionic liquids and organic
solvents or water (42,44,45); and with water/polar solvents (40). In contrast, the
presence of such gases of CO, can actually induce two immiscible liquids to
become miscible. Eckert and coworkers (46) have shown that CO, may induce
miscibility in liquid-liquid systems consisting of fluorinated or perfluorinated
solvents and organics solvents (e.g., tetrahydrofuran, etc.).

Gases

The solubility of permanent or reaction gases (H,, CO, O,, etc.) in liquids is
important for many processes, especially catalysis. The presence of CO, often
can increase the solubility of the gases beyond that achievable with the same
pressure of the pure gas. For instance, Subramaniam and coworkers (47) found
enhanced solubility of H, and CO in organic solvents and olefins with mixtures
of 50% to 75% CO,. Foster and coworkers (48) measured the ternary phase
equilibrium of CO, + H, + methanol at 25°C and found that below 60 bar the
hydrogen solubility was similar or slightly decreased with CO, pressure over the
same pressure of pure H,. However, above 60 bar the H, solubility increased
with increased pressure. Brennecke and coworkers (49) found enhanced
solubility of O, and CH, in ionic liquids with increased CO, pressure. Leitner
and coworkers (50) found enhanced H, solubility in ionic liquids using an NMR
technique which they used to explain the enhanced selectivity observed in the
hydrogenation of aryl-imines.
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Applications
Non-Catalytic Reactions

Selective precipitation of a product by using CO, as an antisolvent can be
used to overcome equilibrium limitations as shown for the synthesis of copper
indomethacin in CO,-expanded DMF (51). During  the  liquid  phase
esterification of acetic acid with ethanol, increased conversion was observed
when the reaction mixture was expanded with CO, (60 °C, 59 bar), possibly
because of preferential partitioning of the product ester into the CO,-rich phase,
which would drive the equilibrium further to the right (52). CO, has also been
exploited as a reactant to promote a Pictet-Spengler reaction. Dunetz et al. (53)
used the high concentration of CO, in expanded neat substrate to convert an
arylethylamine to a carbamate salt which was subsequently reacted with a
carbonate ester and an aldehyde to form an acyliminium that is particularly
active towards the Pictet-Spengler reaction. The yield of tetrahydroisoquinoline
increased with CO, expansion up to 120-130 bar, but decreased at higher
pressures, presumably due to increased extraction of the dialkylcarbonate from
the liquid phase by the denser CO,. Xie et al. (54) showed that during the
homogeneous hydrogenation of nitriles to primary amines in CO,-expanded
THF, the CO, converts the amine product into the insoluble carbamate salt
which can be filtered and reconverted to the amine by heating. Improved yields
to the primary amines are reported.

GXLs have also been exploited to mitigate the gel effect seen during
polymerizations. The gel effect causes the polymer molecular weights to
increase due to the increasing viscosity of the polymer solution during reaction.
The free radical polymerization of styrene in CO,-expanded THF yielded lower
molecular weights and narrower molecular weight distributions than in
unexpanded THF (55). The polymerization of methyl methacrylate (MMA) in
CO,-expanded solvents also yielded lower molecular weights with increasing
pressures (55,56). The lowering of viscosity has also been exploited in
ultrasound-activated free radical polymerizations. The ultrasound initiates
radical formation due to the high temperatures and shear induced during
cavitation. However, higher viscosities hinder cavitation. Even low pressures
(1-7 bar) of CO, are shown to increase the conversion and the molecular weight
of poly(methyl methacrylate) prepared in CO,-expanded monomer (57,58).

Catalytic Reactions
Homogeneous Catalysis

Hydrogenations: Jessop and coworkers (59) showed that the choice of the
expansion gas significantly affects the rate of hydrogenation of CO, in liquid
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MeOH/NEt; mixtures. The turnover frequency was 770 h” with no expansion
gas, 160 h™' with ethane (40 bar) and 910 h' with CHF; as the expansion gas.
The decreased rate in the ethane-expanded solvent was attributed to the low
polarity of ethane.

As demonstrated during the hydrogenations of a,B-unsaturated carboxylic
acids catalyzed by Ru BINAP complexes such as Ru(OAc),(BINAP), the
enantioselectivities are strongly dependent on the availability of H, in solution
(60). For substrates such as atropic acids (2-arylacrylic acids), higher H,
availability improves the selectivity, while for others such as tiglic acid (2-
methyl-2-butenoic acid), increased H, availability results in lower selectivity.
These contrasting effects are also demonstrated during asymmetric
hydrogenations in ionic liquids (ILs). = The enantioselectivity during
hydrogenation of tiglic acid in [BMIm][PFs] (where “BMIm” is l-n-butyl-3-
methylimidazolium) is superior [H, = 5 bar; ee = 93%] to that in CO,-expanded
[BMIm][PF4] (H, = 5 bar; CO, = 70 bar; ee = 79%) wherein the H, availability
is improved with CO, (50). In contrast, the hydrogenation of atropic acid is
greatly improved in selectivity (ee increases from 32 to 57%) when the IL is
expanded with 50 bar CO, (61). Leitner and coworkers (50) demonstrated that
hydrogenation of N-(1-phenylethylidene)aniline proceeded to only 3 %
conversion in 22 h in [EMIm][Tf,N] (1-ethyl-3-methyl-imidazolium bis(tri-
fluoromethylsulfonyl)imide) and to >99% in CO,-expanded [EMIm][Tf,N].

During the asymmetric hydrogenation of 2-(6’-methoxy-2’-naphthyl)acrylic
acid, an atropic acid, with [RuCl(BINAP)(cymene)], in CO,-expanded
methanol, the reaction was faster but less selective than in normal methanol (62).
In contrast, using RuCl,(BINAP) as catalyst decreased the reaction rate in CO,-
expanded methanol compared to neat methanol (63).

Facile hydrogenation of compounds such as vinylnaphthalene with a
RhCI(PPh;); catalyst which is a solid at ambient conditions was demonstrated by
melting the solid with compressed CO, and performing the reaction in the melt
phase at 33°C, which is well below the normal melting point of the solid (64).
This reaction technique is particularly useful in the case of thermally labile
substrates. Scurto and Leitner (65) discovered that CO, induced a melting point
depression of an ionic solid (tetrabutylammonium tetrafluoroborate) greater than
100°C below its normal melting point of 156°C. They used this induced melt for
the hydrogenation, hydroformylation and hydroboration of vinyl-naphthalene
using rhodium complexes.

Hydroformylations: Jin and Subramaniam (66) demonstrated homogeneous
hydroformylation of 1-octene using an unmodified rhodium catalyst
(Rh(acac)(CO),) employing CXLs as reaction media. At 60 °C, the turnover
numbers (TONs) for aldehydes formation in CO,-expanded acetone were
significantly higher than those obtained in either neat acetone or scCO,.
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In subsequent studies, the performance of several rhodium catalysts,
Rh(acac)(CO),, Rh(acac)[P(OPh);];,, Rh(acac)(CO)[P(OAr);] and two
phosphorous ligands, PPh; and biphephos, was compared in neat organic
solvents and in CXLs (47). For all catalysts, enhanced turnover frequencies
(TOFs) were observed in CXLs. For the most-active catalyst, Rh(acac)(CO),
modified by biphephos ligand, the selectivity to aldehyde products was improved
from approximately 70% in neat solvent to nearly 95% in CXL media. The
enhanced rates and selectivity are attributed to increased syngas availability in
the CXL phase. In contrast, the Rh complex-catalyzed hydroformylation of 1-
hexene in CO,-expanded toluene was more rapid than in scCO, but slower than
in normal toluene (67). The high CO, pressure was believed to dissolve some of
the 1-hexene out of the liquid phase into the CO, phase, thereby lowering the
concentration of hexene available to the catalyst.

Recently the use of CO,-IL biphasic media for continuous-flow
hydroformylation has been reported (68,69). Constant activity for up to three
days was demonstrated in 1-octene hydroformylation catalyzed by a Rh-based
catalyst in [BMIm][PF4}/scCO, biphasic media. Compared to the industrial
cobalt-catalyzed processes, higher TOFs were observed; the selectivity to linear
aldehyde (70%) is comparable to those attained in the industrial processes (70-
80%). However, the authors point out that the air/moisture sensitivity of the ILs
and the ligands may lead to the deactivation and leaching of the rhodium
catalyst. More recently, Cole-Hamilton and coworkers reported a solventless
homogeneous hydroformylation process using dense CO, to transport the
reactants into and transfer the products out of the reactor leaving behind the
insoluble Rh-based catalyst complex in the reactor solution (70).

By melting vinylnaphthalene with compressed CO,, enantioselective
hydroformylation with a Rh catalyst was demonstrated in the CO,-based melt
phase (71) similar to the hydrogenation described earlier.

O, Okxidations: Carbon dioxide-expanded liquids provide both rate and
safety advantages for oxidations. The homogeneous catalytic O,-oxidation of
2,6-di-tert-butylphenol, DTBP, by Co(salen*) was studied in scCO,, in CO,-
expanded acetonitrile (V/Vy = 2), and in the neat organic solvent (72,73). The
TOF in the CO,-expanded MeCN (at 60-90 bar) is between one and two orders
of magnitude greater than in scCO, (at 207 bar). The TOF and DTBQ selectivity
are lower in neat MeCN (O, bubbling, 28 °C, 1 bar). The oxidation of
cyclohexene by O, was investigated with a non-fluorinated iron  por-
phyrin catalyst, (5,10,15,20-tetraphenyl-21H,23 H-porphyrinato)iron(III) chloride,
Fe(TPP)Cl, in addition to a fluorinated catalyst (5,10,15,20-tetrakis-
(pentafluorophenyl)-21H,23 H-porphyrinato)iron(III)  chloride, Fe(PFTPP)CI
(72). While Fe(TPP)CI is insoluble and displays little activity in scCO,, it
displays high activity in CO,-expanded MeCN. The cyclohexene conversion
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obtained with the fluorinated catalyst Fe(PFTPP)CI in the CO,-expanded solvent
at 90 bar and 80°C is 41%, which is nearly 7-fold greater than that reported for
scCO, with the identical catalyst at the same temperature (at 345 bar). Also, an
approximately 1.5-fold higher epoxidation selectivity over scCO, is obtained in
CO,-expanded CH;CN.

The MC (Mid-century) process for the oxidation of methylbenzenes to
carboxylic acids represents an important industrial process for the synthesis of
polymer intermediates for fabrication into fibers, resins and films. For example,
terephthalic acid (TPA) is prepared in greater than 90% yield by liquid phase
oxidation of p-xylene at ca. 200°C in the presence of Co/Mn/Br catalysts.
Among the drawbacks is the low O, solubility of O, in the liquid phase reaction
medium at the high operating temperature, which also increases Wwaste
production by partial oxidation of both acetic acid solvent and the carboxylic
acid product. Recently, the liquid phase oxidation of toluene and p-toluic acid
with Co/Zr(acac), dissolved in acetic acid medium was investigated to
demonstrate the advantages of CO,-expanded media (74). In these experiments,
the Zr/Co molar ratio was kept at 1/6 and, accordingly, the acac/Co molar ratio
was 4/6, and the CO, pressure was applied at 26 bar. Experiments involving the
oxidation of toluene, with either N, or CO, as the inert component, were run at
80°, 60° and 50°C, and the benzoic acid yields are as follows.

80°C: N,/O,, 93.3% (5 hrs); CO,/O,, 91.3% (5 hrs).

60°C: N,/O,, 87.3% (28 hrs); CO,/O,, 89.0% (24 hrs)

50°C: N,/O, 41.1% (48 hrs); CO,/O,, 80.5% (48 hrs)

Clearly, the CO, effect is far more evident at lower reaction temperatures
where the acetic acid expansion is more pronounced. It is plausible that the
burning of acetic acid solvent will also be significantly curtailed at the lower
temperatures.

H,0;-based Oxidation: The reaction between H,O, and CO, yields a
peroxycarbonic acid species, an oxidant that facilitates olefin epoxidation (75).
Using such a system with NaOH as a base, relatively low conversion (~ 3%) of
propylene to propylene oxide (PO) is reported (76). The low conversions are
indicative of mass transfer limitations in biphasic systems.

By employing CO,-expanded CH;CN/H,0,/H,0 homogeneous mixtures, it
was shown that olefin epoxidation reactions may be performed in a
homogeneous CO,-expanded phase containing the olefin, CO, and H,0, (in
aqueous solution), thereby eliminating the interphase mass transfer limitations
associated with biphasic systems (77). By employing pyridine as the base to
stabilize the peroxy acids, one to two orders of magnitude enhancement in
epoxidation rates (compared to the biphasic system) was achieved with >85%
epoxidation selectivity. Recently, this approach was applied to propylene
oxidation by creating a homogeneous mixture of dense CO,, an organic solvent
such as acetonitrile or methanol, and water (78). When using pyridine as a base,
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the PO yield at 40°C is on the order of 10% after 12 h at roughly 48 bar. In the
presence of an added catalyst (methyltrioxorhenium or MTO), the PO yield is
significantly enhanced to 80% in 3 h with PyNO as the base. More recently, it
was found that when N,/C;Hg (instead of CO,/C;Hg) was used as the pressuring
medium over the homogeneous H,0,/H,0/MeOH/PyNO mixture containing
dissolved catalyst, remarkably high activity (92% PO yield in 1 h) was achieved
at approximately 14 bar (17). Because lower olefins exhibit high solubility in
methanol, it seems plausible that the propylene by itself acts as an effective
expansion gas while the CO, swelling of the reaction phase lowers the reactant
concentration. Thus, N,/C;Hg is the preferred expansion gas in this case.
Furthermore, the PO may be easily separated from the aqueous phase by
distillation, thereby recycling the catalyst.

Polymerizations: Catalytic chain transfer polymerizations are free radical
polymerizations that use a homogeneous catalyst to terminate one chain and start
a new one. During the polymerization of methyl methacrylate, the chain transfer
is suspected of being a diffusion-controlled reaction in which the Co(II) catalyst
abstracts a hydrogen atom from the polymer radical (R*) and transfers it to a
monomer to start the growth of a new chain. Zwolak et al. (79) reported that the
rate of chain transfer was 4-times greater in CO,-expanded methyl methacrylate
(60 bar, 50 °C) than in neat monomer. The improvement was attributed to the
lower viscosity of the CO,-expanded solution.

Multiphase Catalysis

The properties of GXLs may also be exploited in heterogeneous catalysis.
For example, adding CO, to an organic liquid phase in a fluid-solid catalytic
system should enhance gas solubilities and improve the mass transfer properties
of the expanded phase. Further, gas expanded ternary phases may be employed
to reduce immiscible liquid phases to a single phase.

Hydrogenations: Employing dense CO, as the solvent medium and a
Pd/AlO; catalyst in a stirred reactor, it was reported that the hydrogenation rate
of a CO,-expanded unsaturated ketone was higher than that of the unswollen
ketone (80). A similar observation was reported during the Pd/C hydrogenation
of pinene in scCO,, wherein the reaction rate was higher at lower pressures
(where a condensed phase exists) compared to single-phase operation at
supercritical conditions (81). More recently, the rate constant for the
hydrogenation of the aromatic rings in polystyrene (PS) was found to be higher
in CO,-expanded decahydronaphthalene (DHN) than in neat DHN (82). Chan
and Tan (83) reported enhanced rates in the presence of a CO,-expanded toluene
phase during the Pt/y-Al,O; catalyzed hydrogenation of tetralin to decalin at 280
°C in a trickle bed reactor.
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The Pt-catalyzed hydrogenation of oleic acid (a solid substrate) at 35 °C is
limited by solid-solid mass transfer limitations and reaches a maximum of 90%
conversion after 25 h. In contrast, in the presence of 55 bar CO, the oleic acid
melts at 35°C and the reaction proceeds to 97% conversion after only 1 h (84).

During the NiCl,-catalyzed reduction of benzonitrile to benzylamine by
NaBH,, Xie et al. (85) showed that CO, expansion of the reaction mixture traps
the primary amine as a carbamate salt, thereby preventing its further reaction
with the imine intermediate. Thus, the benzylamine yield was 98% in CO,-
expanded ethanol but <0.01% in normal ethanol.

Selective Oxidations: During a study of Pd/Al,0; catalyzed partial oxidation
of octanol, Baiker’s group report significantly enhanced oxidation rates at
intermediate pressures (where two phases exist) (86). It would appear that in
these examples, the reactions in condensed phases benefit from increased
concentrations of the substrate relative to the single supercritical phase while
also enjoying adequate O, availability in the liquid phase.

During the O,-based oxidation of cyclohexene on a MCM-41 encapsulated
iron porphyrin chloride complex (P = 1-127 bar, T = 25-50 °C, t = 4-12 h),
conversion and product yields in CO,-expanded acetonitrile (~30% CO,) almost
doubled compared to the neat organic solvent (87). For the oxidation of 2,6-di-
tert-butylphenol (DTBP) to 2,6-di-tert-butyl-1,4-benzoquinone (DTBQ) and
3,5.3',5'-tetra-tert-butyl-4,4'-diphenoquinone (TTBDQ), a series of porous
materials with immobilized Co(II) complexes were screened as catalysts in neat
acetonitrile, supercritical carbon dioxide (scCO,), and CO,-expanded acetonitrile
(88). In this case, the highest conversions were found in scCO, suggesting that
scCO,, rather than CXL or liquid reaction media, provides the best mass transfer
of O, and of substrates through the porous catalysts.

Hydroformylation: Abraham and coworkers (89) investigated 1-hexene
hydroformylation over a rhodium—phosphine catalyst immobilized on a silica
support and found that the rates in CO,-expanded toluene and in scCO, were
comparable but faster than in normal toluene. However, the activity declined
with time due to possible catalyst leaching.

Acid Catalysis: The acylation of anisole with acetic anhydride was
investigated in a continuous slurry reactor over mesoporous supported solid acid
catalysts based on Nafion® (SAC-13) and heteropolyacids (90). The CXL media
gave lower conversion and, surprisingly, faster deactivation compared to a liquid
phase reaction despite the use of polar cosolvents like nitromethane. GC/FID
analysis of the soxhlet extract and IR analysis of the spent catalyst indicated that
the deactivation is due to heavy molecules (possibly di- and tri-acylated
products) formed by the interaction of acetic anhydride with para-
methoxyacetophenone (p-MOAP) in the micropores of Nafion® aggregates due
to the slow desorption rate of the primary product.
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Added CF;CO,H has been shown to catalyze a Friedel-Crafts alkylation of
anisole in CO,-expanded anisole (95 °C, 42 bar), but the reaction was no faster
than that in normal anisole (91). [In-situ generation of acids by the reaction of
CO; with alcohols or water is desirable because depressurization leads to self-
neutralization (92,93). The formation of the dimethyl acetal of cyclohexanone is
up to 130 times faster in CO,-expanded methanol than in normal methanol
without any added acid. In-situ acids, generated with alcohol and CO,, also
catalyze the hydrolysis of B-pinene to terpineol and other alcohols with good
selectivity for alcohols rather than hydrocarbons (93).

Addition of CO, to pressurized hot water accelerates reactions that can
proceed by acid catalysis. CO, dissolved in water at 250 "C promotes the
decarboxylation of benzoic acid (94), the dehydration of cyclohexanol to
cyclohexene and the alkylation of p-cresol to 2-zert-butyl-4-methylphenol (95).
The hydration of cyclohexene to cyclohexanol at 300 °C showed a 5-fold rate
increase as the CO, pressure was increased from 0 to 55 bar.

Particle Formation

Several techniques based on CXLs have been reported in the literature for
preparing fine particles for such applications as pharmaceutical compounds
(96,97) and explosives (98). The main techniques are briefly described below
(schemes shown in Figure 10).

Gas Antisolvent Solvent (GAS) Technique: The GAS method was first
described by Krukonis and Gallagher (99). In this process, CO, is introduced
into a vessel containing a solution of the solute in an organic solvent (Figure
10a). Expansion of the solvent by CO, lowers the solubility of the solute,
eventually causing it to precipitate. Thus, the CO, acts as an antisolvent for the
solute. The precipitated solute is recovered after flushing the organic solvent
from the vessel with pressurized CO, (100). GAS has also been used to grow
large crystals that are useful for crystallographic studies. Jessop’s group
dissolved a fluorous compound in a CO,-expanded solvent and then slowly
released the CO, pressure resulting in a supersaturated solution from which the
compound slowly crystallized (101).

DELOS: A variation of the GAS process is the DELOS (Depressurization of
an Expanded Liquid Organic Solution) technique (102,103) in which a solute is
dissolved in an organic solvent and the solution is expanded with a compressed
gas such as CO,. The concentration of the solute in solution is such that the
expansion does not trigger precipitation. However, when the pressure is then
suddenly lowered, the dissolved CO, rapidly elutes out of solution and causes a
dramatic temperature drop that triggers precipitation of the solute as a fine
powder.
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Figure 10. Processes for particle formation with compressed gases.

PCA and ASES: The PCA (Precipitation with Compressed Antisolvents)
process (Figure 10b) complements the GAS process. The solution of solute in
organic solvent is sprayed into a vessel containing pressurized CO,. The solvent
droplets expand rapidly causing nucleation and precipitation of the solute as fine
particles. Following spraying, the organic solvent is dried from the particles
with fresh CO, and the particles are recovered. A variation of PCA is ASES
(Aerosol Solvent Extraction System) in which the solvent is completely
dissolved into the scCO,. ASES has also been performed as a continuous
operation with the CO, flowing either concurrently or countercurrently with
respect to the organic solution, thereby extracting and continuously removing the
organic solvent from the chamber (104). Hanna and York (105) showed that the
use of a co-axial nozzle to feed the organic solution in the inner nozzle and
supercritical CO, in the outer nozzle produced finer particles than in the
conventional PCA or ASES processes. This variation was called SEDS
(Solution Enhanced Dispersion by Supercritical fluids). Subramaniam and
coworkers (106,107,108) employed an ultrasonic nozzle and scCO, as the
energizing medium to form fine droplets of the drug solution. The scCO, also
selectively extracts the solvent from the droplets, precipitating the drug.
Submicron particles of hydrocortisone, ibuprofen, insulin and paclitaxel were
formed using this technique.

While a majority of PCA studies have involved the precipitation of organic
compounds, a few recent studies have investigated different types of compounds.
For example, Hutchings et al. (109) precipitated vanadium phosphate (an active
catalyst for the oxidation of butane to maleic anhydride) from isopropanol by the
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PCA technique. Johnson et al. (110) prepared rod-shaped nanoparticles (~60
nm in diameter and ~700 nm in length) of metal complexes containing salen
ligands by PCA from CH,Cl,-solutions. The Co(salen) version of these
nanoparticles show near-stoichiometric O, binding properties and room
temperature NO decomposition activity, properties not seen with the commercial
Co(salen) starting material from which the nanoparticles were synthesized.

PGSS: The PGSS (Particles from Gas-Saturated Solution) process uses
dense CO, to melt a solid that is close to its melting point, 7,. The molten
compound, actually swollen by CO,, is then expanded rapidly across a small
nozzle (Figure 10c). The rapid depressurization and cooling of the melt results in
a fine powder. Applications include Nifedipine, a calcium-channel blocker (7,
172-174 °C), which after processing by PGSS at 185 °C yielded smaller particle
sizes that displayed a more rapid rate of dissolution in water than the
unprocessed material (111). The process temperature, however, is too high for
handling most pharmaceuticals. To practice PGSS at lower temperatures, the
micronization of a mixture of poly(ethylene glycol) (PEG, MW 4,000) with
Nifedipine was attempted at S0 °C. A finely powdered co-precipitate was
obtained without observable degradation. Using a similar approach, Shine and
Gelb (112) encapsulated a vaccine into particles of polycaprolactone.

Particle Precipitation from Reverse Emulsions: By expanding reverse
emulsions with CO,, compounds such as proteins (113) or enzymes (114)
dissolved in the aqueous core of such emulsions can be precipitated as particles.
For example, trypsin was precipitated as 10 nm particles from reverse emulsions
consisting of a decane-based continuous phase containing 100 mM surfactant,
water (water/surfactant mole ratio w, = 20) and trypsin (0.5 to 0.8 mg/ml). By
expansion with CO, (50 bar, 20 °C), the protein was precipitated.

Inorganic particles may also be prepared by this technique. By mixing two
reverse emulsions, one containing ZnSO, dissolved in the aqueous core and the
other Na,S (both in AOT-stabilized water in iso-octane emulsions), inorganic
ZnS particles form in the combined emulsion. The ZnS particles are collected
by expansion of the emulsion with CO, (115).

Particle Fractionation and Coating: Roberts and coworkers (116,117)
showed how nanoparticles dispersed in a solvent may be fractionated by gradual
addition of CO, to the solvent. Gold or silver nanoparticles protected by
alkanethiols were fractionated in this manner. After each fraction precipitated at
various CO, pressures, an Archimedes screw was used to move the remaining
suspension to prevent later fractions from precipitating onto fractions that had
already precipitated. Roberts’ group has also exploited this technique to form an
even monolayer of nanoparticles from a suspension of the particles in solution.
Expansion of the solvent by CO,, followed by raising the temperature to 40 °C
and flushing with fresh CO, allows the precipitation of the particles and
complete removal of the solvent without disruption of the even monolayer (118).
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Subramaniam’s group demonstrated a fluidized bed particle coating process
based on the PCA technique (119,120). The process is similar to a Wurster
coater except that the air or other permanent gas is replaced by scCO,. Here, the
scCO, serves to not only fluidize the core substrate particles but also to dry the
substrates sprayed with the coating solution, thereby forming the coating. The
process was demonstrated by coating glass and non-pareil sugar beads (1-2 mm
in diameter) with a thin layer of RG503H polymer, either as a deposit of fine
particles or as a continuous film.

Polymer Processing

The field of polymer processing using CO,-induced lowering of T, and T,
has been extensively reviewed (121,122,123,124). For a variety of polymers,
CO, dissolution lowers the melting temperature, the crystallization temperature
and the glass transition temperature, reduces the viscosity of the CO,/polymer
mixture, and raises the rate and degree of crystallization. These effects have
been exploited to manipulate particle size (125) and morphology (126,127) of
polymers and to facilitate extrusion (128), foaming (129), impregnation (130),
and mixing or co-molding of polymers (131).The CO,-induced plasticization
combined with the foaming effect of CO, when it is released from the polymer
melt results in a high-surface area porous extruded polymer (132). Polymers
swollen by CO, at mild temperatures have been mixed with heat-sensitive
species such as an enzyme and co-precipitated using PGSS (123,133).
Impregnation of active ingredients into polymers avoiding thermal degradation is
particularly attractive for pharmaceutical applications.

Separations

GXLs have been exploited to purify compounds and to separate mixed
solutes in solution. Expansion with CO, was used to separate citric acid from
oxalic acid (134) and to isolate and purify p-carotene from a mixture of carotene
oxidation products (135). Recently, crude terephthalic acid was purified by
dissolving in dimethyl fornamide and recrystallization using CO,-expansion to
cause supersaturation and precipitation (136).

Post-reaction catalyst separation schemes often involve the use of solvents
to switch the polarity of the medium to precipitate homogenous catalysts such as
transition metal complexes. The use of CO, expansion has been exploited to
effect such polarity switches for separating oxidation catalysts post-reaction
(137). Isothermal CO, addition to a solution of CH;CN containing the dissolved
catalyst, [{N,N’-bis(3,5-di-tert-butylsalicylidene)1,2-cyclohexanediiminato(2-)}
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cobalt(II)] or Co(salen*) caused the catalyst to precipitate after a certain level of
CO, expansion. The CO,-expansion technique was also used post-reaction to
precipitate Rh complexes at relatively mild pressures and temperatures (47).

CO, can make two-liquids miscible and split miscible phases into two
liquids. The addition of compressed CO, to fluorous biphasic chemical systems
induces a phase split, with the catalyst remaining in the fluorous phase and the
product in the organic phase. This CO, “miscibility switch” was demonstrated to
effect post-reaction separation (138). In another application, compressed CO,
was added to mixed organic-aqueous tunable solvents (OATS) to facilitate phase
separation and recycle enzymes (139). For example, the dimethyl ether (DME)-
water system has been employed for the alcohol dehydrogenase-catalyzed
reduction of hydrophobic ketones. Following reaction, the DME-rich phase,
containing the product, is separated from the aqueous phase by depressurization
and evaporation to recover DME. The enzyme is retained in the aqueous phase,
which is recycled.

The Jessop and Eckert/Liotta groups together reported (140) a system for
using CO, expansion of a solvent to shuttle a catalyst from a solid phase to a
solution phase and back again. The method was demonstrated using
hydrogenation of styrene with a fluorous version of Wilkinson’s catalyst as a test
reaction. Catalyst precursor, styrene, cyclohexane, and fluorous silica were
placed in a vessel at 40 °C. H, and CO, (60 bar) were added, at which point the
solvent expanded and the catalyst became soluble. After the reaction, the gases
were vented, causing the catalyst to leave the solution and become entrapped by
the fluorous silica. The liquid product could be decanted, and the fluorous
silica/catalyst solid phase was re-used repeatedly. Rh losses to the liquid product
were too low to be detectable by ICP/AA. These results suggest opportunities to
design catalyst ligands to permit facile catalyst separation with GXLs.

Process engineering issues
Economics

There are relatively few known examples of commercialization in the areas
of chemical manufacturing and particle formation processes employing dense
CO,, despite nearly two decades of research in these areas and the promise of
many potential applications. This is in contrast to the many industrial scale CO,-
based plants worldwide in the food and natural products industries (such as the
decaffeination of coffee beans, extraction of hops and spices, etc.) and other CO,
applications including dry cleaning and precision cleaning (141,142), paints and
coatings (Union Carbide process), polymer processing (DuPont Fluoropoly-
mers Plant) and hydrogenations. For GXL-based technologies to gain wider
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acceptance in chemical manufacturing, process economic analysis based on plant
scale simulations and demonstration of satisfactory pilot plant scale performance
are necessary. Reliable knowledge of the phase behavior, intrinsic kinetics, fluid
dynamics and transport properties involving GXLs is essential for rational
process design and simulation.

In homogeneous catalysis, the preferred operating pressures for GXL
processes (wherein both reaction and environmental benefits are optimized) are
on the order of tens of bars. Process intensification at lower pressures favors
process economics. However, this must be supported by quantitative
comparisons of the relative economics of the GXL and competing processes.
Quantitative economic analysis, even at an early research stage of process
development, typically provides valuable research guidance by identifying
performance targets (operating pressure range, temperature range, extent of
catalyst recovery, product purity, etc.) for economic viability. An example of
such an analysis of a CXL-based hydroformylation process is provided by Fang
et al. (143). As explained in a previous section, the hydroformylation turnover
frequencies (TOFs) were up to four-fold higher in CXLs than those in neat
organic solvent. The enhanced rates were achieved at milder conditions (30-60
°C and 4-12 MPa) compared to industrial processes (140-200 °C and 5-30 MPa).
Preliminary economic and environmental analyses of the CXL process were
benchmarked against a simulated conventional hydroformylation process for
which non-proprietary data were obtained mostly from the Exxon process. The
simulation results indicate that the CXL process has clear potential to be
economically viable and environmentally favorable subject to nearly quantitative
recovery and recycle of the rhodium-based catalysts.

For the simulated conventional process, acetic acid discharged during the
catalyst recovery steps is the dominant source of adverse environmental impact.
These analyses have provided guidance in catalyst design and in choosing
materials and operating conditions that favor process economics while lessening
the environmental footprint.

Safety

When using compressed CO, to expand less volatile liquid phases, the
vapor-liquid equilibrium is such that the vapor phase is dominated by CO,. The
presence of CO, in the vapor phase provides safety benefits in the case of O,-
based oxidation reactions by reducing the propensity to form explosive
hydrocarbon/O, mixtures in the vapor phase. “Calculated Adiabatic Reaction
Temperature” (CART) is the most widely used method to estimate vapor phase
hazardous behavior. The temperature rise of a combustion reaction, based on
vapor phase composition, is calculated under adiabatic conditions. The Gibbs
free energy minimization method is typically employed for predicting the
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flammability of fuels and chemicals such as lower alkanes, esters and carboxylic
acids (144). It is well known that inert gases arrest flames when used in
substantial quantities (>50% by volume in an O/inert/fuel mixture). In general,
triatomic inert gases (CO,, water) reduce the flammable region to a greater
extent than diatomic or monoatomic inert gases (145). In the case of each inert,
the flammable region vanishes completely beyond a certain concentration. As
shown in Figure 11, for methane+O, mixtures, this critical concentration is
around 20 mole% for CO, (146). In other words, an adequate presence of CO,
(instead of N,) in an O,-containing vapor phase reduces the flammability of
various hydrocarbont+O mixtures (147). This implies the possibility of
operating with Oy-enricfied atmospheres (where O, concentration exceeds 21
mole%) in the presence of CO, with reduced or even no flammability hazards.
Rajagopalan (136) estimated CART values for vapor phase acetic acid
vapor/O,/inert mixtures in the composition ranges encountered in the Mid-
Century (MC) process for terephthalic acid manufacture using both CO, and
nitrogen as inerts. It was found that CO, significantly reduces the CART (by
tens of degrees) as an inert over N,, even under the high MC process operating
temperatures that are far removed from the critical temperature. It is thus
possible to perform reliable calculations to guide the choice of operating

Flammable Limits for
Methane in Air

Too 100
P:Al:jeﬁhA E: 16 1 1 1 I
'--151-F- UFL
14 i
12 N
Chemically Line of )
Correct Fuel -=-101-} -~ 10} Stoichiometric _
(9.5% CH,C) Mixtures
15 9r .
8 N
;— -51-+-LFL
Too 6 ]
Little
Fuel 2+ 4
0 L— 0 1 L 1 !
0 10 20 30 40 50

Added Inert. Volume, %

Figure 11. Effect of inerts on the flammability envelope of methane
[Taken from reference 136]



30

conditions (pressure, temperature and composition) that would ensure safe
reactor operation in the non-flammable region and to provide adequate pressure-
relief in the case of runaway reactions. It is a good practice to perform such a
priori safety calculations, especially in the case of O,-based oxidations.

It is well known that the isobaric heat capacity of CO, goes through a
maximum when the temperature is tuned around the critical temperature of CO,.
The magnitude of the maximum is greater at pressures closer to the critical
pressure. Jin and Subramaniam (148) have shown that the high heat capacities
of dense CO, may be used advantageously to avoid thermal runaway regions
during exothermic reactions.

Summary and Outlook

GXLs have potential applications in a wide range of applications such as
facilitated separations, reactions, materials processing, and particle formation as
described in this chapter. In many of these applications, the use of GXLs
provides significant improvements in one or more process performance measures
such as reaction rate, transport rate, product selectivity, product quality, and
environmental friendliness. CXLs are already being exploited in applications
requiring viscosity reduction (such as enhanced oil recovery). Future
commercial applications that exploit viscosity reduction will be most likely in
polymer processing, particle formation and ionic liquid/CO, systems. Other
promising applications include multifunctional CO,-aided continuous catalytic
reaction systems that integrate reaction and separation. Several of these
applications are highlighted in the chapters that follow.
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Phase Equilibrium, Structure, and Transport
Properties of Carbon-Dioxide Expanded Liquids:
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We review our recent work on phase equilibrium, transport
properties and local structure in carbon-dioxide-expanded
liquids (CXL’s). In addition, we present new data on the effect
of increasing CO, mole fraction on hydrogen bonding in CO,-
expanded methanol and acetic acid. Phase equilibrium and
structure data were calculated using Gibbs Ensemble Monte
Carlo techniques and transport properties were determined
from molecular-dynamics simulation. We show, using existing
force fields for pure CO, and a variety of pure organic
solvents and standard Lorentz-Berthelot combination rules,
that molecular simulation gives results for CXL vapor-liquid
phase equilibria and transport properties that are in good
agreement with experiment. Also, our phase equilibrium
results were found to be at least as good as, and often superior
to, predictions using the Peng-Robinson Equation of State
(PR-EOS) and have the advantage over empirical PR-EOS
predictions in that no experimental input data from the
mixtures are required. Thus, molecular simulation is shown to
be a potentially important tool in determining CXL properties
required for design and optimization of CXL media in
catalytic processes.

© 2009 American Chemical Society 41



42

Introduction

The use of traditional organic solvents (e.g., acetonitrile, acetone and
toluene) in industrial catalysis poses a number of challenges to responsible
corporate environmental stewardship. When organic solvents enter the waste
stream, great care must be taken in their collection, handling and disposal. In
addition, traditional organic solvents are generally of high volatility and pose a
threat to air quality and contribute to global climate change. In recent years,
scientists and engineers, including many at the Center for Environmentally
Beneficial Catalysis (CEBC) where our work is based, have been actively
seeking environmentally friendly alternative solvents for catalytic processes,
such as supercritical carbon dioxide and water, room-temperature ionic liquids
and CO,-expanded liquids (CXL’s), which are the subject of the present work.

The application of supercritical CO, (scCO,) as a benign medium in
catalytic chemistry and reaction engineering satisfies several green chemistry
and engineering principles such as pollution reduction, lower toxicity and use of
an abundant resource with no increase in environmental burden. However, the
reaction benefits are often marginal with scCO,. In many cases, scCO,-based
reactions are limited by high process pressures (hundreds of bars) and
inadequate solubilities of preferred homogeneous catalysts. Additionally, CO, is
non-polar, often leading to low reaction rates. The combination of high
pressures and low reaction rates increase energy consumption and reactor
volumes, both of which adversely affect process economics and severely reduce
the environmental advantages.

In contrast, the use of traditional organic solvents offers important reaction
benefits. For example, solvents are typically chosen with dielectric properties
that help solubilize preferred homogeneous catalysts and favor the desired
reaction. However, the concerns with conventional organic solvents are toxicity
and environmentally deleterious vapor emissions that may also form explosive
mixtures with air.

A relatively new class of solvent media, CXL’s are a mixed solvents
composed of CO, condensed into an organic solvent. [CXL’s are referred to as
Gas-Expanded Liquids (GXL’s) by some workers in the field.] The properties of
CXL’s can be continuously tuned from those of the neat solvent to those of
scCO, by adjusting the CO, partial pressure above the liquid phase, thereby
increasing the CO, mole fraction in the CXL. For example, a large amount of
CO, favors gas solubility and the presence of polar organic solvents enhances
metal catalyst solubility.

Over the past several years, work at the CEBC and elsewhere [1-14] has
demonstrated that CXL’s represent a promising class alternative catalytic media.
For example, CEBC researchers have recently demonstrated that CXLs are
optimal solvent media for a variety of homogeneous catalytic oxidations [15],
hydroformylation [16] and solid acid catalyzed-reactions [17]. Reaction
advantages include higher gas miscibility compared to organic solvents at
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ambient conditions; enhanced transport rates due to the properties of dense CO,;
and between one to two orders of magnitude greater TOFs (turnover frequency)
than in neat organic solvent or scCO,. Environmental and economic advantages
include substantial (up to 80 vol.%) replacement of organic solvents with
environmentally benign dense-phase CO, and milder process pressures (tens of
bars) compared to scCO, (hundreds of bars). Thus, CXLs have emerged as
important components in the optimization of catalytic systems. Moreover, the
possibility of controlling CO, pressure in CO,-expanded organic solvents gives
an alternative to temperature controlled crystallizations by avoiding slowness of
the temperature loop, cooling, and heat transfer [18].

To optimize CXLs solvents for industrial reactor use, knowledge of their
vapor-liquid phase equilibria (VLE) and transport properties is essential.
Experimental data on phase equilibria in CXLs are available in the literature
[19-25]. However, because experiments are time-consuming, the data in the
literature on CO, expanded solvents are sparse. For the transport properties, very
little experimental data can be found in the literature. Sassiat and Morier [26]
reported that the diffusion coefficients of benzene in CO,-expanded methanol
increased between 4 and 5 fold with CO, addition. Kho et al. [27] measured
viscosities of CO,-expanded fluorinated solvents using an electromagnetic
viscometer. In the 25-35°C temperature range and at pressures from 8-72 bar,
Kho et al. report up to a 4-5 fold decrease in viscosity with CO, addition [27].
Given these experimental difficulties, the development of protocols for the
determination of these quantities from either molecular or thermodynamic
modeling would be extremely useful for the optimization and design of CXL
media for catalytic processes. Molecular modeling has the additional advantage
of providing molecular-level structural detail - for example, local solvation
structure - that can increase our fundamental understanding of this new and
potentially important class of solvents.

To date, there have been relatively few molecular simulation studies of CO,
expanded liquids using both Monte Carlo and molecular-dynamics (MD) [28].
Our efforts complement several existing molecular-modeling studies by other
groups - many of these are described later in this volume. Li and Maroncelli [29]
have performed MD simulations of CO,-expanded cyclohexane, acetonitrile,
and methanol to calculate energies, local compositions, viscosities, diffusion
coefficients, and dielectric constants and relaxation times. Aida and Inomata [30]
reported molecular dynamics simulations of the self-diffusion and dielectric
properties in CO,/methanol mixtures. In addition, Shukla et al. [31] used
molecular dynamics simulations to study local solvation and transport effects in
CO,-expanded methanol and acetone.

In this paper, we review our recent work on molecular modeling of phase
equilibria, and transport properties and local molecular structure in a variety of
CXL’s. Much of this work has been previously described in Refs. [32-35]. In
our work we have demonstrated, using existing force fields for pure CO, and
several organic solvents and standard Lorentz-Berthlot combining rules, that
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molecular simulation can be used to determine phase equilibrium and transport
data for CXL’s that is in good agreement with the existing experimental data. Thus,
molecular simulation is shown to have much promise in readily predicting the
properties of candidate CXL solvents in the absence of accurate experimental data.
We have chosen to utilize only existing literature force fields for the pure
substances (together with standard mixing rules) because force-field development
and optimization would be slow and would require the availability of experimental
data for the very CXL properties that we are trying to predict - limiting the
usefulness of molecular modeling for CXL optimization and design. With respect
to phase equilibrium, we have shown that our molecular modeling protocol
generates VLE data that is as good as, and often superior to, standard PR-EOS
modeling, and has the advantage that we only require data from single component
CO, and solvent systems - that is, no experimental or literature data from the
studied mixtures is necessary as input. In addition, we also report new structural
results for hydrogen bonding in CO,-expanded methanol and acetic acid.

Force Field Models

Here we discuss the force field models and simulation methods that we
have used in our studies. To make such studies simple and easily extendable to
other systems, we have concentrated on using standard simulation techniques
with existing interaction potentials from the literature. More information can be
found in our previous papers [32-35]. All molecules studied in this work are
represented using a united-atom model in which the CH,, groups (with 0 <n <4)
are represented as a single interaction site located on the carbon atom. The
interaction between nonbonded sites is parameterized by pairwise additive
Lennard-Jones (LJ) 12-6 potentials and Coulombic interactions between partial

charges:
12 6
o, o, q,
UG =4e, || 22| =] 22| |+ -2 )
r; v, 4re,r;

y Uj

Where ry, ¢, oy, g, and g; are the separation, LJ well depth, LJ size, and partial
charges, respectively, for interacting atoms / and /. Interaction parameters (¢;
and ;) between unlike atoms were calculated using standard Lorentz-Berthelot
combination rules [36]. The use of fixed, standard combination rules in our work
is designed to make for facile and consistent treatment of a wide class of
molecules with off-the-shelf potentials. For all simulations, an Ewald sum
method [36, 37] was used to calculate the long-range electrostatic interactions.
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The CO, and acetonitrile molecules used in the phase equilibrium and
structure studies (Monte Carlo) were modeled as rigid three-site molecules. The
EPM2 potential parameters developed by Harris and Yung [38] and optimized
for VLE were used for CO,. Acetonitrile interaction parameters were taken from
the work of Hirata [39]. For the phase equilibrium and structure Monte Carlo, all
the other molecules intramolecular interactions were treated in the following
way: the bond length between two neighboring pseudo-atoms was fixed. A
harmonic potential is used to control bond angle bending

Uy = %"(9—90)2 @

where @ is the actual bending angle, 6, is the equilibrium bending angle, and 4,
is the force constant. The dihedral rotations were controlled by a cosine series

U orsion = €0 + 6, [1+c0s(@ + )] +¢,[1-cos(2 ¢)] +¢;[1+cos(3¢)] €))

where f|, ¢, and ¢; are a phase factor, dihedral angle, and the i-th expansion
coefficient, respectively.

For the transport property simulations (MD) of CO,/acetonitrile, the CO,
and acetonitrile molecules were treated by flexible models in which the original
force fields were modified by introducing bond stretching and angle bending
potentials. Since flexible models are needed for larger molecules such as octene,
this approach allows systematic treatment of molecules of any size. More details
about the models can be found in Ref. [34].

The parameters for the nonbonded interactions for all molecules studied in
this work are listed in Table 1. For the intramolecular interaction parameters the
reader should consult Refs. [32-34].

Simulation Results for Phase Equilibrium

Phase equilibrium studies for CO,-expanded acetonitrile (CH;CN), acetone
(CH;COCHj3), methanol (CH30H), ethanol (CH;CH,OH), acetic acid
(CH;COOH), toluene (CH;3CgHs), and 1-octene (CgH¢) were performed using
Gibbs Ensemble Monte Carlo (GEMC) simulation [23, 44, 45] and the MCCCS
Towhee program [46]. The coexistence curve of the pure-component systems
were simulated in the NV'T ensemble and the calculations of the binary mixtures
were performed within the NPT ensemble.
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Single Component Systems

In order to validate the molecular models and the simulation method for
phase equilibrium, we calculated the single-component vapor-liquid coexistence
curves for all substances considered. These results from Ref. [32] are
summarized in Figure 1. The saturated liquid and vapor densities are in good
agreement with experimental data [47-51] for carbon-dioxide, methanol, ethanol,
acetone, toluene, and 1-octene. This good agreement is unsurprising because
these potentials were optimized to give good vapor-liquid coexistence. The
simulation results for pure acetonitrile are only in qualitative agreement with
experiment at high temperatures - for example, the critical point is
underestimated by the interaction model we used. As we have previously
discussed [32, 33], this deviation from experimental data for the neat acetonitrile
will not affect our CO,/actenonitrile mixture results significantly at the much
lower temperatures that we consider these studies.

1200
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Figure 1. Vapor-liquid coexistence curves for all single component systems:
(a)carbon-dioxide; (b) methanol; (c) acetonitrile; (d) toluene; (e) ethanol;
(f) acetic acid; (g) acetone; and (h) 1-octene. The filled squares represent the
coexistence data from our simulations and the dashed lines are the
experimental results from Refs. [47-51].
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Mixtures: CO,-Expanded Solvents

As a metric for phase equilibrium, we calculate the CXL volume expansion,
defined as the ratio

V(T,P
|4 ET P)) @
0 *70
where V represents the total volume of the mixture liquid phase at temperature T
and pressure P and Vj is the total volume of the pure solvent at the same
temperature and at 1 bar pressure (P,). At selected temperatures, the volume
expansion for a variety of CO, expanded solvents were determined for pressure
up to 5 MPa using two-phase GEMC simulations in a NVT ensemble.
Specifically, we have examined the binary systems CO, + acetonitrile at 25°C,
acetone at 30°C, methanol at 30°C, ethanol at 25°C, acetic acid at 25° C, toluene
at 30°C, and 1-octene at 60°C. Our results are summarized in Figure 2 and
compared with both experiments [32] and predictions using the Peng-Robinson
Equation of State (see the Appendix).

For the binary mixtures of CO, with acetonitrile, acetone, methanol, ethanol,
and toluene, the results are in good agreement with experimental results. For the
binary mixtures of CO, with acetic acid and 1-octene, the agreement with the
experimental data is good at low pressure (< 4 MPa). For the highest pressures
in the study (between 4 and 5 MPa), the calculated values are underestimated in
CO,-expanded acetic acid and overestimated in CO,-expanded 1-octene. The
Peng-Robinson-equation of-state volume-expansion calculations for CO,/
methanol, CO,/toluene, and CO,/loctene are in close agreement with our
simulation results. However, the PR-EOS results in CO,/acetonitrile,
CO,/acetone, and COy/acetic acid tend to underestimate the volume expansion,
relative to simulation and experiments. In these cases our simulations give
superior agreement with experimental results than PR-EOS predictions.

In Ref. [35], we examined the pressure-composition diagrams for our
collection of CO,-expanded solvent systems. In Figure 3 we compare with
experiment [19] our simulation and PR-EOS predictions for the vapor and liquid
phase compositions of CO, expanded acetonitrile. For this system, both the
simulation and Peng-Robinson results are in good agreement with the
experimental data. Pressure-composition diagrams for the other six CO,-
expanded solvents are shown in Figure 4 to give good agreement between
simulation results and the PR-EOS modeling. For all seven binary systems, the
CO, mole fractions in the vapor phase are close to unity indicating a CO, rich
phase.

In the liquid phase, the solubility of carbon-dioxide approximatively
increased linearly with pressure in the low pressure region (below 5 MPa).
Carbon-dioxide solubility up to 65 mole % is achieved in the range of pressures
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Figure 3. Pressure-composition diagrams for CO,-expanded (a) acetonitrile at
25°C) and (b) ethanol at 25°C: Our simulation data is shown as open symbols,
whereas the PR-EOS predictions are shown as solid lines. Dot-dashed lines
represent the experimental data from Ref [19].

studied. Pressure-composition data for CO,-expanded acetone is not shown, but
can be found in Ref. [35]. In this system, the agreement between simulation and
PR-EOS is very good for both vapor and liquid phases.

Figure 5 shows the densities of the coexistence phases in CO,-expanded
acetonitrile and ethanol. In addition to our simulation data and PR-EOS
predictions, this figure shows experimental values from Ref. [19]. In both of
these systems, the simulation values and PR-EOS predictions for the vapor-
phase densities agree well with the corresponding experimental results. This
level of agreement is also seen in the liquid-phase densities in ethanol. In CO,-
expanded acetonitrile, however, the simulated values for the liquid-phase
density are in excellent agreement with experiment, but the PR-EOS predicts a
value of the liquid density that is significantly lower than either experiment or
simulation. For CO,-expanded methanol, acetic acid, toluene and 1-octene, the
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Figure 4. Pressure-composition diagrams for CO-expanded (a) methanol at
30°C) and (b) acetic acid at 25°C, (c) toluene at 30°C and (d) 1-octene at 60°C:
Our simulation data is shown as open symbols, whereas the PR-EOS
predictions are shown as solid lines.

simulation and PR-EOS predictions for the coexisting phase densities are shown
in Figure 6. Agreement between these methods is very good in 1-octene and fair
in methanol, but in both acetic acid and toluene the PR-EOS prediction for the
liquid-phase density is significantly lower than the simulation results. Density
data for CO,-expanded acetone is not shown, but can be found in Ref. [35]. In
acetone, the agreement between simulation and PR-EOS is excellent for the
vapor phase, but only fair for the liquid phase, where the PR-EOS predicts a
slightly smaller density than simulation for the liquid phase.

Transport Properties

In a recent paper [34], we studied the translational diffusion coefficients, the
rotational correlation times, and the shear viscosities in CO,-expanded
acetonitrile liquid. In this section, we summarize the NVT simulation results of
these investigations. These molecular-dynamics simulations were carried out
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Figure 5. Pressure versus density curves for CO,-expanded (a) acetonitrile at
25°C) and (b) ethanol at 25°C: Our simulation data is shown as open symbols,
whereas the PR-EOS predictions are shown as solid lines. Dot-dashed lines
represent the experimental data from Ref. [19].

using the program CHARMM [52]. Both constant volume (NVT) and constant
pressure (NVPT) were employed in our recent work [34] for calculations in pure
liquids and binary mixtures. The NV'T simulations were performed using the
densities and compositions consistent with the experimental coexistence curve,
whereas the NPT simulations were performed along the coexistence curve
appropriate for the model potential. In this review, we report only the NVT
results. The Nosé-Hoover algorithm was used to maintain a constant
temperature at 25°C in all cases [36].

The translational diffusion coefficients were calculated from the slope of the
mean-squared displacement as a function of time [28] and are plotted as
functions of CO, mole fractions (xco,) in Figure 7(a). The available
experimental values for the pure acetonitrile [53] (xco, =0) and pure CO, [54]
(x¥co, =1) are also plotted for comparison. For the pure liquid, the deviations
between our simulation results and experimental values are in 19-23% range.
These deviations are reasonable since the model parameters used in this work
were not optimized for transport properties. In the mixtures, the translational
diffusion coefficients for both acetonitrile and CO, increase with CO, mole
fraction. The simulation results show an inverse linear variation of the
translational diffusion coefficients with xco, in CO,-expanded acetonitrile.



6 CO,/methanol (@ L CO,/acetic acid (b)
‘r g i %
L ® L *
2 T P :
)
gt I
S o !
@ PR TR | | . | " |
E 6 COzltoluene (© L CO,/1-octene (d)
E L
-~

8 8 esaas
III

Illllllljll Illllllllll
0 200 400 600 800 1000 O 200 400 600 800 1000

p(kg/m’) p(kg/m’)

Figure 6. Pressure versus density curves for COj,-expanded (a) methanol at
30°C) and (b) acetic acid at 25°C, (c) toluene at 30°C and (d) 1-octene at 60°C:
Our simulation data is shown as open squares, whereas the PR-EOS
predictions are shown as solid lines.

Figure 7(b) shows the mole fraction dependence of the calculated values of
the rotational correlation times, which were determined from the exponential
decal of the second-order rotational correlation function [34]. The deviation
between experimentally determined and simulated values fall in the 11-16%
range indicating a quite good agreement since the potential models used were
not optimized for these properties. The simulation data in Figure 7(b) exhibit
smooth variations of the correlation time with composition for both CO, and
acetonitrile. The data can be well fitted using a linear equation in xco,. With the
diffusion coefficient being inversely proportional to the correlation time, Figure
7(b) shows faster rotational diffusion of both CO, and acetonitrile with
increasing CO, mole fraction for the CO,/acetonitrile mixtures.

In Figure 8, the simulation results for the shear viscosities are presented
with the experimental values of the pure components for comparison. The
viscosities were determined using a Green-Kubo formula involving the
integration of the time autocorrelation function of the off-diagonal elements of
the stress tensor [34]. For pure acetonitrile, the simulation overestimates the
experimental result by 32%. However, considering the statistical uncertainties
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Figure 7. (a) Translational diffusion constants in COy/acetonitrile (25°C)
mixtures. The values from MD simulation (experiment [53, 54]) are represented
as open (filled) circles (acetonitrile) and triangles (CO,) and filled diamonds.
(b) Rotational correlation times for the system in (a).



55

T T T T 1
0.5- 0O Simulation 7]
R @ Experimental (CHJCN) |
—_ A Experimental (COz)
»w 041 —
Q‘E COZ/CHSCN
" | @ ]
S 03} % .
i~ % A
.iE) 0 2 [~ % —
7]
° = -1
A
> 0.1+ % _J
5 |
(1] -
1 " | 2 | : 1 " | N |
0 0.2 0.4 0.6 0.8 1

CO2 mole fraction

Figure 8. Shear viscosity in COyacetonitrile (25°C) mixtures: Open circles
show our simulation results and the filled diamonds are the experimental values
for the pure solvents taken from Refs. [55, 56].

(20%), the agreement with the experimental measurement is quite good. For
carbon dioxide, the difference between the calculated and measured values is
only 3%. Overall, the simulated viscosities of the pure solvents are in reasonable
agreement with experimental data. The predicted values of the viscosities of the
mixtures presented in Figure 8 decrease with increasing of xco,. A viscosity
decrease by a factor of 8 compared to pure acetonitrile is predicted in the studied

composition range. The trend can be correlated with a linear equation. Similar
results were also found by Li and Maroncelli [29].

Structural Properties of CO,-Expanded Solvents

In order to study the effect of increasing mole fraction of CO, on the local
molecular structure of the liquid phase in CXL’s, we have calculated, the radial
distribution functions (RDFs) for our simulated CXL systems as a function of
pressure. The RDF g;7) represents the probability, relative to an ideal gas, of
finding an atom of type j on one molecule at a distance » away from an atom of
type i on another molecule. The RDFs are the primary measures of local
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molecular structure in liquid mixtures. For this review, we focus on two aspects
of our results: orientational order in CO,-expanded acetonitrile and hydrogen
bonding in methanol, ethanol and acetic acid CXL’s.

Orientational Correlations in CO,-expanded acetonitrile

In Ref. [32], we analyzed the structure of CO,-expanded acetonitrile as a
function of pressure. In this work, only the N-N RDF between two CH;CN
molecules was found to show any significant change as the pressure was
changed from 0.1 to 5 MPa (1 to 50 bar) at 25°C. Figure 9 shows the gyn(#) RDF
for 10.34, 30.96 and 50.40 bar. As the pressure (and, thus, the CO, mole fraction)
is increased, the shape of the double nearest neighbor peak changes significantly
with the first peak decreasing in amplitude and the second peak becoming more
pronounced. The first maximum in the double peak was reported by Bohm, et al.
[57] to be dominated by antiparallel molecular pairs. Based on this, one might
conclude from Figure 9 that the fraction of antiparallel neighbor pairs decreases
with increasing pressure. However, we have determined in Ref. [32] that this is
not the case.
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Figure 9. The RDF between N atom sites on different acetonitrile molecules for
CO;-expanded acetonitrile at 10.34, 30.96 and 50.40 bar pressure and 25°C.
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To show this, we defined a set of dipole-partitioned RDFs as follows: For
all MeC-NMeCN molecular pairs that go into calculation of the RDF, we define
an orientation angle given by

cosf = jy - f1,,

where £, and /i, are the dipole-moment unit vectors for the two molecules in the

pair. The values of cos @ for antiparallel, perpendicular and parallel orientations
are 1, 0 and +1, respectively. The antiparallel dipole-partitioned RDF, g(7), is
defined by restricting the calculation of the RDF only to neighbor pairs for
which 1 < cosf@ < 1/3. Similarly, the perpendicular and parallel dipole-
partitioned RDFs, go(r) and g.(r), are defined using the ranges 1/3 < cosf < +1/3
and +1/3 < cos@ < +1, respectively. The full RDF can be obtained from the sum
of the three dipole-partitioned RDFs. In addition, because the orientations
become uncorrelated at large separations, each of the dipole-partitioned RDFs
go to the value of +1/3 at large r. These dipole-partitioned RDFs for the NN sites
of MeCN are shown in Figure 10 as functions of pressure. From these plots, we
see, in agreement with Ref. [57], that the dominant orientation to the first
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Figure 10. The dipole-partitioned NN RDFs for CO,-expanded acetonitrile at
various pressures: (top) antiparallel aligned molecules (1 <cos 0 < 1/3),
(middle) perpendicular molecules (1/3 <cos 6 < +1/3) and (bottom) parallel
aligned molecules (+1/3 < cos 6 < 1). The quantity cos 0 is the dot product
of the dipole unit vectors on the two acetonitrile molecules see text.
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maximum of the double neighbor peak is antiparallel, whereas the second
maximum is predominantly perpendicular or parallel. However, we also see that
the decrease in the first maximum, and corresponding increase in the second
maximum, as pressure is increased is due, not to a decrease in antiparallel
orientations, but instead to a decrease of the fraction of parallel orientations in
the first maximum. In fact, the fraction of antiparallel orientations in the first
maximum actually increases with increasing pressure. In other words, the
change in the N-N RDF is due to an increase in the degree of orientational
segregation between the first and second peak.

Hydrogen Bonding in CO,-expanded Methanol and Acetic Acid

To examine the effect of CO,-expansion on hydrogen bonding in methanol,
we have calculated via simulation the O(OH)H(OH) RDF for this system at
25°C in this system for CO, pressures up to 5 MPa (50 bar). Our data is plotted
in Figure 11. The first peak in this RDF represents the hydrogen bond. As the
pressure (and thus, the CO, mole fraction) is increased from 10 to 50 MPa, the
height of the first peak increases from about 3.4 to about 4.5, indicating a
significant increase in the degree of self-association of methanol in the
presences of increasing CO, mole fraction. This increase is far less pronounced
than that reported by Shukla et al. [31] in similar simulations, in which the first
peak of the O(OH)-H(OH) RDF in methanol is calculated to reach a very large
peak height of 24 at a CO, mole fraction of 0.884. The Shukla et al. results
indicate a far larger degree of clustering in methanol at high CO, concentrations
than we see in our results. There are a couple of possible explanations for this
discrepancy. First, our highest pressure simulations (50 bar) correspond to a CO,
mole fraction of 75%, which is lower than the 88.4% maximum CO, mole
fraction examined in Shukla et al. We are currently examining CO,-expanded
methanol at higher pressures to see if we see a significant enhancement of
clustering. Second, we use a slightly different force field for the CO, and
CH,;OH interactions than are used in Shukla et al. Finally, whereas we perform
simulations at pressures and densities (and thus, mole fractions) along the
calculated coexistence curve appropriate to our model, Shukla er al. perform
their simulations at densities and mole fractions consistent with the experimental
coexistence curve for methanol and are thus not likely to be on (or near) the
actually coexistence curve for the model that they use. Clearly, more work needs
to be done to resolve the issue of methanol clustering in CO,-expanded
methanol.

Similarly, we have calculated the O(CO)H(OH) and O(OH)-H(OH) RDF’s
in CO, expanded acetic acid, shown in shown in Figures 12(a) and 12(b),
respectively. Figure 12 shows strong peaks at approximately 1.8 A for all
H(OH)-O(CO) RDFs and two peaks at approximately 1.9 A and 3.9 A for all
H(OH)- O(OH) similar to structures that we see in neat CH;COOH. Hydrogen
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Figure 11. The O(OH)-H(OH) RDF for CO;-expanded methanol for
several pressures

bonds H(OH)-O(OH) form at approximately 3.9 A and suggests dimer
formation between CH3;COOH molecules. The effect of pressure on the
concentration of dimers appears negligible. The weak first peaks seen in H(OH)-
O(OH) RDFs indicate that hydrogen bonding to the hydroxl is less prevalent
than that to the carboxyl oxygen in these acetic acid mixtures. While the effect
of increasing pressure (increasing CO, mole fraction) is minimal for H(OH)-
O(OH) hydrogen bonds, the H(OH)-O(CO) hydrogen bonds are enhanced with
increasing pressure.

Conclusion

We have studied the phase equilibrium, structure and transport properties of
a variety of carbon-dioxide expanded solvents using Monte Carlo and
molecular-dynamics simulation. The interaction potentials were constructed
from single-component force fields adopted from the literature together with
standard Lorentz-Berthelot combining rules for the mixtures. Using both Gibbs
Ensemble Monte Carlo (GEMC) molecular simulation and standard Peng-
Robinson Equation of State (PR-EOS) modeling, we have determined the
volume expansion, pressure-composition and pressure-density diagrams are
obtained for carbon-dioxide expanded acetonitrile, acetone, methanol, ethanol,
acetic acid, toluene, and 1-octene. In addition, molecular-dynamics simulation
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results for translational diffusion coefficients, rotational correlation times, and
shear viscosities in carbon-dioxide expanded acetonitrile were also reported. We
show that, using only off-the-shelf interaction potentials for the pure systems,
our GEMC results for the liquid-vapor phase equilibrium give very good
agreement with experiment that is at least as good as, and often superior to,
standard PR-EOS thermodynamic modeling. In addition, these simulations give
detailed information as to the local solvation structure of CXL’s that is
unobtainable from equation-of-state modeling. Finally, for CO,-expanded
acetonitrile, we demonstrate that molecular simulations yield good agreement
with existing experimental for translational and rotational diffusion constants, as
well as for viscosity.
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Appendix

In engineering, the standard method for modeling vapor-liquid equilibria in
multicomponent systems is to use empirical equations of state (EOS), such as
the Peng-Robinson (PR) EOS [58, 59]. The Peng-Robinson equation of state is a
two-parameter extension of the van der Waals equation of state. For mixtures,
the parameters and mixing rules of the PR-EOS are determined empirically from
experimental data and must be optimized for each mixture studied. Thus,
accurate PR-EOS modeling requires existing experimental data on the very
mixtures to be studied - a series drawback to exploring potential solvent
candidates. For complex systems, the mixing rules necessary for accurate
modeling of the VLE are often quite complicated.

The Peng-Robinson Equation of State (PR-EOS) is given by

p R am
RES Tyvob v +2bv-b

&)

where 7, P, R, and v are the temperature, pressure, the ideal gas constant, and
molar volume. For a component i, parameters a and b are given by

a, = 0.457235-(&“)2{1 +K; [1 - Tijjl 6)

1

ci ci
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b= 0.0777965})&, M

ci

where T,; and P,; are the critical temperature and pressure of compound i. The x;
term has the form

K, =0.37464 +1.542260, - 0.26992’ (8)

where w is Pitzer’s acentric factor. For this equation of state we determine the
mixture parameters g and b using the conventional Van der Waals mixing and
combining rules

a=) Y xxa ©)
i

a; =(1—k,.j),/a,.,.aﬂ (10)

b=Y > xxb, (11)

b.+b,
£ ¥ 12
5 (12)

b, =(1-1,)

U

The calculations of VLE were carried out by equating the fugacities ¢; of
each component in the liquid phase and in the vapor phase and summing the
mole fraction x; and y; in each phase to unity

g'x,P=¢"yP (13)
2 2
dx,=land ) y =1 (14)
i=1 i=1

The Newton-Raphson method [60] (NR) was used to solve the nonlinear
equations 13 and 14.

For the binary systems CO,/methanol, CO,/acetic acid, and CO,/1-octene,
the simplex optimization method was used to determined the cross interaction
parameters k; and /; by minimization of the objective function

2

PP (15)
cale.m exp,m

F=Y
m=\
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where 7 is the number of experimental data points. In the case of CO,/1-octene
system, VLE data from our simulations were used since we could not find
experimental vapor-liquid equilibrium data.

More details about the PR-EOS calculations, as well as the pure component

and mixing parameters used, can be found in Ref. [32].
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Chapter 3

On the Molecular-Based Modeling of Dilute Ternary
Systems in Compressible Media: Formal Results
and Thermodynamic Pitfalls
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Truncated series expansions for the species fugacity
coefficients in ternary dilute systems are derived for the
systematic study of mixed solutes in highly compressible
media. Then, explicit molecular-based expressions for the
expansion coefficients are drawn in terms of direct and total
correlation function integrals associated with the actual
microstructure of the reference infinite dilute system. Finally,
these self-consistent formal expressions are used (a) to derive
the corresponding expressions for special systems, (b) to
highlight, and discuss with examples from the literature, some
frequent pitfalls in the molecular modeling of these mixtures
leading to serious thermodynamic inconsistencies, and (c) to
illustrate how the proposed expressions reduce exactly, in the
zero-density limit, to those for the properties of mixtures
obeying the 1*-order truncated virial equation of state.
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Introduction

Solvation of dilute solutes in compressible media plays a pivotal role in
green chemistry and engineering processes, where the success with which we
can control or manipulate them depends on our ability to model those systems
accurately. It is no longer a matter of having a more accurate EOS or a more
successful correlation, but rather a crucial requirement to developing
fundamentally based and thermodynamically consistent formalisms able to
connect microscopic details of the systems with the desired macroscopic
properties of interest.

One solvation phenomenon relevant to processes conducted in green media
is the solubility enhancement of non-volatile solutes in near critical solvents and
the potential effect on it by other species in solution. These species are usually
co-solutes and/or co-solvents which might give rise to synergistic effects on the
solute’s solubility, known as co-solute or mixed-solute (/, 2) and co-solvent or
entrainer effects (3, 4), respectively. These synergistic solvation phenomena
immediately suggest a few relevant questions including: (a) the identification of
the intermolecular asymmetry that originates the effect, (b) the connection
between this asymmetry and the system’s microscopic structural manifestation,
and (c) the translation of the microstructural evidence to a measurable
macroscopic counterpart that would be the target of any modeling effort. The
answer to these questions will provide the required molecular picture of the
underlying mechanism to tackle more appropriately the actual modeling process,
without invoking or speculating about the nature and type of the involved
intermolecular interactions.

From a modeling viewpoint, these questions must be put in the context of
the two main features that characterize these systems, namely, the high dilution
of the species in solution, and the high compressibility of the medium at the
process’ conditions (5). In principle, these two simultaneous features could
become rather problematic in the modeling process, though we can also turn
them to our advantage as we have done it elsewhere (6-9). In fact, we can
facilitate the modeling by a judicious separation of contributions to the
properties according to their length scales, i.e., into short- and long-range, as
solvation and compressibility-driven contributions, respectively, and can
simultaneously take advantage of the condition of infinite dilution as a reference
state for the development of free energy composition expansions, based on
fugacity or activity coefficients (10, 11).

While truncated composition expansions have been frequently used in fluid
phase equilibrium calculations, especially for binary mixtures (/2) for which
compliance with the Gibbs-Duhem equation might also imply exactness of the
corresponding differentials, their multicomponent counterparts might suffer
from thermodynamic inconsistencies if the truncated expressions do not fulfill



68

the condition of exactness, aka the Maxwell relations in the thermodynamic
jargon. In other words, as the derived truncated expansions might not describe
state functions, their predictions will depend on the path used for the integration
of the differential expressions, and consequently, the validity of the theoretical
developments and corresponding conclusions will become questionable (see
Appendix F of Ref. (13)).

Another relevant issue in the use of truncated composition expansions
within the context of the above questions hinges around our ability not only to
assess accurately the corresponding expansion coefficients, but also to link them
to the solvation behavior of the species at infinite dilution. In this regard, and
for more than a decade, we have placed emphasis on the development of
rigorous solvation formalisms for dilute supercritical solutions, to link
unambiguously the solvent microscopic (local) behavior around species in
solutions (as descriptors of the solvation process) and the resulting system’s
thermodynamic properties (6-9, 14-17). We achieved this goal by splitting the
thermophysical properties of infinitely dilute solutions into two contributions
according to the unambiguous separation between direct and indirect correlation
functions via the Ornstein-Zernike equation (/8); a short-ranged (solvation) part,
and a long-ranged (compressibility-driven) part, where the first one becomes
associated with the re-arrangement of the solvent around the species in solution
(local solvent density perturbation), while the second, linked to the propagation
of the local density perturbation across the system.

Since the first true molecular-based analysis of solute synergism in near
critical solutions appeared in the literature (6), numerous publications have
emerged dealing with different aspects of this phenomenon (/9-22). One
common feature in all these studies is the use of a 1%-order truncated
composition expansion for the species fugacity coefficients, according to the
analysis proposed by Jonah and Cochran (JC)(23) as a multicomponent
generalization of the work of Debenedetti and Kumar (DK) for binary systems
(24). Soon after JC’s publication, it became clear that their expansions were not
completely consistent from a thermodynamic sense, as first discussed elsewhere
(25, 26), yet these expressions have been used since then, without any additional
discussion (22, 27-29).

Our goal here is to address and argue explicitly some relevant issues behind
the modeling of dilute solutes in compressible solvents, placing emphasis on the
thermodynamic consistency and the molecular interpretation of the formal
results toward the development of successful engineering correlations. For that
purpose, we first derive thermodynamically consistent truncated composition-
expansions for the species fugacity coefficients of dilute ternary systems,
analyze binary systems as special cases of the ternary counterparts, and then
discuss the thermodynamic inconsistencies encountered in currently available
1*-order truncated expansions by pinpointing the causes and the consequences
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of their use. Finally, we illustrate how these newly derived expressions reduce
exactly, in the zero-density limit, to the corresponding equations for the fugacity
coefficients of ternary mixtures obeying the 1*-order truncated virial equation of
state Z=1 + BP/RT.

Truncated composition-expansions for the fugacity
coefficients of dilute ternary systems

In what follows we will develop a self-consistent 2"*-order truncated
expansion of the fugacity coefficients of ternary systems comprising a
compressible solvent and two solute species at high (but finite) dilution (a more
detailed and general analysis comprising quaternary systems and involving co-
solutes and co-solvents will appear elsewhere (30, 31)). For that purpose, let us
take a ternary mixture at constant pressure P and temperature T , composed of
n; solvent molecules, n, solute molecules of species 2, and n; co-solute
molecules of species 3, respectively, for which the corresponding fugacity
coefficients at finite composition are 2™-order expanded around the infinite
dilution condition for the two solutes as follows,

Ing,(x,,x,)=Ing’ +ax, + bx, +c,x; +dx} +ex,x, 1
Ing,(x,,x,)=Ingy +a,x, +b,x, + czxf + dzx,2 +e,x,X, 2)
Ing,(x,,%,) = Ing? +a,x, +byx, +c,x2 +d,x2 +e,x,x, 3)

where we have chosen x, and x; as the independent variables, and use their link
to the corresponding residual partial molar Gibbs free energy g/, ie,

g//RT =Ing, =[N Ing)/on, l‘,l’,n, (32). The goal here is to find the values of
the coefficients in Eqns. (1)-(3) that satisfy simultaneously the Gibbs-Duhem
equation and the exactness of the mixture’s residual Gibbs free energy function
G"(P,T,n,,n,,n,), and later, to identify their thermodynamic meaning as well
as to interpret them from a molecular viewpoint.

The Gibbs-Duhem requirement can be written as,

(l—xz-—x3)[aln¢'] +x2(——é’ln¢2) +x,(————ﬁln¢3] =0 @
5x2 PT.x, é’xz PT.x, ﬁxz PT.x

and,
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a—xz-m[?-‘"ﬂ] Lm] [M] 0 )
ox, PT.x, ox; PT.x, ox, P.T.x

so that, after invoking Eqns. (1)-(3), we have two polynomials equated to zero,
ie.,

a,+x,(2¢c, - a, +a,)+x,(e, —a, + a;)+ x2(2¢c, - 2¢,) + xi (e; — ¢,)
(6)

+x,%,(2¢;, - 2¢c,— ¢, +¢,)=0
and,

b +x,(e = b +b,)+x,(2d, - b, +b3)+x§(e2 —el)+x32(2d3 -2d,)
@)
+x,x;(2d, -2d, - ¢, +¢,)=0

whose coefficients are also null. Likewise, the relevant Maxwell relation for

G'(T,P,n,n,,n;)=RT (n, In 413, +n, ln&2 +n, m&,) reduces to (/3),

(@ g, /o, )mz = (01ng, /on, )v", )

so that, after recalling that (8 Inx, /on, )= (8, /x, —1)/n, the Maxwell condition
(8) reads,

(-x)@mng,/or) -x,@ing/ox,) =
©)
(l % )(6 In ?33 /axz )’Tx‘ — X, (6 In (33 /ax3 )’sz

Moreover, by invoking again Eqns. (1)-(3), Eqn. (9) reduces to the following
polynomial expression involving null coefficients (/3),

b,—a;+x,(a,—-a,— e, —2¢,)+x,(b; +2d, - b, — ¢;)
(10)
+x;(2¢, — 2¢,) + x}(2d, - 2d,) + x,x,(2¢, — 2¢,) = 0
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The conditions expressed in Eqns. (6), (7), and (10) constitute a
homogeneous system of linear equations, A ¢ = 0, where A is a (15x15) sparse
matrix and c is a (15x1) vector. Because the matrix A has a rank of 12, leaving
3 variables free, A was row-reduced to solve the system in terms of the three
free variables or equating them to zero (33). We have solved the system in
terms of the coefficients of the second species, i.e., a, b, ¢;, d,and e, as follows

(13),

a=0 a, = b, a, =-2c,

b=0 b, = -2d, b, =—e,

¢, =-05aq, ¢; =-035a, (11)
d, =d, d; = d,

e, =-b, e, =-b,

Therefore, we now need to identify the thermodynamic meaning of those
coefficients, and for that purpose we recall that,

(T, P,ny,n,) = (T, P,ny,n,)+ RT Ing,(T, P, n,,n,) (12)
we(T,P,ny,n,,)= 1’ (T,P)+ RT Inx, (13)

and then, we define the coefficient k;(P,T) as follows,

k(P.T)=-(ng /ox,) (14)
Consequently,
(om g, /ox, jr =k, =a, (15)
(Om4,/ox, L =k, =b, (16)
@ mg,/ox: ):T = -a, (7)
(@ g, /ox,0x, ) =-b, (18)
(#wng,/on ):T =2d, (19)

(o4, /o, IT = —k,, = -2d, (20)
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@mé /o) =24, @1)
@né/at),  =-a 22)
(F nd,/ox,0n, jf_r =-b, 23)

Finally, according to the above conditions we have that Eqns. (1)-(3) become,

Ing,(x,,x,) = Ing’ +0.5k,, x2 +0.5k;, x> + ky, x,x, (24)
In ﬁz(xz, x;)=Ing; —ky, x, — ky x, 25)

+0.5ky, x2 +0.5ky, x +kyy x,%,
In (33 (xy,x3)=Ings —kyy x, — kyy X, (26)

+0.5k,, x2 + 0.5k, x2 + ky, x,x,

or in the alternative form,

In g, (x,, %) = In g7 — kyy x, ~ iy x, + In[ 6,5, %,)/ ¢ | @7)
In aa(xz’xs) =In (z;o —hyy Xy —kyy Xy + ln[(al (x5, %, )/¢|0] (28)

so that,

g (P,T,x,,x,)=G"(P,T,n,ny,n,)[(n, +n, +n,)
=RT(x,Ing’ +x,Ing" +x, ln@;’)— (29)
RT(0.5ky, x2 + 0.5k, x2 + kyy x,x,)

In summary, Eqns. (24)-(29) are a set of thermodynamically consistent
expressions to describe the behavior of dilute solutions, whose coefficients are
rigorously connected to the structure of the system at infinite dilution, i.e., the
reference system. Consequently, the corresponding pressure and temperature
derivative counterparts, i.e., the partial molar volumetric, enthalpic, and entropic
behavior will automatically be consistent (the expressions for these properties
are presented and discussed elsewhere (/3)).

In what follows, and after extracting the corresponding expressions for
binary systems, we discuss the thermodynamic inconsistencies behind currently
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used 1*-order composition expansions for the properties of dilute solutes in
binary and ternary systems, their causes as well as their consequences.

Dilute binary systems as special cases of dilute ternary systems

Having derived the expressions for the ternary system, it becomes
straightforward to obtain the corresponding binary counterpart. In fact, a binary
solution of a dilute solute(2) can be thought as a special case of a ternary system
comprising a solute(2) and a co-solute(3), where the solute becomes identically
the same to the co-solute. For this condition we have that k;, = k33 = ky3, and
therefore, from Eqns. (24)-(26) we have that,

Ing(z = x, +x,) = Ingy +0.5k;, (x2 +x} +22x,x,)

(30)
=Ing’ + 0.5k, z*
Ing,(z)=Ing* — k,, z+0.5k,, 2>
2 2 22 22 (31)

=Ing’ -k, z+ |n[¢31(z)/¢,"]

where z now denotes the mole fraction of the solute, i.e., z= 1 —x;. Note that
here we keep z, instead of the usual x,, as the mole fraction of the solute simply
to remind the reader on how the expression was derived.

Comparison between the consistent expressions and others
from the literature

Now, we illustrate the thermodynamic inconsistencies behind the currently
used 1%-order truncated expansions for the finite-composition fugacity
coefficients of solutes in binary and ternary systems, comprising a solvent(1), a
solute(2) and a co-solute(3). Let us start the discussion by considering binary
dilute systems, according to the approach of Debenedetti and Kumar (24) who
derived a thermodynamically consistent expression for m&l (x,);» by enforcing
the Gibbs-Duhem relation (GDR) to a 1*-order expansion of In ¢32(x2 )p» L€,

Ing,(x,) = Ing; - ky, [In(1-x,)+x, ]
32)

Ing,(x,)=Ing> -k, x,
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where &, = K (see Eqns. (28)-(30) of Ref. (24)). Note that, because x; = 1 — x;
— 1, then In(1-x,); —x, —0.5x, and from a mathematical viewpoint we can
recast the original DK expressions in the following approximated (truncated)
form, identified hereafter as TDK, i.e.,

Ing,(x,) = Ing° +0.5k,, x2
(33)

In (;52(x2) =In &;} —ky, x,

Expressions (33) correspond to B11-B12 in the appendix of Ref. (24), and have
been widely used in the literature (27, 22, 27-29, 34-37). Unfortunately, in
contrast to the original DK, the TDK expressions do not obey the GDR, i.e.,

(aI- xz)(a]n &n /6x2)+x2 (aln&2/5x2)= ky x, (1 - 2x2)): 0 (34)

Equation (34) is satisfied only at infinite dilution, x, = 0, a condition that defeats
the purpose of developing a composition expansion in the first place.

The situation of truncated expansions for ternary (or multi-component for
that matter) systems becomes a bit more troublesome because the resulting
expressions must satisfy not only the GDR but also, the Maxwell relations (MR)
given by Eqn. (9). Note that Jonah and Cochran (23) generalized the TDK for
multi-component systems based only on the compliance of the GDR, and
derived the corresponding 1%-order truncated expressions for the fugacity
coefficients of the dilute species, i.e., they did not propose any expression for
the corresponding solvent property. This was followed by a series of papers by
Chialvo (6), Chimowitz et al. (20), and Ruckenstein et al. (27-29) where these
expressions were used to study ternary systems and to propose engineering
correlations. All these studies involve the truncated expressions of the fugacity
coefficients of all species but the solvent, i.e., invariably they appear as,

In g, (x,,x,) = In g — kyy, x, — kyy x,
(33)

Ing;(x;,x;)=1In &;0 = kg3 Xy — kg3 x5
Obviously, according to our derivation, Eqns. (35) are either missing the solvent
contribution In |:¢, (%,,x,)/ 80 ] that is quadratic in (x,,x,), or they are
implicitly assuming that ln[éﬁ, (%,,%,)/ ¢,”] =0. In either case, the consequences

of this missing term is twofold (/3):
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a) The MR is satisfied only when k;, = k33 = ky3, i.e., when the two solutes
behave identically the same, i.e., the system becomes effectively binary
as described by Eqns. (30)-(31).

b) Under the above MR conditions ky;; = k33 = ky;, we also have that
In[ 6, (x,,x,)/7 |= 0.5k, (1= %, =0, ie, x, =x, =0 since ky #0.
These two sets of conditions force Eqn. (35) to satisfy the GDR.

Therefore, the preceding analysis indicates that the 1¥-order truncation scheme
given by Eqns. (35) is thermodynamically consistent only at infinite dilution!
The non-compliance with the MR makes these equations path-dependent as
discussed in detail in Ref. (/3), and consequently, they cannot describe properly
the Gibbs free energy of the system, which by definition, is a function of state
(11). Obviously, the inconsistencies found in the 1%-order composition
expansions will spill over the corresponding temperature and pressure
derivatives, i.e., the partial molar entropic, enthalpic, and volumetric expressions

(13).
Molecular-based interpretation of the expansion coefficients

Finally, we make contact between the macroscopic coefficients k; (T, P),
defined by Eqn. (14), and the microstructural details of the reference system,
i.e., the solvation behavior of the infinitely dilute system. For that purpose we
invoke the general molecular-based solvation formalism for infinite dilute
solutions in compressible solvents (6, 7, 9), i.e,

k,(T,P)= (G, + Gy - Gy - Gy Yoy (36)

Thus, the solvation behavior of the species in solution becomes explicitly
described by the Kirkwood-Buff integral G,.f’ ,lLe.,

G;.D =4r J: h;b(r)rzdr €)

where A7 (r)=g; (r)—1 represents the total correlation function, and g (r) is
the corresponding radial distribution function (microstructure) involving the
interactions between species i/ and j, and the superscript ® denotes either a pure
component, o, or an infinite dilution condition, o, respectively.

As discussed extensively elsewhere (7, 9), by definition g?(r) comprises
direct correlations associated with the perturbation of the solvent structure due
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to the presence of the infinitely dilute solute, and indirect correlations caused by
the propagation of the structural perturbation. While the first one characterizes
the solvation process (short-range direct correlations), the latter describes the
solvent’s correlation length, i.e., it scales as the isothermal compressibility. For
that reason it is always advantageous to split these two quantities in order to
make a clear interpretation of their contributions to the phenomenon under
study. For example, according to the argument developed previously (7, 9) we
can write,

Gy =C; + RTxkC;Cy ol i,j=2,3

J

Gy = RTk[C; v} j=13

]

(39%)

where Cf is the direct correlation function integral counterpart (38), vy
denotes the molar volume of the pure solvent and «, is the corresponding
isothermal compressibility so that (6),

k= (Cy - v Yoy +kiRT(C -y XCr - o Yor* ij=23  (39)

Once more, we can recast k; in terms of measurable macroscopic properties,
through the interpretation of the two parenthetical expressions in Eqn. (39). In
fact, the second and third parenthetical expressions are the structural
manifestation of the isothermal-isochoric pressure perturbation caused by the
replacement of a solvent molecule by a solute molecule (6), i.e.,

Cx-vtYor=xi[1fx; + @Plax Y, | i=2.3 (40)

where «"° =(RTp)" is the compressibility of the solvent at the ideal gas

condition. Useful modeling alternative to Eqn. (39) are discussed in Refs. (/3)
and (3/).

Final remarks

There is yet another way to illustrate formally the thermodynamic
consistency of the truncated expansions, by invoking a rigorous zero-density
limiting behavior for the radial distribution function g,.f’(r), ie.,

lim g2 () = exp (-9, (r)/KT) (18). In fact, under these conditions, the Kirk-
0

wood-Buff integrals G,(T,P,x,) become proportional to the second virial
coefficient B(T) for the corresponding pair interactions (39), i.e.,
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lim G, (P, T,x,) = ~2B,(T) @1
0

Moreover, imperfect gases, ie., those whose behavior can be described
accurately at the level of their second virial coefficients, become a precisely
defined model to illustrate further the consistency of the derived expressions
(13).  Accordingly, the coefficients ki (T,P) reduce to the ratio between
combinations J,, of second virial coefficients introduced by Van Ness (//) as
6y =2B, - B, - B,, and the ideal gas molar volume of the pure solvent.

To be more precise we analyze the expressions for binary and ternary
systems of imperfect gases. In the case of a binary mixture of imperfect gases,
and after invoking Eqns. (36) and (41), k,, can be written in terms of the three
possible pair interactions as follows (/3),

k,,(T,P)=26,P/RT (42)
and consequently,

Ing,(x,) = Ing; +(P/RT)5,,x?
“43)
Ing,(x,)=Ing> —(2P/RT)6,, x, + (P/RT)5,, x2
After some straightforward algebraic manipulations, Eqns. (43) become
identical to the expressions (4-120a)-(4-120b) derived by Van Ness and Abbott
(11) for a mixture of gases obeying the 1*-order truncated virial equation of state
Z=1+ BP/RT.

Likewise, for the ternary mixtures of imperfect gases, for which we have
that,

kzz(Pa T) = (P/RT)(512 + 513 - 623) (44)
k(T,P)= 25,3P/RT 45)

resulting in the following,

Ing,(x,,x,) = Ing; +(P/RT)[0.55, x} +0.55,, x} +
(5|2 + 613 - 523)x2x3 :l



78

In &2(xzvx3)= ln&; _(P/RT)[ O, +(8y; + 6 _623)"3 -

) , (46)
0.56,, x; —0.56,, x; —(6,2 +0,;, — 0y )xzx,]

In &3("2,3‘3) = ln&;’ _(P/RT)[(5|2 +6), _523))‘2 +6),%; —
0.58),x3 = 0.58, x3 = (8, + 8, — 83 )X, |

A close inspection of Eqns. (46) indicates that they are identical to Van Ness
and Abbott’s (17) expressions (4-121a)-(4-121c). Obviously, neither the 1%-
order truncated Eqns. (33) nor Eqns. (35) can reduce to Eqns. (43) or Eqns. (46),
respectively, in the meaningful zero-density limit.

In conclusion, we have set up a thermodynamically consistent composition
expansion of the fugacity coefficients of species in dilute ternary (and binary as
special case) systems, and consequently, for the corresponding molar Gibbs free
energy, enthalpy, entropy, and volume of these systems. Moreover, the
expansion coefficients comprise explicit and precisely-defined connections to
the microstructure of the system at the infinite dilution limit, an attribute that
makes the link between the microscopic behavior of the system and the resulting
macroscopic properties unambiguous. The derived expressions are valid
regardless of the types of intermolecular forces or the state conditions of the
system under consideration. However, their application becomes more in-
sightful when dealing with highly compressible media, (30, 37), and allow us to
tackle the interpretation of experimental data and subsequent development of
engineering correlations on a sounded molecular-based foundation.
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Chapter 4

Viewing the Cybotactic Structure of Gas-Expanded
Liquids
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Spectroscopic experiments and molecular dynamics (MD)
simulations provide a synergistic approach for studying
solvation in gas-expanded liquids (GXLs). UV/Vis and
fluorescence spectroscopy results indicate preferential organic
solvation around the laser dye Coumarin 153 in methanol and
acetone gas-expanded liquids regardless of CO, composition.
Simple modeling techniques are presented as a viable way to
extract local compositions from spectroscopic data. MD
simulations confirm the presence of organic enrichment and
provide an atomic-level picture of the cybotactic region.
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The combined use of computer simulations and experiments is becoming
commonplace for studying a variety of problems in solution chemistry. Several
studies have taken advantage of this approach in a variety of solvent systems
including organic liquids(/,2), supercritical fluids (3,4), and gas-expanded
liquids (5-7) (GXLs). Both techniques have strengths and weaknesses associated
with their use, but their combined use can serve as a basis for comparison and
allow the development of better simulation models and tuning of experiments.
Computational investigations into structural and transport properties of
CO,/organic mixtures have revealed the heterogeneous nature of these fluids and
the degree to which these properties can be modified with CO, concentration (8-
12). The resulting information demonstrates the versatile nature of these tunable
solvents. A variety of bulk solvent properties can be tailored to fit the needs of
the researcher and molecular-level solvation structures can be tuned by bulk
cosolvent or CO, changes.

The current work uses spectroscopic experiments and molecular dynamics
(MD) simulations to study solvation in GXLs by examining the local solvent
environment surrounding a solute probe. This local solvent domain is known as
the cybotactic region and its structure can have implications on bulk phenomena
like spectroscopy, solubility, and reactivity. The existence of a cybotactic region
distinct from the bulk is a well known phenomenon (/3) and it has been studied
in a wide range of solvents with spectroscopy (/4-17) and simulation (4,3,7).
The impact of local solvent structure has sparked the interest of many to
determine the solvent composition in the cybotactic region with solvent design
for reactions (18,19), separations (20), and materials processing applications
(21,22) as an overall goal.

Absorption and emission spectroscopy probe the cybotactic region
surrounding the chromophore Coumarin 153 (C153) in the ground and first
excited-state. C153 is shown in the ground state and first excited-state in Figure
1. Excited-state structure is a symbolic representation of charge distribution as
taken from Kumar and Maroncelli (2). CO,/Methanol and CO,/acetone mixtures
were chosen as solvents because the organic species offer a variety of
intermolecular interactions. The spectra are analyzed using simple spectroscopy
modeling techniques to yield local compositions. MD simulations seek to
compare the spectroscopic results and provide atomic-scale information
regarding the solvent structure in the cybotactic region. From local solvent
information, interesting chemistry can be predicted; in this case MD simulations
are used to explore the effects of local solvation on spectroscopy.

Background

The cybotactic region is defined as that part of a solvent perturbed by the
presence of a solute molecule. It is sometimes difficult to systematically
ascertain the exact cybotactic region, so it is common practice to use a consistent
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Figure 1. The molecular structure of Coumarin 153 is shown at the top. The
charge distribution in the dominant molecular orbital of the ground- (S, bottom
left) and lowest-excited- (S, bottom right) electronic states (C153) are also
indicated schematically. Lettering scale is used to illustrate partial charges
extracted from Ref. 2. a: |q| < 0.1, b: 0.1 <|q| < 0.2, ¢: 0.2 < |q] < 0.3,
d:03<|q<04,e04<]|q<0.5,f |q]>0.5.
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domain that is clearly a subset of the cybotactic region to infer properties of the
latter (5). In the computational aspects of this work, a spherical region centered
on the solute center of mass was defined as the cybotactic region. A sphere is the
simplest model that can be used to quantify an arbitrarily-defined region.
Because experiments and simulations provide important information and
different perspectives into the cybotactic region, their use has been the focus of
much research.

Spectroscopic probes offer an in situ method to probe molecular-scale
interactions in the cybotactic region of GXLs. The underlying principle behind
solvatochromism is the shifting of the maximum absorption or fluorescence
wavelength, A, due to short-range solvent-solute interactions. As a result, the
degree of the solvatochromic shift can be related to the solvent shell surrounding
the chromophore. It is assumed that the solvatochromic shift is affected
primarily by solvent molecules within the cybotactic region.

In order to quantify the local compositions, a relationship between the
solvatochromic shift and local polarity must be created. Onsager’s Reaction
Field Theory (23) (ORFT) given by Equation 1 is a relationship between the
observed solvatochromic shift and solvent polarity.

e-1 n’-1 n® -1

+ P——
£+2 n’+2 2n? +1

Av=A M

The calculated solvatochromic shift (Av ) is defined as the difference between
the absorption or fluorescence maximum and to that of the pure chromophore in
vacuum (V). Solvent polarity is represented by refractive index (n) and
dielectric constant (g). Parameters A and B account for solute electronic and
spatial properties. In the present study, A and B are treated as adjustable
parameters to match the spectroscopy of the pure organic and CO, which was
necessary for local compositions to approach unity at the two extremes.

In the absence of refractive index and dielectric constant data, mixing rules
involving the pure organic and CO, values can be used to estimate those of the
GXL. The Lorentz-Lorenz equation (24) was used to estimate refractive indices.

n. —1)> n, —1)°
(1 =)' _ 5, (=" o
(nmix + 2) (ni + 2)

Where n is the refractive index and @ is the volumetric fraction. The Bruggeman

equation (25) was originally used for dielectric constants because it is an
asymmetric formula accounting for the heterogeneities that can exist in self-
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associating solvents like CO,/MeOH mixtures. Subsequently, several reports
(26,27) have shown that this equation provides the best fit to all the currently
available literature data for CO,/MeOH systems. Simplified combining rules
such as a linear expression can introduce error into the system, but have been
used extensively in the literature (/5).

1/3
g .. —& t
s,mix d , —
s S =1-@, (3)
gs,m _gs,d 2

§,mix

Here ¢ is the dielectric constant and @& is the volumetric fraction. The subscripts
d and m refer to the dispersed and continuous species respectively. In this study,
the organic constituent was chosen as the dispersed species because the
calculated dielectric constants agreed better with literature values.

Calculated and experimental solvatochromic shifts plotted simultaneously
reveal slightly different behavior. The calculated shifts are higher in energy than
the experimental counterparts, meaning the chromophore senses a more polar
environment than the bulk solvent. The micro-environment around the probe
has increased organic presence. Preferential organic solvation would give a
different absorption/emission spectrum (calculated by ORFT) than the
experimental spectra. The effective micro-environment around C153 can be
estimated based on the differences between experimental and calculated spectral
maxima. The solvent composition that gives a calculated solvatochromic shift
equal to the experimental shift is taken to be the local composition in the
cybotactic region. This estimation procedure is illustrated graphically in Figure
2. It should be noted that the maxima in vacuum, v,, is taken from the literature
(28) which has been extrapolated from spectral data using Equation 1. The
absolute solvatochromic shift will vary with this value, but the calculation
procedure will yield identical results regardless of the value chosen.

Molecular Dynamics simulations are another means to estimate local
compositions, but they also provide a map of organic and CO, distribution around
the chromophore. Distribution functions are a means to explore the most probable
locations of atoms or molecules relative to a chosen type of atom or molecule. A
3-dimensional axial distribution function (ADF) shown in Equation 4 was used to
study solvation patterns around the Coumarin solute. 3D distribution functions
provide more detailed spatial information than 1D radial distribution functions,
but require more statistics and computational time. The ADF around a chosen
atom i located at the origin of a Cartesian axis, is defined as

(ni(x’y’z)>
p,-dv

i

8i(x,y,2)= Q)
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Figure 2. Experimental solvatochromic shifts for C153 absorption in
COs-expanded MeOH (triangles) and calculated solvatochromic shifts from
ORFT (circles). Linear local composition approximation (dashed line) is shown
Jor comparison. At identical spectral shift values, the experimental composition
is the bulk CO, composition while the composition corresponding to calculated
shift represents the local or “effective”” CO, composition in the cybotactic
region.

where g is the magnitude of the ADF, p is the bulk number density of the atom
or molecule of interest, dV is the volume of a discrete element, and » is the
average number density of an atom type in a discrete element. To perform a
meaningful ADF calculation, the simulation box is rotated relative to a new
coordinate system based on the natural axes of the solute, e.g., the principle
moment of inertia or a dipole direction. The box is divided into discrete
elements and statistics are recorded in a consistent manner.

Local compositions can be determined from the statistics by determining
the number of each molecular species within a spherical element with an origin
at the solute center of mass. The radius of the sphere is determined from the
ADFs as the distance from the center of mass to the edge of the first solvent
shell. The cybotactic region is a complex and non-rigidly defined region that is
difficult to quantify consistently because of its dynamic nature. A sphere of
fixed radius around the solute’s origin is a simple subset of the cybotactic region
that can be used to estimate the local composition. This radius must be large
enough to encompass a significant part of the solvent located within the
cybotactic region, but not so large that the properties of the sphere reach the
bulk limit.
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Molecular Dynamics Simulations

All molecules were modeled as rigid bodies with a Lennard-Jones plus
Coulombic potential given by the equation,

12 6

O.. O.. q .
u; =4g,4| —+| -| -+ +ﬂi ®)

where i and j are the interaction sites on two separate molecules, r; is the
distance between two sites and g; are the site charges. The Lennard-Jones
parameters ¢;; and g;; are the site-site interactions between atoms obtained by the
Lorentz-Berthelot combining rules ¢; = (g;; eﬂ)“2 and o;; = 0.5(0;; + g;). Carbon
dioxide pair interactions were modeled with the TrAPPE (Transferable
Potentials for Phase Equilibria Force Field) potential (29). MeOH and acetone
pair interactions were modeled with the J2 (30) and OPLS (Optimized Potential
for Liquid Systems)-derived potentials (37), respectively. LJ interaction
parameters for C153 were obtained from the OPLS model (32) and were
assumed to be the same for ground and excited electronic states. Partial charges
for the Sy and S, excited states were taken from the literature (2).

All MD simulations were performed using the DL_POLY source code (33).
Coulombic interactions were handled by the Ewald summation method with
automatic parameter optimization handled internally by DL_POLY and rigid
bodies were handled by the SHAKE algorithm. Equilibrium simulations were
run at 298K in the NVT ensemble using a Nose-Hoover thermostat (34) with
relaxation time of 5 ps. The system consisted of 1000 solvent molecules and one
Coumarin 153 solute in a periodic box with dimension determined by
experimental data (27) Simulated GXLs included 2, 5, or 20% acetone or MeOH
cosolvent and both ground and first-excited state C153 molecules. These
particular GXLs were selected based on spectroscopic results to obtain a range
of local compositions. Initial configurations were allowed to equilibrate for 400
ps before 500 ps of NVT simulation during which statistics were recorded for
ADF generation.

A representative view of the cybotactic region is provided in Figure 3 which
shows the ADF of acetone around ground-state C153 in a 5% acetone GXL.
Figure 3 displays the cybotactic region from two vantage points, a bird’s-eye-
view of the C153 plane and an in-plane perspective that captures acetone
accumulation above and below the C153 plane. The results indicate a high
concentration of acetone near the carbonyl and trifluoro groups of the C153
molecule. Also evident is a ring-like first solvation shell around the molecule
with a symmetric acetone clustering pattern above and below the C153 plane.
Interested readers are referred to the main article (5) to view organic and CO,
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solvation patterns of the other GXLs for both excited and ground state C153.
Local compositions determined by MD simulation will be presented in the
proceeding section alongside the experimentally determined counterpart.

Spectroscopic Experiments

HPLC grade MeOH, acetone and Coumarin 153 were obtained from Sigma
Aldrich and used as received. CO, was purchased from Airgas and dried over
molecular sieves prior to use. Absorption and emission spectra were recorded
with a UV detector (Hewlett Packard 1050 Series) and an Ocean Optics USB200
fiber optic detection system. The light source for fluorescence spectroscopy was
a Kratos LH151 N/2 short arc lamp with 1000-Watt power. Incident wavelength
was controlled with a monochrometer. All solvatochromic experiments were
performed in a high-pressure optical cell equipped with sapphire windows and
cooling jacket, as described by Lu (/4). CO, was metered into the cell with an
Isco syringe pump and pressure was measured with a Druck pressure transducer
with £1 psi. Temperature was measured using an Omega J-type thermocouple
(0.1°C precision) in contact with the liquid phase. Temperature was maintained
at 298K by pumping an externally coupled ethylene glycol/water solution
through the cooling jacket. Samples were allowed to equilibrate for several
hours before recording absorption or emission spectra.

Absorption and emission maxima (Ang,) are presented as a function of CO,
composition in Figures 4 and 5. A moderate blue shift occurs in the absorption
spectra as CO, is added to the more polar organic solvents. After 80% CO, there
is a rapid decrease in the absorption maxima as pure CO, is approached. This
behavior is consistent with preferential solvation as the maxima resemble more
closely the pure organic absorption spectra. Beyond the 80% CO, point the
cybotactic region starts to the effects of more CO,, but is still dominated by the
organic species. This is evident in the large solvatochromic shift that occurs
between 95% CO, and pure CO, in the MeOH case.

Fluorescence spectra resemble organic emission over the entire range of
CO; concentration with a sudden decrease in between 95% CO, and pure CO,.
Emission solvatochromism measures the solvent’s influence on solute relaxation
pathways: radiative and non-radiative shown pictorially in Figure 6. In the case
of C153, polar solvents can better solvate the excited state and thus support
radiative decay by lowering the energy level of the excited state. Consequently
the fluorescent light has a lower wavelength reflecting the decreased relaxation
required to return to ground state. Strong specific interactions could dominate
the fluorescence response as in the case of MeOH GXLs; however, the similar
trend seen in acetone GXLs, which are limited to dipolar interactions, supports
the conclusion that dipolar interactions from an organic-like cybotactic region
dominate the emission spectroscopy.
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Figure 3. Axial distribution functions at two different vantage points around

ground-state (Sg) C153 in a 5% acetone GXL. Scale represents values of the
ADF for the carbonyl carbon of Acetone. Depicted plane is coplanar to the

C153 molecule (top). Vertical line through the probe molecule represents the
sample plane used to show solvent accumulation above and below the C153

plane (bottom). The solid and dotted parts of this line are used to differentiate
between the two poles of the C153 molecule as the vantage point is rotated.

Tick marks are spaced ~34.
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Figure 4. C153 absorption maxima at varying CO, concentrations.
Wavenumbers have been subtracted from gas-phase absorption values. Circles
represent COz-expanded MeOH absorption and triangles represent CO»-
expanded acetone absorption. Error bars are within size of data points.
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Figure 5. C153 emission maxima at varying CO; concentrations. Wavenumbers
have been subtracted from gas-phase absorption values. Circles represent CO,-
expanded MeOH emission and triangles represent CO,-expanded acetone
emission. Error bars are within size of data points.
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Table 1. Local compositions determined from spectroscopic experiments
and MD simulations at each simulated bulk-fluid methanol concentration.
Experimental values were interpolated to match the simulated counterpart.

Bulk State Local Methanol, Local Methanol,
Methanol Experiment Simulation

20% So 59.5 57.6

5% So 204 30.5

2% So 12.0 18.0
20% S, 73.7 329

5% S 69.8 13.6

2% Sy 20.0 11.0

Table II. Local compositions determined from spectroscopic experiments
and MD simulations at each simulated bulk-fluid acetone concentration.
Experimental values were interpolated to match the simulated counterpart.

Bulk State Local Acetone, Local Acetone,
Acetone Experiment Simulation

20% So 40.3 36.0

5% So 10.9 5.6

2% So 44 2.6
20% S, 71.3 26.0

5% S, 63.0 10.0

2% S, 20.0 8.3

Local compositions determined by simulation and experiment are presented
in Tables I and II. Experimental values were interpolated to match the simulated
CO, concentration. Enrichment around the ground-state probe agrees very well
with their experimental counterparts, particularly at the 20% organic
concentration. Excited state results do not match although organic enrichment is
indicated. The inability of MD simulations to match the local compositions
extracted from fluorescence experiments is an area of concern. Reasons offered
to explain this disparity might revolve about physical phenomenon and/or
shortcomings with the C153 model. First, the higher energy emission spectra
seen in pure CO, may be the result of increased CO, presence in the excited
state. While the organic concentration in the cybotactic region increases upon
excitation, the CO, concentration increases as well. This dilutes the local organic
composition, where the enhancements in the excited state are localized to small
areas in the cybotactic region. The distribution functions show both CO, and
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organic enrichments in the cybotactic region, but CO, is more uniformly
distributed while the organics are localized. Local CO, density enhancements in
supercritical fluids have been demonstrated with fluorescence spectroscopy (/6).
A literature source (35) cites the C153 force field as another source of error. A
key assumption in the models used in this work lies in the use of the same
Lennard-Jones potentials for the ground and excited-state C153.  This
assumption is based on the fact that the atomic positions are similar in both
cases and changes in the interaction are primarily manifested in the effective
charge redistribution. It can therefore lead to erroneous results that are
amplified by the small distances between the solvent molecules and solute-probe
in the cybotactic region. The construction of more accurate models is beyond the
scope of this work, and is also unnecessary to capture most of the changes in the
cybotactic region observed in this work.

L D

Sy . / .'”.".'0

S

<4
<

Figure 6. Schematic representation of an energy diagram. Absorption of energy
(a, Eq) excites chromophore (oval) to an excited-state (S;) with a new dipole
moment (arrow inside oval). Solvent molecules in the cybotactic region
(dotted region) are initially in a perturbed state and realign to solvate the
chromophore’s excited dipole moment (b). Chrmophore can relax to the ground-
state electronic state via non-radiative or radiative pathways where light is
emitted (c, Eg,,). The cybotactic region relaxes to its equilibrium state (d).
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Summary

The synergistic combination of simulations and experiments has provided a
powerful method for the study of solvation in many solvent systems. This work
demonstrates the ability of spectroscopic experiments to predict reasonable
values for local compositions in GXLs, in particular, based on limited data and
simple spectroscopic modeling techniques. The structure of the ground-state
solvation of C153 has been shown to be in good agreement between experiment
and computational results and exhibits a similar solvation pattern regardless of
CO, composition. These results suggest great promise for the use of MD
simulations to explore the solvent-solute and solvent-solvent interactions that
are important in structure-property relationships. Also of importance is the
prediction of local compositions from spectroscopic techniques for use in
solvent design. While excited-state simulations underpredicted the local
compositions, they can offer insight into solvation mechanisms and
intermolecular interactions that are most important in excited-state dynamics.
Thus the current study of the cybotactic region provides important information
useful for researchers wishing to design complex systems such as separation
technologies, nanomaterials processing schemes, and homogeneous catalysis for
reactions.
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Chapter 5

Solvatochromism and Solvation Dynamics
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Molecular dynamics (MD) simulations and electronic
spectroscopy are used to investigate solvatochromism and
solvation dynamics in CH;CN+CO, mixtures. Experimental
results for the probe solute rans-4-(dimethylamino)-4’-
cyanostilbene (DCS) reveal a nonlinear dependence of the
solvatochromic shifts upon composition, suggesting sub-
stantial preferential solvation of DCS by CH;CN. MD
simulations show that analyzing these shifts using the common
assumption of spectral additivity leads to grossly exaggerated
estimates of the extent of this preference. Solvation dynamics
has been measured using Kerr-gated emission spectroscopy
and calculated using MD simulations. Simulation-experiment
comparisons offer an interpretation of the observed dynamics
in terms of nonspecific preferential solvation.
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Introduction

Gas-expanded liquids (GXLs) are mixtures of a liquid organic solvent and a
near-critical gaseous component such as CO, (/-4). A surprising attribute of
GXLs, shown in the top panel of Figure 1, is that gas expansion leads to an
increase in mass density compared to the original liquid (5). But, as shown in
the bottom panel, simulations reveal that this increased density is accompanied
by a decrease in the packing fraction, the fraction of the total volume occupied
by the van der Waals volumes of the constituent molecules. At high x,_ , the

packing fractions decrease to values ~60% of those original liquids. Thus, there
is substantially more “free-volume” in the CO,-expanded liquids than in the
original liquids. The unique capabilities of GXLs such as enhanced solubilities
of gases and increased fluidity arise from this extra space. Combined with the
ability to readily pressure-tune the amount of expanding gas in the liquid, these
features make GXLs potentially useful green solvent alternatives (/,2,4).

The focus of this paper is on exploring molecular aspects of solvation in
these rarified solvents. One objective is to describe preferential solvation in
GXLs, the enrichment of one solvent component in the cybotactic region relative
to the bulk. The extent of preferential solvation in mixtures can be determined
from knowledge of how gas-to-solution spectral shifts depend on local
compositions. Typically, spectral shifts in homogeneous mixtures are assumed
to be linearly related to the shifts observed in the pure component solvents,
weighted by their mole fractions in the mixture,

v =x(lv(1) +x(2v(2) M

Inversion of this equation provides an approximate expression for the local mole
fraction of a particular solvent component (6),

x, (1) =[v-v(2)]/[v(D-v(2)] @

Throughout this paper, the subscript u denotes the cybotactic region of the solute
and (1) and (2) refer to the liquid and gaseous components of a GXL mixture,
respectively. The linear interpolation in eq 1 implicitly assumes that
contributions to the spectral shift from each component are additive with respect
to the numbers of solvent molecules in the cybotactic region,

v =N, (81 + N, (2)5(2) 3)

Here, 8(i) is the per-molecule or per-atom contribution to the spectral shift and

N, (i) is the number of molecules or atoms in the first solvation shell associated
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Figure 1. Volumetric properties of some COy-expanded liquids. The top panel
contains mass densities and the bottom panel displays the packing fractions.
For both panels, the two diamonds connected by a dashed line signify the values
of these quantities in pure CO; at 298 K and at pressures of 6.5 (lower) and 20
MPa (upper point). (Reproduced with permission from reference (5). Copyright
2006 American Chemical Society.)

with solvent component i. (In this paper, analysis is conducted via per-atom
quantities.) Figure 2 shows spectral shift data representative of what is observed
in the present work and other recent experiments in GXLs (3,7-9). As illustrated
here, analysis according to eqs 1 and 2 suggests very large differences between
local and bulk compositions. Typically, a 5-10-fold enrichment of the liquid
component is implied for the region around the solute.

To what extent are these simple assumptions useful for inferring preferential
solvation in GXLs? Molecular dynamics (MD) simulations in GXLs provide a
means to answer this question and a number of GXL simulations have already
been performed (5,70-21). In previous work (20), we reported experiment-
simulation comparisons of absorption and emission shifts of two solutes in the
set of CO,-expanded liquids presented in Figure 1. Comparison of the extent of
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preferential solvation estimated using spectral shifts to that directly observed in
MD simulations demonstrated that the enrichment of the cybotactic region
determined spectroscopically was 2-5 times larger than the correct values.

o

(V=Veo Y(Ver,enVeo)
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Figure 2. Gas-to-solution emission frequency shift data modeled for
CH;CN+CQO, mixtures. The dashed lines demonstrate how substantial
preferential solvation by the CH;CN component could be inferred when
its bulk mole fraction is 0.16.

In the present work, we provide an analogous comparison of preferential
solvation using the solvatochromic probe trans-4-(dimethylamino)-4’-
cyanostilbene (DCS) (see inset to Figure 3) in several CH;CN+CO, mixtures.
Here too we find that use of the simplistic approaches embodied in egs 1-3 to
measure local compositions grossly exaggerates the extent of preferential
solvation in this prototypical GXL.

The newer objective of this work is to explore the dynamics of preferential
solvation in GXLs. The DCS/CH;CN+CO, system is an excellent prototype for
studying preferential solvation dynamics due to the similar size, shape, and
inertial properties of the solvent components, and also for its lack of specific
solute-solvent interactions. There have been several simulation studies of
preferential solvation in conventional liquid mixtures (22-28), however, few
have examined nonspecific preferential solvation dynamics. Day and Patey
simulated dynamics of preferential ion solvation in binary Stockmayer mixtures
(26). Ladanyi and Perng simulated preferential solvation in CH;CN+benzene
mixtures using a model benzene-like dipolar solute (24). In both systems, the
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solvation times were found to be maximized in mixtures that were most dilute in
the more polar component. The preferential solvation process in these systems
was observed to occur in two distinct phases, a fast electrostriction step followed
by a slower redistribution phase. The present work reports the first experimental
measurements of solvation dynamics in a prototypical GXL, CH;CN+CO,, based
on Kerr-gated emission spectroscopy. Simulations are used to provide molecular
interpretations of the observed dynamics.

This paper uses steady state spectroscopy of the solute DCS to emphasize
general features of solvation in GXLs which have previously been described
using other solutes (20). The solvation dynamics work reported is new and will
be described more completely in a forthcoming paper (29). Here, we emphasize
the use of molecular dynamics (MD) simulations to interpret experimental
solvatochromic shifts and dynamic Stokes shift data in GXLs, and minimize the
discussion of the experimental aspects of the work. For a detailed description of
these and related experiments, interested readers are referred to refs (20,29).

Models and Methods

The observables of interest here are gas-to-solution spectral shifts and the
solvation response functions. Absorption and emission spectral shifts are
assumed to consist of independent contributions from electrostatic and
dispersion interactions (30). The electrostatic contribution is modeled using

A )
AU, =L ¥ @
a j aj

J

where the indices a and j denote solute and solvent atoms, respectively, the Ag,
are S, — S differences in solute atomic charges, and the g; are solvent charges.
The contribution to the spectral shift arising from dispersion interactions is
modeled by assuming that the S, — S, changes in solute-solvent dispersion
interactions originate from solute atoms belonging to the ©t system of DCS and
that these interactions are proportional by a factor, f, to their values in the ground
state:

4¢,.,0°,
AU, =- fzz%é_a__l_ (5)
a' j

a'j

Here, ¢, and o, are Lennard-Jones interaction parameters and the prime

signifies a sum over only solute atoms belonging to the 7 system. f is the single
adjustable parameter used to fit the simulated absorption and emission shifts to
experiment.



100

The normalized solvation response function, S,(7), is measured
experimentally from the temporal evolution of the fluorescence Stokes shift.
Employing linear response theory, we have approximated S, (¢) using the time
correlation function of AU, , via

el >

(6AU,(0)5AU, (1)),

(@v,))

S,(=Cy, (0= (6)

Ineq 6 AU, =AU, -(AU, ) is a fluctuation in AU,, and (---) signifies an

ensemble average observed when the solvent is in equilibrium with the solute in
state n. Adherence to linear response can be monitored using the condition
Cy, (1) = Cy),, (). When this condition is not met, we have calculated solvation

response functions, S, (f), directly using nonequilibrium simulations.

Molecules were represented by rigid collections of interaction sites with
interactions being of the Lennard-Jones (12-6) plus Coulomb form. Solvent
molecules were represented using models previously reported in the literature for
the corresponding neat systems. The EPM2 model of Harris and Jung (3/) was
used for CO,. Similarly, CH;CN consisted of three interaction sites, one
representing the CH; group, as parameterized by Edwards et al. (32). The
solute, DCS, was modeled using the all-atom representation developed
previously for simulations of supercritical fluoroform (33). The structure of
DCS was assumed to be the same in S, and S, and was obtained from geometry
optimization at the RHF/6-31G(d) level. The stilbene framework was
constrained to be planar instead of the twisted conformation produced by this
level of theory (34). Atomic charges for S, were obtained by fitting the
electrostatic potential (ESP fit) to the MP2/6-311G(d,p)//RHF/6-31G(d)
electronic density. S; — S, atomic charge differences were calculated at the
AMI/CI level. In contrast to ref (33), the S, — S, charge differences used in this
study were scaled by a factor of 1.72. This scaling is required due to the small
So — S, change in dipole moment obtained with the AM1/CI calculations, as
discussed in refs. (29,33). S, charges were obtained by adding these charge
differences to the S, charges.

The systems simulated consisted of a single DCS molecule solvated by a
total of 1000 solvent molecules. Simulations were performed using a modified
version of the DL POLY program (35) in the NVT ensemble at a temperature of
298 K using a Nosé—Hoover thermostat (36). System volumes were chosen to
provide the densities of the GXLs measured experimentally (5). Cubic periodic
boundary conditions were applied and long-range electrical interactions were
treated using the standard Ewald method. For spectral shift calculations,
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electrical interactions described in eq 1 were treated using the Kubic harmonic
Ewald approximation (37). Rigid body equations of motion were integrated
using the leapfrog method with a 2 fs time step. For all mixtures, DCS was
inserted into a pre-equilibrated CH;CN+CO, mixture and the systems then
further equilibrated for at least 500 ps prior to data collection. Trajectory data
were collected over 5 ns in 500 ps blocks.

Solvatochromism and Local Composition

Solvatochromic shifts as a function of CO, mole fraction observed in
experiment and calculated from simulation are presented in Figure 3. The
optimized value of the single adjustable parameter, £, in eq 5 is 0.24. A 24%
increase in dispersion interactions upon electronic excitation is reasonable.
There is excellent agreement between the experimental and simulated shifts of
DCS in the CH;CN+CO, mixtures studied. Similarly good agreement was
obtained in previous work using the solvatochromic probe Coumarin 153 (C153)
in mixtures of CH;CN+CO, (20). Such consistency validates the use of our
simulation and solvatochromic models for examining relationships between
spectral shifts and local environment.

We therefore use this model to examine to what extent the assumption of a
linear relationship between spectral shift and composition provides accurate
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Figure 3. Observed (thick curves) and simulated (symbols) gas-to-solution
shifts of absorption and emission frequencies. Uncertainties in the experimental
absorption and emission shifts are on the order of #1000 cm™'. The structure of
the DCS solute is provided in the inset.
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measures of preferential solvation in CO,-expanded CH;CN. To begin, we
analyze the solvation structure of DCS in CH;CN+CO, mixtures by examining
local compositions averaged over the first solvation shell. Spatial solvation
structure can be analyzed using solvation shell distribution functions (38),
g,,(r). This function is defined as the relative probability of finding an atom of

a given solvent component at a distance r from the nearest solute atom,
normalized to a random distribution of solvent molecules. g (r) functions

corresponding to both DCS electronic states are depicted in Figure 4 for
Xco, =0.46, 0.84, and 0.95. The CO, distributions have a prominent first peak

and the oscillations common to dense liquid packing. They are similar for all
three mixtures and change little between the S, and S, solute states. In contrast,
there is a substantial increase in the aggregation of CH;CN molecules going
from S, to S, as the CH;CN component becomes more dilute. It is interesting
that for S;, as Xco, increases, the minima in the CH;CN distributions fill in,

producing a distribution more characteristic of a gas rather than a dense liquid.
We now focus on the immediate neighborhood of the solute by integrating
these g (r)distributions to obtain coordination numbers, defined as the number

of solvent atoms within 5 A of any solute atom. Coordination numbers for the
individual solvent components as well as the total number of atoms belonging to

Solvation Shell Distribution g_(r)

rl/A rlA

Figure 4. Solvation shell distribution functions, g (r),
for Xco, = 0.46, 0.84, and 0.95.
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any solvent molecule as a function of xc, are presented in Figure 5. An
important aspect of Figure 5 is that the total coordination number, N, , deviates

substantially from linearity. This trend arises from the buildup of mass density
with x., depicted in Figure 1 and, as will be discussed later, it has important

consequences for relating spectral shifts to local compositions. Another
interesting feature in Figure 5 is that the CH;CN coordination numbers deviate
much more from ideality than the CO, coordination numbers. For both
components, there are small, but significant changes in coordination numbers
between the S, and S, solute states.
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Figure 5. First solvation shell coordination numbers of DCS.
Filled (open) circles signify values observed in Sy (S)).

Armed with this knowledge concerning local solvation structure, we can
now compare these ‘real’ measures of preferential solvation to those that rely on
the validity of eq 1. The extent of preferential solvation is most clearly
measured using “enrichment factors” defined as

%0 _N,M/N,

x(1) x(1) ™

Ineq 7 x,(1)is the local mole fraction of CH;CN in the cybotactic region, x(I)
is its bulk value, N, (1) is the number of atoms associated with CH;CN and N,

the total number of atoms from any solvent component in the first solvation
shell. Spectral enrichment factors, x”' (1)/ x(1), based on eq 2 are compared to

those based on coordination numbers, x,(1)/x(1), in the top portion of Figure 6.
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The spectral enrichment factors deduced from simulated solvatochromic data are
up to 3 times larger than the correct values.
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Figure 6. (Top) Enrichment factors for the CH;CN component. (Bottom) Per-
atom contributions from the two solvent components to S; — S differences in
solute-solvent electrical interaction energies from which spectral shifts are
calculated. Units are in 1000 cm™.

Discrepancies between x.(1) and x, (1)originate from two effects. The

bottom panel of Figure 6 depicts the primary reason for the breakdown of eqs 1
and 2 for determining local compositions in CH;CN+CO, mixtures. Here we
have plotted per-atom contributions to the emission shifts, Au,,()/ N, (i), from
each component i. Not surprisingly, CH;CN molecules (atoms) contribute much
more (>10-fold) to the electrical shifts than CO, molecules. What is not obvious
from this figure is the fact that these electrical contributions account for >90% of
the composition dependence of the shifts and virtually all of the Stokes shifts
except in neat CO,. More important for explaining the difference between x. (1)

and x,(1) is the fact that the incremental contributions to the shift depend

strongly upon composition. If the assumption of spectral additivity (eq 3) was
valid, the per-atom electrostatic contributions in Figure 6 would be independent
of composition. The decrease in Awu, with increasing polarity of the mixtures

is due to the nonlinear relationship between favorable solute-solvent and un-
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favorable solvent-solvent interactions. The breakdown of spectral additivity is
not unique to GXLs, rather it occurs in any mixture where the components differ
significantly in polarity and where the probe solute is sensitive to electrostatic
interactions.

The second effect is specific to GXLs and stems from the fact that GXLs
pass through a region of maximum mass density with respect to composition
(Figure 1). This density maximum causes the positive deviations from
nonlinearity in the total coordination number depicted in Figure 5. Such
variations in the total coordination number cause x,(1)>x, (1) even when

spectral additivity holds. This fact can be appreciated by examining the
relationship between x!'(1) and x,(1). Assuming that the coordination numbers

at the neat solvent limits are equal, (N,) =(N,), =Ny,
finds that

v L AN, ) AN,( ¢,
x,,(l)—xu(l)[l+ 7o )+ Ne (6'—6‘2) (8)

using eqs 2 and 3, one

n

where AN, =(N,)-N;. Because AN, and 6,/(d,-4,) are positive for
CH;CN+CO,, x, (1) > x, (1).

In summary, the present simulations are consistent with previous ones (20)
for C153/CH;CN+CO,, indicating that use of eq 2 to measure local compositions
in GXLs produces exaggerated results. Inaccuracy of eq 2 arises from two
sources. First, additivity (eq 3) is a poor approximation when electrostatic
interactions are important. Second, even for cases where additivity holds, the
fact that the coordination number varies with composition leads to deviations
from the behavior expected in simple mixtures. Dielectric continuum solvation
models can treat the composition-dependent nonlinearity in electrostatic
interactions (39-41), but for CH;CN+CO, such approaches become unreliable at
high CO, concentrations (20). Nevertheless, as directly observed in our
simulations, preferential solvation of DCS by CH;CN is substantial in these

GXLs. We now shift attention to the dynamical aspects of this preferential
solvation.

Enrichment Dynamics

Experimental spectral response functions and simulated solvation
correlation functions for x., =0, 0.46, and 0.86 are compared in Figure 7. The

experimental and simulated functions both develop significant long-time
components as the mole fraction of CO, is increased. The integral times (inset)
of the experimental and simulated response functions increase systematically as
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the CH;CN component becomes more dilute. The simulation data show that (r)
increases 3-fold upon going from x., =0.86to 0.95. For this series of

compositions, the simulated and experimental solvation times agree to within the
error of the experimental values and there is at least semi-quantitative agreement
between the simulated and experimental solvation response functions. This level
of agreement between the simulated and experimental dynamics as well as for
the spectral shifts discussed previously encourage a more detailed analysis of the
observed dynamics. In particular we wish to provide a molecular-level
interpretation of the long-time component which becomes pronounced in
mixtures dilute in CH;CN.
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Figure 7. Comparison of simulated solvation correlation functions (S, state,
solid curves) and experimental spectral response functions (dashed curves) at
three compositions: Xco, = 0, 0.46, and 0.86. The inset shows the integral

times of these functions.

Figure 8 presents simulated solvation correlation functions over a range of
CH;CN+CO, compositions. It is evident from Figure 8 that both the short and
long time regimes of the decays are affected by composition. Such trends are
typically analyzed using characteristic times such as the solvation frequency (42)
and average decay time obtained by fitting the correlation functions to a
Gaussian plus exponentials function (43). We will not dissect these trends here,
but rather, briefly offer some general observations from a more complete
analysis (29). The solvation frequency in these mixtures tends to decrease as
Xco, increases as a result of the response becoming less collective as the CO,
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concentration increases (44). Correspondingly, the fractional Gaussian character
present in the response also decreases. The long-time regime of the decays,
typically characterized as being diffusive in nature, becomes more prominent as
the CH;CN component becomes more dilute.

Time / ps
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Figure 8. Simulated solvation correlation functions (S, state) at five
compositions: X, = 0, 0.46, 0.84, 0.95, and 1. The dashed curve is the

correlation function for neat CO,. The inset compares solvation correlation
Junctions (S; and Sy states) to the nonequilibrium solvation response function at
Xco, =0.95.

We have observed that the linear response condition Cf;) (f)=Cy) (1)
holds for all but the most dilute compositions where x., >0.86. The inset in
Figure 8 compares the solvation correlation functions C{) (/)and Cg)) (#) to
the corresponding nonequilibrium solvation response function, S,, (¢) for
Xco, =0.95. Within the long-time regime of the decay, S, (r) more closely
resembles C{) (1); C{), (f) does not develop the characteristic long-time

component present in the other two functions.

Preferential solvation of DCS by CH;CN is largest for the mixtures most
dilute in CH;CN. These compositions exhibit a prominent diffusive component
in their response functions. In order to reveal the mechanism of this enrichment
process, we performed nonequilibrium MD simulations using the most dilute
mixture, Xco, =0.95. The results are summarized in Figure 9, where we
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compare S,, (f) to time-dependent changes in the local solvent composition.

The data shown here are averaged over 1000 independent trajectories.

As shown in the upper panels of Figure 9, roughly 4 atoms associated with
CH;CN molecules enter the first solvation shell over the course of 50 ps.
Concurrent with this enrichment in CH;CN, 2 atoms associated with CO, exit the
first solvation shell, resulting in a net gain of about 2 total solvent atoms. Thus
both electrostriction and redistribution of solvent molecules occurs as a result of
the excitation of DCS. The time scales for these two processes are
approximately the same, about 20 + 4 ps based on a single-exponential fit of the
least noisy AN(CH;CN) data. The comparison in the bottom panel of Fig. 9

Time / ps

Figure 9. Time-dependent changes in the numbers of atoms of a particular
solvent type in the first solvation shell compared to the solvation response at
Xco, =0.95. Dashed reference lines indicate values calculated using
differences between the equilibrium values in S, and Sy. The bottom panel
compares the solvation response function (AU,) and the normalized particle
response function S, =[N(t)- N()]/[N(0)- N(w)] of the number of CH;CN
atoms.
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shows that, to within uncertainties, this decay time is the same as that of the tail
of the solvation response function. Thus, as expected, the long time tail that
develops in the solvation response at low CH;CN concentrations is the result of
the slow diffusive transport of CH;CN into the first solvation shell of DCS.

Finally, it is interesting to compare what is observed here to what was
previously reported in simulations of the dynamics of preferential solvation. As
mentioned in the Introduction, both Day and Patey (26) and Ladanyi and Perng
(24) reported clearly distinct time regimes for electrostriction and solvent
redistribution.  The fact that we do not observe a rapid and separable
electrostriction step can be traced to two differences from these earlier
simulations. First, our solute perturbation is much smaller than those simulated
by Day and Patey. Rather than the pronounced changes observed upon
ionization of a small solute, the Sy — S, change in DCS involves a much more
modest change in solute — solvent interactions distributed over many more
solvent molecules. As a result the electrostriction here is a rather subtle 2%
change in the net density in the first solvation shell. Ladanyi and Perng (24)
simulated a dipole change more similar to the one considered here. The
difference in this case is that they monitored electrostriction in terms of changes
in a specific solute-solvent atom-atom distribution function because of its
importance to the spectral shift they simulated. There are no comparably
important single-site interactions in the present system, and the overall
electrostriction, that we monitor here, is probably best viewed as just a part of
the solvent redistribution process.

Summary and Conclusions

MD simulations have been used to interpret composition-dependent trends
in the solvatochromic shifts and time-resolved fluorescence of a prototypical
GXL system, CH;CN+CO,. Observed fluorescence shifts together with the
common assumption of spectral additivity imply pronounced preferential
solvation of the DCS solute, especially for compositions dilute in the liquid
component. The actual enrichment observed in simulations was found to be 3
times less than that determined by spectral analysis, but is in qualitative accord
with spectral results. The inherent nonlinearity of spectral shifts with respect to
composition arises primarily from the complex interplay between solute-solvent
and solvent-solvent electrostatic interactions. To a lesser extent, the fact that
total coordination numbers are not constant with composition also contributes to
nonlinearity. These results for the DCS/CH;CN+CO, system are consistent with
previous results based on the solvatochromic probe C153 (20) and are likely to
be general for polar + nonpolar mixtures and polarity sensitive probes.

The present work offers the first direct experiment-simulation comparisons
of solvation dynamics in GXLs. Analysis of the solvation response functions
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reveals that both the short and long time regimes are affected by composition.
As the concentration of CO, is increased, a diffusive tail emerges and the decay
times for the mixtures surpass those observed for the neat components.
Nonequilibrium simulations were used to analyze the solvation dynamics of the
mixture most dilute in CH;CN. Based on time-dependent analysis of the local
solvent compositions, we have observed enrichment of the CH;CN component at
the expense of the CO, component as well as a net gain in solvent molecules
within the first solvation shell. Thus, as reported in other systems (26,24) both
electrostriction and redistribution are important, however, unlike the other cases
studied we find no distinction between the timescales of these two processes.
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Chapter 6

Phase Behavior and Equilibria of Ionic Liquids
and Refrigerants: 1-Ethyl-3-methyl-imidazolium
Bis(trifluoromethylsulfonyl)imide ((EMIm][Tf,N])
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Several potential applications of ionic liquids with refrigerant
gases have recently been developed. However, an accurate
understanding of phase behavior and equilibria are needed for
any type of process development. Here, the global phase
behavior and equilibria of 1-ethyl-3-methyl-imidazolium
bis(trifluoromethylsulfonyl)imide ([EMIm][Tf,N]), and the
refrigerant, 1,1,1,2-tetrafluoroethane (R-134a) are measured
from approximately 20°C to 101°C and up to 160 bar. High-
pressure vapor-liquid equilibrium at 25°C, 50°C, and 75°C are
reported. Regions of multiphase equilibria exist at various
temperatures and pressures and include vapor-liquid (VLE),

112 © 2009 American Chemical Society
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liquid-liquid (LLE), vapor-liquid-liquid (VLLE) equilibrium,
mixture critical points, and lower and upper critical endpoints.
The global phase behavior indicates that the system is Type V
according to the Scott-van Konynenburg classification scheme.
An equation of state model has been used to predict the high-
pressure phase equilibrium and the global behavior based upon
parameters regressed from low-pressure data with good
agreement.

Introduction

The solubility and separation of refrigerant gases are important problems for
several industries. Many refrigerants and their intermediates have very similar
physical and chemical properties which can often render their separation costly
by traditional distillation. The separation of the common azeotropic mixtures
encountered among refrigerant mixtures usually requires additional components
in extractive distillation. Ionic liquids have been shown to provide efficient
solutions to these problems (1).

The solubility of refrigerant gases in low-volatility liquids forms the basis of
absorption refrigeration. Here, the gas dissolves in a liquid at low temperatures
in a unit called the absorber and is transported to another unit (the generator),
which is heated and liberates (boils) the high pressure gas. The liquid is then
returned to the absorber to repeat the process. The high pressure gas from the
generator then proceeds to the condenser and evaporator which are common to
both the more common vapor-compression system and the absorption
refrigeration system. The wide-spread application of absorption refrigeration
has been impeded by the often bulky equipment that is needed to purify the high-
pressure gas from the generator as the presence of any absorption liquid
significantly decreases the efficiency. Non-volatile ionic liquids in these systems
with refrigerants may help solve these problems (2).

High-pressure phase behavior and equilibria data are the most important
aspects to utilize any of the aforementioned applications. The phase behavior
determines the conditions (temperature and pressure) of the transitions in
equilibria, whether vapor-liquid, liquid-liquid, etc. ~Phase equilibria data
quantify the solubility of each component in each phase in these regions. In
addtion, a model to correlate and to predict data would be highly useful. Here, a
model system has been chosen comprising the ionic liquid, 1-ethyl-3-methyl-
imidazolium  bis(trifluoromethylsulfonyl)imide ([EMIm][Tf,N]), and the
refrigerant, 1,1,1,2-tetrafluoroethane (R-134a) (see Figure 1), to illustrate the
most common features of IL/refrigerant systems. An equation of state model has
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been used to correlate and predict the behavior and equilibria using various
amounts of experimental data.

Background

Ionic Liquids

Ionic liquids (ILs) are organic salts that are liquid at or near room
temperature (7, < 100°C). There are a myriad of cation/anion combinations that
can yield an organic salt.

Figure 2 illustrates a few of the common classes of ionic liquids:
imidazolium, pyridinium, quaternary ammonium, and phosphonium. Ionic
liquids can be molecularly engineered for specific physico-chemical properties
through various “R-"groups and cation/anion selection, e.g. viscosity, solubility
properties, density, acidity/basicity, etc. It has been estimated that ~10"* unique
cation/anion combinations are possible (3). Preliminary toxicology studies of
ILs (4-7) indicate that ILs can have low to high toxicity depending on the cation
and anion, but most ILs have no measurable vapor pressure, thus eliminating air
pollution. Negligible vapor pressure also results in highly-elevated flash points,
usually by the flammability of decomposition products at temperatures greater
than 300°C. The immeasurable vapor pressure may facilitate more efficient
absorption refrigeration processes. These properties have led researchers to
claim ionic liquids as potential “green” solvents. Novel ILs and processes are
continually being developed for extractions, reactions (8, 9), and material
processing (10-14).

Ionic Liquids/Refrigerants

Combining ionic liquids and refrigerants has a number of advantages. Most
refrigerant gases have a high solubility in ionic liquids (15). One of the
challenges of ionic liquids is their viscosity which is often higher than
conventional solvents (16) and leads to slower mass transport rates. In
concurrent studies in our laboratory, the viscosity of the IL, 1-hexyl-3-methyl-
imidazolium bis(trifyl)imide ((HMIm][Tf,N]) has been measured and found to
decrease approximately 80+% with up to 6 bar of R-134a at 25°C. This
decrease in the mixture viscosity has been used to predict the diffusivity in the
jonic liquid with approximately a 5-fold improvement over the same pressure
range. This dramatic increase in the mass transport properties will lead to
processes with less capital intensity as smaller equipment (e.g. heat exchangers,
contactors, etc.) can be used.
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There are a few groups in the literature to report phase equilibria data for
ionic liquids and refrigerant gases. Shiflett and Yokozeki (1, 15, 17-32) reported
vapor-liquid equilibria (VLE) of a series of refrigerants, including R-23, R-125,
R-41, R-134a, R-143a, R-152a, R-161, CO, and NH; in several ILs , such as 1-
butyl-3-methyl-imidazolium hexaflurophosphate ([BMIm][PF4]), [HMIm][Cl],
1-ethyl-3-methyl-imidazolium bis(trifluoromethylsulfonyl)imide ([EMIm][TE,N]),
[HMIm][TE;N], [BMIm][BF,], etc. For R-32 and R-134a, they also synthesized
a series of new ILs to study the effects of anions and alkyl chain lengths on the
refrigerant solubility (17, 18). Shariati and Peters compared the high-pressure
phase behavior between CO, and trifluoromethane (CHF;) in [EMIm][PF¢] and
[BMIm][PFs] (33). Kim et al. (34) have studied the refractive index, heat
capacity, and vapor pressure of mixtures of [BMIm][BF,] and [BMIm][Br] with
2,2,2-trifloroethanol (TFE) and water (34).

Global Phase Behavior

A rich variety of phase behavior is possible with liquids and gases. For the
process design of any system with a compressed gas, the global phase behavior
must be characterized. The Gibbs Phase Rule indicates that even for binary
systems, up to four phases may coexist in equilibrium. Thus, two phase and
three phase regions are likely to exist at various temperatures, pressures and
compositions. Van Konynenburg and Scott (35) were the first to provide a
uniform classification scheme for binary phase behavior of liquids and gases.
They classify all systems into six unique types, labeled I through VI as illustrated
in Figure 3. More recently, Bolz et al. (36) have proposed a new nomenclature
system for the International Union of Pure and Applied Chemistry (IUPAC) in
which a more descriptive nomenclature is presented. The new designation
conveys the topology and connectivity of critical curves. Each phase behavior
type has characteristic phase transitions. For example, Type V behavior of the
Scott-van Konynenburg scheme is characterized by vapor-liquid equilibrium at
low temperatures, followed by a lower critical end-point (LCEP) where another
liquid phase forms (thus, vapor-liquid-liquid equilibrium), followed by an upper
critical end-point (UCEP) at higher temperatures in which the liquid phases
merge. The mixture critical point extends from the LCEP to the pure component
critical point of the less volatile component.

Type 1V is similar to type V, except a low temperature region of LLE,
VLLE and a second UCEP exist. Yokozeki and Shiflett (30) predicted using an
equation of state, that the system of trifluoromethane and [BMIm][PFs] is a Type
V system. Shiflett and Yokozeki (24) measured and modeled the low-pressure
vapor-liquid equilibrium of R-134a and [EMIm][Tf,N] with a modified cubic
equation of state. From the parameters regressed from the data, the model
predicts that the R-134a and [EMIm][Tf,N] is a Type V system. The present
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Figure 3. Common types of global phase diagrams according to the
classifications of Scott and van Konynenburg (37); and Bolz et al. (38)
(in parentheses).

work will measure the high-pressure global phase behavior and equilibria
(VLLE, LCEP, UCEP, mixture critical points, etc.) to confirm these predictions.

Experimental
Safety

The experiments described here were performed under elevated pressures
and should be handled with care. All equipment should have the proper pressure
ratings and standard operating procedures as determined by trained
professionals.

Phase Behavior and Equilibrium

In this study, two different apparatus were used to investigate the phase
behavior and equilibria of the ionic liquid and refrigerant system. The phase
behavior and the temperature and pressure of the transitions were observed in a
windowed high-pressure autoclave similar to a design by Leitner and coworkers
(37) and modified in our group; for further details see Schleicher (38). The
~10mL viewcell rated to 150°C and 400 bar of pressure and is stirred with a
small stirbar. The temperature was maintained by a heating plate (Ika Werke,
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GmbH, PN: RET Basic C) with electronic temperature control (Ika Werke,
GmbH, PN: IKATRON ETS-d4-fuzzy) using a Pt-1000Q2 RTD (DIN IEC 751
Class A) placed through the wall of the autoclave; the temperature precision is
+0.1°C. Pressures were measured with a high precision digital pressure gauge,
Omega DPG7000-3000psi with an error band of + 0.05% of full scale. Three
different types of phase behavior transitions were observed: vapor-liquid (VLE)
to vapor-liquid-liquid (VLLE); VLLE to liquid-liquid (LLE); and VLE, VLLE
or LLE to critical transitions including upper-critical (UCEP) and lower-critical
endpoints (LCEP). Approximately 1.5 mL of ionic liquid was loaded into the
cell and heated to the desired temperature. The refrigerant was slowly
introduced by a high-pressure syringe pump (Teledyne-Isco, Inc. model 260D)
and vented to remove any argon or air. R-134a was slowly added to the vessel to
the desired pressure, stirred and allowed to reach equilibrium (approximately 30
minutes). The pressure was slowly raised and the mixture stirred; this was
repeated until the first sign of the phase transition. The vessel was partially
vented to a pressure just below the transition, and allowed to re-equilibrate. The
process was repeated until the transition was reproduced within 1 bar. In
addition, the temperature of the system was changed at constant pressure. These
temperatures were reproducible to approximately +0.5°C.

The solubility of the refrigerant in the ionic liquid at various temperatures
and pressures was measured in a static equilibrium apparatus. Details of the
apparatus are described in Ren and Scurto (39), and an overview will be given
here. The system consists of a high-pressure equilibrium cell, a high-precision
syringe pump filled with R-134a, a water bath and accessories to measure the
temperature and pressure. As the R-134a has a high solubility even at below-
ambient conditions, a vacuum was employed to approximately 0.2 bar absolute
to begin the experiment. The apparatus is capable of determining the solubility
(mole fraction, molarity, etc.), density of the liquid solution, molar volume, and
volume expansion. These calculations are based on the mass balance, by
determining R-134a delivered from the pump, the moles/mass of R-134a in the
headspace above the liquid and in the tubing/lines to the equilibrium cell. This
method can yield solubility data of high resolution (often better than +0.001),
pressure with accuracy of +0.2 bar, temperature of £0.01°C, density up to +0.4
%, and volume expansion to £0.05%.

Synthesis of Ionic Liquid

[EMIm][Tf;N] (see Figure 1.) was synthesized by anion exchange from
1-ethyl-3-methyl-imidazolium bromide ([EMIm][Br]). [EMIm][Br] was syn-
thesized by a quaternization reaction of 1-methyl-imidazole and bromoethane in
acetonitrile at 40°C. Caution: this reaction is highly exothermic and adequate
amounts of solvent or cooling should be used  To purify 1-ethyl-3-
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methyl-imidazolium bromide, acetonitrile is added to dissolve the solid and then
passed through a plug of celite and a short column of acidic alumina. The solvent
was removed on a rotavap under reduced pressure and 40°C. [EMIm][Tf,N]
was prepared from the anion exchange of [EMIm][Br] with lithium
bis(trifluoromethylsulfonyl)imide (Li[Tf,N]) in deionized water as described in
the literature (40). The denser hydrophobic IL phase is decanted and washed
with twice the amount of water for 8-10 times. The IL is then dried under
vacuum for at least 48 hours and stored in Schlenk tubes under dry argon. Water
content was determined by a Mettler Toledo DL32 Karl Fisher Coulometer. 'H
NMR chemical shifts (relative to TMS internal standard) and coupling constants
J/Hz: 6=8.59 (s, 1H), 7.42(d, 2H, J=10.3), 4.24 (q, 2H, J=7.36), 3.93(s, 3H),
1.54(t, 3H, J=7.4). Analysis calculated for CgH;N;F¢S;04: C, 24.55; H, 2.83; N,
10.74; S, 16.39. Found: C, 24.62; H, 2.84; N, 10.71; S, 15.88, Water content is
63 ppm; purity is estimated to be 99+% based on NMR and elemental analysis.

Materials

1,1,1,2-Tetrafluoroethane (R-134a , 99.99%) was purchased from Linweld,
Inc and used as received. 1-Methylimidazole, (CAS 616-47-7) 99+%, lithium
bis(trifluoromethylsulfonyl)imide (CAS 90076-65-6) 99.95%, acetonitrile,
>99.9%; were purchased from Sigma-Aldrich. 1-Bromoethane (CAS 74-96-4)
99+%, was obtained from Acros. The 1-methylimidazole and bromoethane were
vacuum distilled and used immediately for the synthesis.

Modeling

A modified Redlich-Kwong type of cubic equations of state (EoS) is
employed in this study.

RT  a(T)
V-b V(¥ +b)
Where
0.42748R*T? 0.08664RT,,
a(l)=——Fa(T) b= 5

where, V is the molar volume, 7., is the critical temperature of the i"
component; P.; is the critical pressure of the i" component; x; is the mole
fraction of the i component; and R is the universal gas constant.

The temperature dependent term, o(7), is modified using the following
empirical form:
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3
o)=Y hG-T)  T,=TIT,
k=0 r

The EoS parameters used are summarized in Table I. The mixture
parameters (a and b) are calculated from the binary interaction parameters.

a=zz‘/a, a, f,(T)(1-k,)xx

i=1 j=1
where
r =0 i - 1: U(x +x. )

o1, k, =0
! T Lx +lx,

Ty=1+2L, ¢ =
.f:j( )'_ +?, T'.j—r

and
1

N N
b=2 226 +b )=k )1=m)xx, , m=m, . m =0
i=1 j=1

and N is the total number of components. In the above model, there are a
maximum of four binary interaction parameters: /;, ;, m, 7; for each binary pair.
The optimal binary interaction parameters were determined from the low-
pressure VLE data of Shiflett and Yokozeki (24).

Table 1. Equation of state parameters and binary interaction parameters’.

Compound T, [K] P [bar] Bo Bi B B
[EMIm][Tf,N] 808.82 20.28 1.0 1.35500 0 0
R-134a 374.21 40.59 1.0025 0.50532 -0.04983 O
I Ly mj;=my; 7= 1y [/K]
R-134a/
[EMIm][TE,N] -0.03084 -0.00416 0.00726 17.50

“From data of Shiflett and Yokozeki (24 )

The fugacity coefficient, @, of the i component for a particular phase is
calculated as:

RT 1 b
Ing, = +b, 1{ln
P(V b) V- b RTb(V+b) bRT b K+b

where

- Qﬁa_ _ N _ 1,“,(, l)xx
a"_(an, ]""-2;,/a,a,f,j(7’)x1[l : ——————Ux+1x) ) a

n V)
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on (.x +1x)

. Ll L -1,
b =(@) =Y, +bj)(]_mij)x1(]_ki/ _M]_b
i Jn,, I i TR

The phase equilibrium boundaries for binary systems are obtained by
equilibrium conditions.

For VLE: x¢" =y¢" and for VLLE: x"g" = x"¢" = y, 4", where x;

and y; are the liquid and vapor mole fraction compositions, respectively.

Results and Discussion

The global phase behavior and phase equilibria of [EMIm][Tf,N] and R-
134a were studied between approximately 20°C to 101°C and pressures to ~160
bar. Previously, Shiflett and Yokozeki (24) studied the vapor-liquid equilibrium
of [EMIm][Tf;N] and R-134a at 10°C, 25°C, 50°C, and 75°C, but only until
approximately 3.5 bar due to experimental limitations using a Hiden Gravimetric
Microbalance (20, 24). Here, the high-pressure VLE data at 25°C, 50°C, and
75°C have been extended to just below the vapor pressure of the pure R-134a or
the pressure of vapor-liquid-liquid equilibrium (VLLE). The experimental data
are found in Table II and plotted in Figure 4. As shown in the figure, the
experimental data at the lower pressures correlate very well with that of Shiflett
and Yokozeki (24) who used a different experimental method and apparatus, viz.
a gravimetric microbalance. The higher pressure data smoothly continue to the
pure R-134a vapor pressure or VLLE region. The modeling prediction is shown
with the data. The equation of state binary interaction parameters were regressed
from the lower pressure data and used to predict the higher pressure data with
very good accuracy.

The plot also shows experimental data and model predictions for the VLLE
region at temperatures of 60, 65, 70, and 75.9°C. As the second liquid phase is
nearly pure R-134a, the plot omits the VLE envelope that technically extends
from the pure vapor pressure to the second liquid composition. Again, the
model predicts the occurrence and composition of this 3-phase equilibrium quite
well. The liquid phase compositions of the VLLE region become closer at the
lower temperatures measured. This seems to indicate a lower critical endpoint
(LCEP) exists. From the Scott-van Konynenburg' classification schemes, only
Types IV to VI have LCEPs.

The global phase behavior for [EMIm][Tf,N] and R-134a was measured and
is presented in Figure 5 and Table II. This contribution is one of the first
complete global phase diagrams for a compressed gas and an ionic liquid. As
shown, various regions of single phase and multi-phase equilibria exist. One of
the interesting aspects of this behavior is the presence of a single miscible phase
or critical region. This is opposed to the majority of the high-pressure equilibria
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Figure 4. Vapor-liquid equilibrium data for [EMIm][Tf,N] and R-134a. Closed
symbols: experimental data in this study; Open symbols are the data of Shiflett
and Yokozeki (24) for VLE and VLLE respectively, lines are equation of state
predictions using only the low-pressure data.

data in the literature for ionic liquids and various gases (41-43). Shariati and
Peters (33) have reported a vapor-liquid mixture critical pressure and
composition for [EMIm][PF4] and high-pressure CHF;. The three phase vapor-
liquid-liquid (VLLE) equilibrium exists between the lower and upper critical
endpoints (LCEP and UCEP) and is equal to the pure component vapor pressure
of R-134a within the experimental accuracy of this study. This often indicates
that the second liquid phase is almost pure R-134a (xz.3,4,<0.01) as confirmed by
Shiflett and Yokozeki (21, 24) for this and other ionic liquids. As the R-134a-
rich phase is nearly pure, its UCEP is nearly incident (within experimental
accuracy) with the pure component critical point. Below the LCEP temperature,
the system is in vapor-liquid equilibrium until the pressure is raised to the vapor
pressure of the pure R-134a, at which point the system becomes miscible. These
points of miscibility have been confirmed experimentally and are shown on the
plot Figure 5. In contrast with CO,, only VLE and then LLE are possible for
temperatures below the pure CO, critical point. For [EMIm][{Tf,N] and R-134a
above the LCEP but below the UCEP, four different equilibria are possible.
VLE exists at the lower pressures and VLLE exists near or at the pure R-134a
vapor pressure. Above the VLLE, liquid-liquid (LLE) equilibria exists until the
mixture critical point and the system becomes critical/miscible. Above the
UCEP temperature, VLE exists and terminates at the mixture critical point.

The global phase behavior was predicted using the model parameters
regressed with only the low pressure VLE data. The model predicts the VLLE
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data very well and is nearly equal to the pure R-134a vapor pressure line. From
convergence of the critical point and VLLE predictions, the lower critical
endpoint (LCEP) is approximated as 54°C and 14.5 bar. This is very close to the
experimental point of 55°C and 15 bar, despite the fact that the prediction is
from lower pressure data. The UCEP is approximated at 101°C and 40.5 bar
which is within a 0.5°C and 0.3 bar of the experimental point. The model
provides an adequate correlation of the mixture critical pressure at 60°C. For the
other critical points, the model under-predicts the critical pressure. Considering
that the interaction parameters for the prediction are based solely on low-
pressure data, the level of agreement is noteworthy.

] ]
1601 ... P"*? R-134a \\,,\,
"o | 4 W
120 1 W Mixture Critical Points
0 LCEP
100 { A ucep
m, g |
o 1-Phase
40 -
20
..00:0 00 VLE
0 , . . .
20 40 60 80 100

xR1 34a

Figure 5. Experimental global phase behavior for [EMIm][Tf,N] and R-134a
with model predictions (thick solid lines).

The pressure-composition behavior of the mixture at 75°C is shown in
Figure 6 with experimental VLE and mixture critical point data and the model
prediction. As shown, the model correlates the experimental VLE and VLLE
data very well. The model prediction for the liquid-liquid equilibrium (LLE)
data and mixture critical point is also shown. The predicted composition at the
critical point is close to the experimental value, but under predicts the critical
pressure. The prediction of the mixture critical points using cubic equations of
state often is quantitatively difficult, especially from interaction parameters
regressed with lower pressure vapor-liquid equilibrium data. Here, the pressure
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Table I1. Global phase behavior data for [EMIm][Tf,N] and R-134a.

Transition AY) P [bar] Transition T[C] P [bar]
Mixture Critical ¢ 35.00 LCEP 5500  15.00
Points

75.00 92.29 UCEP 101.5 40.80

80.00 108.00

101.0 164.00
VLE® 28.15 7.30 VLLE 60.00 16.60
32.18 8.19 81.95 27.41
38.20 9.67 92.05 33.00

44.17 11.33

48.19 12.56

“ confirmed conditions of liquid-vapor miscibility at the vapor pressure of R-134a.

range used to regress the interaction parameters is nearly 30 times lower than the
mixture critical pressure. Even regressing interaction parameters from VLE data
from low pressures to nearly the mixture critical point, researchers have
described difficulty in predicting both the critical composition and pressure at a
given temperature (44, 45). Often, one must fit the interaction parameters
directly to the critical point data to get quantitative agreement for pressure and
composition.

From the experimental data and the modeling predictions, the system of
[EMIm][Tf,N] and R-134a is believed to be classified as a Type V system (see
Figure 3). The Type IV system is similar, but exhibits another lower temperature
region of liquid-liquid immiscibility and VLLE ending at another UCEP. For
reference, the system of phenyloctane and R-134a is a Type IV system, and the
difference between the lower-branch of the UCEP and the LCEP is 29°C (46). The
VLE region for [EMIm][Tf,N] and R-134a was investigated experimentally to 0°C
with no occurrence of liquid immiscibility. The phase behavior at cryogenic
temperatures is beyond the capabilities of the experimental equipment. The model
does not predict any liquid immiscibility below the LCEP.

Conclusion

The global phase behavior and equilibria of [EMIm][Tf,N] with the
refrigerant gas, R-134a, was measured and modeled with a modified cubic
equation of state. R-134a is highly soluble in this ionic liquid and is miscible in
certain regions of temperature and pressure. Regions of multiphase equilibria
exist, viz. VLE, LLE, and VLLE. This phase behavior indicates that this is a
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Figure 6. Pressure-composition diagram for the VLE, VLLE, and mixture
critical point at 75 °C. Lines: model prediction from low pressure data.

Type V system according to the classification of Scott and van Konynenburg.
The cubic equation of state using parameters regressed at the lowest pressures
was able to predict the higher pressure VLE, VLLE and the LCEP.
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In Situ Alkylcarbonic Acid Catalysts Formed
in CO,-Expanded Alcohols

Jason P. Hallett', Charles A. Eckert’, and Charles L. Liotta’®

'Department of Chemistry, Imperial College, London, United Kingdom
*School of Chemical and Biomolecular Engineering, Georgia Institute
of Technology, Atlanta, GA 30332-0100
3School of Chemistry and Biochemistry, Georgia Institute of Technology,
Atlanta, GA 30332-0400

We have developed self-neutralizing acid catalysts formed
from carbon dioxide and alcohols for use in chemical
synthesis. These alkylcarbonic acid catalysts are generated in
situ and can be easily neutralized via depressurization. This
technique combines a medium with good organic solubility
with acid catalysts that do not require neutralization, thus
completely eliminating the solid wastes associated with many
acid processes. We examined the origins and characteristics of
alkylcarbonic acids by comparing reaction rates of acid-
sensitive probes in different CO,-expanded alcohols,
elucidating the effect of CO, pressure on solvent properties
and acid formation, and demonstrating the use of alkylcarbonic
acids for a variety of reaction types.
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Introduction

Acids are the most used catalysts in industry, and they produce more than 1
x 10® metric ton/year of products.(/) Some of the most common acids include
Brenstead acids such as HCI, H,SO, and H;PO, and Lewis acids such as AICl;
and BF;. Unfortunately, acid-catalyzed processes are plagued by large amounts
of waste associated with post-reaction acid neutralization. As an extreme
example, for the Friedel-Crafts acylation of methyl benzoate with acetic
anhydride, nearly 20 kg of AICl; are used per kg of product.(2) Acid
neutralization produces a contaminated waste salt which must be disposed of
carefully (and often expensively).

As an alternative, we have developed alkylcarbonic acids, which are acid
catalysts generated in situ through the interactions between CO, and alcohols in
gas-expanded liquids (GXLs). Alkylcarbonic acids are a potential replacement
for mineral acids which possess all of the solvation and separation advantages
inherent in GXLs(3-/1) while the acid neutralization step is eliminated in favor
of simple depressurization.

It is well known that CO, interacts with water to form carbonic acid, as
shown in Scheme 1; an analagous interaction between CO, and alcohols
produces alkylcarbonic acids. The discovery of the catalytic properties of these
acids came about as part of our work studying GXLs, when methanol-CO,

H 0 i
\/\Q';/_\ Ic| HO—C
H ” OH
0 carbonic acid
(0] 0
R\ /\‘ “ “
0. C _ RO—C\
H/ “ OH
0 alkylcarbonic acid
HO (0] (0]
\Q';/_\\! —_— HOO—I(!‘\
H/ (l)l OH

peroxycarbonic acid

Scheme 1. Formation of carbonic acid, alkylcarbonic acid, and peroxycarbonic
acid in gas-expanded liquids.
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mixtures were observed to protonate Reichardt’s dye. We explained this
phenomenon by demonstrating the presence of alkylcarbonic acids in such
systems.(/2) These acids are reversibly formed with CO, pressure, and the easy
removal of CO, forms the basis of our claim of ‘self-neutralization’. We have
repeatedly used diazodiphenylmethane (DDM) as a probe to measure relative
reaction rates of these acids as well as carbonic acid in aqueous-CO,
systems.(/2,13).

In this report, we review our work with a brief summary of both the
characterization (/2,13) and utilization (/4-16) of alkycarbonic acid as a catalyst
in GXL systems. The use of GXLs as a replacement for traditional organic
solvents offers many other advantages, which are detailed in previous work (3-
11) and elsewhere in this volume. Instead, this paper will focus on the acidity of
CO,-expanded alcohols, the effect of solvent properties (CO, expansion,
dielectric constant) on this acidity, and the application of alkylcarbonic acids to a
variety of potential industrial syntheses, including the hydrolysis of B-pinene, the
formation of ketals and several diazotization reactions.

Characterization of Alkylcarbonic Acids

Measurement of Relative Acidities using Diazodiphenylmethane (DDM)

The characterization of the acid properties of gas-expanded alcohols has
involved several stages. We first reported preliminary finding (/2) verifying the
presence of alkylcarbonic acids in CO,-expanded alcohols by using DDM as a
reactive probe to trap the acid species. One of the advantages of the DDM probe
is that it incorporates the conjugate base of any reactive acids present in the
system into the reaction products. Therefore, we could confirm through NMR
analysis that alkylcarbonic acids were our proton source and not just the solvent
alcohol. Futher, we used the relative rates of reaction of the alkylcarbonic acids
with DDM to develop a ‘scale’ for correlating the relative strengths of different
alkylcarbonic acids. Our initial study (/2) reported the relative reaction rates of
DDM in both methanol and ethanol expanded by 20 mole % CO,. The rate in
methanol was found to be roughly 2.8 times that in ethanol, indicating that there
are more available protons in the GXL-methanol system. It should be noted that
we cannot distinguish between relative acid strength (pK,) and equilibrium acid
concentration using this method, because the expansion of the alcohols with CO,
will increase the equilibrium concentration of acid species but simultaneously
decrease the polarity of the solvent mixture and therefore the acid dissociation
(concentration of free protons).
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DDM results using acetone as a common diluent

To separate these effects, we compared the rates obtained for different
alcohols (including water) using acetone as a common diluent to maintain a
constant CO, concentration. Kinetic measurements were conducted at 40 °C
using a solution containing 60 mol% acetone, 20 mol% CO,, and 20 mol% R-
OH. Our results revealed that the rates in alcohols follow a logical progression,
with a monotonic decrease in rate with increasing alkyl chain length and shorter-
chain alcohols yielding faster rates with the fastest rate in methanol and the
relative order 1°>2°>3°. These results are consistent with steric and electronic
factors affecting the equilibrium and dissociation of the alkylcarbonic acids. The
rate using carbonic acid (from water and CO,) was found to be slower than either
methanol or ethanol. In our second study,(/3) we used a wider set of alcohols,
including methanol, ethylene glycol, propylene glycol, benzyl alcohol, 4-nitro
benzyl alcohol, 4-chloro benzyl alcohol, and 4-methoxy benzyl alcohol. Once
more, acetone was used as the dominant component in the liquid phase (60
mol%) in order to control CO, solubility as closely as possible. Surprisingly,
reactions utilizing ethylene glycol were faster than all mono-hydroxy alcohols,
including even methanol. The reaction involving propylene glycol was similarly
accelerated, with rates similar to those obtained using methanol, and faster than
ethanol. It is expected that the relative basicity and nucleophilicity of the oxygen
in the hydroxyl functionality will control the formation and acid strength of
alkylcarbonic acid, as more basic oxygens will be more likely to react with CO,.
We further believe that the second alcohol fuctonality in glycols stabilizes the
alkylcarbonic acid form of the CO,-OH interaction through hydrogen bonding.
The results for the reaction of DDM with various CO,-expanded alcohols are
summarized in Figure 1.

Effect of CO, concentration on DDM reactions

In order to determine the effect of CO,-expansion on the DDM reactions,
we performed a series of experiments in which the pure alcohol was expanded
with CO; (no diluent). Figure 2 displays the results for CO,-expanded methanol.
The most important result from these experiments was the observance of a
maximum in rate at 60 bar CO,. The increase in rate with CO, expansion at
pressures below 60 bar was attributed to an increase in the equilibrium
concentration of alkylcarbonic acid (at the expense of free alcohol) with
increased CO, concentration. The decrease in rate after 60 bar results from this
increase in concentration being counteracted by a large decrease in acid
dissociation resulting from a drop in medium polarity. Any decrease in the
ability of the solvent to solvate free protons will reduce the effective acidity
of the medium. This decrease in polarity can be explored by examining the
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Figure 1. Rate of DDM decomposition in various CO,-expanded solvents.
All reactions were performed in 60 mol% acetone/20 mol% ROH/20 mol% CO,
at 40 °C. Data from references 12 and 13.
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Figure 2. Pseudo first order rate constant (k, s™') for the reaction of DDM with
methylcarbonic acid as a function of CO, pressure at 40°C.
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dielectric constant as a function of CO, concentration, which is discussed below.
It should be noted that the maximum rate is 3 orders of magnitude faster than the
rate obtained in the pure alcohol. Thus, alkylcarbonic acids demonstrate a clear
catalytic effect on DDM decomposition.

Hammett-type analysis of DDM reactions

In practical terms, the use of the alcohol as a GXL solvent would necessitate
an understanding of the susceptibility of the reaction to changing the electronic
nature of the alcohol making up the alkylcarbonic acid. A Hammett-type analysis
is a very useful method for acquiring such mechanistic information. In the case
of our alkylcarbonic acids, we preformed a series of experiments using
substituted benzyl alcohols, choosing sustituents for which the Hammett
substituent values (o) are known. Our Hammett correlation is log (k./ko) =
o*p, where Kk, is the rate constant for the disappearance of DDM with different
substituted benzyl alcohols, k, is the rate constant for the reaction involving
unsubstituted benzyl alcohol, o is a constant for the ring substituent based on
electron-withdrawing/donating ability, and pis the reaction sensitivity to
electronic effects. Since unsubstituted benzyl alcohol has a moderate rate of
reaction when used as a solvent, a wide range of substituents could be used. 4-
nitro-, 4-chloro-, and 4-methoxy- benzyl alcohols were chosen in addition to
benzyl alcohol (see Table I).(/7) Once again, we equalized CO, solubility in the
system by using 85 mol% acetone, 5 mol% alcohol, and 10 mol% CO, for all
experiments. Additionally, most of our substituted alcohols are solid at room
temperature (and some have overlapping bands of UV absorbance with DDM),
so low concentrations of alcohol enabled us to examine the electronic effect of
alcohol nature on the alkylcarbonic acid activity in the absence of bulk solvent
polarity effects or CO, solubility concerns.

The resulting Hammett correlation yielded a p value for substituted benzyl
alcohols of 1.71, which is very similar to the value of 1.93 reported for DDM
reacting with benzoic acid in acetone at 30°C.(/8) These relatively high values
of p indicate that the reaction is very sensitive to electronic effects. The first step
is a nucleophilic attack by a benzyl alcohol on the carbon in CO,, which should
be increased by electron-donating groups and decreased by electron-withdrawing
groups. On the other hand, the second step of proton dissociation should be
increased by electron-withdrawing groups and decreased by electron-donating
groups. Meanwhile, the second step, proton dissociation, should be accelerated
by electron-withdrawing groups (which increase the acidity of the carboxylic
proton) and decelerated by electron-donating substituents. Since the fastest rate
occurred with the highly electron-withdrawing nitro substitution, the second step
in our reaction scheme (proton dissociation) must be the dominant effect
controlling r, and therefore the most sensitive step to electronic effects.
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Table 1. Rate constants used in Hammett correlation of
para-substituted benzyl alcohols

Substituent g kx10°/s"
NO, 0.78 559
Cl 0.23 62.0
H 0.00 245
OCH; -0.27 9.10

Additionally, benzoic acid only undergoes the second step (proton dissociation)
since there is no acid formation necessary. The p value for the benzoic acid
reaction in acetone is similar to our alkylcarbonic acid value, so the acid
formation step for alkylcarbonic acids is not likely to be limiting. The Hammett
plot also revealed a two order of magnitude difference between the most
electron-withdrawing and the most electron-donating groups. Electron-
withdrawing substituents enhance the proton transfer step in the reaction with
DDM and electron-donating groups decrease the rate of proton transfer. These
results are consistent with the proton transfer step being rate-determining.

Analysis of dielectric constant of GXLs

One of our primary goals with understanding alkylcarbonic acids is to
decouple the relative contributions of acid strength and acid concentration. In
order to accomplish this, some simple measure of proton dissociation ability
would be beneficial. We chose to do this by measuring the dielectric constant of
CO,-expanded methanol as a function of CO, concentration (or gas expansion).
These measurements give some indication of how much the polarity of a GXL
(and thus the dissociation of acid species present) is decreased when CO, is
added to the liquid phase. The results of these experiments are displayed in
Figure 3. The dielectric constant decreases in a nearly additive manner when
compared to volume expansion of the system, resulting in an approximately
linear decay of dielectric constant. This supports the concept that proton
dissociation will be inhibited as CO, concentration in the GXL is increased.

Applications of Alkylcarbonic Acids

Acetal formation reactions

We have also reported several example reactions for which alkylcarbonic
acids serve as catalyst. In Xie et al. (/6) we used CO,-expanded methanol and
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Figure 3. Dielectric constant as a function of CO, mole fraction for
CO;-expanded methanol at 40°C. Data from reference 13.

CO,-expanded ethylene glycol to create ketals of cyclohexanone. Acetals are a
commonly used protecting group for the carbonyl groups of aldehydes and
ketones, which are susceptible to highly basic nucleophiles. Traditionally, acetals
are formed from a carbonyl-containting substrate by use of a large excess of the
protecting group (normally an alcohol) and a strong mineral acid catalyst. We
replaced the strong mineral acid with CO,-expansion of the protecting alcohol,
forming acetals of cyclohexanone. We reported initial rates of reaction as shown
in Figure 4. By replacing CO, with ethane, we were able to confirm that the large
catalytic effect of gas-expansion is due to alkylcarbonic acid formation and not
simple gas expansion of the solvent because the rate of acetal formation was
similar to that in the pure alcohol. The most important aspect of Figure 4 is the
existence of a maximum in the rate constant, which occurs at each temperature
we studied. We observed a similar effect during the DDM reactions, with the
maximum attributable to the tradeoff between increasing alkylcarbonic acid
formation and decreasing acid dissociation with increased CO, expansion. In the
acetal reactions, the maximum shifts from about 20 bar at 25 °C to 35 bar at 50
°C as more pressure is required to maintain a similar CO, concentration in the
liquid phase. However, in the Xie et al. study, equation-of-state modelling
revealed that the mole fraction of CO, at the various maxima are not identical.
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Therefore, there are additional factors controlling the location of the optimum
pressure for reaction. The most surprising result was the high reaction rate
observed in CO,-expanded ethylene glycol, which dissolved less than 2% CO, at
all conditions (expansion data not shown).
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Figure 4. The pseudo-first order rate constants of cyclohexanone acetal
Sformation in CO-expanded methanol at various CO, pressures and 25 °C (open
circles), 40 °C (filled circles) and 50 °C (triangles). (Reproduced from reference
16. Copyright 2004 American Chemical Society.)

Diazotization reactions

A second application of alkylcarbonic acids as catalysts involved the
synthesis of several intermediates using a diazotization route.(/4) We used
alkylcarbonic acids to catalyze the formation of a diazonium ion, which was then
further converted to several products. The formation of the diazonium
intermediate is considered the limiting step in many of these cross-coupling and
Sandmeyer-type reactions. One of our targets, methyl yellow, is an industrial dye
synthesized via a diazonium cross-coupling scheme requiring the use of a strong
mineral acid such as HCI or H,SO4 to promote the reaction. Our synthesis
involved a single pot containing aniline, sodium nitrite, N, N-dimethy! aniline and
CO, with methanol as solvent, as shown in Scheme 2. Our best results for this
reaction were obtained at 5°C with excess nitrite salt and a high CO, loading. In
this optimal case, 97% conversion of aniline (with 72% yield of methyl yellow)
was obtained after 72 hours. Increasing the CO, improved the yield up to our
maximum pressure of 47 bar. This contradicts the DDM and acetal reaction
systems, where an optimum CO, pressure was found at a variety of different
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temperatures. Apparently, the proton dissociation step is not as important for our
diazotization reactions as the acid formation step is, so the effects of increased
CO, concentration were found to be universally beneficial. This is possibly due
to the instability of the diazonium cation, which often limits reaction yield,
though not reaction rate. Similar cross coupling reactions, to form products such
as N, N-diethyl-4-[(4-nitrophenyl)azo]aniline (DENAB), yielded similar results.

Several different contols were utilized to determine if the catalysis was due
to methylcarbonic acid or a generic solvent effect. Using normal reaction
conditions in the absence of CO, we obtained no measurable yield. When CO,-
expanded tetrahydrofuran was used in place of CO,-expanded methanol, we
obtained a minimal yield of 0.3%. We proposed that this trace catalysis is likely
due to the formation of carbamic acid from aniline and CO, (19), which would
be present in small quantities. When the solventless reaction was examined
(basically, CO,-expanded aniline was the “solvent”) we obtained a methyl
yellow yield of 14%. Our conclusion is that carbamic acid formed from aniline
and CO, might be responsible for a minimal percentage of the reaction yield, but
methylcarbonic acid clearly provides the majority of the catalysis in our system,
and alkylcarbonic acids are superior to carbamic acids in this situation.

We also reported the effect of varying the reagents used and their quantities
in the reaction mixture. Isoamyl nitrite was found to give half the yields of
sodium nitrite at similar concentrations. We did observe a significant increase in
reaction rate and yield when the amount of excess sodium nitrite was increased
from 1.04 times (20%) to 2.2 times excess (63%). A range of temperatures was
also employed for the coupling reaction, because diazotizations are usually
carried out at low temperature due to the instability of the diazonium ion. We did
observe this behavior; for example in the coupling to form N,N-diethyl-4-[(4-
nitrophenyl)azo]aniline (DENAB) using methylcarbonic acid at temperatures of
5, 25, and 50 °C, the highest yields were at 5°C and yield decreased with
increasing temperature.

In addition to the cross-coupling reactions, we synthesized iodobenzene in a
single pot from potassium iodide and aniline using CO,-expanded methanol.
These halide addition reactions are usually catalyzed by copper salts or alkali
metal salts of the nucleophilic anion. The reaction proceeds through a diazonium
intermediate as the coupling reactions did, but in this case the diazonium ion
reacts with the nucleophilic iodide to form iodobenzene. The most effective
conditions were similar to those of the coupling reaction except in the case of
temperature. Our best yield (72%) was obtained at the highest temperature
(50°C) instead of the lowest. Clearly, the stability of the diazonium cation is not
limiting, as it was in the case of the coupling reactions. Instead, simple Arrhenius
behavior on the rate constant is dominant; therefore the yield increases uniformly
with temperature.

Another difference from the coupling reactions was observed in the effect of
nitrite loading. For the iodobenzene synthesis, increasing the nitrite loading



142

produced a negligible change in overall yield. We attribute this to the much
lower solubility of potassium iodide in methanol as compared to the organic
N,N-dimethyl aniline. This hypothesis is supported by the negligible effect
observed by increasing the loading of potassium iodide. This may also explain
the temperature effect on the rate because iodide solubility will increase with
temperature. Our results from increased CO, loading also agree with this
hypothesis since more CO, (and thus more acid) did not have an effect on the
yield, indicating that acid concentration is not limiting.

Solvolysis reactions

In Chamblee et al. (15) we compared the hydrolysis of B-pinene in both
high temperature water and CO,-expanded liquids. The solvents selected for CO,
expansion were mixtures of methanol and water, providing both carbonic and
alkylcarbonic acid. Literature analyses of CO,/water systems report that the pH
can reach values as low as 2.8;(20) however, in CO,/water/methanol systems, a
minimum in pH was reported at 4.22.(2/) As in pure alcohol/CO, systems, this
difference was attributed by the authors to the competition between increased
acid concentration and decreased dielectric constant with CO, expansion. For
our hydrolysis reaction, the product selectivities were much higher when using
CO,-expanded liquids when compared to hot water; in addition, we found that by
using CO,/methanol/water (1:1 methanol:water) at 75 °C, our highest conversion
71% could be obtained. Thus, a 1:1 mixture of water and methanol would seem
to be the optimum solvent ratio for this hydrolysis. In the absence of methanol,
essentially no reaction took place, probably due to the low solubility of the
substrate. Figure 5 demonstrates that both the reaction rate and product
distribution were optimal for the 1:1 volume ratio of methanol/water. The
conversion drops off quickly at higher methanol ratios, perhaps again due to the
lowering of dielectric constant. The conversion also drops off with increasing
water content; this is perhaps due to either reduced substrate solubility or is an
indication of the relative strengths of methycarbonic acid (pKa = 5.61) and
carbonic acid (pKa = 6.37).

Conclusions

We have demonstrated the use of alkylcarbonic acids as self-neutralizing
acid catalysts for use in chemical synthesis. These catalysts are generated in situ
and are reversibly formed with CO, pressure. We reviewed the characterization
of alkylcarbonic acids, which revealed that CO,-expanded ethylene glycol and
methanol form the most strongly acidic media, while alcohols decreased in
strength with increasing chain length and according to the series 1°>2°> 3°. We
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Figure 5. B-pinene conversion and product distribution variations with different
methanol/water ratios (75 °C, 24 hrs, 0.127M B-pinene). (Reproduced from
reference 10. Copyright 2008 American Chemical Society.

also demonstrated the use of alkylcarbonic acid for a number of synthetic
reactions: the protection of ketones and aldehydes, the diazotization of
aromatics, and the solvolysis of alkenes. In most cases, an optimum CO,
pressure effect on reaction rate was found. This can generally be attributed to a
tradeoff between increased acid concentration and decreased acid dissociation
with CO, pressure.

It is not certain how many acid-catalyzed processes could be performed
using alkylcarbonic acids. Our successes to date have focused on reactions
involving the formation of diazonium or carbonium ions or of protecting groups
such as acetals. It is evident that alkylcarbonic acids are strong enough to replace
mild acids such as carboxylic acids (the pKa’s are similar) and will suffice for
some mineral acid catalyzed processes. However, alkylcarbonic acids are
unlikely to be a suitable replacement for applications requiring strong acids, such
as Friedel-Crafts alkylations, unless the starting materials are suitably activated.
The full potential of these benign acids has yet to be elucidated.
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Chapter 8

Catalytic Oxidation Reactions in Carbon Dioxide-
Expanded Liquids Using the Green Oxidants Oxygen
and Hydrogen Peroxide
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This research focuses on sustainable catalytic oxidation
chemistry for the commercial production of wide ranges of
products. O, in the air and minimum cost H,O, are the
oxidants of choice because of their green footprints. Herein,
the gas expanded liquid principle is applied to various kinds of
reaction components: (a) media expanded liquids (MXLs)
including the well known carbon dioxide expanded liquids
(CXLs); (b) substrate expanded liquids (SXLs), as in our
propylene to propylene oxide process, and (c) reagent
expanded liquids (RXLs), as exemplified by certain ozone
oxidations.
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Oxidative Catalysis in Supercritical Carbon Dioxide (scCO,)

A CO; expanded liquid (CXL) is a mixed solvent which contains a large
fraction of the condensed carbon dioxide as part of the volume of the liquid,
commonly 20 to 80% by volume. These versatile media are described as carbon
dioxide expanded solvents because of the simple process by which they are
produced; i.e., the mixing of a sample of appropriate liquid with CO, under
pressures that cause the CO, to dissolve into the organic phase. In other words,
the liquid phase can be “expanded” by pumping dense CO, into it, and
contracted by decreasing the pressure to release the dissolved CO,. In a very real
sense, the development of CXLs was made possible by earlier studies on scCO,.
In their pioneering work on catalytic oxidation in dense carbon dioxide, Tumas
and coworkers (1) first reported oxidation of cyclohexene to adipic acid using a
ruthenium catalyst and NaOC] as the oxidant in a phase transfer catalytic process
carried out in scCO, and water as the reaction media. In later publications,
Tumas et al. (2) explored homogeneous catalytic oxidations of cyclohexene by
O, in 5¢CO, using halogenated porphyrins (e.g., 345 bar, 80°C), yielding
multiple products, including cyclohexenol, cyclohexenone, and 4-hydroxy-2-
cyclohexene-1-one, and the oxidation of several allylic alkenes, with t-BuOOH
using a variety of Lewis acid catalysts in dense phase CO, (defined as either
scCO, or subcritical, liquid CO, (3). The latter study also reported highly
promising stereoselective epoxidation reactions in dense CO,. In parallel
research, Hass and Kolis studied the epoxidation of allylic alcohols using a
vanadium Schiff base catalyst and +-BuOOH as the oxidant, in scCO, (213 bar,
45-50°C), reporting yields and selectivities similar to those obtained in organic
solvents. These investigators (4) independently contributed to the understanding
of epoxidations with /~BuOOH of unactivated olefins in s¢CO,, using Mo(CO)s
as the catalyst source. Indeed 1998 was a year of major growth in the
understanding of catalytic oxidation reactions in scCO,. Kreher and his
collaborators (5) also used molybdenum and titanium catalysts to oxidize
cyclooctene with ~BuOOH, and Wu and coworkers (6) made use of
perfluorinated tetraphenyl porphyrin-iron and acetaldehyde as an initiator to
oxidize cyclohexane with air. In virtually all these investigations, the use of
CO; to totally replace the organic solvent medium provided environmental
benefits but only marginal, if any, reaction benefit. The introduction of the
concept of carbon dioxide expanded liquids, CXLs, as media for catalytic
reactions, especially oxidations, follows from the lessons learned from these
earlier investigations and was aimed at optimizing both the reaction and
environmental benefits.
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CXLs and Beyond

Early studies in our laboratories introduced CXLs for catalytic chemical
processes in the course of a study of certain oxidation systems and these are
discussed in a section to follow. CXLs are continua of media generated by
pressure solubilization of CO, into any suitable solvent, but typically an organic
solvent. The compositions of CXLs vary from mostly organic solvent, through
all intermediate volume ratios of CO,:organic solvent, to mostly dense phase
CO, (7, 8). Since the properties of the two components of the CXL contribute to
the properties of that mixed solvent, the tuning of solvent properties is a
convenient tool for process optimization. The solubilities of substrates, catalysts
and other solutes are often readily managed using this solvent tunability. For
many solutes, solubilities in dense phases of CO, itself are limited by its
nonpolar nature, and this limitation is overcome in appropriately tuned CXLs. A
major advantage of CXLs is in the high concentration of the oxidatively inert
carbon dioxide in solutions that might otherwise be flammable. The dominance
in the vapor phase of inert CO,, the abundant reservoir of liquid CO, backing up
that equilibrium vapor phase, and the high heat capacity (e.g., compared to N;)
of CO, strongly compress the flammability envelope for CXL solutions making
such media attractive for large scale industrial applications, where size hugely
multiplies risk. Because of their advantages CXLs have been applied to many
chemical reactions including oxidations, hydroformylation, solid acid catalysis,
and hydrogenation, among others.

The unique properties of the so-called gas-expanded liquids (GXLs), of
which CXLs are a sub-set, are associated with the proximity between the critical
temperature (T.) of the dissolving gas and the temperature (T) at which the CXL
is generated. In general, when T = 0.9-1.2 T,, the dissolving gas is highly
compressible in the vicinity of the critical pressure (P)). The solubility
parameter (&) correspondingly increases upon compression, and the density
becomes liquid-like beyond the critical pressure, resulting in increased
dissolution into the liquid phase causing the liquid phase to visibly swell or
expand. In this manner, CO, (P, = 73.8 bar; T, = 31.1°C) expands several
conventional solvents several-fold volumetrically at room temperature (~20°C)
and at tens of bars. In the same pressure domain, transport properties such as
diffusivity and viscosity are also sensitively tuned with pressure. The
quantitative variations (i.e., tunability) of the physical properties of CXLs are
discussed in detail in a recent review (8). As the temperature is increased beyond
1.2 T, (~90°C), the compressibility and the solubility parameter of CO,
diminish. Consequently, the ability to expand a liquid phase at mild pressures is
severely hampered, and pressures well above 100 bars would be needed to effect
any appreciable volumetric expansion of the liquid phase.
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Based on the understanding of the tunability of those properties facilitating
the use of GXLs, the expanding gas could either be an inert solvent medium
(such as CO,), a substrate (such as propylene or ethylene) or even an oxidant
(such as O;). The use of CO, to expand liquid reaction phases and to
significantly improve solubilities of reactant gases, such as O,, H, and CO, has
resulted in commensurate process intensification in cases where gas starvation in
the reaction phase is rate-limiting. Recently, we extended the technique to
enhance the solubility of light olefins such as propylene (P, = 46.1 bar; T, =
91°C) and ethylene (P, = 50.8 bar; T, = 9.5°C)) in aqueous reaction phases
containing a miscible alcohol (9). In the 25-40°C range, the light olefins may be
substantially dissolved into the liquid phase at mild pressures. In this manner,
dramatically enhanced yields of propylene oxide are attainable at mild pressures
during homogeneous catalytic propylene epoxidation with hydrogen peroxide, as
discussed in a later section. This amounts to a substrate expanded liquid (SXL)
for the intensified reaction. Very recently, we have been able to demonstrate a
reagent expanded liquid (RXL) using ozone (P, = 55.73 bar; T, = 260.95 K) as
the reagent/oxidant and CO, as the liquid phase (10). Thus, it may be possible to
exploit the critical properties of any gas that is a major component in a chemical
reaction to increase its availability in the reaction phase by pressure
intensification, thereby enhancing the reaction rate.

Principles of Catalyst Design

A simple perspective on the essential properties that make a catalyst
valuable anticipates many motivating factors that have influenced the chemistry
described here. First of all, sustainability is essential in chemical processes
throughout this modern culture, whether the system be confined to a test tube in
a high school laboratory or be secured in huge reactors behind fences in a
commodity scale manufacturing plant. Sustainability reflects health and safety
matters, the local maintenance of the environment, the preservation of planet
earth and its habitability, and economic viability. These sustainability factors
ought to be pertinent to all situations and locations. Green chemistry teaches us
that since risk is a function of hazard and exposure, risk is only truly minimized
by elimination of the hazard; i.e., exposure is not infinitely controllable. This is
the chemists’ basis for choosing to work with those elements that are least likely
to present hazards; i.e., use iron instead of chromium, oxygen instead of
chlorine, etc. Sustainability has a strongly compelling financial component;
green chemistry provides no benefit when it is not implemented. Practically, the
increasingly rare precious metals will not be first choices when catalysts will be
lost to the environment, or simply lost, for that matter.

In an example from one of the author’s laboratories (11, 12) a homogeneous
catalyst was to be designed for a consumer application that needed only a mild
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oxidizing agent for a commodity market. The fact that the proposed market is that
of commodities suggests that sustainability is most likely for a catalyst based on
one of the less expensive metals from the first transition element series in the
periodic table. The vast literature of bio-inorganic chemistry makes it clear that
nature manages much of its oxidation chemistry around the three metallic elements
copper, iron and manganese. Copper presents more of a hazard than iron and
manganese so these would be the two metallic elements of choice for this proposed
new catalyst--call it the Tim and Daryle catalyst (T&D cat) (13, 14).

The first technical requirement for a useful catalyst is efficacy, the ability to
accelerate the targeted reaction enough to make the catalyst system competitive
with alternative catalysts, if any exist. For oxidative catalysis, this implies an
oxidizing potential that is high enough to produce complete oxidation in an
acceptable contact time. In a real sense, selectivity defines the opposite boundary
that makes an oxidation catalyst useful. Such a selective oxidation catalyst
accomplishes the targeted oxidation (is efficacious) without over-oxidizing or
triggering parallel oxidation pathways to undesirable alternative products (is
selective). It is obvious that too potent an oxidizing capability may lead to
undesirable results, even including destruction of the desired product.
Mechanistic sources of selectivity can be even more selective than those based
on oxidizing power since chemical systems undergoing oxidation often involve
two or more reaction pathways occurring in parallel and varying in mechanism
and selectivity. For example, oxygen atom insertion reactions, which are
fundamentally 2-electron processes, may be accompanied by the most common,
and often highly non-selective, 1-electron processes, radical reactions. In nature,
the activated oxidation site may be extremely powerful, and selectivity may be
achieved by binding only the chosen substrates. (Figure 1). For practical
applications, that may not be the most effective way to achieve selectivity. The
proposed use suggested that a metal ion in a moderate oxidation state might
provide selectivity due to limited oxidizing power. Since unsaturated ligands,
anionic ligands, and redox active ligands favor strongly oxidizing high oxidation
states, new ligands were designed by using only uncharged, tertiary nitrogen
donors in the primary ligand for T&D cat (15-17).

The in-service lifetime of a catalyst may determine its value for a particular
use. For example, the manufacture of a low profit margin commodity chemical
may require very long catalyst life (even if it is cheap), while a medicine that
catalyzes an in vitro process may soon be delivered to the environment, making
its short in-service or environmental lifetime a necessity. It follows that,
depending on the specific case, catalysts must be designed for either long or
short term durability. The catalyst must function for the necessary in-service
lifetime, and it may be very important that it not remain functional after its use
has terminated. Now, returning to the T&D cat, the proposed use of the catalyst
would require its presence in a highly basic solution (pH ~10) for something like
an hour at a temperature that might be ~50°C. After that, the solution containing



150

Activated iron

Free porphyrin ligand  Usual porphyrin complex porphyrin

note ionizable protons note charges; n=2or3 “Compound I”
note nt+ =4+ &
ligand radical

Figure 1. Activated enzyme site via highly oxidized metal ion
plus redox active ligand

the dissolved catalyst would be poured into a community sewer system. Ideally
the T&D catalyst should be stable for substantially over an hour, but it should
decompose in a matter of multiple hours in the environment. Recall that the
central metal ions are to be either iron or manganese, so the basic cost is not a
problem, nor is the return of the metal to the soil as rust in the case of iron or as
mixed manganese oxides. In fact, in strong base the challenge is to assure
stability of the catalyst in the basic aqueous environment for well over an hour
since manganese and iron complexes are notorious for the zest with which they
are precipitated into rust or mixed manganese oxides. The first choice (18, 19)
would be a cage-like ligand that encompasses the metal ions (called cryptands),
but that would leave no points of attack on the metal ion. To approach cryptate
(complex of metal ion with cryptand) stability, bridged macrocyclic ligands
(Structure 1) were used. Experiments proved that the complex was millions of
times more stable in acid solution than anything short of a cryptate (20, 21).
Experiment also showed that, in base, the manganese is air oxidized to
manganese(III), and that complex is indefinitely stable in solution. The
durability of the catalyst is well demonstrated.

Certainly the technical management of chemical processes illustrates the
venerable slogan “knowledge is power”, and for a given system, the definability
of all those parameters and variables that determine the behavior of a chemical
process is a matter of major concern. In the limit, detailed understanding of the
thermodynamic and mechanistic details of the system is of the utmost value.
However, one rarely understands a complex chemical process in ultimate
fundamental detail. In the case of the T&D catalyst the maximum oxidation state
attainable by the manganese derivative is 4+, and the oxidizing power proved to
be moderate as expected (12, 16). Further, the weakly oxidizing power of this
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Mn*" species was found to be accompanied by strong catalytic activation of
oxygen transfer to olefins, forming epoxides. In fact the activated catalyst itself
has been found to oxidize substrates, gently, by three mechanisms, the dominant
mechanism being the clean oxygen atom transfer process. Thus the T&D catalyst
exemplifies the goal of finding selectivity through mechanistic definability.

In summary, the value of a catalyst system may be judged by the five
factors: efficacy, selectivity, durability, definability and sustainability, and as the
discussion proceeds, these considerations will reappear both with and without
notice.

Co(salen) Studies: First Use of CXLs in Catalytic Oxidations

Background in catalytic studies in scCO,

The University of Kansas group began research on catalytic oxidation
reactions in dense phase CO, with supercritical CO,, building on the previous
work mentioned above. Because O, is the much used and least expensive oxidant
for commercial applications and because O, is infinitely miscible with scCO,,
the catalysts chosen for early studies were cobalt oxygen carriers (22). These
species were already well known as moderate oxidation catalysts, but had not
been examined in media providing such high concentrations of O,. Co"(Salen),
the parent of such a family of Schiff base catalysts, was soon found to be
insoluble in scCO,, but a readily available, heavily substituted derivative
(Co(salen*) known as Jacobson’s catalyst showed considerable solubility and
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was used extensively (see Structures 2 and 3). The oxidation of phenols to
quinones was chosen as the reaction to be studied, and 2,6-di-t-butylphenol
(DTBP) was the substrate most studied in reactions conducted at 70°C and 207
bar in pure scCO, as the solvent. Reactions were carried out in cylindrical view-
cell reactors of 10 and 17 mL volume, having sapphire windows at each end,
fitted for fiber optics for UV/vis spectroscopic monitoring. Five ports, located
midway between the ends of the cylinder, provide connections for gas inlet and
exit, a sampling system, a pressure transducer, a thermocouple and a liquid
injection/safety rupture disk. All reactions were conducted under a
predetermined pressure of pure O,. At the end of the batch reactions, samples
were recovered, internal standards added, and analysis conducted by GC/FID
and/or GC/MS. The reactions were complete in ~21 hours and the ratio of the
desired product, 2,6-di-t-butylquinone to the dimeric by-product, 3,5,3°,5’-tetra-
t-butyl-4,4’-diphenoquinone (TTDBQ) determined the selectivity. Interestingly,
varying the temperature from 50 to 90 'C showed a strong temperature
dependence on the part of conversion, but a selectivity that is temperature
independent (Figure 2). As Scheme 1 shows, this supports the expectations that
conversion involves hydrogen abstraction producing a phenoxy radical, a
process that should indeed be associated with a sizable enthalpy of activation. In
contrast, both the product and by-product forming reactions involve radical-
radical coupling, reactions that should involve minimal activation enthalpies.
The dependence of the reaction on O, concentration is equally in agreement with
the simple representation of the mechanism in Scheme 1. As O, partial pressure
is increased, the conversion initially increases in proportion to the concentration,
but it eventually saturates (Figure 3). This indicates that the true catalyst is the
0, adduct, (salen*)(AL)Co™-OO0-, where the O, is represented as the superoxide
radical anion that is believed to be its structure in oxygen adducts with cobalt
(23, 24). When every cobalt is bound to an O, molecule there is relatively little
effect on conversion if more O, is added. However, high O, concentrations
enjoy an additional advantage. Selectivity in favor of the desired DTBQ is best
(~90%) at very high O,/DTBP ratios. AL means axial ligand and in this work
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Figure 2. Co(salen*) Studies: Temperature dependence of conversion and
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Figure 3. Co(salen*) Studies: Saturation of O, conversion dependence
inscCO,. [DTBP]=9.2 mM; [Co(Salen*)] = 0.46 mM; [Me-Im = 0.59 mM;
pTotal = 207 bar; T = 70 °C; Reaction time = 21 h. (Reproduced with
permission from reference 22. Copyright 2001 American Chemical Society.)
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AL was usually the base N-methylimidazole, MIm. Strong O, binding only
occurs when an axial ligand is also bound to the cobalt(II), so it is not surprising
that conversion to products increased with AL concentration, but only up to the
point where an equivalent of the axial ligand had been added. This dependence
will be discussed later in more detail. Overall, oxidation with Co(salen*) in
scCO, gave promise of more selective reactions, but the reactivity appeared not
to exceed that attainable in organic solvents.

Moving into CXLs as Media for Catalytic Oxidations

Mixed solvents composed of organic liquids and CO, have been known and
studied for many years (25), and were best known in separations for a variety of
purposes (26, 27). The phase behavior associated with the use of CXLs was
studied experimentally and modeled by De la Fuente Badilla (28) and more
recently by Laird and coworkers (29). Shortly thereafter, CXLs were introduced
into reaction chemistry in studies of catalytic oxidation reactions in these
laboratories (30). In that first work, the practical enhancement of O, solubility
over that available in other sustainable media was reported (Figure 4), and the
dependence of catalyst solubility on the extent of CO, expansion over the
original volume of organic solvent was defined in terms of the maximum
homogeneous expansion limit (MHEL) for a given initial concentration of a
solid solute. Using the same reaction system that is described above for scCO,,
except for solvent, it was easy to display the kinetic advantage of the CXL, using
simple batch reactions, as shown in Figure 5 . Scheme 1 above describes the
reactions in both media (scCO,, CXL) equally well. CXLs exhibit both reaction
and environmental advantages over either scCO, or the organic solvent for
oxidation reactions (31). The behavior pattern for the reaction system is similar
in CXLs to that described for scCO,, except for the major advantages that are
associated with the mixed solvents. For example, conversion shows a strong
temperature dependence whereas selectivity is insensitive to temperature. The
reaction advantages of CXLs are manifold: (1) as much as two orders of
magnitude greater O, solubility; (2) increased solubility of the catalysts; e.g.,
unsubstituted Co(salen) has sufficient solubility to perform well; (3) greater
turnover frequencies; (4) equal or better selectivities than those in either solvent
component alone; (5) easy catalyst separation post-reaction; i.e., simply increase
the amount of CO, until the catalyst precipitates. These reaction advantages are
accompanied by the environmental and economic advantages for CXLs over
both the organic liquid and scCO,: (1) replacement of a large fraction of organic
solvent (~20-80%) with environmentally benign CO,; (2) operations proceed at
lower total pressures (tens instead of hundreds of bars); (3) safer operations
result from the dominant presence of inert CO, in both the gas and liquid phases,
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the higher heat capacity of CO, in general, but especially in the near-critical
region; (4) lower pressures and higher reaction rates favor lower operating costs.

Recent research investigated how the basicity of the axial ligand (AL)
affects the activity of the catalyst (32, 33), using five axial ligands,
methylimidazole, pyridine, water, acetonitrile, and triethylamine, and with 2,6-
di-tert-butyl phenol as the substrate. Batch catalytic reactions were carried out
with all five ligands at two different Co(salen) to AL ratios, one and ten. At the
1:1 ratio, the most powerful ligands were completely bound to the cobalt,
producing the maximum rate of catalysis for that system. This is because the
axial ligand is necessary in order to have effective O, binding to cobalt, and it is
necessary for there to be a 6™ vacant site available on the cobalt to bind the
oxygen molecule (Figure 6). These (1:1) results are summarized in Figure 7,
showing that triethylamine and N-methylimidazole are both strongly binding and
similarly effective in supporting catalysis by Co(salen). In contrast, pyridine,
acetonitrile and water are less effective. At the higher AL concentration, both
the triethylamine and the N-methylimidazole systems are less effective reflecting
the fact that the strong ligands compete for the binding site needed for O,
binding. Also when present in excess, acetonitrile and pyridine approach the
triethylamine in reactivity, a result that emphasizes the fact that, while an axial
ligand is essential for good O, binding to the cobalt atom in Co(salen), the
system is not very sensitive to the particular base that serves as the AL. In
addition to substituted quinones, (34) Co(salen) has been studied as a catalyst for
the O, oxidation of cyclooctane (35), alcohols (36) including veratryl alcohol
(37, 38) and methylindole (39).

>
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x

Figure 6. Co(salen) Studies: Structure of the Co(salen) complex with oxygen
and pyridine as axial ligands.
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(Co(salen):axial ligand = 1:1): 1, triethylamine; 2, methylimidazole; 3,
pyridine; 4, acetonitrile; 5, water; cat:sub:oxidant ratio= 1:80:800; cat=0.8
mM; CHCl;solvent; V/V,, 2; T, 40 °C; P, 55-63 bars; V, 3.5mL; t, 9 h.
(Reproduced with permission from reference 32. Copyright Elsevier.)

To better define the substrates appropriate for O, oxidations using the
Co(salen)(AL) catalyst, selected substrates of varying Bond Dissociation
Energies (BDEs) were studied. Specifically these experiments indicate the ability
of the catalyst system to perform 1-electron oxidations in which an electron and
proton are removed from the substrate.

Table I shows that substrates whose most easily abstracted hydrogens have
BDEs < 91 kcal/mol are suitable for this catalyst system.

TPA Process Co/O/HOACc oxidation systems

Over 30 million metric tons of terephthalic acid (TPA) (40,41) are produced
each year with a healthy growth rate apparent in the construction of new
manufacturing plants, a fact that opens the possibility for the incorporation of
new sustainable processes in the industry. Most of the existing plants have
existed for decades and use 40 year old, but improved, technology. The reaction
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Table I. Reactivity of Co(salen)(MeIM) catalyst system.

(C-H)BDE o Products identified
Substrate (kealmo) | XY with GC/MS

1,4-cyclohexadiene 73 85 Benzene
Cyclohexene 82 76 Cyclohexene-ol,

Cyclohexene-one

Benzaldehyde,
Toluene 91 20 Benzoic acid
Cyclohexane 100 0 -

SOURCE: Reproduced with permission from reference 32. Copyright Elsevier.

conditions are severe for a homogeneous catalytic process, most of them using
corrosive bromide in acidic media, producing much carbon dioxide, mostly from
the destruction of acetic acid solvent. Several versions of the process are used,
exemplified by the MidCentury (MC) Process which uses a cobalt acetate,
manganese acetate, alkali or hydrogen bromide catalyst in acetic acid, operating
in the temperature range between 180 and 220°C under a pressure ~30 bar.
Despite the challenges, the MidCentury and related processes remain in
profitable use and may be characterized as marvels of expert process fine tuning,
partly necessary because of a number of factors, several affecting the purity of
the final product, TPA: (a) many intermediates have transient existence in the
course of transforming p-xylene into terephthalic acid (Scheme 2), (b) the
product of interest (TPA) and the most stable intermediate (p-toluic acid) have
limited solubilities in the reaction medium, (c) another contaminating
intermediate (4-CBA) is readily occluded in the crystallizing TPA product, (d)
O,, the primary oxidant, has very limited solubility under the reaction conditions,
(e) the solubilities of catalyst components are influenced by reaction variables.

In a program dedicated to providing alternative technologies for all
chemical applications, O, oxidation reactions demand close attention for a
number of reasons, including their economic advantage, the facts that O, from
the air is the only truly green oxidant and the basic oxidation system is, in
principle, applicable on all scales from the laboratory, to fine chemicals, to the
commodities, the latter exemplified by TPA production. The sustainable
versions of the process would be expected to vary with the economic and other
constraints of a given market. In dealing with O, as an oxidant, flammability and
explosive limits are matters of constant concern. These risks can be strongly
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alleviated in CXLs, providing strong motivation for their consideration as
alternative media for the MidCentury and related processes.

Lessons from the Shell Process

With a T,=31°C and P, = 74 bar, the compressibility of CO, that facilitates
the forming of CXLs in the solvent of choice, acetic acid, directs attention to the
TPA processes operating under much milder temperatures than the MC process.
This focused initial studies on the Shell Process which operates between 80 and
130°C, using cobalt and zirconium acetates in a molar ratio of 7/1 as the catalyst
system in acetic acid (42-44). The lower temperature range and the absence of
corrosive bromide are major advantages, but disadvantages include the
requirement for significantly higher catalyst concentrations (~0.IM vs
thousandths M), low conversion, and incomplete oxidation of intermediates in
the transformation of p-xylene into TPA. Figure 8 very simply displays the
increase in TPA yield (background bars) that accompanies replacement of N, as
the inert gas in the system with CO,, especially at higher gas pressures where
CXLs are more likely to form. The light blue overlapping bars show the
concentration of the contaminating 4-carboxybenzaldehyde (4-CBA). The yields
of 4-CBA appear on the right in the graph. The 4-CBA impurity also decreases
dramatically upon replacing N, with CO, in the system. However, these
advantages are accompanied by certain disadvantages. Optimization in the CO,
systems requires more zirconium than the traditional Shell system, Co/Zr moves
from 7/1 to 3.5/1. Also, the solubility of the catalyst is problematic. Whereas
the presence of zirconium acetate improves the solubility of cobalt acetate in
acetic acid at 120°C, in the presence of reasonable concentrations of the p-
xylene substrate, the solubility enhancement due to zirconium disappears in the
presence of reasonable concentrations of the p-xylene substrate (Figure 9). It
may be concluded that the positive advantages of CO, media for the Shell
process are substantial, but the process is not a competitive one.

Radical Initiated Processes

Additional environmental benefits are to be expected if catalytic air or O,
oxidation could be used to replace stoichiometric oxidation processes using large
amounts of environmentally undesirable materials such as heavy metals like
chromium, copper, manganese, or the halogens, especially chlorine, or bromine.
This concept and/or the desire to make the MC process proceed at lower
temperatures have motivated research using organic reagents as promoters or
initiators in O, oxidation systems (45-47). In 1960, Brill reported the oxidation
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Figure 8. TPA Studies: Yields of TPA product and CBA contaminant in the
presence of N, and CO; in Shell Process Experiments. Red bars (left labels)
indicates yield of TPA; Blue-gray bars (right labels) indicate 4-carboxy-
benzaldehyde yields. Reproduced with permission from reference 33.

of p-xylene directly to terephthalic acid using methyl ethyl ketone (MEK) as the
promoter (48). In 1977 the activating effect of zirconium acetate, ZrO(OAc),,
was reported by Chester (49), replacing both bromide and manganese acetate
and laying the ground work for the Shell patent (44). The addition of small
amounts of CO, to the medium in the MC process (50,51) led to a
correspondingly small increase in the yield of TPA from p-xylene, or, in the
case of toluene, benzoic acid. In that early study, the amount of added CO, was
not significant enough to form a CXL.

Since cobalt is the main catalyst in the many MC-related processes, the
primary hydrogen atom abstraction of the process, converting toluene or p-
xylene into the corresponding benzyl radical, is often attributed to a Co(III)
species (52/53), but this can hardly be the sole contribution of the cobalt. The
function of zirconium acetate in a radical chain reaction must be questioned
because of its nature as a Lewis acid catalyst. It has been suggested that the
Zr(IV) may promote the oxidation of Mn(II) to Mn(III), but the mechanism
remains uncertain (54). Considering the tendency of metal acetates to form
clusters in acetic acid, Chester suggested that zirconium may intercede and
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produce monomeric cobalt(Ill) in the reactor by forming weakly bound
cobalt/zirconium clusters (49). In contrast, Partenheimer focused on the strong
Lewis acid character of zirconium(IV) and pointed out the likelihood that it
might catalyze the dehydration of the intermediate benzyl hydroperoxide to yield
a second intermediate benzaldehyde, both of which are highly probable reactants
in these systems (55). The initiator ketone may shorten the induction time in the
MC process by accelerating cobalt oxidation (56). Ketones have been credited
with promoting the oxidation of cobalt(II) by forming hydroperoxides which
readily oxidize Co(II) to cobalt(III) under some circumstances (48). In turn, this
could contribute to sustaining a catalytically competent cobalt(III) concentration
in the reaction.

The work reported here has brought together all of the aforementioned
beneficial factors. Cobalt acetate is the main catalyst, ketones having secondary
hydrogens are used as initiators producing organic radicals, zirconium is present
as the Lewis acid component of this complex catalyst system and studies have
been performed using dense phase CO,, providing both safety and enhanced O,
solubility, along with adjustable solvent parameters and improved transport
properties. The toluene and p-toluic acid are the test substrates and the reaction
conditions are mild. The ketones chosen to characterize the dependence of
productivity on initiator are shown in Scheme 3. The data in Table 1I (57) show
the relative reactivities as a function of the ketone initiator in systems using all
three synergistic components, cobalt and zirconium acetates and a ketone.
Reaction conditions were chosen to minimize the reactivity of the weakest
initiator; i.e., only negligible reactivity was observed with MEK in this case.
These conditions clearly show that the relative effects of the several initiators
decrease as the reactivities of their hydrogen atoms decrease. Catalytic activities
are: triacetyl methane (TAM) > diacetyl methane (“acac”, alias acetylacetone) >
2,3-pentanedione (2,3-PD) > MEK. Significantly, entry # S shows that, when
present as a ligand directly bonded to the zirconium(IV) ion, diacetylmethane is
more effective than its more highly substituted sibling, triacetylmethane. This
suggests mechanistic relationships between the zirconium and the ketone, but
their nature remains unclear. One can speculate that the binding of the radical
initiator (ketone) to the Lewis acid (zirconium(IV)) makes a multibody/multistep
process, such as successive formation and destruction of a peroxide, into a
unimolecular process. This perspective receives substantial support in a second
example of the coupling of two components of a cobalt/radical initiator catalyst
system. The catalytic system, Co/Zr(acac),, has also been used to demonstrate
the advantages of CO, enriched media. In these experiments, the Zr/Co molar
ratio was kept at 1/6 and, accordingly, the acac/Co molar ratio was 4/6, and,
unless otherwise stated, the CO, pressure was applied at 26 bar. Experiments
involving the oxidation of toluene, with either N, or CO, as the inert component,
were run at 80°, 60° and 50°C and the results are shown below.
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Benzoic acid yields at 80°C: N,/O, 93.3% (5 hrs); CO,/O,, 91.3% (5 hrs).

Benzoic acid yields at 50°C: N,/O, 41.1% (48 hrs); CO,/O,, 80.5% (48 hrs)
Benzoic acid yields at 60°C: N,/O, 87.3% (28 hrs); CO,/O,, 89.0% (24 hrs)

These preliminary studies show a CO, effect that is far more evident at
lower reaction temperatures. It is plausible that the burning of acetic acid
solvent will be significantly curtailed at the lower temperatures, although this
could not be verified easily due to the abundance of the added CO, in the gas
phase.

As indicated in studies related to the Shell version of the TPA process,
lower temperature reactions generally require high catalyst concentrations,
commonly with [Co*"] ~0.1 M and with a substrate/catalyst ratio in the vicinity
of 10. With an effective catalyst, increased O, solubility and more favorable
transport conditions associated with CO, as a solvent component should
facilitate operations at lower, more sustainable catalyst concentrations.

To test these relationships, a cobalt concentration was sought at which the
CO, reaction system performs well but the system based on N, is relatively
unproductive. Figure 10 uses the rate at which the pressure of O, in contact with
the reacting solution decreases during reaction to zero under such a set of
conditions. At a Co/toluene ratio of 3/80 and 80°C the reaction under the N,/O,
gaseous mixture is severely retarded, while an 83% yield of benzoic acid is
produced under CO,/O,. Clearly the Co(OAc),/Zr(acac), catalyst system shows
much promise under moderate reaction conditions, especially in CXLs.

Co(OAc); with N-Hydroxysuccinimide, a Highly Versatile Catalyst

Having explored the common and most studied N-hydroxyimides, including
phthalimide, for their effectiveness as promoters in O, oxidations with only
cobalt acetate as a catalyst, N-hydroxysuccinimide has been found to be
exceptionally versatile in the range of reactions it will promote, at
characteristically low temperatures, as Table III shows (58). It should be
emphasized that the times given are contact times and, in most cases, are much
longer than the period of time during which the reaction actually occurs in these
batch reactions. The latter has been monitored in many cases by the fall in
pressure due to the use of O,. Also, these data are the results of exploratory
experiments and do not represent optimization. Having qualified these
preliminary studies, it must be reiterated that this catalyst oxidizes a huge range
of substrates and deserves consideration for replacement of many stoichiometric
oxidation systems. As examples in the patent application (58) show, the huge
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range of substrates includes hydrogen abstraction from allylic and benzylic
groups, olefin epoxidations, cyclic olefin cleavages and saturated ring cleavages.
Because of the relatively high operating temperature for the MC process,
~200°C, the ability of these Co(OAc),/NHSI catalyst systems to generate high
yields of white TPA with mild CXLs is displayed. More impressive is the ability
of this catalyst system to take cyclohexane directly to adipic acid in substantial
yields at 80°C. Similar experiments with other cycloalkanes give very
interesting products under similarly mild conditions; e.g., such difunctional
major products as 2,6-diheptanedione from 1,2-dimethyl cyclohexane,
octanedioic acid from cyclooctene, and 5-ketohexanoic acid from
1-methylpentene are all candidate polymer intermediates. p-Nitrotoluene is an
intermediate for the synthesis of Novocain. Scheme 4 indicates the relative
amounts of the multiple products from some of these systems. Recognizing that
the results are preliminary in nature, the yields of some of these materials are
interesting and deserve further exploration aimed at optimization. Further it is
apparent that selectivity can be adjusted with temperature in many cases. For
example, the reaction with cyclohexene is limited to epoxidation at 25-40°C, but
ring cleavage occurs in the range from 80 to 100°C, producing the diacid and
other products. It is not clear why NHSI is much better than, especially, the
much studied N-hydroxyphthalimide. On the basis of the BDE of the OH
linkage in NHSI, this promoter is intermediate in character when compared to
other compounds with the same functional group. Investigation of the
coordination chemistry of the Co®'/NHSI system in the solvent (HOAc) has
suggested a similarity in the behavior of this system and the Co/Zr(acac),
catalyst system described above. Isothermal calorimetry has shown that two
moles of the N-hydroxysuccinimidate anion can be coordinated to a single
cobalt(Il) ion (Figures 11 and 12). The binding of the first mole of ligand is
highly exothermic (AH = -56 kcal/mol) while the second is endothermic (AH =
+13 kcal/mol). Further, the diaqua adduct of the 2:1 complex has been
crystallized from an acetic acid solution prepared under reaction conditions and
the structure has been determined (Figure 11).

Benchmark MC Process

The MC Process was benchmarked (33) as a semi-continuous process with
continuous air flow, pulsed p-xylene addition, and retention of the precipitated
TPA product, using a 50 mL automated stirred titanium Paar reactor (Figure 13).
Having considered several sources, the MC Process parameters used in studies at
CEBC were from U.S. Patent 6,153,790 (44). The catalyst composition was
Co:Mn:Br = 1:1:1 with the catalyst present in the reaction at 2.0 mM
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Figure 11. TPA Studies: Crystal structure of
diaquabis(N-hydroxysuccinimidato)cobalt(Il).

concentration. The solvent was acetic acid containing 6-7% water, and the
reactions were conducted at 200+4°C, with a stirring rate of 1200 rpm. Typical
benchmarking data are shown in Table IV.

The products listed under S (for selectivity) reflect the dominant products
encountered in the air oxidation of p-xylene. In addition to the terephthalic acid
product, TPA, p-toluic acid, PTA, or P, is often a product because it is more
difficult to oxidize than the other intermediates and the starting material.

4-Carboxybenzaldehyde, CBA or C, tends to be occluded in the
precipitating TPA as the process proceeds and it is an undesirable contaminant,
both leading to discoloration of the white TPA and interfering with its use in
polymer formation. In this challenging system, these and most but not all of the
by-products are intermediates in the conversion of the substrate to TPA, so that
their elimination is essential to obtain a product of the necessary purity. As is
evident in the data of Table IV, the color of the solid product is a crude indicator
of its purity, decreasing in intensity as the purity of the product improves. This is
a simple example of the tuning necessary to conduct the MC Process. The rate of
stirring, which influences the gas/liquid mixing, is very important and initial
experiments with stirring rates of several hundred rpm yielded unacceptable
product quality. Further, air must be sparged at high flow rates into the liquid
phase and the flow rate of p-xylene must be mediated in order to prevent oxygen
starvation and its adverse consequences on product selectivity. In this reactor
and under these conditions, product quality improves up to 1200 rpm, but higher
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Figure 12. TPA Studies. Isothermal titration calorimetry results confirm
existence of Co” (NHSI)" and Co(NHST),” complexes in acetic acid solution.
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Table IV. Benchmark data for the MidCentury Process,
based on U.S. Patent 6,153,790. °

S# (”"/L“ 2:;3 v(slom) | X (x0.3%) | S ((T*/‘éf;f’) Col ;’8;’: :j’ids
1| 31| 30 5 77 |8053/14 | Yellow (8.5)
2 | 31| 30 25 95 | 95/1/4 | Yellow(5.2)
3135 | 30 25 99.6 | 98/0.12 | Yellow (2.8)
4 | 35 | 33 25 99.5 |99+ White(0.05)

? Vi - liquid volume; v = air flow rate; p-xylene addition rate = 0.1 ml/min; X = p-xylene
conversion; S = selectivity , for T = terephthalic acid; C = 4-carboxybenzaldehyde; P =
p-toluic acid; OD,4o = optical density of crude TPA measured at 400 nm.

SOURCE: Reproduced with permission from reference 33.

stirring rates are without further effect, signifying the maximum extent to which
the gas/liquid mass transfer rates can be improved with this system. The vigorous
stirring and air sparging at high rates requires the maintenance of a free overhead
reactor volume of approximately 50-67% of the total reactor volume (~50 mL)
to accommodate the froth and assure return of splashing solids to the bulk of the
liquid system. These researchers have been assured by experienced BP personnel
that MC Process reactor optimization to maximize gas-liquid contact in the MC
process is challenging and depends upon both the reactor configuration and
scale. Indeed, the operating parameters for a desired product quality change if
such minor changes as the placement of the O, sparger and p-xylene input rates
are altered. Under the operating conditions of Table IV, a reactor pressure of 33
bar (air + solvent vapor) is necessary, whereas the literature reliably reports 30
bar. Under the conditions stated for the bottom line of Table IV, TPA selectivity
is > 99% and the color intensity is very low (OD4p=0.05). The results of our
benchmarking studies and of others (59) strongly suggest that even at lower
temperatures (as low as 120°C) compared to the MC process (200°C), the
oxidation rates are so high that the O, is essentially consumed at the gas-liquid
interface. This result is significant and clearly reinforces the need to overcome
O, starvation in the MC process to both prevent incomplete oxidation that results
in unacceptable product quality and ensure full utilization of the substrate to
maximize productivity. The design and operation (and any future improvement)
of the industrial scale MC process are aimed at eliminating these potential
process drawbacks.
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MC-like Processes in Dense CO,

With the benchmark as guidance, the exploration of TPA systems that might
enjoy competitive advantages over MCP has moved on to evaluating the benefits
of replacing the inert N, of the air with CO,. In the simplest version, these
systems simply replace the inert N, with CO, while retaining other reaction
variables constant. Most notably, this retains the 200°C operating temperature, a
condition under which CXLs are not likely to form. The results summarized in
Table V indicate that performance with CO, as the inert gas is essentially as
good as the benchmark experiments using air as the oxidant plus inert.

Table V. p-Xylene oxidation under MCP conditions,
but replacing N, with CO,.*

.. S (+0.5%) Color of solids
0,
S# PX Additionrate | X (£0.3%) | (T/C/P) (ODyg)
1 | 1 mlat0.1 ml/min 99.4 99+% White (0.08)
2 | 1 mlat0.2 ml/min 99.6 99+% White (0.12)

“ Reaction conditions: Co = 600 ppm; Cl:Mn:Br = 1:1.1:1; Stirring rate = 1220 rpm; T =
200 °C; Vi = 35 mL; p-xylene flow rate = 0.08 ml/min for 20 min; other definitions
same as in Table V.

SOURCE: Reproduced with permission from reference 33.

As reference 33 indicates, operating the TPA processes under CO, at
reduced temperatures to produce CXLs offers additional challenges. These are
under study as we seek to evaluate the promise of CXLs for the various versions
of the MC process.

The New PO process
The Process and Its Origins

Inspired by the facile and successful epoxidation of higher (Cs.) olefins, this
research focused on the epoxidation of light olefins for very sound reasons
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(60,61). Over six million metric tons of propylene oxide are produced each year
and industry is planning or constructing additional facilities. The chlorohydrin
process and the peroxidation process (62,63) are the most widely practiced
technologies and they represent the fact that current propylene to propylene
oxide processes are not sustainable in terms of today’s environmental
perspective. The chlorohydrin process begins with propylene, chlorine, and lime,
producing the epoxide, and large amounts of calcium chloride as waste. The
peroxidation process begins with isobutane and O, which it converts to t-butyl
hydroperoxide, and then uses that oxidant to epoxidize the propylene. Major
limitations are the elevated reaction temperature and the production of twice as
much by-product, t-butanol, as desired product, propylene oxide. Major
companies are currently building or planning new manufacturing facilities to
exploit hydrogen peroxide propylene oxidation (HPPO) technologies for the
conversion of propylene to propylene oxide (64). BASF and Dow are planning a
300,000 metric ton PO plant with a 230,000 ton H,O, plant on site. Degussa and
Uhde, in Germany, and SKC, a Korean Company, plan a 100,000 ton/year PO
manufacturing facility, to be supplied by an H,O, plant to be operated by
Degussa and Headwaters. These initiatives reflect the need for new sustainable
technologies for the conversion of light olefins into their many useful oxidation
products. The catalysts to be used in the planned facilities are proprietary,
although literature reports suggest that they may be some version of titanium(IV)
on silica.

An exceptionally active organometallic catalyst, methyltrioxorhenium
(MTO), has been proposed in two alternative processes for propylene oxide
production. Herrmann (65) proposed the H,O, oxidation at low temperatures
(-10°C) in media from which the water had been removed, ostensibly to prevent
hydrolysis of the propylene oxide. Crocco patented an MTO process using
H,0,, produced by O, oxidation of a ternary benzylic alcohol solvent, and also
operating at low water concentrations. Advantages of this process are a ~20°C
higher operating temperature and the introduction of pyridine as a preferred
accelerating ligand (66). A third MTO/PO process, that is being developed in the
laboratories of the authors, the pressure intensified MTO process (67), is
illustrated in Figure 14. This diagram emphasizes the biphasic (gas/liquid)
nature of a propylene to propylene oxide process that uses an oxidant (H,0,) and
catalyst in solution. The gaseous propylene substrate has relatively little
solubility in the wet methanol solution at ambient conditions so that this kind of
process can easily become both solubility and transport limited.

The CO,-based catalytic epoxidation research began in the authors’
laboratories with the background described above, beginning with studies of O,
oxidations in various solvents including CXLs. That work was followed by the
demonstration, also above, that CO, accelerates H,0, epoxidation reactions by
converting biphasic phase transfer systems, involving pairs of immiscible
liquids such as water and an organic solvent, into homogeneous reaction
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Gas Distilled

Liquid Homogeneous
H 0+/H 0 Methyltrioxorhenium
2~21 2 Pyridine N-oxide, CH,OH

Figure 14. Pressure Intensified MTO process for PO production, a mixed
gas/liquid phase process. Reproduced with permission from reference 60.

H,0,/A O:O O:OH
- +
O H,0/CH,CN/CO, OH

30°C

Scheme 5. First monophasic epoxidation reaction using CXL media.
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systems within a single CXL phase Scheme 5. Building on these beginnings,
the first light olefin experiments used a methanol CXL as the solvent for the
MTO catalyzed PO process. The bar graph that is Figure 15 shows at least
three issues worthy of comment. First of all, the conversions in all cases were
quite good. Second, the least conversion is that for the CXL. In fact, by
applying only the gas pressure due to the volatile substrate, propylene, and the
vapor in equilibrium with the liquid phase consisting of methanol and water, a
substantial improvement in yield was observed. The reason is simple. In
forming the CXL, the volume of the reaction medium was increased, thereby
diluting the concentrations of reactants and catalyst. Apparently, the increased
solubility of the propylene in the CXL did not compensate for the dilution.

120

N, -15 bar N, -48 bar
+98% (<2h) +99% (<2h) |

-

o

o
I

Propylene
Only
CO, 82% (3h)
48 bar .
72%

Propylene Oxide Yield
x®
o

IMIMIMIOY

MY

40
15 bar 48 bar

CO, C;Hg Only N, N,
Reaction Conditions

Figure 15. Influence of pressurized gas on yield of propylene oxide. Reactions
at 40°C; CH;0H, 50/50 H,0, in H,O,; MTO catalyst. (Reproduced with
permission from reference 60. Copyright 2007 American Chemical Society.)

Continuing the important results summarized in Figure 15, upon replacing
the gas pressure exerted by CO, in the case of the CXL with the same pressure of
the inert, sparingly soluble, gas N,, the propylene to PO reaction goes to
completion with high selectivity. Figure 16 shows how the absorbance due to C-
H stretching modes of the propylene molecule increases in the infrared spectrum
as the propylene solubility increases under greater and greater N, pressure. This
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Figure 16. C-H Stretching vibrations in infrared spectrum show increasing
propylene solubility with increasing N, pressure. (Reproduced with permission
from reference 60. Copyright 2007 American Chemical Society.)

is a dramatic result and, is easily understood in terms of the system phase
behavior. The increase in N, pressure sharply increases the solubility of the
substrate in the wet methanol solvent, because the propylene at 25°C is a dense
gas below its critical temperature (91.9 °C). Hence, increasing the pressure
beyond 10 bars causes substantial amounts of gaseous propylene to condense
into the liquid phase and that liquid is miscible with the methanol solvent. Thus,
in the pressure intensified P to PO process, the substrate is the expanding gas
and hence the gas expanded liquid is a substrate expanded liquid, which might
be denoted as an SXL.

This simple MTO catalyzed process epitomizes green (68,69): it operates at
high atom economy, with only water as a significant by-product, using safe
aqueous H,0, as the oxidant, in methanol as the solvent, with pyridine-N-oxide
as the accelerating ligand, and operates under mild conditions (30 °C, ~20 bar of
N, pressure), using a facile separation scheme for product, solvent, catalyst and
water. As Table VI shows, the high throughput and selectivity of this process
augment the advantages it enjoys from its green footprint.

This pressure-intensified PO process, and the previously proposed MTO
processes remain paradoxical in that this long known, exceptionally reactive
catalyst, methyltrioxorhenium, has not been exploited. MTO was discovered by
Beattie and Jones (70) in 1978, and studied in great detail by Hermann (71,72),
Espenson (73,74), Sharpless (75) and others. MTO is a unique and superb H,0,
oxidation catalyst (76,77) and it has the endearing properties of being soluble in
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Table VI. Comparison of the pressure intensified MTO process
with major industrial processes.

System Conditions Yield PO
. Cl,, Caustic, 45-90°C, ;e _ 00 00
Chlorohydrin Lime 1.1-1.9 bar Selectivity = 88-95%
S 100-130°C, 0/ (Q=07.0RY
Peroxidation W, V, Mo 15-35.2 bar 95% (S=97-98%)/ 2 h
30°C,

Reference 60 MTO +98%(S=99%) /<2 h

17 bar N,, pyNO

SOURCE: Reproduced with permission from reference 60. Copyright 2007 American
Chemical Society

most solvents and stable in the presence of the ambient atmosphere. MTO
stability is a fundamental issue that may account for its not having been
implemented. Despite the appearance of fragility that seems implicit in an
organometallic compound, MTO is recognized as robust. According to
Espenson, whose group has studied MTO in greatest detail, “MTO is a
remarkably stable substance both as the pure solid and in dilute solutions, in
which neither oxygen nor acid nor water has deleterious effects.”(73) However,
this statement in support of the inherent robustness of MTO does not address its
stability under catalytic H,0, reaction conditions. In fact, to avoid the base
hydrolysis of the MTO, its catalytic reactions are almost always carried out in
acidic media. Since the epoxide products are hydrolyzed to the corresponding
glycols in acidic media, this widely recognized base sensitivity is a source of
problems. As will be discussed in more detail in the following section, the
durability of the catalyst is important to its possible commercialization and batch
experiments provided the first indications of good catalyst life. Figure 17 is an
example of many experiments in which multiple successive runs have been made
with the same catalyst with little loss of activity. This Figure shows the
cumulative yields in two sets of five successive measurements using a single
catalyst sample, with fresh substrate and aqueous H,0, added before each run.
Two alcohols, MeOH and t-BuOH, were used as solvents and 2-fluoropyridine
as an added axial ligand. The linearity of the data indicates the absence of
deactivation. In this case, five successive 1 hr batch runs were made at 25°C.
The conditions for these experiments were: 2.38 mmol propylene, 4.68 mmol
H,0, (50 wt% in H,0), 0.049 mmol MTO, and 0.056 mL 2-fluoropyridine were
dissolved in 4.1 mL methanol or tBuOH, under a total pressure of 20 bar.

Theoretical In-service Lifetime of MTO

The extensive and highly detailed studies of Espenson et al. revealed two
sets of reactions that are especially important to the possibility of implementing
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Figure 17. Catalyst stability in 5 successive runs using 2F-pyridine as axial
ligand at 25°C. (Reproduced with permission from reference 60. Copyright 2007
American Chemical Society.)

this catalyst in, for example, commercial light olefin epoxidation processes. The
first of these is an economic issue and involves the destruction of H,0, by the
MTO catalyst. The second issue is the durability of the MTO catalyst under
reaction conditions and involves identification of the event in which the cleavage
of the Re-C bond occurs destroying the Re-CH; group. Both of these chemical
processes are closely linked to the formation of the activated catalyst which
exists in two forms, the 1:1 and 2:1 H,0,:MTO adducts. The pertinent equations
follow:

CH;RC(O); + HzOz And CH3RC(O)2(02) + Hzo

CH;Re(0)(0;) + HyO, < CH;Re(0,)(0) + H,O

For simplicity, we use Espenson’s labels for the peroxide adducts: the 1:1
peroxide adduct, CH;3;Re(0),(0,), will be called A and the 2:1 adduct,
CHj3Re(0,),(0), will be called B. The reactions forming A and B from MTO and
H,0, have been studied by Espenson and coworkers in methanol (78),
acetonitrile’(79), 1:1 aqueous acetonitrile (80), nitromethane (81), and aqueous
solutions.(82,83).
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The catalytic destruction of H,0, is attributed by Espenson to the
decomposition of B, according to the following equation:

CH;RC(Oz)z(O) > CH3RC(0)3 + 02

In the course of this reaction, the bis(peroxo) complex B is converted back
to the original catalyst MTO by evolving a mole of O,. This reaction is reported
to be very slow under the conditions promoted by either Hermann or Crocco
in their early patents of MTO oxidation processes. However, at higher
temperatures, this catalase-like reaction could destroy sufficient oxidant to
impair economic use of the system.

The remaining reaction pathway is even more critical to the utility of MTO
for commercial light olefin epoxidation. Complex A has a limited catalyst life
and that is the matter of concern. A decomposes into methanol and perrhenate
anion by a pathway that is dependent on both the hydrogen peroxide
concentration and the hydroxide concentration and this relationship could arise
from either of two alternative decomposition pathways, 1 or 2. Unfortunately,
experiments available to the Espenson group were unable to distinguish between
these alternatives (84).

CH;Re(0),(0,) + OH > CH;OH + ReOy (1)
CH;ReO; + HO, > CH;0H + ReOy )

Alternative 1 says that A is unstable in base and decomposes according to
an obvious second order equation. Alternative 2 does not include A, suggesting
that A itself is stable in base. Instead of A being unstable, the reaction between
the hydroperoxide ion and MTO is responsible for the destruction of the catalyst.
Presumably, when HO, attacks MTO, some fraction of the events involve
nucleophilic attack at the rhenium center of CH;Re(O)s, simply producing stable
A, and in the remaining fraction of these events, in some way, HO, attacks both
the carbon atom and the rhenium atom of CH;Re(O);, producing CH;0H and
ReO,. Absent any related information, such a process could either occur
concerted or stepwise.

The durability of MTO as a catalyst is almost certainly going to be very
different depending on whether catalyst destruction occurs by equation 1 or
equation 2. If equation 1 describes the true reaction pathway, then some catalyst
will be destroyed anytime A exists in the solution. Since A and B are the active
forms of the catalyst and since when B acts as a catalyst it gives an oxygen atom
to a substrate and is converted into A, any catalytic event is accompanied with
some probability of catalyst decomposition.
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CH;Re(0)(0,), + X > CH;Re(0),(0;) + XO

In contrast, if equation 2 describes the decomposition, then the MTO is safe
so long as it is in the form of a peroxo complex, either A or B, because the
decomposition occurs while MTO is being transformed into A. This suggests
that conducting catalysis in the presence of a large enough excess of H,0, to
minimize the concentration of free MTO offers some promise of long catalyst in-
service lifetime. Recent experiments in these laboratories (85) have shown that
the oxygen in the methanol formed by MTO decomposition during catalysis
comes exclusively from H,O, and not from the water in the system. This is
definitive experimental evidence that the “decomposition of A” occurs during its
formation from MTO and suggests that A is stable, since there is no identified
pathway to its destruction. It follows that any reaction system that involves only
A and B need not lead to catalyst destruction. It must be noted that this result
was anticipated in the elegant theoretical work of Goddard et al. (86).
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Hydrogenation of CO,-Expanded Liquid Terpenes:
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The hydrogenation of two liquid - terpenes, a-pinene and
limonene, was carried out in the presence of high-pressure
carbon dioxide, using carbon-supported Pt catalysts. Phase
equilibrium data on terpene + CO, + hydrogen were used to
interpret the kinetics of hydrogenation in liquid + vapor
systems close to the critical lines of the mixtures.

Introduction

Supercritical fluids generally exhibit complete miscibility with gases, like
hydrogen. In the cases where the reactants to be hydrogenated are also soluble,
those fluids have consequently been regarded as particularly advantageous
solvents for carrying out hydrogenation reactions. In these situations, all
reactants will be in a single fluid phase, and the access of hydrogen to the
catalyst will not be slowed down by resistance of mass transfer between phases,
as in the case of biphasic, liquid—gas reaction media. The fact is, however, that
at least some fast hydrogenations in carbon dioxide reported in the literature are
clearly carried out in a biphasic, gas + liquid system. In these cases, the phase
contacting the catalyst may be described as an expanded liquid.
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Mixtures of a terpene and high pressure carbon dioxide are interesting
model systems to study the factors that control heterogeneous catalysis in
expanded liquids. In general, carbon dioxide is highly soluble in most terpenes.
At pressures close to the critical pressure of the mixture, the liquid phase in a
biphasic mixture may contain 80 mol % or more of CO, (1 - 4). These liquids
also exhibit high total volume expansions compared to the pure terpene initial
volume, and they are very sensitive to pressure in the region just below the
critical pressure of the mixtures. The total pressures for mixture critical point are
low, often lower than 10 MPa. By changing the pressure slightly, terpene + CO,
systems change easily from monophasic to biphasic, and heterogeneous catalysis
can be compared, for the same reacting mixture, in an expanded liquid and in
supercritical conditions.

Terpenes are a class of compounds with important industrial applications,
especially in the fragrance and flavor industry which consumes approximately
60,000 ton/year of pinenes and limonene (5). Hydrogenation of these substances
is commonly performed for industrial purposes (6). The mechanisms of these
reactions in classical conditions (hydrogen gas + liquid terpene + solid catalyst)
are generally well known, establishing a good starting point for their
examination in CO,-expanded liquids. a-pinene and limonene were used as
model substances for the study of phase equilibrium control of the kinetics of
hydrogenation in terpene + carbon dioxide mixtures.

The hydrogenation of a-pinene over Pd (7) and Pt (8) has been performed
in a high pressure CO, medium. E. Bogel-Lukasik et al. (9, 10) studied the
hydrogenation of limonene over Pt and Pd catalysts in supercritical CO,
(S¢CO2). Figure 1 shows the chemical structure of a-pinene and limonene.

°

(a) (b)
Figure 1. Chemical structure of (a) a-pinene and (b) limonene

The hydrogenation of a-pinene is the first step in a series of reactions that
convert it into valuable products, such as menthol. It has been achieved using
several catalysts such as Adams catalyst (PtO,), Raney nickel and carbon-
supported metals (Pt/C, Pd/C) (11). The mechanisms of these catalytic reactions
are generally well known, and it is possible to control the stereoselectivity by
adjusting the operating conditions. Semikolenov et al. (12) proposed a
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mechanism for the hydrogenation of a-pinene on Pd/C catalysts to cis- and
trans-pinane. They showed that the selectivity toward cis-pinane is determined
by controlling the hydrogen pressure and the reaction temperature.

Limonene has two C=C double bonds, one in the cyclohexene ring and an
external one. Hydrogenation of limonene can yield different products,
depending on which double bond is hydrogenated. If both C=C bonds are
hydrogenated, a mixture of cis- and trans-p-menthane is produced. Grau et al.
(13) and Shimazu et al. (14), have actually reported the preferential
hydrogenation of the external double bond, to yield p-menthene.

Minder et al. (15) and Burgener et al. (16) studied the hydrogenation of
citral in carbon dioxide. Citral has two C=C double bonds, but it also has a C=0
bond. As those authors used a palladium catalyst, which is selective towards the
hydrogenation of the C=C double bonds, their study is, in some aspects, similar
to the one presented here. Chatterjee et al. (17) and Liu et al. (18) have also
studied the hydrogenation of citral in supercritical carbon dioxide.

Pereda et al. (19) have used group contribution equation of state models to
calculate the phase boundaries of the ternary a-pinene + CO, + H,, in conditions
similar to those used for hydrogenation by Chouchi et al. (7). They interpreted
the results of these authors on the basis of their calculated ternary phase
equilibrium diagram at 14 MPa and 323 K.

In this work we performed hydrogenation of a-pinene using Pt catalysts on
either Norit or SKN carbon supports, in the presence of high pressure CO,.
Reaction progress was followed in either biphasic or single-phase conditions. In
order to interpret the results, an experimental study of phase behavior at 323 K,
along with calculations using the Peng—Robinson equation of state, was
performed for (H, + CO, + a-pinene) mixtures.

Experimental and Results

Volume Expansion and Phase Equilibrium Experiments

Volume expansion and VLE measurements were performed in the same
apparatus, although not simultaneously. This apparatus and the methodology
used for phase equilibrium measurements are described in previous publications
(20, 21). The essential part of the apparatus is a sapphire cylindrical cell (height
- 15 cm; internal diameter - 1.9 cm; external diameter - 3.2 cm), allowing full
visualization of the whole internal volume. It is therefore possible to measure
the height of the liquid phase, as a function of pressure, and the liquid volume
expansion in relation to the volume in any previously measured condition.

We measured vapor-liquid equilibrium and the volume expansion of the
liquid phase for binary (a-pinene + carbon dioxide) mixtures at 323 K and at
pressures from 4 MPa up to very close to the critical pressure of the mixture.
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Figure 2 presents the ratio between the liquid phase total volume at the given
pressure and at 4 MPa.

During the phase equilibrium measurements, the cell was connected to a
volume-calibrated and manually driven screw-injector. This allowed slow
addition of CO, to the cell. The temperature controller has been calibrated, and
the precision was determined to be + 0.03 K. Precision and accuracy of the
transmitter measuring pressure inside the cell are 0.1% and 0.15%, respectively.

Energetic stirring is performed using a magnetic bar driven by a magnetic
stirrer.

3.5

30

25 1

Pcritical -----2----|

20

1.5 ¢
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()
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2 4 6 8 10 12
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Figure 2. Relative volume expansion of liquid a-pinene under CO, pressure
at 323 K

The cell was initially connected to a vacuum pump to facilitate loading of
the liquid sample. Afterwards, CO, was introduced to the desired initial
pressure. When the temperature in the air-bath was stable, CO, was added
slowly to the cell. Disappearance of the phase boundary was easily observable
with the naked eye.

The Peng—Robinson equation of state, using the Mathias—Klotz—Prausnitz
mixing rule (22), was used to correlate the data. A calculation of phase



195

equilibrium of the ternary mixtures was carried out using the program package
PE (23).

Figure 3 presents the vapor-liquid diagram for H, + CO, + a-pinene at 323
K, at two pressures, 11.6 MPa and 15 MPa, and in the region of high mole
fraction of CO,. These are the conditions where the liquid phase behaves as an
expanded liquid.

a-pinene H,

Figure 3. Vapor-liquid diagram for H, + CO, + a-pinene at 323 K and at 11.6
MPa (gray lines) and 15.6 MPa (black lines)

If the same overall composition is considered (for instance, xy, = 0.07 and
Xa-pinene = 0.04, at the intersection of the two highlighted tie-lines in the Figure
3), the most noticeable effect is that the different slopes of the tie-lines lead to
radically different hydrogen-to-pinene molar ratios in the liquid phases at the
two pressures; 0.1 at 11.6 MPa and 1.4 at 15.6 MPa. In Table I, these values are
compared with those calculated by Bogel-Lukasik at al. (9) for H, + CO,
+limonene, for the same overall composition (where limonene replaces o-
pinene). In both cases, the Hy/terpene molar ratio in the expanded liquid, for
mixtures of the same overall composition, is highly sensitive to pressure.
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Table I Molar ratios of H, to terpene in the liquid phase at 323 K for H, +
CO, + terpene (o-pinene or limonene) at selected pressures and the same
overall composition (mole fractions x;; = 0.07 and Xerpene = 0.04)

Terpene o-pinene limonene
p/MPa 11.6 15.6 11 12.5
Hy:terpene/ . 14:1 04:1 15:1

molar ratio

Hydrogenation Experiments

Hydrogenation of o-pinene was carried out using platinum catalysts loaded
on two carbon-based supports (Norit and SKN). This study followed the
previous work of Milewska et al. (8) where the importance of the catalyst
support to the kinetics of the reaction was revealed.

We used the same experimental apparatus as used by Milewska et al. (8).
The system consisted of a 50 cm® sapphire-windowed cell that allowed direct
visual observation of the phase behavior. The cell was connected via a
circulation pump to a tubular reactor that contains a catalyst bed. Samples were
taken at regular intervals through a system of two valves with a sampling loop,
at the top of the tubular reactor.

Comparisons were made between reaction kinetics for a-pinene + carbon
dioxide + hydrogen mixtures at supercritical, single phase conditions, slightly
above the critical pressure of the mixture, and at biphasic (or expanded liquid)
conditions, slightly below that pressure. The conditions used were 12 MPa CO,
+ 4 MPa H, for the supercritical mixtures and 8.5 MPa CO, + 4 MPa H, for the
biphasic ones.

Figure 4 shows conversions obtained for the hydrogenation of a-pinene
over two different catalysts with 1 wt.% Pt at 323 K and at two partial pressures
of CO,, 12 MPa and 8.5 MPa. Figure S shows the influence of platinum loading
of the catalyst, using the same support, on the hydrogenation of a-pinene.

Discussion

The expansion of the overall volume of the liquid phase shown in Figure 2
induces changes in solution that should affect the kinetics of hydrogenation in
opposite ways. On the one hand, the increase in volume must decrease the
concentration (per unit volume) of the reactants, but on the other hand, higher
amounts of hydrogen should be brought into the liquid phase as the CO, pressure
increases. Brennecke and collaborators (24) have recently studied this last effect.
They measured the solubility of hydrogen in acetonitrile, acetone and methanol
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Figure 5. Hydrogenation profiles of a-pinene using 1 wt.% Pt catalyst (empty
symbols) or 2 wt. % Pt catalyst (filled symbols) on Norit carbon support at 323 K
(a) under monophasic conditions (partial pressures of H, and CO; are 4 MPa
and 12 MPa, respectively) and (b) under biphasic conditions (partial pressures
of H, and CO, are 4 MPa and 8.5 MPa, respectively)

under CO, pressure, and they concluded that the solubility of H, in expanded
solvents could be improved by the presence of CO,, but not significantly. Their
measurements were, however, performed at pressures up to 9 MPa and further
from the ternary mixture critical region than in this work. Our measurements show
a very significant increase of the mole fraction of hydrogen in the liquid phase, at
constant partial pressure of H,, as carbon dioxide pressure is raised.

Bogel-Lukasik et al. (10) have recently concluded that, in the hydrogenation
of limonene, the combined volume expansion of the liquid phase and higher
amounts of hydrogen roughly compensate each other in terms of concentration
per unit volume, and that the kinetics of the reaction are mainly affected by the
decrease of the volumetric concentration of the terpene. In fact, higher partial
pressure of hydrogen in the gas leads to lower ratios of hydrogen to limonene in
the liquid. The explanation is summarized in Figure 6. At constant total
pressure, when the partial pressure of hydrogen increases, the partial pressure of
CO, decreases. This moves the system further away from the mixture critical
pressure, which decreases the degree of expansion, increasing the volumetric
concentration of limonene.

As the liquid-vapor equilibrium behavior of a-pinene or limonene in
mixtures with carbon dioxide + hydrogen is very similar, the conclusions should
also be valid for the hydrogenation of a-pinene. Another interesting conclusion
of the phase equilibrium measurements is that the hydrogen/terpene molar ratios
may increase to values close to or even higher than 1 in the vicinity of the
mixture critical line. This eliminates the limitations imposed by phase transfer
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Figure 6. Schematic representation of volume contraction of a liquid phase
as partial pressure of hydrogen increases at constant total pressure.

resistance on the kinetics in hydrogenations in normal gas-liquid systems, as
enough hydrogen can be present in the liquid phase from the start.

The results obtained in this work for the kinetics of hydrogenation are in
good agreement with the findings and conclusions of Milewska et al. (8). As
seen in Figures 4 and 5, hydrogenation in the expanded liquid is, in certain
conditions, faster than in one supercritical phase. This means that (1) there is a
higher concentration of a-pinene in the liquid phase in the vicinity of the
catalyst than in supercritical conditions, and (2) mass transfer of hydrogen
towards the catalyst is sufficiently fast.

Another interesting conclusion is that, in the case of monophasic conditions,
the hydrogenation rate is significantly higher as the Pt loading on the catalyst
increases (Figure 5), which is not the case in the expanded liquid. However, this
observation might be an artificial fact appearing due to very high initial rates in
the two phase system.

The hydrogenations of a-pinene or limonene show important differences
when reaction rates in one and two phase mixtures are compared. In general, we
found that while biphasic conditions yield faster hydrogenation of a-pinene, the
opposite happened with limonene. Of course, as limonene has two double bonds
that can be hydrogenated, only the hydrogenation of the first C=C bond to be
hydrogenated, the external one, might be compared with the hydrogenation of a-
pinene. The fact that the C=C bond in a-pinene is an internal one might explain
those differences.

The interpretation of the results of hydrogenation of terpenes from other
authors may follow similar lines to those explained in this work. For instance,
Minder et al. (15) studied the effect of pressure on reaction rate and selectivity at
40°C, for a fixed feed composition of 100 mol CO, + 5 mol H, + 1 mol citral.
The hydrogenation reaction gave good yields at homogeneous, high-pressure
conditions, but the rate was very slow when at pressures below about 11 MPa
where the mixtures were biphasic. Selectivity towards the fully hydrogenated
product increased markedly in the one-phase region. However, when
hydrogenation was studied at a fixed pressure of 13 MPa with varying
compositions, the reaction rates in one and in two-phase mixtures became
similar, while selectivity was mainly a function of the Hy:citral ratio.
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There are no VLE data on CO, + H, + citral, except for the dew point results
presented by Minder et al. (15). These data do not include compositions, and
they are not sufficient to produce a good correlation through an equation of
state, as presented above for o-pinene. However, the vapor-liquid equilibrium
behavior of binary mixtures of citral with carbon dioxide is similar to limonene
(4), although the critical pressures were higher for each temperature. If this
similarity is taken as a good indicator of similarity of phase equilibrium in
ternary mixtures with hydrogen, the results of Minder et al. (15) could be
interpreted on the same basis as the results presented in this work.

Conclusions

The hydrogenation of o-pinene and limonene was studied under various
conditions. The main advantage of performing hydrogenation of terpenes in
CO,-expanded biphasic systems is the ability of CO, to bring the hydrogen into
the liquid medium in a controlled way, which facilitates mass transfer and
accessibility of hydrogen, but which can also be used for increasing selectivity.

Although various factors may affect the kinetics of hydrogenation carried
out in CO,-expanded terpenes, the decisive factor in controlling the kinetics may
be the volume expansion that appears close to critical conditions.

References

1. Matos, H. A.; Gomes de Azevedo, E. J. S.; Simdes, P.C.; Carrondo, M.T;
Nunes da Ponte, M. Fluid Phase Equilibr. 1989, 52, 357-364 .

2. Akgiin, M.; Akgiin, N. A.; Dinger, S. J. Supercrit. Fluids 1999, 15, 117-
125.

3. Reverchon, E. J. Supercrit. Fluids 1997, 10, 1-37.

4. Fonseca, J; Simdes, P. C.; Nunes da Ponte, M. J. Supercrit. Fluids 2003, 25,
7-17.

5. Albert, R. M,; Traynor, S. G. In Naval Stores-Production, Chemistry and
Utilization; Zinkel, D. F.; Russel, J., Eds.; Pulp Chemical Association: New
York, 1989; Chapter 12.

6. Chapuis, C.; Jacoby, D. Appl. Catal. A 2001, 221,93-117.

7. Chouchi, D.; Gourgouillon, D.; Courel, M.; Vital, J.; Nunes da Ponte, M.
Ind. Eng Chem. Res. 2001, 40, 2551-2554.

8. Milewska, A.; Banet Osuna, A. M.; Fonseca, I. M.; Nunes da Ponte, M.
Green Chem. 2005, 7, 726-732.

9. Bogel-Lukasik, E.; Fonseca, I.; Bogel-Lukasik, R.; Tarasenko, Y. A.; Nunes
da Ponte, M_; Paiva, A.; Brunner, G. Green Chem. 2007, 9, 427-430.



10.

11.
12.

13.
14.
15.
16.
17.
18.
19.
20.

21.
22.

23.

24.

201

Bogel-Lukasik, E.; Bogel-Lukasik, R.; Kriaa, K.; Fonseca, 1.; Tarasenko,
Y.; Nunes da Ponte, M. J. Supercrit. Fluids 2008, 45, 225-230.

Cocker, W.; Shannon, P. V. R.; Stanilan, P. A. J. Chem. Soc. C 1966, 1,41.
Semikolenov, V; Ilyna, 1. 1.; Simakova, 1. L. Appl. Cat. A: General 2001,
211,91-107.

Grau, R. J.; Zgolicz, P. D.; Gutierrez, C.; Taher, H. A. J. Mol. Catal. A:
Chem. 1999, 148, 203-214.

Shimazu, S.; Baba, N.; Ichikuni, N.; Uematsu, T. J. Mol. Catal. A: Chem.
2002, /82, 343-350.

Minder, B.; Mallat, T.; Pickel, K. H.; Steiner, K.; Baiker, A. Catal. Lett.
1995, 34, 1-9.

Burgener, M.; Furrer, R.; Mallat, T.; Baiker, A. Appl. Catal. A 2004, 268,
1-8.

Chatterjee, M.; Chetterjee, A.; Ikushima, Y. Green Chem. 2004, 6, 114-118.
Liu, R.; Zhao, F.; Fujita, S.-1.; Arai, M. App. Catal. 42007, 316, 127-133.
Pereda, S.; Bottini, S. B.; Brignole E. A. Appl. Catal. A 2005, 281, 129.
Gourgouillon, D.; Nunes da Ponte, M. Phys. Chem. Chem. Phys. 1999, 23,
5369-5375.

Lopes, J. A.; Nunes da Ponte, M. J. Supercrit. Fluids 2005, 34, 189-194.
Mathias, P. M.; Klotz, H. C.; Prausnitz, J. M. Fluid Phase Equilibr. 1991,
67,31-44.

Pfohl, O; Petkov, S.; Brunner, G. PE V2.9.9a - Software for Phase
Equilibria Calculations, Technische Universitit Hamburg-Harburg,
Hamburg (1998).

Lopez-Castillo, Z. K.; Aki, S. N. V; Stadtherr, M. A. K.; Brennecke, J. F.
Ind. Eng. Chem. Res. 2008, 47, 570-576.



Chapter 10
Hydroformylation in CO,-Expanded Media

Ruihu Wang', Hu Cai', Hong Jin’, ZhuanZhuan Xie’,
Bala Subramaniam’, and Jon A. Tunge'

Departments of 'Chemistry and 2*Chemical and Petroleum Engineering,
The University of Kansas, Lawrence, KS 66045

CO,-expanded solvents provide a unique reaction medium for
hydroformylation of 1-octene. The tunable syngas solubility in
CXLs coupled with their tunable solubility properties leads to
solvents that can be tailored to a particular reaction. Thus,
hydroformylation of 1-octene using rhodium catalysts in CO,-
expanded 1l-octene or toluene proceeds with higher
selectivities and the catalysts also exhibit higher activities. For
such a process to be economically viable, it is essential that the
expensive rhodium catalyst is recycled. Herein we detail our
intial efforts to effect efficient recycle of rhodium by
supporting the catalyst on soluble polymers that can be readily
precipitated and recycled.

202 © 2009 American Chemical Society
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Hydroformylation of higher olefins

Since its serendipitous discovery in 1938, the catalytic hydroformylation of
olefins (i.e. oxo synthesis) has become one of the most important industrial
processes, having an annual production of aldehydes approaching 10 million
tons (1-2). Hydrofomylation involves the addition of syngas to an alkene to
produce aldehydes in a reaction that exhibits perfect atom economy (Scheme 1).
Typical catalysts for hydroformylation include cobalt or rhodium carbonyl-based
catalysts and the selectivities of these catalysts can often be improved by
modifying the catalyst by addition of ligands. In general, the rhodium-based
catalysts are significantly more active and selective yet they operate at lower
temperatures and pressures (ca. 90 °C, 15-40 bars, TOF ~600 h') than the
cobalt-based catalysts (ca 160 °C, 200 bars, TOF ~ 25 h™"). Thus the
hydroformylation of propylene is conducted with rhodium catalysts in either
aldehyde condensate (UCC process) or in an aqueous biphasic process
(Ruhrchemie/Rhone-Poulenc = RCH/RP) that allows the recycle of the
expensive rhodium catalyst (3-5). However, the RCH/RP process does not:
extend to the hydroformylation of higher olefins (> C5) where the low solubility
of the olefin in the aqueous solution obviates the use of aqueous biphasic
reaction conditions (1, 6). Furthermore, the instability of catalysts at the
temperatures required for distillation of product olefins (i.e. nonanal)
complicates catalyst recycle (7), thus making the rhodium-catalyzed process
economically unfeasible.  Hence, the hydroformylation of higher olefins is
commonly catalyzed by cobalt catalysts, albeit under harsher conditions than
those required for rhodium catalysts. However, if one could develop simple
methods for the recycle of rhodium catalysts, our preliminary environmental and
economic analyses indicate that a rhodium-based process would be economically
comparable and more environmentally benign than the cobalt-based processes
8).

One challenge in the development of a rhodium-catalyzed hydroformylation
of 1-octene is the propensity of high-activity rhodium catalysts to form less
reactive internal olefins under syngas starved conditions (Scheme 2) (2). Thus,
it was our hypothesis that increasing syngas solubility and/or mass transfer
would increase the selectivity toward aldehydes. Since CO,-expanded liquids
(CXLs) increase the solubility of H, and CO in solution (Figure 1), it appeared
that CXLs may be the optimal media for performing hydroformylation with
highly active rhodium catalysts. Previous work on hydroformylation in CO,-
based media, including supercriticial CO,, and the rationale for employing CO,-
expanded solvents have been discussed in detail elsewhere (9-11). More
recently, Cole-Hamilton and coworkers reported a continuous homogeneous
hydroformylation process using dense CO, to transport the reactants into and
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Scheme 1. General mechanism for hydroformylation.

transfer the products out of the reactor leaving behind the CO,-insoluble Rh-
based catalyst complex in the reactor solution (12). The CXL-based
hydroformylation concept is a complementary approach that requires relatively
low pressures on the order of a few tens of bars.

We began by comparing the hydroformylation of 1-octene in non-expanded
solvent vs. CXL using a simple rhodium catalyst that was unmodified by external
ligands (9). Doing so showed that indeed the activity of rhodium catalysts in
CXLs is higher than in normal solvents as evidenced by the significant increase
in conversion. Moreover, and more importantly, hydroformylation in the CXL
had a marked positive effect on the selectivity of the reaction toward the desired
aldehyde products; the mass balance is made up of internal octene isomers
(Scheme 3).

While the experiments with unmodified catalyst demonstrated enhanced
rates and selectivities of hydroformylation in a CXL, the use of unmodified
catalyst produced low selectivities for the desired linear (n) aldehyde (w/i = 1.5).
Thus we turned our attention to investigating ligand modified rhodium catalysts
(10). Toward this end, the most common ligand modifier for rhodium catalysts,
PPh;, was chosen for initial studies. Investigating the effect of CO,-expansion
on the rate and selectivity of hydroformylation of 1-octene revealed that the »/i
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R = CgHis
solvent conversion S,4
acetone 36% 46%
1:1 acetone:CO, 97% 73%
Scheme 3
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Figure 2. Comparison of the percent expansion (CO, pressure) in the
hydroformylation of 1-octene with 0.04 mol% Rh(CO)y(acac), 10 mol% PPh;,

1:1 HyYCO, 60°C. TOF = mol aldehyde/(mol Rh-h).
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selectivity showed a marked increase at higher degrees of CO, expansion (Figure
2). However, the reactions showed a somewhat decreased rate at higher CO,
expansion. The decrease in rate is readily attributed to the larger volume of the
CO,-expanded liquid and thus lower concentration of reactants.

To further examine the effect of CO,-expansion, the hydroformylation of 1-
octene was conducted at a constant volume and pressure (Scheme 4). The
results conclusively show that CO, enhances the activity (TOF) and n/i
selectivity of hydroformylation when compared to equivalent pressures of syngas
or an inert gas (N,).

0.04 mol% Rh(acac)(CO), H O
~ 10 mol% PPhy /\/R + I
RTS 1:1 COM, 60°C A

total volume 6 mL
total pressure 64 bar

R =CgHq;

64 bar Obar Obar 39 175

6 bar 58bar Obar 108 316
6 bar Obar 58bar 4.7 141

Scheme 4

While the selectivities and activities of the hydroformylation in CXL’s are
comparable to, or better than, those reported for similar reactions performed in
neat 1-octene or supercritical CO,, the issue of catalyst recycle still needs to be
addressed in order to make the process economically viable (10).

Hydroformylation with soluble-polymer supported ligands

The recycle of rhodium catalysts has often been accomplished by the
heterogenerization of the catalyst by immobilization of the homogenous catalysts
on solid support that allows catalyst separation by filtration or facilitates use of a
fixed catalyst bed for continuous operation (4-5, 13-17). Unfortunately, such
methodologies often lead to a significant decrease of catalytic activity and
selectivity of the reaction due to the slower diffusion of substrates into catalytic
centers. From a catalytic viewpoint, an ideally engineered system should
combine the advantages of homogeneous and heterogenous catalysis. An
underutilized method to achieve this goal is to utilize soluble polymer-supported
catalysts that can be readily precipitated or separated by size exclusion (18, 19).
For example, low to medium molecular weight polystyrene and its analogues are
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usually soluble in non-polar solvents like toluene, CH,Cl, and THF, but they are
highly insoluble in polar solvents such as methanol and water. So, homogenous
reactions can be performed in non-polar solvents, and the recovery and recycle
of catalysts are realized by changing the solvent polarity to initiate precipitation
of  polymer-supported catalysts. The potential benefits of utilizing a
homogeneous polymer-supported catalyst were recognized and outlined by van
Leeuwen (18). In addition, van Leeuwen detailed the benefits of using polymer-
supported phosphites as compared to the more commonly used supported
phosphines. However, the polymer-supported phosphite catalysts prepared were
only utilized for cyclooctene and styrene hydroformylation, where
complications from olefin isomerization are avoided. Thus, we began our
investigations by studying the use of polymer-supported monophosphites in the
hydroformylation of 1-octene.

The synthesis of polymer-supported phosphites was accomplished by the
copolymerization of a hydroxystyrene derivative with styrene as previously
described (Scheme 5, 17). The resulting polymeric alcohol can be modified
with a variety of chlorophosphites to produce a polystyrene supported
triarylphosphite. Analysis of the resulting polymer by 'H NMR spectroscopy in
the presence of triphenylphosphine internal standard shows that the ligand
loading on the polymer is 0.39 mmol/g; a similar, yet sterically larger polymer-
supported phosphite was prepared by the same method and shown to have a
ligand load of 0.8 mmol/g by 'H NMR analysis.

o BF o

=123000 - 135000

R=H, C (CH3)3
A Q
Et
THF 0
Polymer 1: R=H Polymer 2: R = C(CHj3);
loading of 0.39 mmol/g (*'P NMR)  or Ioading of 0.8 mmol/g *'P NMR)
theoretical load = 0.73 mmol/g theoretical load = 1.2 mmol/g

Scheme 5

Next, the hydroformylation of 1-octene was conducted in neat 1-octene with
a ligand/Rh(CO),(acac) ratio of 2:1 at 60 °C. Both polymers 1 and 2 provided
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active and selective catalysts for the production of nonanals (Table I). Polymer
1-modified rhodium catalyst showed a selectivity for aldehydes of 80% while the
bulkier polymer 2 exhibited a selectivity of 88%; both selectivities are higher
than those for P(OPh);-modified catalyst operating under similar conditions
(63%). However both polymer 1 (n/i = 4) and polymer 2 (n/i = 4.3) showed
lower selectivity for the linear aldehyde than that of P(OPh); (8.2). We
hypothesized that the difference in »/i selectivity was due to the formation of
mono-phosphite ligated rhodium complexes with the polymers while P(OPh);
was able to form bis-phosphite ligated rhodium catalysts that are known to be
more selective for the n-aldehyde (1).

Table. 1. Hydroformylation of 1-octene with polymer-supported
monophosphite Polymer 2.

. S S,.
entry cycle octene/Rh % conv. Sua octane 2-octene

(%) (%) (%)
1 1 100 78 8 7.0 6 7
2 2° 100 98 77 12 12 11
3 3 100 86 41 19 40 19
4 1 200 44 98 52 1 1
5 2 200 41 93 53 2 4
6 3 200 35 92 53 3 4
7 4 200 22 92 53 3 4
8¢ 1 3868 97 70 14 3 0

* reactions run at 60 °C for 1h at 6 bar of 1:1 Hy/CO ® 94.2% catalyst recovery
¢ unpurified 1-octene

Next we turned our attention to the issue of catalyst recycle. We began by
testing the polymer 2-modified catalyst in the hydroformylation of 1-octene.
After each reaction, the catalyst was precipitated by the addition of methanol and
the polymer-supported catalyst was isolated by filtration either under air (entries
1-3, Table I) or under an inert Ar atmosphere (entries 4-7, Table I). It is
noteworthy that the »/i ratios in each of these reactions is higher than that
determined in our initial reaction screen (4.3). This highlights the difficulty in
producing identical batches of supported ligands, thus each batch of polymer 2
has somewhat unique characteristics. What is apparent from the reactions where
recycle is conducted under air is that exposure to air produces a supported
catalyst that is better at hydrogenation than hydroformylation. Thus, we turned
our attention to performing the catalyst recycle in an inert atmosphere. Doing so
indeed led to reproducible selectivites to aldehydes, thus the catalyst apparently
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remained intact upon, and after, recycle. However, the conversion of the
reaction decreased with each recycle, indicating that catalyst was likely leaching
from the polymer support during filtration. This was further evidenced when we
performed the hydroformylation under more realistic conditions of high 1-
octene/catalyst ratio (entry 8). Doing so led to nearly complete conversion of the
1-octene, however the selectivity to aldehydes and the low n/i ratio were nearly
identical to those produce from the ummodified rhodium catalyst. Thus, we
believe that as the reaction progressed, the catalyst simply leached from the
polymer support.

In addition to the poor recyclability of the polymer-supported catalysts, we
noted that precipitation of the polymer was difficult. Often precipitation would
produce a free-flowing powder, however sometimes a polymer gel was produced
that was difficult to separate. The difficulty of precipitating the linear polymer
supported catalysts was also noted by van Leeuwen, who addressed the problem
by grafting the polymers to an insoluble silica surface. While the recovery was
facilitated by grafting, the production of a heterogeneous catalyst leads to the
problems outlined in the introduction. We hypothesized than many of these
problems could be rectified by (A) utilizing an inherently bidentate phosphite to
create a stable catalyst, limit leaching, and ensure consistent catalyst speciation
and (B) utilizing a cross-linked polystyrene support that will be more easily
separated. Finally, we anticipated that the solubility of such a catalyst would be
tunable based on the CXL cosolvent and/or pressure of CO,.

While there are many potential bidentate phosphite ligands to support on a
polymer, we chose to investigate the production of a polymer-supported
derivative of BiPhePhos. BiPhePhos is known to modify rhodium to produce
catalysts that have high activity and selectivity for n-aldehydes (19). Moreover
the symmetric nature of the ligand is amenable to production of a derivative that
will be an efficient cross-linker for polystyrene.

Synthesis of the supported ligand began by performing the radical co-
polymerization of styrene with our biaryl styrene cross-linker under the
conditions of van Leeuwen (17). Polymers where the ratio of styrene to cross-
linker used was 10:1 (PBB10) and 20:1 (PBB20) were produced (Scheme 6).
The reactive alcohol groups on the resulting polymer were demasked which then
allowed addition of the phosphite to the polymer. Once again, 'H NMR analysis
of the polymers showed that the ligand incorporations in the polymers were 0.34
mmol/g for the 10:1 polymer and 0.12 mmol/g for the 20:1 polymer.

The optimal reaction conditions were briefly explored using PBB20 in
toluene solvent. First, it was noted that the solublization of the polymer
supported catalyst was incomplete when only small amounts of toluene solvent
were used. The resulting polymer gel catalyst was still active; however, the
selectivity to aldehydes was relatively low under these conditions (65%), and
hydrogenation (2.9%) and isomerization (32%) were significant. However, upon
proper dissolution of the catalyst, the selectivities to aldehydes were very high
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Scheme 6

Table II. Effect of solvent volume and temperature on hydroformylation

of 1-octene.
entry “ZL‘:;‘;" TCC) TOF(") Susc  Socune ni
1° 2 60 - 65.0 29 4.4
2b 6 60 - 86.5 1.6 2.5
3° 11 60 - 91.7 0.4 43
4 20 60 - 87.3 0.4 4.7
5 11 40 29 90.0 1.7 4.7
6° 11 60 203 89.1 0.9 6.1
7 11 80 750 60.2 1.3 6.9

* Rh(CO),(acac) (0.03 mmol), PBB20 (0.06 mmol), syngas (1:1; 6 bar).
® 1-octene/Rh = 100; © 1-octene:Rh = 1000.
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(entries 2-4, Table II). Next, we determined the activity of the catalysts at
various temperatures at a constant solvent volume. The results show that at 40
°C, the catalyst is active, but not highly so. An increase in temperature to 60 °C
leads to a much higher TOF and the catalyst maintains its high selectivity toward
aldehydes. Further increase in temperature to 80 °C, leads to a very active
catalyst, however the selectivity to the desired aldehydes decreased significantly;
isomerization to less active internal alkenes was responsible for the poorer
selectivity.

With the proper conditions in hand, we then briefly investigated the
recyclablility of the polymer-supported catalysts (Table III). In each case, we
performed the hydroformylation, then precipitated the polymer by addition of an
equal volume of methanol. The resulting polymer was isolated by filtration
under an inert atmosphere, and the resulting polymer was charged into the
reaction vessel to perform the next hydroformylation. Completely drying the
polymer (PBB20) under vaccum prior to use allowed us to determine a 94%
recovery of the catalyst. While the loss of 6% of the rhodium is not acceptable,
the recovery was performed by crude filtration and higher recoveries are
expected when more sophisticated methods of catalyst isolation are utilized. As
can be seen from the data in Table III, the reproducibility of reaction activities
and selectivities from run to run is much higher than for the linear
monophosphite polymers. In each run, the recycled rhodium catalyst provides
linear aldehyde quite selectively and with moderate turnover with the PBB10
modified catalyst. The selectivity toward aldehydes and octanes is 85-90% and
1-2%, respectively. The mass balance of converted 1-octene is made up by
internal octenes (2-octene, 3-octene, and 4-octene). With that in mind we
wanted to quantify the reactivity of our catalyst toward internal octenes. Thus,
2-octene was used as a substrate instead of 1-octene during run 5 (entry 5). The
reactivity of 2-octene is an order of magnitude less than that of the terminal
olefin 1-octene. Moreover, reaction of the 2-octene proceeds to give primarily
alkane and branched aldehyde. Thus, any production of 2-octene by
isomerization of 1-octene will also lead to the production of unwanted alkane
and internal olefin byproducts. This is in contrast to several other systems,
where reaction of 2-octene proceeds via rapid isomerization to 1-octene, thus it
does not affect product selectivities. Finally, the data allow us to compare the
hydroformylation of 1-octene with ligand PBB10 vs. PBB20. First, the
selectivity for aldehydes with PBB10 is significantly higher than for PBB20.
However, the activity of the PBB20 ligand is higher than that for PBB10. Both
ligands provide similar selectivities for n-aldehydes. If one examines these data
just in terms of production of the desired n-aldehyde, it can be seen that PBB10
provides higher selectivities to the n-aldehyde (74.5-75.5% vs. 53.6-58.2% for
PBB20). However, PBB20 allows the production of n-nonanal at a higher rate
(TOF,~75 h™' for PBB10 vs 360 h™' for PBB20).
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Table II1. Recyclability of soluble polymer-supported rhodium.

entry L run  TOF (h")  Su4(%)  Sectame(%) /i
1° PBB10 1 80 85.5 2.1 6.8
2° PBB10 2 114 87.7 1.0 6.0
3P PBB10 3 94 89.9 1.2 5.7
4° PBB10 4 103 88.6 0.9 6.0
5 PBB10 5 7 422 34.8 0.2
6 PBB20 1 444 67.4 0.9 6.3
7 PBB20 2 >974 61.6 2.5 6.7
8 PBB20 3 672 63.5 2.7 6.2
9° PBB20 4 517 64.8 1.1 6.0

* Rh(CO)y(acac) (0.03 mmol), 1-octene (30 mmol); PBB (0.06 mmol), syngas (1:1; 6
bar), 60 °C. ° toluene = 11 mL ° toluene = 6 mL.

1'% T
L i
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. i
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S 115 o b
> ® ‘
1.1 . : 4
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1 & T T v T ! !
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Figure 3. Effect of CO; expansion on catalyst solubility.
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With the proper ligands in hand, we set out to examine their use in CXLs.
Prior to their use, it was necessary to determine their solubility in CO,-expanded
toluene. A Jerguson® view cell was used to determine both the volume
expansion and the timing of precipitation (10). The point at which the solution
becomes cloudy, indicating catalyst precipitation, is termed the maximum
homogeneous expansion limit (MHEL). Data were collected for the PBB20
(0.06 mmol) in 5§ mL toluene at three points: (A) before hydroformylation, (B)
after the hydroformylation while the catalyst resides in the product mixture, and
(C) after recycle. The data are shown in figure 3. While the polymer
precipitated at ca. 37 bar CO, before hydroformylation, the catalyst did not
precipitate until S0 bars CO, pressure in the product mixture of
hydroformylation. Thus, the catalyst becomes more soluble in the reaction
media as the olefin is transformed into aldehydes. The solubility of the recycled
catalyst is slightly higher than that of the orginal polymer; this may be due to
reaction of the olefinic groups that terminate the polymer.

Finally, we performed the hydroformylation of 1-octene in CO,-expanded
toluene. As can be seen from the data (entries 2-5) pressurization with CO, has a
beneficial effect on both the activity and selectivity of the catalyst up to a
pressure of 21 bars (Table IV). When the reaction was run at 35 bar CO,
pressure, which is at or near the MHEL, the catalyst becomes less active and
selective. We attribute this loss in activity to partial precipitation of the
polymer-supported catalyst. In addition the catalyst has a higher selectivity to
aldehydes than the small molecule analog (BiPhePhos); the major byproducts in
each case are those of olefin isomerization. However, the polymer supported
catalyst is not as active or regioselective as the BiPhePhos ligated catalyst. In
addition, our catalyst hydroformylates the internal olefin 2-octene to produce
mainly branched aldehyde, while BiPhePhos catalyzes the isomerization-
hydroformylation of internal octenes to give n-aldehydes (20).

Table IV. Effect of CO, pressure on the hydroformylation of 1-octene using
polymer supported catalyst.’

entry L CO,(bar) L/Rh TOF(h") Su(%) i
1 BiPhePhos 0 6 >975 26.2 55
2 PBB10 0 3 192 39.6 9.8
3 PBB10 6 "3 357 34.7 10.8
4 PBB10 21 3 390 56.9 13.0
5 PBB10 35 3 273 32.6 11.6
6 PBB10 21 3 64 20.8 0.4
7 PBB20 21 3 399 47.8 8.6

* Rh(acac)(CO), (0.0067 mmol), 1-octene (6.7 mmol), in toluene (2.5 mL) at 60 °C for
1h.
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In conclusion, expansion of hydroformylation media with CO, is beneficial
for both selectivity to aldehydes as well as to linear aldehydes. Supporting
catalysts on soluble polymers that can be readily precipitated factilitates the
recycle of expensive rhodium catalysts. Future work will focus on creating
polymer supports that maintain the high activity of the small molecule analogs
and produce aldehydes with high chemo- and regioselectivity. In addition,
quantification of rhodium recovery using the polymer supports is ongoing.
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Chapter 11

Hydrogenation in Biphasic Ionic Liquid—Carbon
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A biphasic ionic liquid (IL) and compressed carbon dioxide
system has a number of advantages for efficient homogeneous
catalysis. = The hydrogenation of 1l-octene catalyzed by
rhodium-triphenylphosphine was used as a model reaction to
determine the effects of CO, pressure in a biphasic ionic
liquid/CO, system with 1-hexyl-3-methyl-imidazolium bis-
(trifluormethylsulfonyl)imide ((HMIm][Tf,N]). For reactions
that were limited by mass transfer, the presence of CO, tended
to increase the apparent reaction rate. However in well
agitated systems and at constant moles of 1-octene, increased
pressure of CO, decreased the apparent reaction rate. Detailed
phase equilibrium studies were conducted to determine
volume expansion of the IL phase with CO, and the phase
behavior and mixture critical points between the reactant,
product and CO,. The volume expansion decreases the
concentration (molarity) of the reactant. In addition, the
mixture critical points indicate that at higher pressures, the
reactant can partition away from the IL phase. Proper
understanding of the phase equilibria is needed to engineer
biphasic IL/CO, reaction systems for efficient processes.
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Introduction

Homogeneous catalysis with organometallic complexes can efficiently
perform a variety of chemical transformations with high chemo-, regio- and
enantio-selectivity (1, 2). In most cases, the economic feasibility of a catalytic
system is determined primarily by the ability to separate and recycle the often
costly catalyst. Multiphase systems are constructed where one phase
immobilizes or sequesters the catalyst and the other phase acts as a mobile phase
to deliver reactants and to remove products. An idealized biphasic system
would have the following traits as illustrated in Figure 1: complete immiscibility
(no cross contamination); no catalyst partitioning; reactants partition into the
catalytic phase; and products partition out of the catalytic phase. One of the
largest examples of multiphase homogeneous catalysis is the
Ruhrchemie/Rhdne-Poulenc  (2)  process for  short-chain  olefin
hydroformylation. This process uses water to sequester and recycle a rhodium
catalyst with modified triphenylphosphine ligands. However, its application is
limited by the solubility of the olefin, which makes it practical for only the short
chain terminal alkenes (<C,). Many multiphase methods may suffer from
thermodynamic (solubility) issues, mass transfer limitations, catalyst separation,
and cross-contamination problems. Innovative and generic methodologies for
catalyst immobilization for continuous reactions are fundamental for process
development. Any new process should also be based upon the principles of
modern “green”/sustainable chemistry and engineering (3). A biphasic ionic
liquid and compressed carbon dioxide system may solve these important issues.

Reactant Product
Solvent 2
|

Figure 1. Idealized multiphase catalysis system with no solvent miscibility
and complete catalyst immobilization.

This contribution will illustrate the necessary thermodynamic, kinetic and
mass transport properties needed for reaction engineering a biphasic ionic
liquid/CO, system. The hydrogenation of 1-octene with rhodium and a simple
triphenylphosphine ligand was chosen as a model reaction system for
illustration.
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Background

Compressed, dense-phase or supercritical (SCF) carbon dioxide provides
environmentally benign characteristics with tunable physico-chemical properties
(4). CO; can be made miscible with liquids and, importantly, “permanent” and
reaction gases (viz. H,, CO, O,, etc.), thus eliminating phase boundaries and
mass transfer limitations. However for homogeneous catalysis, often elaborate
ligand systems are required to render enough catalyst soluble in the supercritical
CO, for high-throughput production (5, 6).

Ionic liquids (ILs) are organic salts that are liquid at or near room
temperature (7,, < 100°C). There are a myriad of cation/anion combinations that
can yield an organic salt. Error! Reference source not found. illustrates a few
of the common classes of ionic liquids: imidazolium, pyridinium, quaternary
ammonium, and phosphonium. lonic liquids can be molecularly engineered for
specific physico-chemical properties through various “R-"groups and
cation/anion  selection, e.g  viscosity, solubility properties, density,
acidity/basicity, co-ordination properties, stereochemistry, etc. It has been
estimated that ~10" unique cation/anion combinations are possible (7). Current
toxicology studies of ILs (8-11) illustrate that ILs can have low to high toxicity
depending on the cation, anion, and especially the organism studied, but most
ILs have no measurable vapor pressure, thus eliminating air pollution.
Negligible vapor pressure also results in highly-elevated flash points, usually by
the flammability of the decomposition products at temperatures greater than
300°C. These properties have led researchers to claim ionic liquids as potential
“green” solvents. Novel ILs and processes are continually being developed for
extractions, reactions (8, 9), and material processing (10-14).

Upon closer inspection, ionic liquids can present a number of challenges for
their use in catalysis. Most ionic liquids are more viscous than their organic-
solvent counterparts (15). This leads to lower diffusivity and lower mass
transfer rates (lower reaction rates, extraction efficiency, etc.). ILs often have a
lower solubility of reaction gases (16) (H,, CO, O,, etc.) which, with the lower
diffusivity, can hinder reaction rates. Separating substances from ionic liquids
can often be difficult, as common separation and fractionation techniques, such
as distillation, are no longer possible for the non-volatile IL solvent. While, the
theoretical number of ionic liquids is astonishing (e.g. ~10'") (7), the vast
majority are actually solids with melting points, 7,,, above 100°C.

Biphasic Ionic Liquids/ CO, Systems
However, coupling ionic liquids with a CO, solvent may overcome many of

these challenges. Biphasic IL/CO, systems are a unique sub-set of gas or CO,
expanded liquids (GXL or CXL); see Chapter 1. While, the solubility of CO, in
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ILs is high, the volume expands relatively little compared to CO, with most
organic solvents (17). A biphasic system exists even at hyperbaric conditions
(see below), whereas organic solvents become miscible/critical with high
pressure CO,. In addition, the polarity of ILs changes very little with even high
concentrations of CO, (18, 19).

CO, can dramatically decrease the viscosity of ILs to that of common
solvents, which increases the diffusivity of compounds in IL. In concurrent
studies in our laboratory, the viscosity of the IL, 1-hexyl-3-methyl-imidazolium
bis(trifyl)imide ((HMIm][Tf,N]), decreases approximately 80+% with up to 60
bar of CO, at 40°C. This decrease in viscosity has been used to predict the
diffusivity of the ionic liquid with approximately a 3 fold improvement over the
same pressure range. Brennecke and coworkers found that presence of CO, can
even increase the solubility of reaction gases into the IL-phase (20, 21). Scurto
et al. (22, 23) have demonstrated the ability to separate ILs from organics and
water using CO, pressure which induces immiscibility for extraction. Recently,
Scurto and Leitner (24, 25) have demonstrated that CO, can dramatically
decrease the melting point of many ionic solids, even inducing melting over
100°C below their normal melting points. This new technique with CO, now
allows much more of the estimated 10" ILs to be usable in a process as they
have shown for a variety of catalytic reactions.

A biphasic ionic liquid/CO, system draws on the advantages of each of the
respective technologies and helps overcome their challenges. lonic liquids have

10000
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Figure 3. Phase behavior of the IL, [BMIm][PF] with CO; at 40 °C
to ultra-high pressures from Blanchard et al. (17).
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unique phase behavior with CO, as illustrated in Figure 3. CO, is very soluble in
the ionic liquid, but the ionic liquid is immeasurably insoluble in the CO, phase
and does not become miscible even at hyperbaric pressures, e.g. 3.1 kilobar (17).
This is unlike CO, with most organic solvents, which become miscible (critical;
one phase) at moderate pressures (100-200bar). However, CO, expanded liquids
(CXLs) (5, 26-32), as pioneered by the groups of Subramaniam, Jessop, Eckert,
Foster and others, have been used as a tunable reaction media (see Chapter 1).
Few biphasic systems, except for those involving solids, can boast such lack of
cross-contamination as with ILs and CO,. Solid supported metal complexes
have their own inherent limitations which include: poorer activity and selectivity
than their homogeneous counterparts, deactivation, and the need to perform
complete shutdown of reactors to replace the catalyst/support.

The combination of compressed CO, and ionic liquids offers a number of
benefits for catalyzed reactions. Here, the ionic liquid phase sequesters the
organometallic catalyst, and the CO, phase becomes the mobile phase for
reactants and products. The role of CO, and its effect on the reaction is often
conflicting among various reports especially in terms of reaction rate/activity.

Literature Survey of Hydrogenation in Biphasic IL/CO, Systems

One of the first examples of an IL/CO, biphasic system was olefin
hydrogenation by Liu e al. (33). They compared the results in a biphasic
IL/CO, and IL/hexane system and found little difference in the reaction rate with
pressurized CO, or hexane. Jessop, Eckert and co-workers performed
asymmetric Ru-catalyzed hydrogenations in an ionic liquid/CO, biphasic system.
Substrates were chosen whose enantio-selectivity (%ee) increased or decreased
depending on high or low H, concentration (34). They found a large increase in
%ee with CO, pressure for substrates optimal under high H,-concentration,
which they attributed to an increase in H, solubility induced by CO,. However,
only a slight decrease in %ee was observed for the substrates optimal under
dilute H,-conditions. Leitner and coworkers (35) demonstrated that the anion of
the IL greatly influences the selectivity for iridium catalyzed hydrogenation of
aromatic imines. They also observed an increase in reaction rate with the
presence of CO, compared with just H, pressure. The activity increased with
CO, pressure and improved the stability of the catalyst as shown through
recycling studies. From high-pressure NMR studies, the solubility of H, in the
IL (as indicated by the size of the H, peak) increases with increasing CO,
pressure while maintaining constant H, loading. Scurto and Leitner (24)
illustrated the Rh-catalyzed hydrogenation of vinyl-naphthalene in a biphasic
IL/CO, system, where CO, was used to induce melting of a quaternary
ammonium salt over 100°C below its normal melting point.
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Experimental
Safety

The experiments described here were performed under elevated pressures
and should be handled with care. All equipment should have the proper pressure
ratings and standard operating procedures as determined by trained
professionals.

Reaction Catalysis

The biphasic 1L/CO, hydrogenation reactions were carried out in a 10-cm’
316 stainless steel high-pressure autoclave reactor. For the reaction experiments,
catalyst (acetylacetonatodicarbonylrhodium, Rh(CO),Acac), and ligand
(triphenylphosphine, TPP) were dissolved in dichloromethane. Dichloromethane
solutions were used to obtain dilutions to achieve the small desired catalyst
loading to high precision. The solution was added to the ionic liquid inside the
reactor and then slowly heated under vacuum to remove the dichloromethane
without entraining the catalyst or TPP. Argon was then added as an inert blanket
and the catalyst solution was stirred for 30 minutes to allow complexation of the
rhodium precursor with the ligand; this time allowed the complete complexation
of TPP with the Rh precursor as determined by *'P NMR studies. The reactant
(1-octene) was added to the above prepared catalyst mixture and loaded into the
reactor. The reaction mixture was heated to 70°C, and then the desired amount
of H, and CO, pressures were injected to the system, respectively. The gas phase
is vented in hexane during depressurizing to trap the reactants and products, as
significant quantities are soluble in the CO, phase at the higher pressures. The
liquid phase is extracted by ~3mL of hexane three times for quantitative
extraction. Both solutions are combined and analyzed by GC.

Phase Equilibrium

The phase equilibrium data were measured by a static vapor-liquid
equilibrium apparatus. The details of the apparatus setup are described by Ren
and Scurto (36). This apparatus consists of a high-pressure equilibrium cell,
high-pressure and precision syringe pump filled with CO,, a water bath and
accessories to measure the temperature and pressure. The solubility, density of
the liquid solution, molar volume, volume expansion and molarity are computed
from the apparatus. These calculations are based on the mass balance by
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determining the amount of CO, delivered from the pump, the moles/mass of CO,
in the headspace above the liquid and in the tubing/lines to the equilibrium cell.
This apparatus yields high resolution of solubility data (often better than +£0.001
mole fraction), pressure with accuracy of +0.2 bar, temperature of +0.01°C,
density up to +0.4 %, and volume expansion to £0.05%. In addition, there is no
need for analytical methods, nor calibration for each specific system of interest.

Synthesis of Ionic Liquid

1-Hexyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide ((HMIm][Tf,N]),
was prepared by anion exchange from the corresponding bromide salt of the
imidazolium cation ((HMIm][Br]) with lithium bis(trifluoromethylsulfonyl)imide
(Li[T£,N]) in deionized water similar to other literature techniques (37, 38). The
bromide salt of the imidazolium cation was prepared from a quaternization
reaction of 1-methylimidazole with a slight excess amount of the corresponding
1-bromohexane in acetonitrile at 40°C under an argon atmosphere with stirring
for three days. Caution: This reaction can be highly exothermic and adequate
solvent volumes and/or cooling must be provided during the reaction. The
bromide salt of 1-Hexyl-3-methyl-imidazolium was purified with activated
charcoal (10%) stirring for 24 hours. Acetonitrile was added to reduce the
viscosity of the ionic liquid, and the mixture was filtered. The mixture was then
passed through a plug of celite (depth=7 cm, diameter=3cm) and through a short
column (height=20 cm, diameter=2.5 cm) of acidic alumina. The solvent was
removed on a rotary evaporator under reduced pressure at 40°C and then
connected to a high vacuum (<10 torr) at 50°C for at least 48 hours.
[HMIm][Tf,N] was synthesized by anion exchange between the [HMIm][Br] and
Li[Tf;N]. The denser hydrophobic IL phase was decanted and washed with water
for 6-8 times. The IL was then dried under vacuum. 'H NMR chemical shifts
(relative to TMS internal standard) and coupling constants J/Hz: §=8.65 (s, 1H),
7.39 (d, 2H, J=4.19), 4.17 (q, 2H, J=7.4), 3.93(s, 3H), 1.87(m, 4H), 1.32(m, 6H)
0.87(t, 3H, J=6.53). Elemental analysis calculated for C,;H;gN;F¢S,04: C, 32.2;
H, 4.28; N, 9.39; S, 14.33. Found: C, 32.21; H, 4.27; N, 9.25; S, 14.19, the
water content is less than 100 ppm and the Br content is below 8 ppm.

Analysis
Elemental analysis was performed by Desert Analytics Transwest Geochem.

'"H-NMR spectra were recorded on a Bruker 400 NMR Spectrometer using TMS
as a reference for 'H chemical shifts. Gas Chromatography analyses of the
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product mixtures were carried out on a Varian CP-3800 Series gas
chromatograph equipped with a Flame Ionization Detector (GC-FID for
quantitative analyses) and a chrompack capillary column CP-Sil 5 CB (25m,
.32mm, 1.2 pm). The water content was determined by a Mettler Toledo DL32
Karl Fisher Coulometer and the Br content was measured by a Cole Parmer
Bromide Electrode (27502-05) read with an Oakton Ion 510 series meter.

Materials

Coleman Instrument grade CO,, argon (extra dry grade 99.998%), H, (high
purity grade 99.995%) were obtained from Airgas, Inc. 1-Octene (CAS 111-66-
0) 98%, acetylacetonato dicarbonylrhodium (CAS 14874-82-9) 98%,
triphenylphosphine (CAS 603-35-0) 99%, hexane (CAS 110-54-3) HPLC
grade> 95% , l-methylimidazole (CAS 616-47-7) 99+%, lithium
bis(trifluoromethylsulfonyl)imide (CAS 90076-65-6) 99.95%, and acetonitrile
(CAS 75-05-8) >99.9% were purchased from Sigma-Aldrich. 1-Bromohexane
(CAS 111-25-1) 99+%, was obtained from Acros. The Rh(CO),Acac was
placed in a Schlenk tube and stored under dry argon. 1-Methyl-imidazole and 1-
bromohexane were vacuum-distilled and used immediately.

Results and Discussion

The hydrogenation of 1-octene was chosen as a model reaction in the
biphasic ionic liquid [HMIm][Tf;N] and CO, system. Rhodium with
triphenylphosphine ligands was chosen as a simple catalyst system. Focus was
placed on the effect of mass transport and phase equilibria on the reaction rate.

Mass Transfer Effects

CO, pressure was found to enhance significantly the reaction rate as
measured in turn-over frequency (TOF) of the hydrogenation reaction operated
in a mass-transfer limited regime. As previously discussed, the presence of CO,
dramatically lowers the viscosity of the ionic liquid and increases the diffusivity.
The hydrogenation of 1-octene was performed without agitation and maintained
with a small gas-liquid surface area. As shown in Figure 4, the TOF increased
by 25+% with pressure of gaseous CO, to 60 bar (5 bar H,) at a constant
concentration (molarity) of 1-octene. This rapid increase came to an asymptotic
maximum after approximately 50 bar of CO, pressure, most probably due to
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Figure 4. Reaction rate for the hydrogenation of 1-octene with Rh- TPP (1:25)
in [HMIm][Tf,N] with and without CO, without mechanical stirring, i.e. under
initially mass-transfer limited conditions. Reaction conditions: 70 °C, Py,=5
Bar; Rh- TPP (1:25); 1-octene concentration = 156mM; 1 hour; line is
smoothed data.

transition to the kinetically-controlled regime. Thus, CO, increases the apparent
reaction rate by increasing intra- and inter-phase mass transport. This may
explain why some researchers observed an increase in the reaction rate with CO,
pressure (see above).

Effect of Pressure on Reaction Rates

From the literature, the effect of pressure on reaction rates in biphasic
IL/CO, reaction systems is somewhat inconsistent: some report that CO,
pressure increases the reaction rate; others say that it decreases the rate. Here,
reactions were performed under well-mixed conditions and at various levels of
pressure of CO, with 30 bar of hydrogen initially (>100% excess of H, loading
over l-octene) and Rh:TPP = 1:4 for three hours. As shown in Figure 5, the
reaction rate seems to decrease with increasing CO, pressure. These results can
be contrasted with the observed increase in reaction rate in the mass-transport
controlled regime as discussed above. What are the dominant phenomena with
increases of CO, pressure? As reaction rates are direct functions of
concentration, how does the presence of CO; affect concentrations of the
reactants?
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Figure 5. Reaction rate of the hydrogenation of 1-octene with total pressure by
adding CO,. Reaction conditions: Py, = 30 bar, 70 °C; 3 hours catalyzed by
Rh-TPP (1:4)

Phase Equilibria
Volume Expansion of the Ionic Liquid

As discussed, CO, is highly soluble in ionic liquids. As CO, begins to
dissolve into the IL phase, the total volume (and often molar volume) expands.
However, this expansion is often much smaller than the expansion in organic
liquids at a similar solubility of CO,. For example, CO, can expand the volume
of methanol to 200% at at 69.73 bar and 35°C, and 686.15% at 72.63 bar (39).
The volume expansion of the [HMIm][Tf,N] with CO, and with a mixture of
CO; and hydrogen have been measured at 70°C. As seen in Figure 6, the IL
phase expands by approximately 25% over the volume of the IL without CO, for
a pressure range of 120 bar. With an initial pressure of approximately 6 bar of
H,, the volume expansion is less at a given pressure over that of just pure CO,.
The pressure where the volume expansion is equal with and without H, is, not
just the initial 6 bar of H, initially loaded, but approximately 8-10 bar higher
than the pure CO, case.

Phase Behavior of the Reactant/Product

The phase behavior of the reactants and products with CO, (without the IL)
also yields valuable insight into the reaction behavior. Organic liquids, such as
I-octene and octane, can become miscible with CO, at conditions (temperature,
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Figure 6. Volume expansion of [HMIm][Tf;N] with CO, pressure with/without
H;at 70 C; lines are smoothed data.

Table I. Volume expansion’ of [HMIm][Tf,N] with CO, and CO, with H,

Pure CO, CO, with initially 6.15 bar H,
P [bar] avn’ P [bar] avn’
16.86 0.0174 21.87 0.0078
28.44 0.0386 33.06 0.0280
39.97 0.0644 60.29 0.0928
58.44 0.1091 74.66 0.1230
70.8 0.1392 91.43 0.1625
94.65 0.1964 107.58 0.1992
119.78 0.2495 120.62 0.2247

“ AVIV®= [V(Pcor)- V(Pcoz=1 ban)}/ V(Pco=1 bar)
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pressure, and composition) above the bubble point (solubility of the CO; in the
liquid phase) or at conditions beyond the mixture critical point. The mixture
critical point is the highest pressure and composition at a given temperature in
which a vapor and liquid phase can coexist. For liquid mixtures with two or
more components, the mixture critical points can change with composition.
Figure 7 and Table II illustrate the mixture critical pressure at 70°C as the
proportion of 1-octene to octane is varied between pure 1-octene and pure octane
(on a CO,-free basis); above the line, a one phase mixture exists and below the
line, 2-phase vapor-liquid equilibrium exists. This change in concentration can
also be considered the conversion for the hydrogenation reaction. As seen in the
figure at pure 1-octene (0% conversion), pure octane (100% conversion), or
intermediate concentrations, the mixture critical pressure is very similar due to
similar physical and critical point properties of 1-octene and octane. Thus,
reaction conditions above the mixture critical point will remain in one phase
regardless of the level of conversion. The figure also demonstrates that the
increases in initial pressures of H, increase the mixture critical pressure beyond
the pure CO, case. With an initial loading of 10 bar of H,, the mixture critical
pressure increases by approximately 12 bar over the pure CO, conditions.

Effects of Phase Equilibrium on the Catalytic Reaction Rate

The pressure of the mixture critical point, indicates a region where the
solute/reactant, 1-octene, is normally completely soluble/miscible in the CO,
phase. These data indicate that in the reaction mixture, the driving force for
partitioning of the l-octene from the catalytic IL-phase to the CO, phase
increases as the CO, pressure increases. As 1-octene partitions away from the
catalytic phase, the apparent reaction rate will decrease as the corresponding
molarity of the reactant decreases. Thus, the more dramatic drop in reaction rate
at the higher pressures can be ascribed to the decrease in solubility or
concentration of the 1-octene reactant as seen in Figure 5. However, at lower
pressures of CO,, partitioning will not be the dominant factor.

The concentration of a reactant in the IL phase, at any pressure, is affected
by the volume expansion. The data in Figure 6 indicate that the volumes of the
reaction mixtures illustrated in Figure 5 will increase with the increasing
pressure. While keeping mass or moles of the reactant in the initial IL constant,
the addition of CO, and the accompanying volume expansion will decrease the
molarity of the reactant. For instance, if the concentration of 1-octene in the IL
is 1M, then at 90 bar, the volume increases by 15% and the concentration
reduces to 0.87 M. The actual reduction to the reaction rate will be determined
by the order of the kinetic rate expression. Schrock and Osborn (40) and Grubbs
et al. (41) have determined that Rh-catalyzed hydrogenation of olefins was 1%
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Figure 7. Phase behavior of 1-Octene and Octane and CO, as percent of initial
amount of octane (COy-free basis); of can be read as phase behavior as a
function of the conversion; line is smoothed data.

Table II. Mixture critical points of 1-octene, octane and CO, with H,

Mole Fraction

Mixture Critical Points
CO; with Initial Pressures of H,

Octane Pure CO, 10 bar 30 bar 50 bar
(COx-free Basis)

0.00 116.45 129.79 161.62 181.74

0.25 115.29 128.27 161.36 181.76

0.50 114.03 128.90 159.90 181.55

0.75 113.95 128.56 160.98 182.00

1.00 114.69 129.28 160.77 181.65
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order in the olefin. Thus at similar catalyst and H, concentrations and constant
moles of 1-octene, a CO, pressure that increases the volume by 15% will reduce
the concentration by 13% and, thus, the reaction rate by 13%.

Thus, the combination of volume expansion of the IL and the partitioning of
the reactant will affect the reaction rate. With thorough characterization of the
phase equilibrium, the actual concentrations of the reactants, including H,, can
be determined. The actual concentrations will allow intrinsic kinetic constants
for a given rate mechanism to be determined. The effect of CO, concentration
on the intrinsic kinetics is unknown. The kinetic constant can often be correlated
to measures of “polarity” of the solvent such as Kamlet-Taft parameters (42).
Brennecke and coworkers (43) have determined the Kamlet-Taft parameters for
several ILs with CO, and have found that the polarity of the IL changes little
with even large amounts (>50%mole) of CO, dissolved. Thus, one may assume
that the intrinsic kinetics may change very little with the presence of CO.,.
However, this proposed phenomenon is currently under investigation.
Ultimately, both phase equilibrium and kinetics will allow reaction systems to be
properly designed for reactant/catalyst loading, pressure, reactor configuration,
etc. to achieve high throughput from a biphasic IL/CO, system.

Conclusion

The hydrogenation of 1-octene was used as a model reaction to determine
the effects of CO, pressure in biphasic ionic liquid/CO, systems. Rhodium with
triphenylphosphine was chosen as a simple catalyst system. For reactions that
were limited by mass transfer, the presence of CO, tended to increase the
apparent reaction rate. However, in well agitated conditions and at constant
loading of 1-octene, increased pressure of CO, decreased the apparent reaction
rate. Detailed phase equilibrium studies were conducted to determine the
volume expansion of the IL phase with CO, and the phase behavior between the
reactants/product and CO,. Both volume expansion and the increased solvent
power of CO, with pressure affect the concentration of the reactant which affects
the apparent kinetics. A biphasic IL/CO, system represents a highly tunable and
flexible platform for conducting homogeneously catalyzed reactions. Detailed
phase equilibrium is needed to properly understand and engineer these reactions.
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Chapter 12

Sulfur Trioxide Containing Caprolactamium
Hydrogen Sulfate: An Expanded Ionic Liquid
for Large-Scale Production of e- Caprolactam

I. T. Horvath', V. Fabos', D. Lantos’, A. Bodor', A.-M. Bilint',
L. T. Mika', O. E. Sielcken?, and A. D. Cuiper’
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H-1117 Budapest, Hungary
’DSM Research, Geleen, The Netherlands

The Beckmann rearrangement of cyclohexanone oxime to €-
caprolactam in the presence of oleum proceeds in an ionic
liquid, the caprolactamium hydrogen sulfate. We report its
remarkable capability to keep the vapor pressure of dissolved
sulfur trioxide below 10 kPa even at 140°C, allowing its safe
use in large scale processes for a long-time.

Controlling the vapor pressure of hazardous chemicals (/) is perhaps the
most important safety and environmental challenge during their use in storage,
transportation, chemical reactions, and processes. While their replacement
would be the best solution to mitigate risk, it is frequently difficult and
sometimes not possible to find an alternative chemical with a similar
performance profile. One of the possible approaches to lower the risks of toxic
gases is the use of appropriate solvents, which lower the vapor pressure by
participating in reversible chemical reactions. For example, the vapor pressure of
hydrogen fluoride and pyridine mixtures is very low, but it is high enough to
release HF to catalyze chemical reactions (2).

Ionic liquids (3) are among the solvents (4) which can be used by molecular
designers (5) to fine tune the performance of chemical systems. In particular,
they can provide molecular level control of the vapor pressure of the medium
(6), a key issue of process safety and environmental protection (7). lIonic liquids
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are starting to leave academic labs and find their way into a wide variety of
industrial applications (8). We have been investigating the mechanism of the
Beckmann rearrangement of cyclohexanone oxime (1) to €-caprolactam (2) in
oleum as described in literature (9) and concluded that the caprolactam process
is in fact the largest scale industrial technology that has been using an ionic
liquid, the caprolactamium hydrogensulfate (3) (/0), as the reaction medium for
decades. We report here that the vapor pressure of 12% dissolved sulfur trioxide
in 3 is below 10 kPa even at 140°C, allowing its safe use in large scale processes
for decades.

The commercial processes of the Beckmann rearrangement of 1 to 2 are
performed in the so-called “rearrangement mixture” (11) in the presence of
oleum. As the reaction proceeds to complete conversion of 1 in 99.5% selectivity
to 2, an appropriate amount of the rearrangement mixture is removed and
neutralized with ammonia to produce 2 and (NH4),SO,. The molar ratio of the
oleum to 1, calculated as ([H,SO4]+[SOs])/[1], is generally higher than one
because the dissolved sulfur trioxide significantly increases the rate of the
Beckmann rearrangement (/2). Since the reaction is very exothermic (/7), the
control of the vapor pressure of SO; has been a key safety issue.

The reaction medium, traditionally called “rearrangement mixture”, can be
prepared by dissolving 2 in oleum. It should be noted that the addition of one
equivalent of 2 to 100% sulfuric acid results in the formation of the
caprolactamium hydrogen sulfate (3), a colorless solid at room temperature,
which becomes a viscous liquid around 60°C. The viscosity of 3 decreases by
the addition of SO; and becomes easy flowing at 12% SO;, even at room
temperature. While the density of 3 decreases by increasing the temperature, its
ion conductivity increases, as expected (/0). In comparison to other ionic liquids
(13-19), the density of 2-based ionic liquids are similar, but their conductivity is
noticeably lower. 'H- and "*C-NMR measurements have revealed that the
carbonyl group of e-caprolactam (2) is protonated to form a caprolactamium
hydrogensulfate (3) as the main species:

It is important to emphasize that ionic liquids are considered as greener
solvents because their vapor pressure is extremely low (6). The temperature-
dependent vapor pressures of 2/100% H,SO, (1/1), 2/100%H,SO,/SOs
(3.3/4.7/1), and 100% H,S0,/SO;(12/1) were measured (Figure 1.) (/0).

The vapor pressure measurements were performed in a 25 mL Hasteloy-C
Parr reactor connected to a Rosemount® Hasteloy-C-276 digital pressure gauge.
The system was validated by measuring the vapor pressure of methanol at
different temperatures and comparing the experimental values to literature data.
Surprisingly, the vapor pressures of e-caprolactam (2) based ionic liquids are
much lower above 70°C than that of oleum, which explains why the
rearrangement mixture has been used without any serious problems for decades.
While the observed low vapor pressure of dissolved SO; could be the result of
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strong interactions between 3 and sulfur trioxide, the formation of another anion
such as [HS,0-]  in 4 (20) seems also plausible:

In conclusion, various mixtures of 2 and sulfuric acid or oleum must be

considered as ionic liquids, which could hold SO; very strongly up to 140°C and
therefore provide a safe environment for a very exothermic reaction.
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Chapter 13

Emulsion-Templated Porous Materials Using
Concentrated Carbon Dioxide-in-Water Emulsions
and Inexpensive Hydrocarbon Surfactants
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Supercritical carbon dioxide is the most extensively studied
supercritical fluid (SCF) medium for polymerization reactions
and organic transformations. This can be attributed to a list of
advantages ranging from solvent properties to practical
environmental as well as economic considerations. In addition,
when CO, is used for the synthesis and processing of porous
materials additional advantages are also realized. The subject
of this review will be the synthesis of porous materials and in
particular emulsion-templated polymers. The development of
inexpensive hydrocarbon surfactants will also be discussed.
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Introduction

Supercritical CO, (scCO,) is a sustainable solvent because it is nontoxic,
nonflammable, and readily available in high purity from a number of sources.(7)
CO, has been shown to be a versatile solvent for polymer synthesis and
processing,(2-5) and it has been exploited quite widely for the preparation of
porous materials:(6) for example, scCO, has been used for the production of
microcellular polymer foams,(7,8) biodegradable composite materials,(9)
macroporous polyacrylates,(/0-13) and fluorinated microcellular materials.(14)

A significant technical barrier with using CO, is that it is a relatively weak
solvent: important classes of materials which tend to exhibit low solubility in
scCO; include polar biomolecules, pharmaceutical actives, and high-molecular
weight polymers.(1,2,6,15-18) Until recently, the only polymers found to have
significant solubility in CO, under moderate conditions (<100°C, <400 bar) were
amorphous fluoropolymers(/) and, to a lesser extent, polysiloxanes.(/7)
Therefore, the discovery of inexpensive CO,-soluble materials or “CO,-philes”
has been an important challenge.(79-21) This chapter will discuss the
development of inexpensive hydrocarbon surfactants for use in CO, as well as
the synthesis of emulsion-templated polymers.

Porous Materials and Supercritical Fluids

Porous materials are used in a wide range of applications, including
catalysis, chemical separations, and tissue engineering.(6) However, the
synthesis of these materials is often solvent intensive. Supercritical carbon
dioxide can circumvent this issue as an alternative solvent for the synthesis of
functional porous materials as well as affording a number of specific physical,
chemical, and toxicological advantages. For example, energy intensive drying
steps are required in order to dry porous materials whereas the transient “dry”
nature of CO, overcomes these issues. Pore collapse can occur in certain
materials when removing conventional liquid solvents; this can be avoided using
supercritical fluids (SCFs) because they do not possess a liquid-vapour interface.
Porous structures are important in biomedical applications (e.g., tissue
engineering) where the low toxicity of CO, offers specific advantages in terms of
minimizing the use of toxic organic solvents. In addition, the wetting properties
and low viscosity of CO, offers specific benefits in terms of surface
modification.

A number of new approaches have been developed in the past few years for
the preparation of porous materials using supercritical fluids (SCF).(6,22-,25)
Current routes include foaming,(9,26-29) CO,-induced phase separation,(30,31)
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reactive-(/0-13) and nonreactive(/4,32) gelation of CO, solutions, nanoscale
casting using supercritical CO,,(33,34) and CO,-in-water (C/W) emulsion
templating.(22-25,35,36) Each of these methods uses a different mechanism to
generate the porosity in the material.

scCO, has been used for the formation of permanently porous crosslinked
poly(acrylate) and poly(methacrylates) monoliths and beads, using scCO, as the
porogenic solvent.(70-13) Materials of this type(37,38) are useful in applications
such as high-performance liquid chromatography, high-performance membrane
chromatography, capillary electrochromatography, microfluidics,(39) and high-
throughput bioreactors.(40) In the CO,-based process, no organic solvents are
used in either the synthesis or purification. The variable density associated with
SCF solvents was exploited in order to “fine-tune” the polymer morphology. As
such, the apparent Brunauer-Emmett-Teller (BET) surface area and the average
pore size of the materials varied substantially for a series of crosslinked
polymers synthesized using scCO, as the porogen over a range of reaction
pressures.(10-13)

Recently, an entirely new approach to preparing porous materials was
developed by templating the structure of solid CO, by directional freezing.(41)
In this process, a liquid CO, solution was frozen in liquid nitrogen
unidirectionally. The solid CO, was subsequently removed by direct sublimation
to yield a porous, solvent-free structure with no additional purification steps
(Figure 1). Other CO,-soluble actives could be incorporated into the porous
structure uniformly. This was demonstrated by dispersing oil red uniformly in
the aligned porous sugar acetates.(4/) This method differs fundamentally from
the other CO,-based techniques(6) and offers the unique advantage of generating
materials with aligned pore structures. Materials with aligned microstructures
and nanostructures are of interest in a wide range of applications such as organic
electronics,(42) microfluidics,(43) molecular filtration,(44) nanowires,(45) and
tissue engineering.(46)

In addition to producing materials with aligned porosity, there are a number
of additional advantages associated with this new technique. The method avoids
the use of any organic solvents, thus eliminating toxic residues in the resulting
material. The CO, can be removed by simple sublimation, unlike aqueous-based
processes where the water must be removed by freeze-drying.(47-49) Moreover,
the method can be applied to relatively nonpolar, water-insoluble materials.
These aligned porous structures may find numerous applications, for example, as
biomaterials. Aligned porous materials with micrometer-sized pores are of
importance in tissue engineering where modification with biological cells is
required. We are particularly interested in the use of such porous materials as
scaffolds for aligned nerve cell growth. This latter application will be greatly
facilitated by the recent development of biodegradable CO,-soluble hydrocarbon
polymers as potential scaffold materials.(50)
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Figure 1. Porous sugar acetate with an aligned structure prepared by
directional freezing of a liquid CO; solution. Reproduced from reference 41.
Copyright 2005 American Chemical Society

Polymer solubility in CO,

One of the fundamental issues that one must consider when implementing
CO, for polymer synthesis or processing is polymer solubility. As mentioned,
CO, is a weak solvent and there has been considerable research effort focused
on discovering inexpensive biodegradable CO,-soluble polymers from which
inexpensive CO,-soluble surfactants, ligands, and phase transfer agents could be
developed. This problem is not unique to CO,. Indeed, an enormous variety of
surfactants and phase transfer agents have been developed to disperse poorly
soluble molecules in water. A technical barrier to the use of scCO, is the lack of
an equivalent range of inexpensive CQO,-soluble (and preferably biodegradable)
surfactants, ligands, and phase transfer agents. However, it is very difficult to
predict which polymer structures would be CO,-soluble, despite attempts to
rationalize specific solvent-solute interactions by using ab initio
calculations.(5/) Only a few examples of CO,-soluble polymers currently exist
and, as such, there are a limited number of “design motifs” to draw upon.
Moreover, it is clear that polymer solubility in CO, is influenced by a large
number of interrelated factors(77) such as specific solvent-solute
interactions,(20,51-53) backbone flexibility,(20,52,54) topology,(54) and the
nature of the end-groups.(54) Given the current limits of predictive
understanding, the discovery of new CQO,-soluble polymers might be accelerated
using a parallel or ‘high-throughput’ methodology. The synthetic approaches
for such a strategy are already well in place; for example, a growing number of
methods exist whereby one may synthesize and characterize polymer
libraries.(55) By contrast, there are no examples of techniques for the rapid,
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parallel determination of solubility for libraries of materials in scCO, or other
SCFs. The conventional method for evaluating polymer solubility in SCFs is
cloud point measurement,(/7,20,52,54) which involves the use of a variable-
volume view cell. This technique is not suitable for rapid solubility
measurements and would be impractical for large libraries of materials.

A number of research groups have synthesised ‘CO,-philic’ fluoropolymers
or silicone-based materials for use as steric stabilisers in dispersion
polymerization(5,56-59) as phase transfer agents for liquid-liquid extrac-
tion,(60) as supports for homogeneous catalysis,(6/,62) and as surfactants for the
formation of water / CO, emulsions and microemulsions.(63,64) Unfortunately,
the high cost of fluorinated polymers may prohibit their use on an industrial scale
for some applications. Fluoropolymers also tend to have poor environmental
degradability, and this could negate the environmental advantages associated
with the use of scCO,. The lack of inexpensive CO,-soluble polymers and
surfactants is a significant barrier to the future implementation of this solvent
technology.(65)

Inexpensive poly(ether carbonate) (PEC) copolymers have been reported to
be soluble in CO, under moderate conditions.(20) Similarly, sugar acetates are
highly soluble and have been proposed as renewable CO,-philes.(57,66) Such
materials could, in principle, function as CO,-philic building blocks for
inexpensive ligands and surfactants, but this potential has not yet been realized
and numerous practical difficulties remain. For example, CO, solubility does not
in itself guarantee performance in the various applications of interest. Effective
surfactants, in particular, tend to require specific asymmetric topologies such as
diblock copolymers.(63,67) This in turn necessitates a flexible and robust
synthetic methodology to produce well-defined architectures for specific
applications.

High throughput solubility measurements in CO,

We reported a new method which allows for the rapid parallel solubility
measurements for libraries of materials in supercritical fluids.(68) The method is
based on parallel gravimetric extraction. In a typical experiment, polymer
samples (ca. 100 mg) are accurately weighed into borosilicate glass sample tubes
and loaded into a specially-designed sample holder which will accept up to 60
tubes on this scale. This holder is then placed into a custom-built (Thar Designs)
SCF extractor consisting of a vertically-mounted 500 ml extraction vessel and
computer-controlled syringe pump/back pressure regulator. CO, is then passed
through the vessel at a controlled pressure, temperature, and flow rate for a
predetermined period of time. Thus, all 60 samples are subjected, in parallel, to
precisely the same extraction conditions. The CO, is then slowly vented, the
sample holder removed from the vessel, and the samples reweighed individually
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to determine the sample mass loss (if any) under those extraction conditions. The
procedure is then repeated (typically at progressively higher CO, pressures) in
order to build a cumulative extraction profile for the library of samples. The
technique was used to evaluate the solubility of a mixed library of 100 synthetic
polymers including polyesters, polycarbonates, and vinyl polymers. It was found
that poly(vinyl acetate) (PVAc) showed the highest solubility in CO,, the
anamolously high solubility of PVAc has been shown previously.(65) This
method is at least 50 times faster than other techniques in terms of the rate of
useful information that is obtained and has broad utility in the discovery of novel
SCF-soluble ligands, catalysts, biomolecules, dyes, or pharmaceuticals for a
wide range of materials applications.

Inexpensive and Biodegradable CO,-Philes

Poly(vinyl acetate) (PVAc) is an inexpensive, high-tonnage bulk commodity
polymer which, unlike most vinyl polymers, is moderately biodegradable and has
been used in pharmaceutical excipient formulations. PVAc has also been shown
to exhibit anomalously high solubility in CO, with respect to other vinyl
hydrocarbon polymers,(65) although the polymer is soluble only at relatively low
molecular weights under conditions of practical relevance (P < 300 bar, T <
100 °C).

We presented a simple and generic method for producing inexpensive and
biodegradable polymer surfactants for scCO, for solubilization, emulsification,
and related applications.(50) In this method, the terminal hydroxyl group of a
poly(vinyl acetate) (PVAc) oligomer is transformed into an imidazole ester by
reaction with carbonyl diimidazole (CDI). This route has a number of
advantages. First, the OVAc imidazolide intermediate can be isolated, purified,
and then coupled with a wide range of alcohols (or amines) to produce a variety
of structures. Second, the route introduces a carbonate linkage that may further
enhance CO, solubility(52,69) and could also improve the biodegradability of
the resulting materials. To illustrate the use of OVAc as a solubilizing group, an
organic dye, Disperse Red 19 (DR19), was functionalized with OVAc (M, )
1070 g/mol, M,, ) 1430 g/mol) to produce 1 (Figure 2). The stoichiometry of the
reaction was controlled such that one OVAc chain was attached to each DR19
molecule, as confirmed by GPC and 'H NMR. DRI19 itself had negligible
solubility in CO, up to pressures of 300 bar/25 °C (no color was observed in the
CO, phase). By contrast, the functionalized dye, 1, was found to be soluble in
CO, (100-200 bar) at least up to concentrations of around 1 wt %. This
suggested that OVAc has potential as a less expensive and more biodegradable
replacement for the highly fluorinated materials used previously to solubilize
species such as dyes, catalysts, proteins, and nanoparticles in CO,.(1,4,5,59-
61,63,64,70,71) Another important area in scCO, technology is the formation of
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water-in-CO, (W/C) and CO,-in-water (C/W) emulsions and microemul-
sions.(64,72-75) The same CDI route was used to couple OVAc with
poly(ethylene glycol) monomethyl ethers (HO-PEG-OMe) and poly(ethylene
glycol) diols (PEG) to produce diblock (Figure 3, 2a) and triblock (2b)
copolymers, respectively (Figure 3).(50)

These polymers were found to be useful surfactants. For example, an
OVAc-b-PEG-OVAC triblock surfactant was found to emulsify up to 97 v/v %
C/W emulsion which was stable for at least 48 h. An OVAc-b-PEG diblock
copolymer was used to form a 90 v/v % C/W emulsion. Materials of this type
were used to template SCF emulsions and will be discussed in detail in the
following section.

Templating of supercritical fluid emulsions

Emulsion templating is useful for the synthesis of highly porous
inorganic,(76-79) and organic materials.(80-82) In general, the technique
involves forming a high internal phase emulsion (HIPE) (>74.05% v/v internal
droplet phase) and locking in the structure of the continuous phase, usually by
reaction-induced phase separation (e.g., free-radical polymerization, sol-gel
chemistry). Subsequent removal of the internal phase gives rise to a porous
replica of the emulsion. In principle, it is possible to access a wide range of
porous hydrophilic materials by reaction-induced phase separation of
concentrated oil-in-water (O/W) emulsions. This can lead to novel, porous
hydrophilic materials for applications such as separation media, catalyst
supports, biological tissue scaffolds, and controlled release devices. A
significant drawback to this process is that large quantities of a water-immiscible
oil or organic solvent are required as the internal phase (usually >80 vol.%). In
addition, it is often difficult to remove this oil phase after the reaction.

Based on studies concerning SCF emulsion stability and formation,(73) we
have developed methods for templating high internal phase CO,-in-water (C/W)
emulsions (HIPE) to generate highly porous materials in the absence of any
organic solvents — only water and CO, are used.(35) If the emulsions are stable
one can generate low-density materials (~ 0.1 g/cm®) with relatively large pore
volumes (up to 6 cm®/g) from water-soluble vinyl monomers such as acrylamide
and hydroxyethyl acrylate. Figure 4 shows a crosslinked polyacrylamide
material synthesized from a high internal phase C/W emulsion, as characterized
by SEM and confocal microscopy (scale = 230 pm x 230 pm). Comparison of
the two images illustrates quite clearly how the porous structure shown in the
SEM image is templated from the C/W emulsion (as represented by the confocal
microscopy image of the pores). In general, the confocal image gives a better
measure of the CO, emulsion droplet size and size distribution immediately
before gelation of the aqueous phase. Initially we used low molecular weight
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Figure 2. OVAc-functionalized dye, 1, dissolves in CO, (200 bar, 20 °C, 0.77 wt
%). Reproduced from reference 50. Copyright 2005 American Chemical Society
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Figure 3. Structures of CO,-philic surfactants for C/W emulsion formation:
OVAc-b-PEG diblock polymer (2a) and OVAc-b-PEG-b-OVAc triblock polymer
(2b). Reproduced from reference 50. Copyright 2005 American Chemical
Society
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Figure 4. Emulsion-templated crosslinked polyacrylamide materials
synthesized by polymerization of a high-internal phase CO-in-water emulsion
(C/W HIPE). (a) SEM image of sectioned material. (b) Confocal image of same
material, obtained by filling the pore structure with a solution of fluorescent
dye. As such (a) shows the “walls” of the material while (b) show the “holes”
Jformed by templating the scCO, emulsion droplets. Both images = 230 pm x
230 pm. Ratio of COyaqueous phase = 80:20 v/v.d Pore volume = 3.9 cm’/g.
Average pore diameter = 3.9 um. (Reproduced with permission from reference
6. Copyright 2003 Wiley VCH Verlag GmbH & Co.)
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(M,, ~ 550 g/mol) perfluoropolyether ammonium carboxylate surfactants to
stabilize the C/W emulsions(35) but as discussed there are some practical
disadvantages of using these surfactants in this particular process such as cost
and the surfactant is non-degradable. It was subsequently shown that it is
possible to use inexpensive hydrocarbon surfactants to stabilize C/W emulsions
and that these emulsions can also be templated to yield low-density porous
materials.(36) In this study it was shown that all of the problems associated with
the initial approach could be overcome and it was possible to synthesize C/W
emulsion-templated polymers at relatively modest pressures (60 — 70 bar) and
low temperatures (20 °C) using inexpensive and readily available hydrocarbon
surfactants. Moreover, we demonstrated that this technique can in principle be
extended to the synthesis of emulsion-templated HEA and HEMA hydrogels that
may be useful, for example, in biomedical applications.(83-85)

As mentioned, we demonstrated a simple and generic method for producing
inexpensive, functional hydrocarbon CO,-philes for solubilization, emul-
sification, and related applications.(50) This approach was extended and water-
soluble diblock and triblock surfactant architectures were accessed and it was
found that both types of structure could stabilize highly concentrated C/W
emulsions. A detailed investigation into the factors affecting the C/W emulsion
stability was carried out in order to utilize these optimized emulsions to generate
materials with significantly increased levels of porosity.(22) This new method is
a simple and generic method for producing inexpensive and biodegradable
polymer surfactants for use in supercritical CO,. Low molecular weight (M, <
7000 g/mol) hydroxyl-terminated poly(vinyl acetate) (PVAc-OH) was
synthesized using optimized reaction conditions and isopropyl ethanol (IPE) as
the chain transfer agent. Oligomeric PVAc-OH (OVAc-OH, M, < 3000 g/mol)
was then obtained by supercritical fluid fractionation. The OVAc-OH species
was converted to the imidazole ester by reaction with carbonyl diimidazole
(CDI) and CO,-soluble surfactants were produced by coupling these reactive
blocks with poly(ethylene glycol) methyl ethers or poly(ethylene glycol) diols.
The surfactants were found to be extremely effective in the production of stable
CO,-in-water (C/W) emulsions, which were then used as templates to produce
emulsion-templated materials with unprecedentedly high levels of porosity for
materials produced by this route. It was shown that these hydrocarbon
surfactants can out-perform perfluorinated species in applications of this type.
The synthetic methodology also allows fine-tuning of the hydrophilic-CO,-philic
balance to suit different applications. Surfactants of this type may find a range of
additional uses in emulsion technology, particularly where biodegradability of
the hydrophobic segment is required.

We recently presented a new methodology to produce highly porous cross-
linked polymeric hydrogel materials by templating concentrated CO,-in-water
(C/W) emulsions.(23) Polymeric hydrogels have been studied for applications in
a variety of fields such as in chemical engineering, pharmaceuticals, food, and
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agriculture.(86,87) Hydrogels can change their volume and shape reversibly as a
result of external physicochemical factors such as temperature, solvent
composition, pH, and ionic concentration.(88-90) These large volume or shape
changes, which can be induced by supplying thermal, chemical, or electrical
stimuli, offer a range of possibilities for advanced functional polymers.
Hydrogels are appealing as scaffold materials because they are structurally
similar to the extracellular matrix of many tissues, may often be processed under
relatively mild conditions, and may be delivered in a minimally invasive manner.
A variety of synthetic and naturally derived materials have been used to form
hydrogels for tissue engineering scaffolds. Poly(vinyl alcohol) (PVA) hydrogels
have been proposed as promising biomaterials to replace diseased or damaged
articular cartilage. PVA has been widely explored for use in space filling and
drug delivery applications. It can be physically cross-linked by repeated freeze-
thawing cycles of aqueous polymer solutions(9/) or chemically cross-linked with
glutaraldehyde(92) or acid chlorides(93) to form hydrogels. It can also be
blended with other water-soluble polymers and again cross-linked either
physically or chemically.(94-96) It is not easy to control the pore size and
porosity in such materials, partly as a result of the solid-liquid interface which
exists between the matrix polymer and porogen (usually water). Current
challenges in this field include the provision of appropriate preparation methods
for controlled macroporous structures.

In our new approach poly(vinyl alcohol) (PVA), blended PVA/PEG, and
naturally derived chitosan materials were produced by templating concentrated
COy-in-water (C/W) emulsions.(23) Using the PVAc-based surfactants dis-
cussed above the C/W emulsions were sufficiently stable for templating to occur
and for open-cell porous materials to be produced, as shown in Figure 5. It was
observed that the internal structure was uniformly porous and consisted of a
skeletal replica of the original C/W HIPE. The pore structure was highly
interconnected and there were open pores on the surface that were connected to
the interior (Figure 5a). The diameter of the macropores was found to be in the
range 3-15 pm. The technique can be carried out at moderate temperatures and
pressures (25 degrees C, < 120 bar) using inexpensive hydrocarbon surfactants
such as PVAc-based block copolymers which are composed of biodegradable
blocks. This methodology opens up a new solvent-free route for the preparation
of porous biopolymers, hydrogels, and composites, including materials that
cannot readily be produced by foaming.

A number of limitations were apparent in our initial C/W emulsion
templating approach; namely that the PFPE surfactant was expensive and
nondegradable, reaction pressures were high (250-290 bar), and reaction
temperatures were elevated (50-60 °C).[36] We have since extended our
methodology to produce highly porous cross-linked PVA materials, blended
PVA/PEG, and naturally derived chitosan by the gelation of C/W HIPEs.
Moreover, we have shown that this technique can be carried out at much lower
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Figure 5. Electron micrographs of open-cell porous PVA hydrogel produced
Jfrom C/W emulsions in the presence of PVAc-based surfactant. a) internal
and surface pore structures; b) showing surface morphology with higher
magnification. Reproduced from reference 23. Copyright 2007
American Chemical Society

temperatures and pressures (25 °C, < 120 bar) using inexpensive, biodegradable
hydrocarbon surfactants such as PVAc-based block copolymers. Our
methodology opens up a new solvent-free route for the preparation of porous
biopolymers, hydrogels, and composites, including materials which cannot
readily be produced by foaming. We plan to use this knowledge in future studies
to develop highly porous materials, and to achieve fine control over porous
structure by tuning the CO, density for a number of applications, particularly
those in which organic solvent residues pose a problem.

Conclusions

In general, CO, is an attractive solvent alternative for the synthesis of
polymers because it is ‘environmentally friendly’, non-toxic, non-flammable,
inexpensive, and readily available in high-purity from a number of sources. It
offers the potential of reducing organic solvent usage in the production of a
range of materials. Product isolation is straightforward because CO, is a gas
under ambient conditions, removing the need for energy intensive drying steps.
This is particularly advantageous in processes where large volumes of organic
solvents are used such as the production of porous materials. Moreover, the
discovery of inexpensive, functional hydrocarbon CO,-philes has opened up
new opportunities for solubilization, emulsification, and related applications. It
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has been recently shown that these structures can outperform perfluorinated
analogues in specific applications.
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Chapter 14

Fluoropolymer Synthesis in Carbon Dioxide-
Expanded Liquids: A Practical Approach to Avoid
the Use of Perfluorooctanoic Acid

Libin Du', Joseph M. DeSimone'?, and George W. Roberts
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Chapel Hill, NC 27599
’Department of Chemical and Biomolecular Engineering, North Carolina
State University, Raleigh, NC 27695

Successful polymerization of tetrafluoroethylene (TFE) in
CO,-expanded liquids to synthesize polytetrafluoroethylene
(PTFE) was demonstrated using both hydrocarbon and
hydrofluorocarbon solvents. Yields were satisfactory and
samples with thermal properties comparable to commercial
polymer were produced. The chain transfer reaction that
resulted from the use of hydrogen-containing solvents was not
as severe as expected. Acetic acid was identified as a
particularly promising expandable solvent. Use of this solvent
lowers the pressure required for polymerization of TFE, and
acetic acid is less environmentally detrimental than
halogenated solvents. A wide range of solvent ratios and
pressures were found to be suitable for TFE polymerization in
CO,-expanded acetic acid. Colloidal PTFE samples were
obtained in an emulsion-like polymerization run in CO,-
expanded acetic acid. A commercially-available, conventional
hydrocarbon surfactant was used in this research; the process
did not require fluorinated surfactants such as perfluoro-
octanoic acid (PFOA) or other the specially designed
surfactants for CO, systems.
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Introduction

Fluoropolymers have a wide range of applications (1). Their uses in certain
areas are often irreplaceable due to the unique combination of properties such as
high thermal stability, good chemical resistance, low surface energy, and low
friction coefficient. The current primary processes in fluoropolymer synthesis
include polymerization in organic solvents, mostly halocarbon solvents, and
heterogeneous processes such as aqueous emulsion and suspension
polymerization. Halocarbon solvents generally are not environmentally friendly,
with many of them being currently under strict regulation (2). Moreover, the
fluorocarbon surfactants, mostly perfluorooctanoic acid and derivatives (PFOA),
used in aqueous processes will be abandoned as persistent pollutants and bio-
accumulating agents (3). Earlier, in the 1990’s, we developed processes using
supercritical (sc) CO, as a polymerization medium to synthesize fluoropolymers
(4,5). Since then, successful syntheses of many commercial fluoropolymers in
scCO, have been demonstrated (2). This process has environmental benefits
compared with other processes, and the polymers prepared in this manner have
significantly fewer ionic end groups compared with the same polymers prepared
via conventional aqueous processes which require a multi-step post-treatment to
remove (5). Polymerization in scCO, represents a more environmentally friendly
alternative to current processes and a potential solution to the above problems,
and is being used in a DuPont Fluoropolymer Plant for making certain grades of
fluoropolymers (6). However, a relatively high pressure is required for running
this process in order to maintain a sufficient density of the CO, to facilitate
efficient heat transfer. This is especially important in highly exothermic
polymerizations such as those involving TFE. When supercritical CO, is used as
the medium for the precipitation polymerization of fluoroolefins, there are far
fewer unit operations needed compared with conventional aqueous processes
since operations like flocculation, drying, surfactant stripping and recovery are
not needed. However, despite a simplified process, there is still a desire to lower
the pressure of such CO,-based processes to reduce the overall costs of the
process. (7).

Gas-expanded solvents (GXLs) are another class of environmentally benign
solvents which may offer advantages over regular organic solvents, as well as
supercritical fluids, in some applications. Formed through expansion of a
traditional organic solvent by dissolution of a gas, GXLs usually have reduced
viscosity, improved diffusivity and gas solubility compared with conventional
organic solvents, while possessing better solvating power than supercritical
fluids (8,9). The most frequently used GXL is CO,-expanded liquids (CXLs)
(9). A great advantage of CXLs in comparison with scCO, is the substantially
lower pressures that may be required (10). Mainly used in gas-antisolvent
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crystallization processes previously, CXLs are currently finding applications in
separation, nanoparticle formation, enhanced oil recovery, photoresist removal
and various organic reactions, especially in catalysis involving gases and
viscous solutions (9,10). However, very little work in polymer synthesis has
been reported so far using CXLs as medium. A synthesis of polycyclo-
hexylethylene through catalytic hydrogenation of polystyrene was reported
recently (11-13). The CO,-expanded decahydronaphthalene solution of poly-
styrene was used as the reaction medium and a higher reaction rate was reported.
The polymerization of methyl methacrylate (MMA) in CO,-expanded MMA
was also reported recently (14). No additional solvent was used besides the
monomer, MMA.

Herein, we report for the first time a synthesis of fluoropolymer in CO,-
expanded organic solvents. A number of organic solvents could be used as
CXLs with CO, to make PTFE. Acetic acid was chosen to assess the effect of
solvent ratio and pressure on polymerization in CXLs. Advantages were found
for using acetic acid as a co-solvent with CO, as the reaction medium. The
success of this process is three-fold. First, we showed that high yields of PTFE
could be obtained at relatively low pressures (5.9 to 8.5 MPa) in CO,-expanded
acetic acid. Control reactions in pure CO, at the same pressures did not give
satisfactory results. Second, polymerization of fluoroolefins can be carried out in
the presence of high concentrations of a hydrocarbon solvent (up to 60 vol% of
acetic acid), which is surprising given the dogma of the high chain transfer rates
of such electrophilic radicals. Last, a common hydrocarbon surfactant could be
used in the above reaction medium to produce colloidal PTFE, suggesting that
regular surfactants could be effective in CO,-expanded polar organic solvents.

Experimental

Materials

TFE in CO, (50/50 by weight) was kindly provided by DuPont. SFC grade
CO, was purchased from National Welders. Sodium dodecyl sulfate (SDS) was
purchased from Sigma-Aldrich, Inc. All the hydrocarbon solvents: acetone,
acetonitrile and acetic acid, were obtained from Fisher Scientific, Inc. Solkane®
365 mfc was purchased from Micro Care Corporation, Vertrel® XF was
purchased from DuPont, and HFE-449 and HFE-356 were purchased from
SynQuest Laborataries, Inc. All chemicals were used as received. Bis(perfluoro-
2-propoxypropionyl) peroxide (or 3P) was prepared according to DuPont’s
procedure.
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Measurements
Thermogravimetric Analysis (TGA)

TGA measurements of the PTFE were performed on a Perkin Elmer Pyris 1
Thermogravimetric Analyzer using nitrogen purge gas. Samples were first put in
an aluminum pan and confined in a special platinum dish during the
measurement. The sample weights were within 5 — 15 mg. The sample
temperature was increased from 25 to 600 °C with a heating rate of 10 °C/min.

Differential Scanning Calorimetry (DSC)

Calorimetric measurements of the PTFEs were preformed using a Seiko
DSC 220C Calorimeter. Samples, usually within the range of 5 — 10 mg, were
sealed in a pair of Aluminum pans and referenced against another pair of empty
pans. They were heated from 25 to 350 °C, then cooled to 25 °C with a rate of
10 °C/min. Molecular weights of PTFEs prepared in this study were determined
using a reported method based on the heats of crystallization obtained in DSC
measurements (15).

Scanning Electron Microscopy (SEM)

A Hitachi model S-4700 FE-SEM was used to inspect the morphologies of
polymer particles. Samples were prepared by directly casting the diluted
polymer suspension on a glass slide followed by drying the slide under vacuum
for 12 hrs.

Dynamic Light Scattering (DLS)

Particles in a polymer/acetic acid mixture were analyzed using a
Brookhaven 90Plus Particle Analyzer. Samples were prepared by directly
dilutin% the mixture with water, followed by filtering with 5.00 um Millipore
Millex™ Syringe Filter before measurement. The effective diameters of the
particles were reported as the average particle sizes in this study.

Synthesis

A 25 ml stainless reactor equipped with a magnetic stir bar and a controller
was used in this study. Solvent expansion was monitored through a sapphire
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window. In all the polymerizations in this study, the solvents mixed well and
formed only one phase at the beginning of the polymerization. Polymer started
to precipitate out shortly after CO, and initiator were added. In the
polymerizations with surfactant, the reaction mixture started out clear and turned
to milky under agitation after some time.

Polymerization of TFE in scCO,

A 25 ml stainless steel cell was purged with carbon dioxide three times to
remove air. A mixture of TFE and CO, (50/50 wt%, 2.6 g) was charged into the
reactor cell through a high-pressure syringe pump. The reactor was then slowly
heated to 35 °C. A solution of bis(perfluoro-2-propoxypropionyl) peroxide in
1,1,2-trichlorotrifluoro-ethane (0.223 M, 0.0056 ml) was injected into an
addition tube under Argon flow, and the tube was resealed. Carbon dioxide was
charged into the cell slowly through the addition tube, carrying the initiator
solution into the cell. The initial pressure was set at approximately 17 MPa. The
reaction was held for approximately 4 hrs before being cooled down to room
temperature. The end pressure was approximately 12 MPa. Carbon dioxide,
excess TFE and other volatiles were then slowly vented. A fluffy white
powdered polymer was collected. The product was washed with a mixture of
1,1,2-trichlorotrifluoroethane and methanol (1/1 by volume) three times and
dried in a vacuum oven at elevated temperature. White powdered PTFE (0.89 g,
67.9% yield) was recovered. Thermogravimetric analysis gave a 5 % weight loss
at 514 °C. Differential scanning calorimetry showed a melting temperature of
328.4 °C with a 10 °C/min. heating rate. Integration of the melting peak gave a
heat of crystallization of 43.8 J/g, corresponding to an estimated molecular
weight of 110,000 g/mol.

Polymerization of TFE in COy-Expanded Acetic Acid.

A 25 ml high pressure reactor cell was purged with liquid carbon dioxide
three times to remove air. Acetic acid (5 ml), pre-purged with Argon, was added
into the cell under Argon flow, and the reactor was resealed. A mixture of TFE
and carbon dioxide (50/50 by weight, 2.6 g) was charged into the reactor cell
through a high-pressure syringe pump. The reactor was then slowly heated to
35 °C. A solution of bis(perfluoro-2-propoxypropionyl) peroxide in 1,1,2-
trichlorotrifluoroethane (0.204 M, 0.006 ml) was injected into an addition tube
under Argon flow, and the tube was quickly resealed. Carbon dioxide was
charged into the cell slowly through the addition tube and carried the initiator
into the cell. The acetic acid was quickly expanded by carbon dioxide until the
reactor was fully filled with the mixture, at a pressure of approximately 7 MPa.
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Carbon dioxide was further added until the initial pressure reached
approximately 17 MPa. The reaction was held for 4 hours before being cooled
down to room temperature. The final pressure was approximately 13 MPa.
Carbon dioxide, excess TFE and other volatiles were slowly vented. The reactor
was opened and the product, a white solid wetted with acetic acid, was collected.
The product was washed with a mixture of 1,1,2-trichlorotrifluoroethane and
methanol (1/1 by volume) three times and dried in a vacuum oven at elevated
temperature. A white powdered PTFE (0.71 g, 53.7% yield) was recovered.
Thermogravimetric analysis gave a 5 % weight loss at 492 °C. Differential
scanning calorimetry showed a melting temperature at 328.3 °C with a
10 °C/min. heating rate. The integration of the melting peak gave a heat of
crystallization of 50.1 J/g, corresponding to an estimated molecular weight of
57,000 g/mol.

Polymerization of TFE in CO,-Expanded Acetic Acid Using SDS.

A 25 ml high pressure reactor cell was purged with liquid carbon dioxide
three times to remove air. Sodium dodecyl sulphate (0.0144 g) was dissolved
into acetic acid (5.0 ml) and then purged with Argon for 30 min. The solution
was added into the cell under Argon flow, and the reactor was resealed. A
mixture of TFE and carbon dioxide (50/50 by weight, 2.6 g) was charged into
the reactor cell through a high-pressure syringe pump. The reactor was then
slowly heated to 50 °C. Di(2-ethylhexyl) peroxydicarbonate (0.005 ml) was
injected into an addition tube under Argon flow, and the tube was quickly
resealed. Carbon dioxide was charged into the cell slowly through the gas
addition tube, carrying the initiator into the cell. The acetic acid was expanded
by carbon dioxide. The pressure was approximately 8.5 MPa when the reactor
was fully filled with the one-phase mixture. The reaction was held for 4 hours
before being cooled down to room temperature. The final pressure was
approximately 8.0 MPa. Carbon dioxide, excess TFE and other volatiles were
slowly vented. The reactor was opened and a suspension of PTFE in acetic acid
was collected. The polymer suspension was used directly in preparation of the
samples for scanning electron microscope and dynamic light scattering
measurements. Since not much polymer was collected, and a significant amount
was used for analysis, the yield, apparently very low, was not measured. The
polymer suspension was dried under vacuum for 12 hrs. The polymer was used
for further characterization without purification.
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Results and Discussion

This study was focused on the homopolymerization of TFE to make PTFE,
a fluoropolymer with the largest production volume and the most widely
established applications among all the fluoropolymers. The TFE feedstock used
in this study was in an azeotropic mixture with CO, (50/50 by weight) which
makes the handling of TFE much safer than the previous methods (16). Caution
is advised for any TFE-related reaction. Polymerization of TFE in
supercritical CO, was reported in the 1990s (5,17). In order to compare with the
polymerization in CXLs, we carried out the homopolymerization of TFE in
supercritical CO, at different pressures following the literature procedure (5). At
17 MPa, a relatively high yield of PTFE, 67.9%, was obtained using
bis(perfluoro-2-propoxypropionyl) peroxide (3P), an initiator commonly used in
fluoropolymer production (Entry 1, Table 1). In sharp contrast, the yield was
much lower, approximately 6% when the polymerization pressure was reduced
to 8.5 MPa, slightly above the critical point (Entry 2, Table 1). Since no chain
transfer agent was present in the system, the low yield appears to be a direct
result of the low reaction pressure. The polymer prepared at low pressure had
inferior thermal stability compared to the polymer prepared at high pressure
(Figure 1) suggesting it was of very low molar mass.

Table 1. Polymerization of TFE in scCO,

Batch P Yield M,” T° T,
(MPa) (%) (g/mol) K9 (‘G

1 17 67.9 1.1x10° 514.5 328.4

2 8.5 6.1 N/A 355.3 N/A

Conditions: TFE percent solid: 5 wt%; Initiator: bis(perfluoro-2-propoxypropionyl)
peroxide; [I]: 0.01 mol%; Temperature:35 °C; Time: 4 hrs; *: Calculated based on the
reported method (15);: Temperature for 5% weight loss on thermogravimetric profile;
Tr: melting temperature.

Previously reported Gas-expanded liquids (GXL) studies were generally
used at conditions below the critical point of the mixture (9), which for many
systems were in the range of 2-4 MPa (10), although near-critical pressure or
higher pressures are sometimes used for certain applications (18). Usually, both
gas and liquid phases with a clear boundary were present. In this study, we
intended to use only the liquid phase of the expanded solvent in order to
simplify the research. This was realized by expanding the solvent to the full
volume of the reactor and then further filling the reactor with CO, to the desired
pressure range which was typically from 5.9 to 17 MPa. The organic solvents
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Figure 1. TGA of the PTFE samples prepared in scCO, at 17 MPa
(Entry 1 in Table 1, solid), in 4/96 AA/CO, at 8.5 MPa (Entry 5 in Table 3, dot),
in 40/60 AA/CO; at 17 MPa (Entry 4 in Table 3, dash), in 40/60 AA/CO; at 7.0

MPa (Entry 8 in Table 4, dash dot), in scCO; at 8.5 MPa (Entry 2 in Table |,
short dash).

were all Class II liquids (9) and the molar ratio of CO, to the solvent was in the
range of 30 — 98%. For convenience, the solvent ratios reported here are the
volume ratio between the solvent and CO,. It should be pointed out that the
same volume ratio of two solvents reported at different pressures represents
different molar ratios.

A wide variety of solvents have been reported to be compatible with or
expandable by CO, (8,9). In this study, solvents that are more environmentally-
beneficial, and with potentially smaller chain transfer constants in fluoropolymer
synthesis were preferred. The chain transfer constants of various common
organic solvents were determined previously in presence of perfluoroalkyl
radicals (19). The transition state of hydrogen abstraction by highly electrophilic
perfluorinated radicals favors hydrogen on carbons adjacent to an electron
donating group (19,20). Therefore ether linkages generally facilitates this
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transition state while halogen atoms such as fluorine and chlorine usually
disfavor it (19,20). Some of the better organic solvents screened in this study are
listed in Table 2. These solvents all contain hydrogen and electron-withdrawing
groups in their structures. Perfluorinated solvents were not considered in this
study due to their persistence in the environment and their high global warming
potential. Solvents containing other halogens such as chlorine and bromine are
potentially ozone-depleting and were not considered. Extremely volatile
compounds were also not studied, as their ability to lower the pressure of CO,
required for effective polymerization was expected to be limited.

Table 2. Polymerization of TFE in various CO, expanded organic solvents

Yield M, T T,
Batch Solvent Structure %) (g/mol) ©C) ¢C)
1 Acetone (CH3),C=0 17.4 N/A 387.5 321.1
2 Acetonitrile CH;CN 20.1 N/A 456.6 3279
3 Acetic acid CH;COOH 63.7 52x10* 5140 3280
4 Solkane® CF;CH,CF,CH; 776 1.0x10° 5222 3272
365 mfc
5 Vertrel® XF  CF;CHFCHFCF,CF; 71.3 32x10° 5103 326.5
6 HFE-449 CH;0C/F, 59.1 1.5x10° 5222 3284
7 HFE-356 CF;CH,OCH,CF; 593 12x10° 4755 3282

Conditions: TFE percent solids: 5 wt%; Solvent/CO, (V/V): 14/86; Initiator: bis(per-
fluoro-2-propoxypropionyl) peroxide; [I]: 0.01 mol%; Pressure: 16-17 MPa; Temper-
ature: 35 °C; Time: 4 hrs; *: Calculated based on the reported method; ®: Temperatures
for 5% weight loss on thermalgravimetric profiles; T,,: melting temperature.

Among all the tested hydrocarbon solvents, only a few were able to produce
an appreciable yield of PTFE. With acetone or acetonitrile, low yields were
obtained (Entry 1 & 2, Table 2). Moreover, thermal degradation of the polymers
produced in these two solvents began at much lower temperatures than reported
for commercial PTFE samples, either due to high hydrocarbon content or
existence of low molar mass polymer. Low yields obtained in these
polymerizations were probably due to the inactive solvent radicals (generated by
chain transfer reaction to solvent) or a high proportion of low-mass products
(oligomers) which were lost in subsequent purification steps. In sharp contrast,
high yields of PTFE with comparable physical properties to that prepared in
pure scCO, were obtained in CO, expanded acetic acid (Entry 3, Table 2). This
result was not originally expected, since a high percentage of such a
hydrocarbon-based solvent was expected to produce either polymers with poor
physical properties, or no polymer at all (21-23). The PTFE sample prepared in
CO,-expanded acetic acid had a slightly lower molecular weight than that
prepared in pure CO, at 17 MPa, but the thermal stability was comparable.
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Further experiments using hydrofluorocarbon solvents gave comparable
results (Entry 4 — 7, Table 2). In this case, molecular weights of the polymers
were slightly higher than that obtained with CO,-expanded acetic acid (Entry 3,
Table 2), presumably due to the lower chain transfer constants associated with
fewer hydrogen atoms and the presence of multiple fluorine atoms to destabilize
the transition state of the chain transfer reaction. Improvements in yield and
molecular weight, compared with PTFE prepared in pure scCO, at the same
pressure and temperature (Entry 5 of Table 2 vs Entry 1 of Table 1), was also
observed. Lower yields were obtained using hydrofluoroethers compared with
hydrofluoroalkanes, a result of the enhanced chain transfer to hydrofluoroethers
(19,20). In the case of HFE-356, a noticeable compromise on thermal stability
was also observed (Entry 7, Table 2). Hydrofluoroethers have been previously
used as chain transfer agents in fluoropolymer synthesis (23).

The subsequent experiments were focused on acetic acid (AA), which was
expected to be more environmentally friendly and economical than halogenated
solvents. Table 3 details the polymerizations of TFE in CO,-expanded acetic
acid at various AA/CO, ratios and total pressures. Two sets of polymerizations
were carried out at different pressures. In the first set, a constant pressure of
approximately 17 MPa was maintained (Entry 14, Table 3). In the second set,
we first visually expanded the solvent to the full volume of the reactor and then
raised the pressure further to assure the absence of a gas phase (Entry 5-9, Table
3). This pressure varied from approximately 8.5 to 5.9 MPa depending on the
ratio of acetic acid to CO,. The yields were always higher than 50% when
acetic acid was kept at 20 vol% level or below at 17 MPa (Entry 1-3, Table 3).
Doubling the acetic acid concentration to 40 vol% at this pressure gave a lower
yield (Entry 4, Table 3). When the polymerization pressure was further lowered
to 7 and 8.5 MPa (Entry 6-8, Table 3), the yields were still comparable to those
at a higher pressure (Entry 1-3, Table 3). This is unlike the reaction behavior in
pure scCO,, where the low pressure resulted in a substantially lower yield (Entry
2, Table 1). However, the yield was somewhat lowered when acetic acid
concentration was reduced to only 4 vol% at 8.6 MPa (41.7% in Entry 5 vs
68.1% in Entry 1, Table 3). An even lower pressure of 5.9 MPa (approximately
870 psi) was still effective for polymerization in the co-solvent system with a
60/40 AA/CO, (Entry 9, Table 3), although the yield was further lowered.
Polymerization is not expected in the pure CO, at this pressure since it would be
a gas.

The thermogravimetric profiles of the PTFE prepared in above experiments
showed comparable thermal stability to the PTFE prepared in neat scCO, at 17
MPa (see Figure 1). It is interesting to see that only 4% of acetic acid can
dramatically improve the thermal stability of the resulting PTFE at 8.5 MPa.
Thermal stabilities of the PTFE samples were somewhat compromised when
increasing acetic acid ratio were used. However, there was no apparent
degradation at around 200 °C even when the acetic acid ratio was increased to
40% at both 17 and 7.0 MPa. The CO,-expanded acetic acid could be similarly
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Table 3. Polymerization of TFE in CO,-expanded acetic acid

Bateh  A4/CO: P Yield M,’ i T,
) (MPa) (%) (g/mol) i) )
1 4/96 17 '68.1 8.5x 10* 506.8 328.0
2 8/92 17 60.2 7.6 x 10* 502.4 328.1
3 20/80 17 53.7 5.7x 10 492.2 328.3
4 40/60 17 22.0 4.6 x 10* 489.8 327.9
5 4/96 8.5 41.7 6.8x10* 507.7 3272
6 8/92 8.5 71.1 53x 10 508.2 328.0
7 20/80 7.0 76.3 7.6 x 10 503.5 328.6
8 40/60 7.0 52.9 4.0x10* 472.8 3272
9 60/40 5.9 38.1 3.0x 10 483.4 3274
10 20/80 8.5 N/A N/A 309.6 N/A

Conditions: Entry 1-9: TFE percent solids: 5 wt%; Initiator: bis(perfluoro -2-
propoxypropionyl) peroxide; [I]: 0.01 mol%; Temperature: 35 °C; Time: 4 hrs; Entry 10:
TFE percent solid: 5 wt%; Initiator: di(2-ethylhexyl) peroxydicarbonate; [I]: 0.01 mol%;
Temperature: 50 °C; Time: 20 hrs; 1 wt% of SDS; *: Calculated based on the reported
method; % Temperatures for 5% weight loss on thermogravimetric profiles; T,,: melting
temperature.

applicable for the polymerization of many other fluoroolefins. Preliminary
results show that the copolymerization of TFE and hexafluoropropene (HFP)
was successful, and copolymer with comparable properties to commercial FEP
was obtained.

Another benefit to using CO,-expanded liquids, compared with scCO,, is
the adjustable polarity of the solvent mixture (10). Carbon dioxide is
intrinsically non-polar and has limited solubility for polar solutes and
compounds with relatively high molecular weights (24). As we have shown, the
solvent quality of CO, can be improved through the use of co-solvents. The
utility of carbon dioxide can also be expanded through the use of surfactants,
however, for pure CO,, this usually demands specially designed surfactants that
contain a “CO,-philic” domain such as fluorinated (4,26-29), siloxane (30,31),
and some hydrocarbon compounds with special structures (32-34). Using the
CXL system, such as the CO,-expanded acetic acid used in this study, we
expected a wider polarity range could be obtained (10) which in turn should
substantially alter the interaction between CO, and conventional surfactants. As
such, we set out to see if conventional hydrocarbon surfactants may become
effective in CXLs which would increase the potential applicability of CO, as a
reaction medium.

With this in mind, we studied the use of a conventional hydrocarbon
surfactant, sodium dodecyl sulfate (SDS), to run the emulsion polymerization of
TFE in the CO,-expanded acetic acid (Entry 10, Table 3). After testing a few
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Figure 2. Scanning electron micrographs of PTFE samples prepared in scCO,
and CO, expanded acetic acid. (a), (b) Colloidal PTFE prepared in CO,
expanded acetic acid in presence of SDS (Entry 10, Table 3); (c) PTFE fibrils
prepared in scCO,; (d) PTFE fibrils prepared in CO, expanded acetic acid;
The scale bar is 2 pym.

solvent ratios, we collected some colloidal PTFE particles as confirmed by
scanning electron microscopy (SEM) (Figure 2a). As a comparison, both the
polymers prepared in scCO, and in CO,-expanded acetic acid in absence of any
surfactant are fibrillar (Figure 2c & d). The particles shown in Figure 2a are
comprised of much smaller primary particles (Figure 2b). Dynamic light
scattering measurement of the particles shown in Figure 2a gave a mean
diameter of approximately 220 nm by diluting the PTFE/acetic acid mixture
with approximately 10 times of water. As a comparison, no particles were
detected after the mixture was diluted with acetic acid. A similar study using
PFPE carboxylate surfactants to assist the polymerization of TFE in scCO, was
reported recently (35). Colloidal PTFE particles were observed with SEM in the
presence of surfactants. However, the polymer particles appeared to be much
larger than those obtained in this study (35). TGA measurement of the resulting
polymer shows a two-step degradation (Figure 3): the second curve which
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occurred at approximately 500 °C appears to be the characteristic degradation of
PTFE. The yields in presence of SDS, however, were much lower than those
prepared in CO,-expanded acetic acid without surfactant. We estimated the
yields to be lower than 10%.

A few other more polar solvents, such as DMSO or DMF, were expected to
offer a wider adjustable range of polarity and may be more effective for the
above emulsion-like polymerization using conventional surfactants. These
solvents were tested in this study without generating appreciable PTFE,
probably due to having higher chain transfer constants in TFE polymerization.
However, they may be suitable for other polymer systems, such as many
hydrocarbon polymers. Combining CO,-expanded solvents with conventional
surfactants may represent an alternative to designing special surfactants for
scCO,.

In conclusion, we report for the first time the polymerization of a
fluoroolefin, TFE, in CO,-expanded liquids to synthesize high molar mass
PTFE. Both hydrocarbon and hydrofluorocarbon solvents were successful in
producing PTFE with satisfactory yields with good thermal stability. Use of a
common hydrocarbon solvent, acetic acid, was able to dramatically lower the
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Figure 3. TGA graph of the PTFE from Entry 10 in Table 3.
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pressure required for the polymerization of TFE in CO,. Successes with a wide
range of solvent ratios, from 4 to 60 vol% of acetic acid, and pressure, from 5.9
to 17 MPa, were demonstrated. The chain transfer reaction to the hydrogen-
containing solvents, especially acetic acid, was not as severe as expected.
Colloidal PTFE samples were obtained by using a conventional hydrocarbon
surfactant, SDS, in CO,-expanded acetic acid. This may represent an alternative
way to run emulsion polymerizations in CO,.
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Green Methods for Processing and Utilizing Metal
Complexes
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The use of supercritical carbon dioxide (scCO,) and CO,-
expanded liquids (CXLs) in metal-mediated processes is
described. Two examples are examined: 1) heterogeneous
oxidation catalysis and 2) processing nanoparticles of metal
complexes. Oxidation processes with dioxygen as the terminal
oxidant are often limited because of the low O, solubility in
common organic solvents. The complete miscibility of
dioxygen and scCO, alleviates this problem and provides
improved mass transfer properties. These factors are exploited
in the oxidation of substituted phenols with porous solids
containing immobilized metal complexes that serve as catalytic
sites. The development of nanoparticles composed entirely of
metal complexes has lagged behind atom-based systems.
Precipitation with compressed antisolvent, a method that uses
scCO, as the precipitant, was employed to process
nanoparticles of metal complexes. A correlation between
molecular shape and particle morphology was discovered, in
which planar compounds gave nanoparticles with rodlike
structures. In contrast, three-dimensional molecular species
produced spherical nanoparticles. Investigations into the
binding of dioxygen and nitric oxide to the rod-like
nanoparticles composed of cobalt complexes showed pro-
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nounced differences compared to their unprocessed analogs.
Dioxygen reversibly binds to the nanoparticles, whereas nitric
oxide is disproportionated into other N,O, species. This type
of nitric oxide reactivity has not been observed for other cobalt
complexes at room temperature and illustrates the promise of
nanoparticles of metal complexes.

Introduction

It is now readily accepted that newer, cleaner chemical processes are
necessary in order to prolong human health. A variety of factors have led to this
realization, many of which are intertwined. Economic and environmental
concerns are the two most obvious examples of factors that are linked. For
example, there is a continual rise in the number of hazardous chemical waste
sites in the U.S.—the Environmental Protection Agency estimates that 217,000
new hazardous waste sites will be needed by 2033, costing an estimated $250
billion dollars (/). The environmental impacts of the present day sites are at
threatening levels, with many leaking chemicals into the groundwater.
Moreover, there are increasing data to show that humans are accumulating
industrial chemicals at an increased rate. These chemicals are often toxic and
can lead to serious human health issues.

Conventional methods for solving the above problems often involve
reduction of chemical exposure and environmental pollutants. These approaches
have modest effectiveness and are costly. Based on this lack of success, newer
methods are being developed that will produce goods in a safer and healthier
manner. Green chemistry is one such approach, in which environmental and
health hazards are removed from the chemical process at the outset of their
formulation, before they are introduced to the public (2). One challenge in this
field is to develop technologies that are comparable to existing ones in cost and
yield, but use reagents that are significantly less harmful. Finding the correct
combination of solvents and reagents is often difficult and usually requires
interdisciplinary teams of chemists, engineers, and polymer scientists.

This chapter describes some of our recent findings in coupling supercritical
carbon dioxide (scCO,) technology with transition metal chemistry to develop
new heterogeneous oxidation catalysts. In addition, we illustrate how scCO, can
be used to process a new class of nanoparticles composed of metal complexes
whose function differs from their molecular precursors.
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Green Oxidation Chemistry

The potential of green chemistry is exemplified with oxidation chemistry,
especially those processes related to commercial chemicals, in which megatons
of products are annually manufactured with a net worth in the tens of billions of
dollars. Nearly 70% of the bulk chemical oxidations are performed with
stoichiometric reagents, such as permanganate and chromate (3), which are
environmentally and economically unfavorable. One solution to this problem is
to design systems using dioxygen as the terminal oxidant: it is plentiful,
inexpensive, and a "green oxidant" because water is the most common
byproduct.

Harnessing the oxidizing power of O, has attracted the attention of chemists
for years (4). While thermodynamically competent to react with a variety of
substrates, dioxygen is relatively inert under ambient condition—this is why it
can co-exist with combustible species such as carbohydrates and wood-products
instead of reacting with them to produce water and CO,. Its stability is attributed
to a kinetic sluggishness, a property related to O, having a triplet ground state.
This kinetic limitation can be overcome through interactions with species
containing unpaired electrons. Substances containing transition metal ions are
the most commonly employed, as illustrated in the many oxygenase enzymes that
utilize metal ion cofactors.

There are additional factors that can reduce the oxidizing ability of O,. A
key issue is dioxygen's relatively low solubility in most commonly employed
solvents. Therefore, the concentrations of dissolved O, are sufficiently low to
hinder the outcome of even the most kinetically viable reactions. One method to
circumvent this problem is to use scCO, or CO,—expanded liquids (CXLs) as
solvents (5). The advantage of these media resides in the complete miscibility of
O, and CO, to provide reaction conditions having O, concentrations that far
exceed those found with more conventional solvent systems (6). Furthermore,
s¢CO, is a green solvent when derived from existing abundant sources, which
when coupled with O,, would produce environmentally beneficial meth-
odologies.

Metal Bis(salicylaldehyde)ethylenediamine (Salen) Complexes

Typically, metal complexes have low solubilities in scCO, that can be
somewhat overcome by using CXL as the solvents. An excellent example of this
approach is the work done with [Co"(salen)] complexes as oxidation catalysts for
substituted phenols (7). The highest yields of oxidation products were obtained
in CXL media, which was attributed to the increased solubility of both dioxygen
and the [Co(salen)] catalysts.
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There are longstanding historical reasons for using [Co(salen)] complexes as
oxidation catalysts. The reversible binding of dioxygen to [Co(salen)] has been
known for over 100 years and is likely the first discrete coordination complex to
exhibit this type of binding (8). The solution chemistry of [Co(salen)] is well
defined and it is clear that the salen coordination to the Co(Il) ion is not
sufficient to obtain efficient dioxygen binding (Figure 1) (9, /0). An additional
ligand is needed to bind to the Co(II) center, forming a five-coordinate, square
pyramidal complex which is then active toward O, binding. Coordinating
solvents, such as acetonitrile, can serve as the fifth ligand—this is why CXL with
acetonitrile was used in the above [Co(salen)] studies.

N\c ,,,N
S 'v :@
10M1

N
lOz DMF () 02 cro, r! CHCl,
0,

K =60 M- \(K>105M'2) K> 104 M1

Figure 1. Reaction scheme for [Co(salen)] with O,.

It is obvious that in order for dioxygen to be a useful oxidant, it needs to be
reduced upon coordination to a metal complex. The cleavage of the O—O bond
often leads to formation of metal oxides, whereby the oxo groups bridge between
at least two metal centers. These species are usually unreactive and thus do not
function as oxidation catalysts. One method to circumvent the problems is to
immobilize the functional oxidation catalysts. Various methods have been
developed, spanning the realm of homogeneous and heterogeneous systems. The
goal of our work was to match green media with appropriate heterogeneous
systems that reversibly bind O, to probe the factors for efficient oxidation of
substrates.
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Template Polymerizations with [Co(salen)] Complexes

We have found that immobilization of metal complexes within organic
hosts can be accomplished using template copolymerization methods (11, 12).
The materials have immobilized sites distributed randomly throughout porous
organic hosts, which are highly crossed-linked network polymers that are
usually made by free-radical polymerization methods (13, 14, 15, 16, 17). The
immobilized sites are formed during polymerization through the use of template
compounds that in our designs are stable transition metal complexes. These
sites have similar architectures, corresponding to that of the template complex.
A schematic of this method is shown in Figure 2. Our studies have shown that
[Co(salen)] complexes can be immobilized within polymethacrylate hosts with

Substitutionally
inert metal
complex

Template complex

crosslinking agent/porogen
5% template:95% crosslinker

Figure 2. Schematic of the template copolymerization method.

good regio-control of the ligands surrounding the metal ions (/8, 19). In
addition, these materials have high site accessibility, allowing molecules such as
dioxygen to bind to the Co(II) centers. Furthermore, the immobilized
[Co(salen)] sites are sufficiently isolated to prevent undesirable intermolecular
metal-metal interactions that can hinder dioxygen binding and subsequent
oxidative processes. Details of the preparation of these materials have been
reported (18, 19, 20, 21, 22, 23), and our polymer work has been recently
reviewed (11, 12).
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Figure 3 depicts three of these materials that are relevant to the oxidation
catalysis. The salen ligands are modified to include styryloxy groups attached to
the aromatic rings. These groups are polymerizable, providing covalent
attachment of the [Co(salen)] complexes to the polymer backbone; this type of
attachment limits leaching of the complexes during catalysis. We have shown
that many of these [Co(salen)] immobilized materials bind O, and NO—in some
cases the binding properties are superior to those found for their molecular
analogs. (18, 21, 22) For instance, 90% of the immobilized Co(II) sites can
reversibly bind O, in P-1.py[Co"], a material with immobilized five-coordinate
Co(Il) sites. In contrast, the material with immobilized sites containing four-
coordinate cobalt complexes, P-1[{Co"], has a relatively low affinity for dioxygen
with only 10% of the sites forming O, adducts. These results illustrated how we
can tune a functional property (O, binding) by adjusting the structure of the
immobilized [Co(salen)] complexes. We were thus curious if these tunable
properties would lead to heterogeneous catalysts with different activities.

In solution, molecular [Co(salen)] was shown to oxidize 2,6-di-tert-
butylphenol (DTBP) to 2,6-di-tert-butyl-1,4-benzoquinone (DTBQ) and
3,5.3',5'-tetra-tert-butyl-4,4'-diphenoquinone (TTBDQ) (eq 1) (7). We
recognized that the optimal experimental conditions for our materials could be
different from those used for the homogeneous systems. In particular, scCO,
should be a more compatible solvent for heterogeneous oxidation systems
because of its resistance to oxidation and complete O, miscibility. Supercritical
CO, also has tunable transport properties that are important for porous
heterogeneous catalysts in which mass transport factors can be rate limiting.

Heterogeneous Oxidation Catalysis in scCO, Media

We have surveyed the catalytic oxidation of DTBP with the three polymers
shown in Figure 3 (24). Three different solvent systems were employed: neat
acetonitrile, CXL using acetonitrile, and neat scCO,. All the polymers had little
catalytic activity in neat acetonitrile. For instance, only 11% of the oxidized
products were observed with P-1[Co"] at 35°C; this value only increased to 20%
at 80°C (Table I). The largest oxidation conversions were found when the
reactions were done in scCO, with a 50% yield found at 80°C.

The findings with P-1[Co"] illustrated the promise of doing heterogeneous
oxidation catalysis with scCO, media. However, we sought to improve on the
conversions found with P-1{Co"] by using catalysts with higher affinities for
dioxygen. Our reasoning was that higher catalytic conversions would be
obtained if the immobilized sites had greater affinities for dioxygen. Using the
solution chemistry of [Co(salen)] as a guide, we employed materials whose
immobilized sites contained five-coordinate Co(Il) centers—these types of
complexes are known to readily bind O, (Figure 1). With this as our goal, we
probed the oxidation of DTBP using P-1.py[Co"] and P-2[C0"] (Figure 3). As
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Table I. Substrate conversions for catalysts P-l[Co"],
P-1-py[Co"], and P-2[Co"} at 35 and 80 °C in various
reaction media (error limits in parentheses).

Solvent Catalyst x(CO,) T(CC) P(bar) %X
CH;CN P-1[Co"] 0 35 1 1)
CXL P-1[Co"] 0695 35 55 11(1)
5¢CO, P-1[Co"] 0979 35 120 17(2)
CH;CN P-1[Co") 0 80 1 3002
CXL P-1[Co"] 0695 80 94  43(2)
5¢CO, P-1[Co"] 0979 80 140  50(2)
CH;CN P-1py[Co"] 0 35 1 17Q2)
5¢CO, P-1'py[Co"] 0979 35 120 23(3)
CH,;CN P-1py[Co"] 0 80 1 28(1)
5¢CO, P-1py[Co"] 0979 80 140  60(2)
CH;CN P-2[Co"] 0 80 1 29Q2)
CXL P-2[Co"] 0.695 80 96  39(2)
5¢CO, P-2[Co"] 0979 80 140  65(3)

shown in Table I, P-1-py[Co"] gave substantially better conversion to products
than P-1[Co"]. For example, a 60% yield of products was observed at 80°C in
5¢CO,. Similar results were found for P-2[Co"], with products conversion
approaching 65%.

We also examined the reusability of the P-1-py[Co"] and found essentially
no change in activity between two catalytic cycles. However, there is a
substantial loss of 30% in catalyst performance between the second and third
cycles, which is attributed to the loss of cobalt from the immobilized sites. The
causes for the decrease in cobalt content of the catalyst are not yet known.
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These results illustrated several important points into the design of
heterogeneous oxidation processes. Our findings demonstrate that porous solids
with immobilized metal sites can be effective oxidation catalysts. The usual
limitations caused by poor mass transfer through the pores have been somewhat
mitigated through the use of CO,-based solvents. This point is highlighted by
the high conversion percentages found with the reactions in pure scCO,,
suggesting that it may be the best solvent for heterogeneous oxidations. A
correlation was also obtained between the O, affinity of the catalysts and product
conversion: higher O, affinity polymers gave higher yields of products. Finally,
porous solids with immobilized metal sites have catalytic function over several
repeated reactions, a property attributed to the protective effects of the polymer
host that prevents deactivating metal-metal reactions.

Nanoparticles of Metal Salen Complexes

Control of Particle Morphologies

We have also been pursuing other opportunities to couple the chemistry of
[M(salen)] complexes with scCO, media. One exciting opportunity was to use
5¢CO, to process [M(salen)] nanoparticles. Processes for sub-micron particles
of molecules have lagged behind atom-based systems because of the lack of
convenient methods for particle preparation. Conventional techniques for
particle size reduction, including milling, recrystallization from liquid
cosolvents, freeze-drying and spray drying, may result in excessive use of
organic solvent, thermal and chemical degradation of the solute, trace residues in
the precipitate, and interbatch particle size variability (25). Precipitation with
compressed antisolvents, or PCA (26, 27, 28, 29, 30), is an alternative approach
to the production of nanoparticulates. PCA, also known as supercritical
antisolvent (SAS) precipitation or SAS, is a semi-continuous process, which in
theory can use a variety of solvent mixtures—in our processes scCO, is used as
the precipitant. The nonpolar carbon dioxide dissolves into a solution of the
polar compound causing substantial supersaturation and nucleation, affording
uniform particles with length scales between nanometers to microns. Another
similar process for dense gas assisted particle formation is gas antisolvent
precipitation, or GAS, which is a batch process that initiates the precipitation by
expanding the liquid phase with a dense gas (3/). Both PCA and GAS
technologies have several advantages including higher production output over
conventional methods and a one-step route to pure, relatively dry particles that
are formed under mild conditions in the absence of additional processing.
However, PCA is preferred over GAS because the spraying of the solution as
droplets in the PCA process provides more efficient mass transfer between the
dense gas and solution, producing smaller particles (32). Further, because the
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extracted solvent is continuously removed by the scCO,, separation and
collection of the precipitated particles is much simpler in the PCA process.

PCA is most often used to process organic compounds, which are usually
pharmaceuticals, such as taxol and insulin. Prior to our work this technology
had not been used to make nanoparticles composed of metal complexes.
However, we proposed that PCA could also be used to prepare nanoparticulate
metal complexes, producing new materials that may have distinct structural and
functional properties. To test this idea we prepared a series of nanoparticles of
different metal salen complexes (33). A schematic of the instrumentation used to
prepare the particles is shown in Figure 4. The procedure, in brief, involved
spraying CH,Cl, solutions of the appropriate complex and scCO, simultaneously
through a coaxial nozzle (150 um ID for the inner tube), causing instantaneous
precipitation of the complexes as processed particles. Collection of the particles
was achieved via a 0.2 pm filter.

The structures in Figure 5 illustrate some of the metal complexes we have
examined as particles. All the complexes have salen ligands coordinated to the
metal centers within the equatorial plane. They differ in the number of
additional ligands bonded to the metal centers. Simple [M(salen)] complexes
have square planar coordination geometries, resulting in nearly planar molecular
units.  Additional ligands bind perpendicular to the plane, which affords
complexes having three-dimensionality.

The geometric differences between the complexes at the molecular level
influence the morphology of the processed particles holding other experimental
parameters relatively constant. Scanning electron microscopy (SEM) was used
to examine the differences in the morphology of the processed particles. For
instance, an SEM image of processed [Ru(salen)(NO)(Cl)] complex (Figure 6,
right) shows aggregates of primary particles having spherical structures, with
average diameters of 50 nm. In contrast, the SEM image of unprocessed
[Ru(salen)(NO)(CI)] depicted flat irregular shards with sizes ranging from
microns to millimeters (Figure 6, left). Magnification of these shards did not
reveal the presence of discrete primary particles; rather, only amorphous surfaces
were observed.

The spherical morphology of the processed [Ru(salen)(NO)(CI)] is typical
of particles produced by PCA, in which nearly all the compounds investigated
have nonplanar molecular structures. We found however that particles of planar
[M(salen)] complexes have markedly different morphologies. The SEM images
of [Ni(salen)] and [Co(salen)] (Figure 7) clearly show these nanoparticulates
have rodlike structures, with average diameters and lengths of 85 and 700 nm,
respectively. We have found a few reports describing formation of other rodlike
nanoparticles using PCA methods, and in each case, planar compounds were
employed (34, 35). We have thus proposed that rodlike morphologies are the
structural motifs for particles arising from planar compounds.

The structural findings with the metal salen complexes have important
consequences in nano-technology. Numerous parameters have been shown to
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Figure 4. Schematic of the PCA instrumentation.
(See page 1 of color insert.)
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Figure 5. Molecular structures of compounds used in the PCA studies.
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Figure 6. SEM images of unprocessed [Ru(salen)(NO)CI)] (left) and the
spherical primary particles obtained from the PCA process (right).

200 nm 300 nm

Figure 7. SEM images of [Co(salen)] (left) and [Ni(salen)] (right)
nanoparticles.
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affect the size of particles prepared via PCA, including temperature, pressure,
and CO, flow rate. Until our work, there was no mention of a correlation
between the molecular structures of the initial compounds being processed and
the resulting morphologies of the nanoparticulates. We recognized that particle
formation with PCA technology is a complex process with several variables
influencing the final structures of the particles. Our findings suggest that a
bottom-up approach based on molecular structure of the precursor compounds
may provide enabling methods for control of structures of nanoparticles
composed entirely of molecules. This possibility offers an exciting new
approach to particle design, whereby structure-function relationships could be
used to enhance existing function, or discover new ones that are unique to
processed nanoparticles.

Conclusions and Vistas

We have described our efforts to incorporate scCO, within the framework of
metal coordination chemistry. The use of scCO, as a solvent for heterogeneous
oxidation catalysis enhanced the overall efficiency of the reactions because of
improved O, solubility and greater mass transfer of the oxidant into the
immobilized sites. Nanoparticles of metal complexes were prepared for the first
time using PCA methods that utilize scCO, as the precipitant. Control of the
particle morphology was linked to the molecular structure of the complexes.

The two projects discussed in this chapter are seemingly unrelated. The link
between them is the coupling of scCO, media with metal salen complexes. In
both cases, scCO, was used as an enabling medium to create new systems with
different reactivities than the norm. Inorganic chemists have used metal salen
complexes for over 100 years, but their chemical properties in scCO, are just
emerging. The promising new findings obtained in our studies underscore the
need to test even the oldest, most studied compounds in new media, especially
those that are environmentally compatible.

The promise of these systems is illustrated in our current work on gas
binding to the [M(salen)] nanoparticles (36,37). In particular, we have been
investigating the binding of dioxygen and nitric oxide (NO) to the [Co(salen)]
nanoparticles. Exposure of the nanoparticles to these gases imparts noticable
color changes, as indicated in the photographs in Figure 8. The unprocessed
[Co(salen)] does not show any color changes when treated with either gas. This
simple test demonstrates that the [Co(salen)] nanoparticles have functionally
different properties than their unprocessed analogs. Quantititative charac-
terizations of these unique functional properties are provided in a recently
completed dissertation (37).
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Figure 8. Photographic images of [Co(salen)] nanoparticles (A) and after
exposure to NO (B) and O, (C). (See page 1 of color insert.)

More recently, we have been working on establishing the underlying
structure-function relationships as to why the nanoparticles function so
differently (36). We discovered that [Co(salen)] nanoparticles reversibly bind
dioxygen at room temperature, a somewhat unusual result for Co(salen) systems
which, in both in the condensed and the solid phases, often irreversibly bind O,.
Detailed spectroscopic studies on the processed and unprocessed [Co(salen)]
revealed that this difference in O, binding may be rooted in the tetrahedral
molecular structure of the [Co(salen)] complexes within the nanoparticles.
[Co(salen)] normally adopt a square planar coordination geometry in both
solution and the solid-state. We attribute this structural difference to the
arrangement of the molecules within the nanoparticle, which is different than in
an amphorous solid or a conventional crystal lattice (37).

In contrast, the [Co(salen)] nanoparticles do not reversibly bind NO. To
our surprise, these nanoparticles appear to disproportionate NO into other N,O,
species at room temperature (37). This is an exciting result because it is the first
example of this type of reactivity by a solid-state cobalt system at room
temperature. Normally, cobalt-based systems only disproportionate NO at
temperatures above 400°C (38, 39, 40, 41, 42, 43, 44, 45). We are currently
pursuing the structural reasons for this unusual reactivity, yet these results offer
sufficient encouragement that other new functional properties await to be
discovered with nanoparticles composed of metal complexes.
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The numerous contributions to this ACS symposium series
describe in detail the unique attributes of Gas eXpanded Liquids
(GXLs) which provide for a novel class of solvents. Our
contribution has applied GXLs as a processing medium for the
fractionation and deposition of metallic nanoparticles (Pt, Pd, Ag,
Au) and quantum dots (CdSe/ZnS). The tunable nature of the
GXLs provides advantages over conventional solvents, and
enables rapid, precise, and scalable size-dependant fractionation
of nanoparticles into uniform populations (less than + 0.5 nm in
diameter). The wide range of accessible solvent strengths and
facile removal of the CO,, substantially reduces the amount of
solvent needed for conventional anti-solvent size fractionation
techniques and facilitates solvent recycling. We have also taken
advantage of the reduced surface tension and interfacial forces
exhibited by GXLs to produce wide-area, low defect nanoparticle
arrays. Each of these nanoparticle processing applications is
governed by the inter-particle interactions; dispersive and steric
repulsion forces, resulting from the solvation forces between the
nanoparticle stabilizing ligands and CO, expanded liquid
medium. To better understand this system, we have developed an
interaction energy modeling approach to determine the
interparticle attractive and repulsive forces that control
nanoparticle dispersibility through variations in the properties of
the GXL medium.
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Introduction

Advancements in nanotechnology have led to a wide-spread emergence of
different techniques for nanoparticle synthesis and application. A vital and often
overlooked component in the field is the development of efficient, reduced-cost,
and large-scale methods for nanoparticle synthesis and processing. Solution
based techniques have been demonstrated as effective and robust means for the
controlled, “bottom-up* synthesis of metallic nanoparticles with varying size,
shape, composition, and surface chemistry. The major advantage of solution-
based nanoparticle synthesis is the single-pot system consisting of a metal salt
precursor, reducing agent, stabilizing ligand, and solvent; each of which plays an
integral role in the nanoparticle synthesis and processing. Considerable efforts
have gone into developing solution-based methods to produce nanomaterials
that possess unique, composition and morphology dependent properties;
however, these methods are often limited when it comes to controlled deposition
and size fractionation. We contend that gas expanded liquids (GXLs) will
provide significant advancement in the processing of nanomaterials, providing
sustainable means for nanomaterial applications. In the interest of this work, we
shall limit our discussion to ligand-stabilized, spherical metallic nanoparticles
less than 10 nm in diameter, which display size-dependent properties.

We have developed methods for the post-synthesis processing of spherical
nanoparticles using GXLs."? The advantages of using GXLs** as a tunable
processing medium for different nanoparticle applications include:

e  Wide range of accessible solvent properties that can be achieved with the
expansion of virtually any conventional organic solvent

e Ability to reversibly and controllably fine-tune the solvent properties by
simply adjusting the solvent medium composition, via applied gas pressure

e Diminishing interfacial forces, low viscosity, and high diffusivity that lead
to excellent surface wetting of wide areas and sub-micron features

e Green properties that provide the potential for sustainable, cost-effective,
large scale methods that are vital for the future of nanotechnology
applications

GXLs provide certain advantages over conventional fluids and supercritical
fluids® for the deposition and size fractionation of ligand-stabilized metal
nanoparticles. Controlled deposition of nanoparticles for the formation of
uniform wide-area thin films, multi-layer assemblies and targeted coverage of
sub-micron features requires a solvent medium that’ 1) is strong enough to
effectively disperse the ligand-stabilized nanoparticles in solution, 2) has tunable
solvent strength for controlled deposition of particles onto a surface, and 3) has
favorable fluid properties for effective deposition and removal. Conventional
liquid solvents are very effective in dispersing nanoparticles, but the deposition
and solvent removal often involve evaporative phase changes and dewetting
effects.”” Property tunable fluids, such as near- and supercritical fluids, have
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excellent wetting characteristics and can be easily removed from the system, but
their solvent strength is very limited and often requires the use of specialized
nanoparticle ligands or the use of co-solvents.*'*"

Significant progress has been made in the synthesis of innovative
nanomaterials with unique properties that are very often size-dependent. In order
to take advantage of the size-dependent properties, a size-dependent
fractionation, extraction, or separation must be performed to isolate the desired
nanoparticles. Many synthesis techniques have been popularized based on the
uniformity of the nanomaterials produced;'* however, many applications require
further processing.

We have demonstrated the ability to take a polydisperse population of
nanoparticles and fractionate them into monodisperse populations using
GXLs.2*'*"™ The highly tunable solvent strength coupled with the facile
pressure-induced control of GXL properties enables the precise and rapid
fractionation of ligand-stabilized nanoparticles. Previously demonstrated
methods of size fractionation rely on liquid anti-solvent techniques that are more
costly, solvent intensive, laborious, subjective, and not conducive for large scale
application.'”?* The use of GXLs can ameliorate each of these drawbacks and
when coupled with the deposition capabilities, provides for an attractive medium
for the processing of nanomaterials.

We have also implemented an interaction energy model to predict the
deposition and size-dependent fractionation of ligand-stabilized metallic
nanoparticles as a function of the system thermo-physical properties. The model
accounts for the attractive and repulsive forces that exist between particles
dispersed within a GXL solvent medium, thus providing a fundamental
understanding of the nanoparticle dispersibility as a function of the nanoparticle,
stabilizing ligand, and solvent properties. This enables the ability to design an
appropriate nanoparticle processing system that incorporates virtually any
nanoparticle size, shape, and composition, as well as, stabilizing ligand structure
and composition.

Nanoparticle Deposition

Following nanoparticle synthesis, the issue remains as to how to isolate the
nanoparticles from solution and apply them to a surface for use as a catalyst,
optical coatings, multi-layer assemblies, etc. Conventional solvent drying
techniques often lead to dewetting instabilities resulting from capillary forces and
surface tension at the liquid — vapor interface.>>* Surface dewetting effects lead
to the formation of particle islands, voids, aggregates, and other non-uniformities;
thus inhibiting defect-free, long-range ordering. Han and coworkers initially used
gas anti-solvent (GAS) precipitation techniques to isolate ZnS nanoparticles from
an isooctane — AOT reverse micelle solution, where the nanoparticles precipitated
and the excess surfactant remained in solution.”® GAS and other tunable fluid
anti-solvent techniques have been used extensively to produce uniform particles
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of pharmaceuticals, polymers, and other materials which go through a controlled
nucleation, growth, and precipitation process.2”** Similarly, Han used the tunable
solvent strength of CO, expanded isooctane to effectively isolate the ZnS
nanoparticles by adding 5.5 MPa of CO, at 308.15 K to the AOT reverse micelle
system. Han also demonstrated these techniques for surfactant stabilized Ag and
TiO, nanoparticles.”**°

Our approach has applied the tunable solvent properties of GXLs for the
controlled deposition of ligand-stabilized Ag, Au, Pt, and Pd nanoparticles."*'¢
The experimental apparatus consists of a pressure vessel containing a carbon-
coated TEM grid substrate immersed in a hexane dispersion of stabilized
nanoparticles.’ The pressure vessel is charged with CO, to expand the hexane
and induce precipitation of the ligand-stabilized nanoparticles from solution.
The vessel can then be pressurized and heated beyond the critical point of the
hexane — CO, mixture, flushed with pure CO,, and subsequently depressurized
for supercritical drying. The GXL deposition process avoids dewetting effects
by circumventing the surface tension and/or phase transition on solvent removal.
The result is increased surface coverage in wide-area, uniform monolayers with
a high degree of ordering.’

Figure 1 displays the contrast between CO, expanded hexane deposition
and hexane evaporation deposition for dodecanethiol and lauric acid stabilized
Ag nanoparticles. The nanoparticles deposited by hexane evaporation exhibit
significant voids, islands, agglomerations and circular structures that are
characteristic of dewetting effects during solvent evaporation. The nanoparticles
deposited from CO, expanded hexane demonstrate significantly improved
surface coverage and uniformity over the entire deposition area. All images in
Figure 1 are characteristic of the entire sample, and for the case of the GXL
depositions, some imperfections do appear but the occurrences are minimal and
can be reduced further by adjusting the particle concentrations appropriately.

Figure 2 displays uniform monolayers of dodecanethiol stabilized Pt
nanoparticles deposited on carbon from CO, expanded hexane. The Pt
nanoparticles synthesized by an aqueous phase glucose mediated growth', are
very monodispersed and when coupled with the GXL deposition, hexagonal
packing into an ordered array occurs. Hexagonal ordering of nanoparticle arrays
requires very monodispersed particle diameters as well as controlled deposition
processes, each of which are attainable with GXLs. Comparable degrees of
ordering have been achieved with liquid evaporation techniques, but this
requires the use of significant excesses of stabilizing ligands which likely slow
the rate of solvent removal allowing for the particles to order on the surface.’’

We have also demonstrated the ability to form uniform, multi-layer
assemblies using the controlled deposition afforded by GXLs.' Multi-layer
nanoparticle assemblies and three-dimensional architectures are a critical
component for the future of “bottom up” formation of nano-scale devices.”*"*?
Current technologies are close to the limits of lithographic and other “top down”
processing techniques, and in order to create devices on the nano-scale, directed
assembly methodologies must be applied. GXLs have enormous potential as a
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Figure 1. TEM images of deposited silver nanoparticles. Samples a-d are
dodecanethiol stabilized Ag particles synthesized by the Brust method."” Images
e-fare Iaurtc acid stabilized Ag particles synthesized in an reverse micelle
system.” All particles were dispersed in hexane; a,c,e,g were deposited by
hexane evaporation; b,d f,h were deposited by CO, expanded hexane.
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Figure 2. TEM images of dodecanethiol stabilized Pt nanoparticles synthesized
by an aqueous glucose method.' Images 2a and 2c are particles deposited from
CO, expanded hexane. 2b is the particle size distribution; 4.2 nm ave. dia. and
0.58 std. dev. 2d is an image of the Pt particles deposited by hexane
evaporation.
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processing medium for directed assembly of nano-devices and the formation of
multi-layer assemblies is a first step in that direction.

One application we are currently investigating is the controlled deposition
of Au nanoparticles onto MEMS devices and small feature silica surfaces using
GXLs. The goal is to produce Micro-Electro-Mechanical Systems (MEMS)
devices with advanced anti-stiction properties and increased wear resistance. For
this application, the lack of solvent evaporation and the uniform conformal
surface coverage are imperative for successful modification without
detrimentally impacting the MEMS devices.*

GXL deposition of nanoparticles is a robust technique, applicable to a wide
range of nanoparticle compositions, stabilizing ligands, and expanding fluids,
where each contributes to the particle dispersibility. For example, cyclohexane
at ambient temperature is too good a solvent for dodecanethiol stabilized silver
nanoparticles and CO, addition does not induce precipitation below the vapor
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Figure 3. Concentration-corrected UV-vis absorbance measurements for
alkanethiol-stabilized silver nanoparticles in hexane as a function of pressure
Jor different stabilizing ligand lengths. This demonstrates the impact of the
ligand length on particle dispersibility (Reproduced from reference 18.
Copyright 2005 American Chemical Society.)
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pressure. Similarly, ethane, an alternative gas anti-solvent, does not alter the
solvent strength enough to induce precipitation of the same particles from ethane
expanded hexane. Figure 3 displays the effect of ligand length on the particle
dispersibility as evidenced by UV-vis absorbance spectroscopy. As the solvent
is expanded with CO,, nanoparticles precipitate from solution, causing a
decrease in absorbance (corrected for volume expansion). The particle
dispersibility increases with alkanethiol ligand length until a maximum around
C12. The nanoparticle diameter and composition also influence the relative
dispersibility and are applied in our size fractionation methods discussed below.

In summary, GXLs provide unparalleled ability to form uniform, wide-area
nanoparticle arrays with additional benefits of process scalability, reduced
processing time, and use of CO, as a green anti-solvent that can be easily
removed, providing for solvent recycle. We are currently investigating
sustainable methods to scale-up the synthesis and fractionation of ligand-
stabilized metallic nanoparticles into uniform, monodisperse populations using
GXLs.

Nanoparticle Fractionation in GXL’s

Nanomaterials with dimensions less than 10 nm, often exhibit unique size-
dependent properties. Solvent based synthesis methods are attractive due to their
relatively low polydispersity; however many applications require post-synthesis
size fractionation to obtain highly monodispersed populations. Liquid anti-
solvent precipitation methods consisting of progressive anti-solvent addition and
intermediate centrifugation with preciyitate collection have been used to size
fractionate nanoparticle populations.”>** Example solvent / anti-solvent systems
include 1-butanol / methanol and chloroform / methanol. While size frac-
tionation is achieved, this method is time consuming, solvent intensive, limited
to small scale, and suffers from poor quantitative reproducibility.

GXLs are ideal for nanoparticle fractionation. The wide range of achievable
solvent strengths that can be finely tuned with system pressure, coupled with the
advantages pertaining to particle deposition, provides a precise and rapid
method for size fractionations. We have demonstrated this application with a
unique assembly that consists of a spiral tube within a pressure vessel, shown in
Figure 4.7 The process begins by placing ligand-stabilized nanoparticles,
dispersed in an organic solvent, into the front of the spiral tube where it is
isolated. The vessel is then pressurized with the gas anti-solvent (in the case of
dodecanethiol stabilized silver nanoparticles in hexane, CO, is added to a
pressure of 500 psi; 550 psi for gold particles). At this point, instability occurs
and the largest diameter nanoparticles will precipitate onto the surface of the
spiral tube.

The spiral tube is then rotated 180° and the remaining liquid is moved down
the length of the tube. The first fraction containing the largest nanoparticles is
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left behind affixed to the tube surface, via van der Waals forces. The pressure is
then increased by an incremental amount of 25 or 50 psi, over which a second
instance of instability occurs, resulting in the precipitation of the next largest
fraction of nanoparticles. This process is repeated to obtain multiple fractions
with decreasing average particle diameters. Following depressurization, solvent
can be placed in specific areas of the tube to redisperse the desired size fraction.
Table 1 displays the average particle diameters from each pressure fraction for
both gold and silver nanoparticles stabilized by dodecanethiol ligands and
dispersed in hexane. Particle diameters were determined from TEM images as
shown for the silver system.

Table 1. Average diameters for gold and silver nanoparticles
obtained from the CO, expanded hexane size fractionation process;
Ag diameters correspond to Figure 4.

Operating Pressure  Average Gold  Average Silver
Range Diameter (hnm)  Diameter (nm)
Unprocessed - 5.5
0 - 500 psi - 6.7
500 - 550 psi 59 6.6
550 - 600 psi 5.8 5.8
600 - 625 psi 4.7 53
625 - 650 psi 42 4.8
after 650psi 3.2 4.1

Effective fractionation can be achieved by allowing as little as 20 minutes at
each pressure for equilibration and precipitation. Thus, a separation with six size
fractions can be achieved in ~2 hours, as opposed to several hours for the liquid
anti-solvent technique previously mentioned. Additional benefits of the GXL
system include minimal solvent use, facile solvent recovery for reuse (simply by
depressurization), high degree of solvent tunability with pressure, quantitative
repeatability, and applicability to a wide range of nanoparticle systems.

We have found that CO, expanded hexane works very well and have
demonstrated the fractionation of Au, Ag, Pt, and Pd nanoparticles with different
stabilizing ligands, including dodecanethiol, tetradecanethiol, octanethiol,
hexanethiol, lauric acid, and laurylamine.l6 Hexane is a good solvent for
nanoparticles with aliphatic stabilizing ligands and has a strong affinity for CO,,
which provides for a wide range of accessible solvent strengths.

CO, expanded hexane was also used to size fractionate CdSe / ZnS quantum
dots, core-shell semiconductor nanocrystals stabilized by trioctylphosphine
oxide (TOPO)."” Quantum dots are well known for their unique, size-dependent
optical properties, which are used for optoelectronic devices, sensors, and
biomedical fluorescent labeling. To demonstrate the GXL size fractionation,
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TOPO-stabilized CdSe/ZnS core-shell quantum dots with diameters of 5.2 nm
(red), 3.2 nm (orange), 2.4 nm (yellow), and 1.9 nm (green) were obtained from
Evident Technologies. The received CdSe/ZnS particles were originally
dispersed in toluene and precipitation did not occur with the addition of CO, up
to the GXL limit. Thus, CO, expanded toluene is “too good” of a solvent for the
TOPO stabilized particles. The toluene was removed by evaporation and the
nanoparticles were redispersed in hexane. The four nanoparticle dispersions
were mixed together into a single hexane dispersion and then fractionated into
four populations using the spiral tube apparatus. Each of the four size fractions
exhibited the same optical properties as the original nanoparticle samples, which
were characterized using UV-vis absorbance spectroscopy and TEM imaging.l7

Recently, a new apparatus has been constructed to take advantage of this
GXL anti-solvent separation technique to separate nanoparticles in much larger
quantities. This new process has been shown to successfully fractionate 20 mL
of a concentrated nanoparticle dispersion into monodisperse fractions.>*

Interaction Energy Model

The ability to process nanoparticles into uniform wide-area arrays or
fractionate them into monodispersed populations using GXLs is strongly
dependent on the particle dispersibility. In order to gain a fundamental
understanding of these processes, we have applied an interaction energy model
that accounts for the interparticle interactions that exist between two ligand-
stabilized nanoparticles dispersed in a fluid. This modeling approach has been
used previously to predict the maximum particle size synthesized or stabilized in
liquid alkane solvents,”>*® supercritical ethane,”’ compressed propane,’® and
supercritical carbon dioxide.*® The interaction energy model takes a soft-sphere
approach, where the interparticle interactions (attractive and repulsive forces) of
nanoparticles, dispersed in a solvent medium, are calculated to predict the
nanoparticle dispersibility.” The total interaction energy, @, involves a
summation of the van der Waals attractive forces and steric repulsive forces,
which are calculated as a function of the nanoparticle composition and diameter,
interparticle separation distances (4), ligand length (/), ligand surface coverage,
and solvent properties. This model allows the prediction of the maximum
particle diameter that can be dispersed in a given solvent system. For example,
Figure 5 presents @, as a function of surface-to-surface interparticle separation
distance, h, for 6 to 12 nm diameter Ag nanoparticles stabilized by AOT
surfactant and dispersed in hexane at 25°C. As the nanoparticle diameter
increases, the potential minimum decreases and when the minimum crosses the -
3/2 kgT stabilization threshold, instability occurs, leading to precipitation. Thus
the maximum size particle that can be dispersed by AOT in hexane is 7.5 nm,
which corresponds well with the experimental reverse micelle synthesis.*® The
potential minimum is also a function of the solvent properties, ligand properties,
and type of nanoparticle, thus each contributes to the maximum particle size that
can be dispersed or synthesized in a specific system.
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Add hexane dispersion of Ag nanaparticles and
pressurize to 500 psi.

Rotate spiral tube 180° and
pressurize to 550 psi.

B D
Rotate spiral tube 180° and
pressurize to 600 psi.

Rotate spiral tube 180° and
pressurize to 625 psi.

Rotate spiral tube 180” and
pressurize to 650 psi.

Figure 4. Schematic of the GXL size fractionation method using the spiral
tube assembly, which occurs within a cylindrical pressure vessel. TEM images
are from the corresponding fractions for dodecanethiol stabilized silver
nanoparticles deposited from hexane.” (Reproduced from references 18 and 2.
Copyright 2005 American Chemical Society.)
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Figure 5. The total interaction energy potential plotted as a function of the
interparticle separation distance, h. 6a shows the relative contributions of the
van der Waals attractive forces (neg.) and the osmotic and elastic repulsive
Jorces (pos). 6b is Dy, for increasing diameters of silver nanoparticles
stabilized by AOT surfactant in hexane at 25°C. * represents the 3/2 kgT
stabilization threshold. (Reproduced from reference 36. Copyright 2003
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The total interaction energy potential, @y, consists of the attractive van
der Waals potential, @4y, and the repulsive osmotic, @psy,, and elastic, Dy,
contributions.

(D (I)vdW +(Dosm +(Dclas (l)

total —

The van der Waals attractive force, eq. 2, increases in magnitude with
increasing particle radius, R, and decreasing center-to-center particle separation
distance between the particles, d. *°

A 2R? 2R? d? —4R?
D,y = g‘ d2_4R2+ 7 +1n - 2

A3, is the Hamaker constant and is a proportionality factor that accounts for
the interaction between two nanoparticles of the same material (component 1)
through a solvent medium (component 3). In the case of a GXL solvent medium,
the solvent contribution to the Hamaker constant can be weighted by the
respective volume fractions', given by eq. 3

A5, z[\/A_n‘(J)s\/;’(:)—-HI);\/Z(;)T 3)

For the repulsive contribution to the soft-sphere model, Vincent et. al.*!

proposed an osmotic term to account for the free energy of the solvent-ligand
interactions and an elastic term that accounts for the entropic loss due to ligand
compression and deformation. Previous applications of the interaction energy
model considered ligand-stabilized nanoparticles dispersed in a single
component solvent system; however, for GXLs, the multi-component solvent
medium must be taken into account. If we consider dodecanethiol-stabilized
silver nanoparticles dispersed in CO, expanded hexane, the hexane will have a
favorable interaction with the dodecanethiol ligands and the CO, anti-solvent
will have an unfavorable interaction. The osmotic term of the interaction energy
model is dominated by the solvent — ligand and interparticle ligand—ligand
interactions, thus we have modified the original osmotic term to account for the
binary solvent system."

In addition to the multi-component solvent media, three phenomenological
aspects are unaccounted for in the model. 1) Preferential solvation of the
nanoparticle ligands, where the local solvent composition differs from the bulk
composition; 2) geometric configuration of the particle ligands, where the
ligands are either fully extended into the solvent or collapsed on the particle
surface; and 3) the degree of solvent penetration into the stabilizing ligand layer.
Figure 6 provides a cartoon of these scenarios. We are currently investigating
experimental methods to measure the local solvent composition and ligand
behavior as a function of the bulk solvent properties with increasing CO,
pressure; however, we have investigated this behavior theoretically."
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We have performed a sensitivity analysis on the contributing adjustable
parameters within the model and have determined that the most influential
parameters are the degree of ligand surface coverage, Hamaker constant, solvent
composition (pressure), and effective ligand length. The degree of ligand surface
coverage was measured using thermogravimetric analysis (TGA) and found to
be consistent with our 75% surface coverage estimation. The Hamaker constant
is dominated by the metal nanoparticle contribution and less by the solvent
composition, resulting in the differences observed for Au nanoparticles versus
Ag nanoparticle, etc. Hamaker constants have been measured for some
nanoparticles.*” The influence of solvent composition is evident in the pressure
effects on the nanoparticle dispersion; however, the model does not account for
local preferential solvation.

The behavior of the stabilizing ligands as a function of the solvent
properties significantly influences the maximum dispersible particle size
predicted by the model. Changes in ligand configurations in response to local
solvent effects have been observed in latex and colloidal dispersions.***
Potential ligand configurations include a fully extended solvation model
(ELSM), a condensed or collapsed phase model (CPM), and a limited ligand
solvation model (LLSM).

The ELSM configuration (Figure 6a,d) would be expected in a favorable
solvent and the model over predicts the maximum particle dispersible in CO,
expanded hexane, assuming a 15 A ligand length and 75% ligand coverage. The
CPM configuration (Figure 6¢) would be expected in a poor solvent; solvent
conditions conducive for particle precipitation. The CPM configuration only
slightly over predicts the maximum particle size. The calculated effective ligand
length is dependent on the particle diameter and 75% ligand surface coverage. If
the CPM configuration assumes an adjustable ligand surface coverage, the
experimental results can be fit as shown in Figure 7. This approach suggests that
the ligand surface coverage would decrease with increasing CO, pressure from
70% to 58%; which are acceptable values, see Table 2.

An alternate approach is to fit the experimental results assuming a LLSM
where the ligands are fully extended, as with ELSM, and the degree to which the
solvent molecules penetrate into nanoparticle ligand region is limited, Figure 6e.
This configuration assumes a constant ligand length from the nanoparticle
surface, and an effective ligand length that is used to fit the model to the
experimental results. Table 2 displays the LLSM results for dodecanethiol
stabilized Ag nanoparticles with 75% surface coverage where the solvated
effective ligand length decreases with the addition of CO, anti-solvent from 8.2
A at 500 psi to 5.9 A at 700 psi.

The LLSM model can effectively predict the diameter of Ag nanoparticles
precipitated from the CO, expanded hexane, as well as the larger range of
diameters observed as a function of pressure, shown in Figure 7 and Table 2.
The LLSM configuration suggests that the effective ligand length changes in
response to solvent strength fluctuations are largely responsible for nanoparticle
precipitation. This behavior is yet to be observed, however we hope to probe the
local solvation effects of the nanoparticle ligands in GXLs using small angle
neutron scattering.
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(I)Effective
Ligand
Length

Figure 6. Conceptual representation of the stabilizing ligand configuration on the
nanoparticle surface. 6a is the fully extended ELSM with a high degree of surface
coverage. 6b is the fully extended ELSM with low surface coverage. 6c is the
collapsed ligand structure, CPM, representative of poor solvation. 6d is the fully
extended, completely solvated configuration where the entire ligand length is the
effective ligand length as in the ELSM, representative of excellent solvation. 6e is
the LLSM where the outer regions of the ligand shell are solvated, providing an
effective ligand length less than the total ligand length.
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Table 2. Comparison of the experimental and modeling results for the
maximum diameter of dodecanethiol stabilized silver nanoparticle in CO,
expanded hexane as a function of system pressure. *Experimental particle

diameters are averages and correspond to Table 1.

Pressure (psi) 500 550 600 625 650 700

*Experimental (nm) 6.7 6.6 5.8 53 4.8 4.1

ELSM Dia. (nm) 12.6 12.5 12.4 12.3 12.2 12
CPM with 75 % surface coverage

CPM Dia. (nm) 7.2 7.1 6.9 6.7 6.5 6.1

Effective Length (A) 8.8 8.7 8.5 8.4 8.2 7.9

CPM with variable surface coverage
CPM Dia. (nm) 6.7 6.6 58 53 4.8 4.1
Surface Coverage 69.3% 69.2% 63.2% 603% 60.2% 58.3%
Effective Length () 8.2 8.2 7.4 7 6.9 6.5
LLSM w/ 75% surface coverage
CPM Dia. (nm) 6.7 6.6 5.8 53 4.8 4.1

Effective Length (A) 8.2 8.1 73 6.8 6.3 5.9

13.0

E o bt 4 4 a4,

< o A ELSM

§ ) Configuration

°E) 100 ® CPM with 75%
s 90 surface coverage
S Tag
% 80 } ——CPM with variable
S 70} surface coverage
‘5' 60 ——LLSM w/ 75%
o ' surface coverage
g 0 F O Experimental
7z, 40 F Diameter (nm)

3'0 I A 'S A 'S
500 550 600 625 650 700
Pressure (psi)

Figure 7. Plot of the silver nanoparticle diameters as a function of pressure in
the CO; expanded hexane system for the experimental observations and model
predictions. Values correspond to those in Table 2.”
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Conclusions

This work presents the opportunity that GXLs hold for nanoparticle
processing and application. The controlled deposition techniques provide
significant enhancements over alternative solution based methods for the
formation of uniform, wide-area thin films or multilayer assemblies. Specific
applications include targeted deposition into small MEMS features, effective
and efficient size fractionation into monodispersed populations, and potential for
cost-effective large-scale production of monodispersed, ligand-stabilized
nanoparticles. The wide range of accessible solvent strengths, pressure tunable
solvent properties, facile solvent recovery, attractive interfacial wetting
properties, and potential for large scale make GXLs a very attractive processing
fluid to ensure a sustainable future of nanotechnology.

References

—

Liuy, J. C.; Anand, M.; Roberts, C. B. Langmuir 2006, 22, 3964-3971.

2. McLeod, M. C.; Anand, M.; Kitchens, C. L.; Roberts, C. B. Nano Lett.
2005, 5, 461-465.

3. McLeod, M. C.; Kitchens, C. L.; Roberts, C. B. Langmuir 2005, 21, 2414-
2418.

4. Jessop, P. G.; Subramaniam, B. Chem. Rev. 2007, 107, 2666-2694.

5. Hallett, J. P.; Kitchens, C. L.; Hernandez, R.; Liotta, C. L.; Eckert, C. A.
Accounts Chem. Res. 2006, 39, 531-538.

6. Johnston, K. P.; Shah, P. S. Science 2004, 303, 482-483. v

7. Lin, X. M,; Jaeger, H. M.; Sorensen, C. M.; Klabunde, K. J. J. Phys. Chem.
B 2001, 105, 3353-3357.

8. Korgel, B. A.; Fitzmaurice, D. Phys. Rev. Lett. 1998, 80, 3531-3534.

. Ohara, P. C.; Gelbart, W. M. Langmuir 1998, 14, 3418-3424.

10. Anand, M.; Bell, P. W.; Fan, X.; Enick, R. M.; Roberts, C. B. J. Phys.
Chem. B 2006, 110, 14693-14701.

11. Fan, X.; McLeod, M. C.; Enick, R. M.; Roberts, C. B. Ind. Eng. Chem. Res.
2006, 45, 3343-3347.

12. Saunders, A. E.; Shah, P. S.; Park, E. J.; Lim, K. T.; Johnston, K. P.;
Korgel, B. A. J. Phys. Chem. B 2004, 108, 15969-15975.

13. Shah, P. S.; Holmes, J. D.; Doty, R. C.; Johnston, K. P.; Korgel, B. A. J.
Am. Chem. Soc. 2000, 122, 4245-4246.

14. Brust, M.; Walker, M.; Bethell, D.; Schiffrin, D. J.; Whyman, R. J. Chem.
Soc.-Chem. Commun. 1994, 801-802.

15. Anand, M.; You, S.-S.; Hurst, K. M.; Saunders, S. R.; Kitchens, C. L.;
Ashurst, W. R.; Roberts, C. B. Ind. Eng. Chem. Res. 2008, 47, 553-559.

16. Roberts, C. B.; McLeod, M. C.; Anand, M.; (Auburn University, USA).

Application: WO, 2007, p 100.



17.
18.

19.

20.

21.

22.

23.

24.

25.

26.

27.
28.

29.

30.

31.
32.

33.

34.

35.
36.

37.

38.

39.

307

Anand, M.; Odom, L. A.; Roberts, C. B. Langmuir 2007, 23, 7338-7343.
Anand, M.; McLeod, M. C.; Bell, P. W.; Roberts, C. B. J. Phys. Chem. B
2005, 109, 22852-22859.

Sigman, M. B.; Saunders, A. E.; Korgel, B. A. Langmuir 2004, 20, 978-
983.

Rogach, A. L.; Kornowski, A.; Gao, M. Y.; Eychmuller, A.; Weller, H. J.
Phys. Chem. B 1999, 103, 3065-3069.

Korgel, B. A.; Fullam, S.; Connolly, S.; Fitzmaurice, D. J. Phys. Chem. B
1998, 102, 8379-8388.

Vossmeyer, T.; Katsikas, L.; Giersig, M.; Popovic, 1. G.; Diesner, K.;
Chemseddine, A.; Eychmuller, A.; Weller, H. J. Phys. Chem. 1994, 98,
7665-7673.

Murray, C. B.; Norris, D. J.; Bawendi, M. G. J. Am. Chem. Soc. 1993, 115,
8706-8715.

Fischer, C. H.; Weller, H.; Katsikas, L.; Henglein, A. Langmuir 1989, 5,
429-432.

Shah, P. S.; Novick, B. J.; Hwang, H. S.; Lim, K. T.; Carbonell, R. G;
Johnston, K. P.; Korgel, B. A. Nano Lett. 2003, 3, 1671-1675.

Zhang, J.; Han, B.; Liu, J.; Zhang, X.; Liu, Z.; He, J. Chem. Commun. (UK)
2001, 2724-2725.

Cooper, A. 1. J. Mater. Chem. 2000, 10, 207-234.

Hutchenson, K. W.; Foster, N. R. Innovations in Supercritical Fluids; Amer
Chemical Soc: Washington, 1995; Vol. 608, p 1-31.

Liu, D.; Zhang, J.; Han, B.; Chen, J.; Li, Z.; Shen, D.; Yang, G. Colloids
Surf., A 2003, 227, 45-48.

Zhang, J. L.; Han, B. X_; Liu, J. C.; Zhang, X. G.; He, J.; Liu, Z. M.; Jiang,
T.; Yang, G. Y. Chem.-Eur. J. 2002, 8, 3879-3883.

Liu, J.; Sutton, J.; Roberts, C. B. J. Phys. Chem. C 2007, 111, 11566-11576.
Motte, L.; Billoudet, F.; Lacaze, E.; Douin, J.; Pileni, M. P. J. Phys. Chem.
B 1997, 101, 138-144.

Hurst, K. M.; Roberts, C. B.; Ashurst, W. R. Proc. IEEE Solid-State
Sensors and Actuators Workshop Hilton head, SC, 2008.

Saunders, S. R.; Anand, M.; Roberts, C. B. AICHE Annual International
Conference Salt Lake City, Utah, 2007.

Kitchens, C. L.; Roberts, C. B. Ind. Eng. Chem. Res. 2004, 43, 6070-6081.
Kitchens, C. L.; McLeod, M. C.; Roberts, C. B. J. Phys. Chem. B 2003,
107, 11331-11338.

Shah, P. S.; Holmes, J. D.; Johnston, K. P.; Korgel, B. A. J. Phys. Chem. B
2002, /06, 2545-2551.

Shah, P. S.; Husain, S.; Johnston, K. P.; Korgel, B. A. J. Phys. Chem. B
2001, /05, 9433-9440.

Israelachvili, J. N. Intermolecular and surface forces: with applications to
colloidal and biological systems; Academic Press: London; Orlando, [Fla].
1985.



308

40.
41.

42.

43.

Hamaker, H. C. Physica IV 1937, 1058-1072.

Vincent, B.; Edwards, J.; Emmett, S.; Jones, A. Colloids Surf 1986, 18,
261-281.

Eichenlaub, S.; Chan, C.; Beaudoin, S. P. J. Colloid Interface Sci. 2002,
248, 389-397. '

Yates, M. Z.; Shah, P. S.; Johnston, K. P.; Lim, K. T.; Webber, S. J. Colloid
Interface Sci. 2000, 227, 176-184.



Chapter 17

Development of a Novel Precipitation Technique for
the Production of Highly Respirable Powders: The
Atomized Rapid Injection for Solvent Extraction
Process

Neil R. Foster and Roderick Sih

School of Chemical Sciences and Engineering, The University of New South
Wales, Sydney, New South Wales 2052, Australia

A novel rapid injection technique was integrated into a
processing platform for the generation of dry powders with
high aerodynamic efficiencies. Cascade impactor
classification of pure reprocessed bovine insulin indicated
respirable fractions as high as 78%. The Atomized Rapid
Injection for Solvent Extraction (ARISE) process is a ‘bottom
up’ approach to drug micronization where organic solutions
containing dissolved pharmaceutical ingredients are delivered
as a single bolus injection energized under a pressure
differential into a vessel of static dense or supercritical carbon
dioxide to effect solute drying. The rapid injection technique
eliminates the conventional use of low flow-rates and capillary
nozzles or micro-orifices to achieve solution atomization. The
inertia of the released solution also resulted in precipitation
being distributed throughout the entire contained volume,
facilitating the formation of fluffy powders with bulk densities
as low as 0.01 g/ml.
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Introduction

Despite their demonstrated abilities to generate novel and superior
biomedical products, supercritical fluid (SCF) precipitation processes have yet
to receive significant commercial attention. Possible factors inhibiting the
commercialization of existing SCF precipitation processes may include their
fragile nature and their scale-up complexity. The economics of operating a
commercial scale SCF precipitation facility does not appear to be an impediment
for industrialization of SCF precipitation technology, as evidenced by the
continued operation of SCF extraction plants that process low value ingredients
).

With the objective of developing a novel precipitation technique employing
SCF anti-solvent mechanisms, ideal process embodiments of excess
precipitation volume, instantaneous solution delivery and homogeneous phase
precipitation were amalgamated to form the basis of the Atomized Rapid
Injection for Solvent Extraction (ARISE) process. The ARISE process was
designed to facilitate the production of dry powders suitable for inhalation
delivery, while at the same time, dissociating from inherent disadvantages of
conventional SCF precipitation processes. The ARISE process was successfully
implemented to generate dry powders of bovine insulin with characteristics that
were highly tunable as a function of anti-solvent pressures. Under certain
experimental conditions, ARISE processed bovine insulin obtained directly from
processing displayed extremely high aerodynamic efficiencies.

Improvement to Existing SCF Precipitation Technology

Central to the operation of all existing SCF anti-solvent platforms is the
concept of gradual addition of either solute laden working solution into a contact
chamber containing carbon dioxide (CO,) as the anti-solvent phase, or vice-
versa. The most fervently researched platform is the Aerosol Solvent Extraction
System (ASES) process (2) due to its applicability over a wide spectrum of
solutes and its relatively high product recovery rates. The ASES process is also
known as the Precipitation with Compressed Anti-solvent (PCA) process (3) and
the Supercritical Anti-solvent System (SAS) (4). The effect of operating
conditions and system arrangements have been extensively described and
reviewed (5-/2). Specialty injection devices have also been developed for use
within ASES processing to provide higher control over solvent dispersion and
inter-phase mixing (/3-19).

Such processes that operate with gradual elution suffer from several
inherent impediments that may be further improved upon. Gradual elution
brings about manifestations of concentration gradients, induces mixing
controlled precipitation kinetics and lengthens processing times. Above all,
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conducting continuous precipitation over a prolonged period exposes
precipitation kinetics to inevitable fluctuations in processing conditions, thus
contributing to higher product variability.

Phase Homogeneity during Precipitation

Particle precipitations within the referenced processes are effected by the
supersaturation of organic solution as a result of a decrease in the localized
solvent : anti-solvent ratio. As a result of the consistent introduction of organic
solution from a single aperture in the ASES process, concentration gradients
manifest within the precipitation vessels during processing (72, 19-21).
Concentration gradients imply that the degree of supersaturation within the
precipitation stage of processing is ill-maintained and is a function of residence
time as the two phases contact. Lack of phase homogeneity before particle
nucleation and growth may account for the variation seen in products of GAS
and ASES processing (22-25).

Use of Capillary Nozzles and Micro-orifices

The principal driving mechanism for the precipitation of micro-particles
within the ASES process is the solvent extraction from a plume of finely
aerosolized liquid organic solutions. Solvent extraction from a mist of well
dispersed fine droplets creates an environment in which supersaturation rates are
in excess of particle growth rates, thus facilitating the precipitation of particles
with smaller physical sizes than the original droplets (§). Atomization within
the ASES process is typically achieved by eluting working solution through
capillary nozzles or micro-orifices at very low flow-rates.

The use of capillary nozzles and similar aperture devices presents several
processing disadvantages. Capillary nozzles have the tendency to block and
clog during the processing of viscous or concentrated solutions, either as a result
of poor liquid flowability, or the premature precipitation of APIs as a result of
pressure enhancement or solvent volatility (26). Precipitate adhering to the
nozzle tip would also alter spray geometries and symmetry during operation.
High pressure drops over the nozzle are also experienced, especially when
working with viscous solutions. Excessive delivery pressures of organic
solutions are sometimes required to force viscous liquid through nozzle
capillaries (26). The low flow-rates at which organic solution is introduced
through the capillary nozzles also serve to extend process times appreciably,
thereby decreasing process unit efficiencies. Solute recovery with the
continuous delivery of working solution from a single point also presents an
additional disadvantage. Upon introduction of working solution into ScCO,,
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solute precipitation occurs after a period of jet development. As such, solute
precipitation occurs over only a very small locality relative to the entire volume
of the precipitation vessel (20). The spatial volume in which solute precipitation
occurs may be increased by operating ASES at higher flow-rates and hence, at
increased jet development envelopes (27-29), but pressure drops over the
capillary devices would be excessive.

Mixing Controlled Precipitation Kinetics of SCF Processes

Characteristics of ASES products processed above critical mixture points
typically display insignificant variations as a function of different operating
conditions of pressure, temperature and organic solution concentration (3, /0,
25, 30, 31). The effects of nozzle geometry and configuration however, exert
substantial impact on product characteristics and morphology (5, 8). Performing
ASES with specially designed injector devices and at increased dispersion
efficiencies instead generated products that displayed an increased variance
upon changed operating conditions at constant nozzle configuration, as
compared with operation with a standard capillary nozzle at conservative flow-
rates (3, 23, 28). Operating pressures, temperatures and solution concentrations
affect inter-phase mass transfer at the thermodynamic level while droplet sizes
and jet developments of atomized plumes affect inter-phase mass transfer at the
mixing level. The varying effect of operating conditions on product
characteristics as a function of atomization and degree of mixing indicates that
the precipitation mechanism within the conventional ASES process is phase-
mixing limited and therefore lacks thermodynamically controlled elements.
When ASES was operated with higher inter-phase mixing using injection
devices, the dominance of thermodynamic control was increased to the level
where thermodynamic properties on product characteristics was influential.
Mass transfer within a precipitation process with perfect inter-phase mixing
would therefore be completely dependent on system thermodynamics, and hence
display a greater degree of product tunability as a function of operating
conditions.

Ideal Process Embodiments

In developing a progressive operating platform enabling the application of
SCF anti-solvent precipitation, while not inheriting the existing impediments
associated with current SCF precipitation processes, several heuristics may be
applied. If solution introduction was conducted at very high flow-rates, inter-
phase homogeneity and processing times would be greatly improved. Critical
precipitation times would also be minimized for more effective control over
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precipitation kinetics (/7). Conducting precipitation within a homogeneous
phase would also encourage more uniform rates of precipitation and therefore,
enhance product homogeneity.

Solution delivery at high flow-rates also eliminates the need for capillary
nozzles or micro-orifices to effect solution atomization, thereby avoiding the
associated complexities of process operation and translation. Further to that, the
inertia of introduced solution may be harnessed to intensify inter-phase mixing
over larger excess volumes. If precipitation was made to occur over a larger
volume, ‘nucleation densities’ are lowered and this may allow the formation of
product with lower bulk densities. Products of low bulk densities are
particularly useful for applications in inhalation delivery technologies (32-35).

Layout of the ARISE Process

The schematic of the ARISE process is presented in Figure 1. Wetted parts
were all of Grade 316 stainless steel construction. A 300 ml bolt closure vessel
(Autoclave Engineers, Erie, Pennsylvania) was used as the precipitation vessel.
An oversized precipitation vessel allowed precipitate formation over a larger
spatial volume, thereby lowering ‘nucleation density’ for the formation of
product with lower bulk densities. The wide access neck of the bolt closure
vessel also allowed the visualization of precipitate deposition and hence, product
distribution. Wider access also facilitated precipitate recovery. The bolt closure
vessel came equipped with a 3.2 mm port in the top centre of the cap, two 3.2
mm ports at the side of the cap and a central 6.4 mm port at the base.

The injection chamber was fashioned out of a length of 12.7 mm tubing.
The internal volume of the injection chamber was 10 ml. The internal surface of
the 12.7 mm tubing was polished to a high mirror finish to minimise liquid
adherence to the sides of the injection chamber. The back-pressure vessel (150
ml Swagelok sample cylinder 316L-50DF4-150) was connected directly to the
injection chamber with 6.4 mm tubing to provide back-pressure during solution
injection. A 150 ml back-pressure vessel was incorporated in the injection
circuit to permit use of a lower injection pressure. A higher injection circuit
volume would correspond to a lower injection pressure for a given volume of
working solution injected. Increasing the back-pressure volume would also
ensure that the entire charge of working solution is energetically released and
not just during the initial stage of injection.

The injection chamber and precipitation vessel were connected by a straight
3.2 mm tubing 100 mm in length with internal diameter of about 1 mm. The 3.2
mm tubing extended past the cap into the precipitation vessel by about 30 mm,
functioning as a conduit to direct solution during injection. The ends of the 3.2
mm tubing were squared, burr-free and polished to ensure symmetrical injection
patterns. The contents of the injection chamber and the precipitation vessel
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were separated by a ball valve V¢ (Swagelok Series 41, SS-41S2) connected in-
line with the 3.2 mm tubing. When V¢ was open the injection chamber was
directly connected to the precipitation vessel through the 3.2 mm tubing and
when the valve was closed the injection chamber was isolated from the
precipitation vessel.  Internal pressures of the injection chamber and
precipitation vessel were separately monitored by two factory calibrated
pressure transducers (Druck DPI 280, UK). Critical components of the process
were immersed in a temperature controlled water bath (Thermoline Unistat 130,
Australia).

Materials and Methods

Materials

Chemicals and reagents employed in this study are listed in Table I. All
compounds were used as received without any further treatment or purification.

Table I. Chemical Entities Consumed during ARISE Experimentation

Entity Supplier Lot No. Purity / Activity
Carbon Dioxide Linde Aust. - > 99.5%
Nitrogen Linde Aust. - > 99.999%
Dimethyl Sulfoxide Ajax Finechem S o
(DMSO) Aust. AH412153 > 99.9%
Insulin from Sigma-Aldrich .
Bovine Pancreas GmbH 054K1375  28USP units/mg

ARISE Process Method

Results reported in this study were obtained by first completely dissolving
bovine insulin in DMSO to form a working solution. The precipitation vessel
was next purged of atmospheric air with CO, before supercritical carbon dioxide
(ScCO,) was introduced into the precipitation vessel through a spiral heating
coil with a syringe pump (ISCO 500D) to the desired working pressure. The
precipitation vessel was then sealed. ScCO, within the precipitation vessel was
next allowed about 30 minutes to achieve thermal equilibrium.

Working solution was next introduced into the injection chamber with a
syringe through Vs (Swagelok Series 41, SS-41S2). The injection chamber and
back-pressure vessel were then charged with Nitrogen (N,) with a syringe pump
(ISCO 500D) to a pressure in excess of the precipitation vessel pressure and
sealed. N, was selected as the medium to achieve the pressure differential
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because of its low solubility in the working solution (36) so as to prevent
undesirable expansion and hence precipitation prior to injection. In addition, N,
does not undergo any phase transition and remains gaseous under experimental
conditions (37). The injection circuit consisting of the injection chamber and
back-pressure vessel was next allowed about 5 minutes to achieve equilibrium.

With the system at rest, Vs was quickly flicked open for a period of 5
seconds to allow the working solution to be energetically injected into the
precipitation vessel through the 3.2 mm tubing. After injection, the contents of
the precipitation vessel were allowed to rest for 10 minutes to achieve a stable
pressure. Fresh ScCO, was next passed through the precipitation vessel under
isobaric and isothermal conditions to flush the system of organic solution.
Precipitated bovine insulin was retained in the precipitation vessel with a 0.5 pm
frit mounted at the base. The precipitation vessel was next disassembled to
facilitate recovery of product in the form of dry powders.

Scanning Electron Microscopy

Scanning Electron Microscope (SEM) imaging was used to examine and
record the morphology and appearance of ARISE processed bovine insulin.
Powders were mounted on carbon stubs and coated with chromium under
vacuum at 150 mA. Coated stubs were then imaged with a Hitachi S900
FESEM at various levels of magnification.

Laser Diffraction Analysis

The relative geometrical particle size of processed bovine insulin was
evaluated with integrated laser diffraction. The Malvern Mastersizer 2000
(Malvern Instruments, UK) was equipped with the Hydro 2000pP 18 ml wet
sample dispersion unit and ethanol was used as the wet dispersant. The
circulating pump of the Hydro 2000uP was run at 2000 rpm and internal
dispersion ultrasound was turned off. Prior to analysis, 10 mg of processed
bovine insulin was dispersed in 2 ml of ethanol for 1 minute in an external
ultrasound bath (Unisonics Model FXP8M, Australia). The dispersed sample
was next added into the measurement cell to attain an obscuration of between 4
to 6%. Reported data was the calculated average of 5 successive determinations
taken 10 seconds apart.

Cascade Impactor Analysis

The aerodynamic properties of processed bovine insulin were assessed with
an unmodified 8-stage Non-Viable Cascade Impactor (Andersen Instruments,
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Atlanta, Georgia) equipped with a preseparator stage and a glass fiber filter
stage. Samples of ARISE processed bovine insulin were assessed as obtained
from processing, without any additional dilution or formulation. The cascade
impactor was operated at a set flow-rate of 28.3 L/min and processed bovine
insulin was drawn through the cascade impactor for a time duration
corresponding to approximately 4 L of air to simulate in-vivo inspiration.
Variable doses of processed bovine insulin were manually loaded into gelatin
capsules (Size 3, Tyco Healthcare, Australia) and delivered with a HandiHaler
device (Boehringer Ingelheim, Australia) into the induction port of the cascade
impactor through a custom fitted adapter piece. The mass of bovine insulin
loaded during each test was determined by weighing the gelatin capsule before
and after it was loaded. Loaded doses generally ranged between 2 mg to 4 mg.
The impaction plates of the cascade impactor were not coated prior to use and
the low loaded doses of processed bovine insulin were not observed to
contribute to particle bounce and re-entrainment.

Two independent cascade impactor analyses were conducted on each
sample. After approximately 4 L of air was drawn through the cascade
impactor, it was disassembled and the impactor plates of each stage were rinsed
separately with a known volume of dilute hydrochloric acid. The inhaler device,
the expired capsule, the preseparator and the glass fiber filter were also rinsed
separately. The nozzle stages of the cascade impactor were not rinsed; inter-
stage deposition of bovine insulin was considered to consist of uncharacterized
material.

The quantities of bovine insulin dissolved into aliquots obtained from
rinsing the respective cascade impactor components were determined with UV-
Visible Spectrophotometric techniques (Agilent Technologies 8453 UV-Visible
Spectrophotometer). Absorption peaks were observed and recorded at 276 nm
wavelengths. Mass distributions within the cascade impactor were next
presented as a nominal function of stages and auxillary components in order of
component location.

Bulk Density Measurement

A quantity of bovine insulin equivalent to about 3 ml was loaded into a
narrow stemmed glass funnel positioned on top of a pre-weighed dry 10 ml
graduated glass measuring cylinder. By gently tapping the side of the glass
funnel, bovine insulin was passed through the stem of the glass funnel evenly
into the measuring cylinder. Ensuring that the bovine insulin in the measuring
cylinder was level, the unsettled apparent volume was recorded and the weight
of the loaded measuring cylinder was next measured. Recorded data was then
normalized to present values of bulk density in g/ml.
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Results and Discussion

The working principle and operability of the ARISE process was examined
using bovine insulin as the model compound. Operating variables of pressure,
differential pressure and injection conduit aperture size were systematically
varied. When processing was successful at initial system volumes, injected
volumes, solution concentration and rinse procedures, these parameters were
held constant. Values of parameters held constant during experimentation are
listed in Table II, and the sequence of experimental conditions evaluated is listed
in Table IIIL.

Table II. Values of Constant Processing Parameters

Parameter Value
Injection Circuit Volume (ml) 182
Precipitation Circuit Volume (ml) 355
Volume of Injected Solution (ml) 10
Insulin Concentration in DMSO (mg/ml) 20
ScCO;, Rinse Flowrate (ml/min) 15
ScCO, Rinse Volume (L) 3

Table I11. Experimental Conditions for ARISE Precipitation
of Bovine Insulin from DMSO

Expt.  Press. Temp. Pressure Conduit Product
No. (bar)  (°C)  Differential (bar) Aperture (mm) Recovery (%)
BIOI® 90 40 50 1.0 90
BIO2® 90 40 50 1.0 93
BIO3® 120 40 50 1.0 96
BI04 120 40 50 1.0 99
BIOS® 150 40 50 1.0 96
BIO6° 150 40 50 1.0 100
BIO7 120 25 50 0762 90
BIO8 120 40 T so 02 Unsuccessful
BI09 90 40 T so T 0762 95
BI10 120 40 50 0.762 99
BIIl 150 40 50 0762 100
BI12 120 40 8% 10 T 100

*b¢ Reproducibility runs; conditions identical between each pair
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Process Attributes

The injection chamber was disassembled and inspected after each
experiment. Solution retention within the injection chamber was negligible.
Amounts corresponding to about 0.05 ml were retrieved in very rare cases. The
volume injected during experimentation was more than 10 ml in every
circumstance, ascertained after working solution injection by determining the
volume of N, required to pressurize the injection circuit back to pre-injection
conditions.

A K-type thermocouple of 0.1°C resolution was inserted in the volume of
the precipitation vessel to monitor the temperature of its interior. The
thermocouple did not register any temperature fluctuations during or after
working solution injection, although it was capable of detecting temperature
increases while the precipitation vessel was being pressurized with ScCO, to
experimental conditions. The constant temperature observed during and after
working solution injection allows the assumption of quasi-isothermal injection
conditions.

A stated objective of this process development was to effect precipitation
homogeneously over a larger volume, preferably throughout the entire
precipitation vessel. As evidenced by photographs in Figure 2, precipitation
does indeed occur throughout the entire precipitation vessel, with particles
precipitating and depositing uniformly over the entire internal surface, even
above the point of injection. A confident assumption made at this stage is that
product deposition on the internal surfaces of the precipitation vessel had not
been adversely altered when fresh ScCO, was passed through to rinse the vessel
of residual DMSO.

Scanning Electron Microscopy

Electron microscope images of bovine insulin obtained from ARISE
processing under BIO1, BIO3 and BIOS are presented in Figure 3. Images are
presented at three magnification levels of 1 K, 10 K and 100 K.

Bovine insulin recovered from ARISE processing under all three sets of
experimental conditions consisted of highly aggregated sub-micron individual
particles. At a pre-injection pressure of 90 bar ScCO, (BIO1), bovine insulin
precipitated as microspheres ranging between 50 to 100 nm. These individual
particles appear to have fused together to form aggregates about 10 pm. The 10
pm aggregates are in turn loosely connected to each other.

As the pre-injection pressure of ScCO, employed was increased from 90 bar
(BIOI) to 120 bar (BI03), the degree of aggregation appeared to decrease with
more interstitial voids sighted within the aggregates. Primary particles were
sighted between 20 and 50 nm. The primary particles were not as severely fused
to each other and this resulted in the primary particles taking on a more spherical
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regularity. The primary particles were seen to have formed plate-like aggregates
about 4 um in size and these platelet aggregates were in turn, delicately attached
together in three dimensions to form aggregates of about 10 pm.

When the pre-injection pressure of ScCO, was increased to 150 bar (BIOS),
the primary particles of bovine insulin appeared to lose their shape regularity.
Although primary particle size had decreased compared to BIO3, the degree of
aggregation appeared to increase slightly. Electron microscope images indicate
that bovine insulin may be precipitated as particles of differing degrees of
agglomeration and agglomerate size, depending on anti-solvent pressures.

Particle Size Measurement with Laser Diffraction

The particle size distribution of ARISE processed bovine insulin are
presented as frequency size curves extracted from Mastersizer 2000 Version
5.22 software (Malvern Instruments) in Figure 4.

Bovine insulin obtained from injecting the working solution into ScCO, at
90 bar (BIO1) had a mean geometrical diameter of about 6 pm. Laser diffraction
particle sizing revealed that a product with a tight particle size distribution had
been achieved. The calculated span, which is a dimensionless measure of the
width of particle size distribution, was determined to be 0.991.

At a pre-injection pressure of 120 bar ScCO, (BI03), a bimodal product was
achieved. Primary particles smaller than 40 nm were detected with laser
diffraction. The existence of these particles was supported by SEM images, as
shown in Figure 3(b). Noteworthy is that almost 100% of the particles obtained
from ARISE processing under the experimental conditions outlined in BI03
possessed geometrical diameters less than 5 um, the prescribed upper size limit
for pulmonary delivery of dry powder formulations.

When the pre-injection pressure of ScCO, was increased to 150 bar (BI05),
laser diffraction revealed similar results to that obtained at 120 bar. The
population of the finer particles remained similar, but particles of about 600 nm
had remained aggregated in the dispersant to form a very small fraction of much
larger particles up to 100 pm. Laser diffraction results indicate that bovine
insulin may be precipitated as particles of differing size and distribution,
depending on anti-solvent pressures.

Geometric particle size statistics from laser diffraction analysis of bovine
insulin obtained from ARISE processing at pressures of 90 bar, 120 bar and 150
bar (BIO1 to BIO6) are also summarized in Table IV. Geometric particle sizes
quoted are at 10%, 50% and 90% of cumulative distributions acquired. The
variations in size distributions of product obtained from two independent
experiments under identical operating conditions are expressed as the percentage
difference in observed particle sizes divided by the average of these two values.
Inter-batch variations were observed to be between zero and 10%, and process
repeatability appeared to be improved at higher pre-injection pressures of
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ScCO,. Reproducibility of product obtained from independent experiments at
identical operating conditions with the ASES process may also be deduced from
previous work (30). When insulin was recovered from DMSO with the ASES
process at 86.2 bar and 35°C, variation in the mean particle size of powders
obtained from three separate batches was calculated to be between 13.6% and
29.8%. It appears that compared to the ASES process, ARISE processing is
capable of generating product with lower inter-batch variation in particle size.

Cascade Impactor Analysis

The mass depositions of ARISE processed bovine insulin recovered from
cascade impactor classification in the order of component location are
collectively presented in Figure 5. Values of the loaded doses, emitted doses,
respirable fractions and mass median aerodynamic diameters (MMAD) of
individual determinations are presented in Table V.

Table V. Aerodynamic Statistics of ARISE Processed Bovine Insulin

Expt. No. BIO1 BI03 BI0S
Loaded Dose (mg) 4.0 4.1 18 3.0 2.0 2.3
Emitted Dose (%) 944 935 94.1 94.1 96.3 90.7
Respirable Fraction (%) 24.7 32.7 75.2 78.0 73.2 70.1
MMAD (um) 6.9 6.3 04 04 04 04

Recovered Dose (%) 1042 1026 974 912 107.6 102.1

Upon being introduced into the cascade impactor, the bulk of ARISE
processed bovine insulin from BIO! was retained in the preseparator. The
preseparator of the cascade impactor was designed to retain particles with
aerodynamic diameters greater than 9 pm, typically comprising of the larger
carrier particles used to improve drug dispersibility in dry powder formulations.
Mass distribution results within the cascade impactor indicate however, that
ARISE processed bovine insulin from BIO1 was still effectively released from
the capsule and inhaler device and entrained into the airstream.

ARISE processed bovine insulin from BIO3 displayed much higher
aerodynamic efficiencies when compared to product from BI01. More than 40%
of the loaded dose remained entrained in the airstream and was captured only in
the glass fiber filter after the last impaction plate stage of the cascade impactor.
Very similar aerosol statistics were also observed for different loaded doses of
1.8 mg and 3.0 mg. Samples from BIOS5 exhibited similar deposition profiles to
that of BI03.
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Analytical results on the aerodynamic properties of dry powders obtained
under all three experimental conditions demonstrate superior dry dispersibility
properties. The high emitted doses indicate the absence of static charge within
ARISE processed bovine insulin. During the formulation of ARISE processed
bovine insulin for pulmonary end-use, a high emitted dose would also imply
lower ‘overfill’ requirements, leading to lower consumption of high value
insulin. The relatively high respirable fractions of product obtained from BI03
and BIOS also attest to the suitability of ARISE processed bovine insulin as a
candidate for further development into a pulmonary delivery formulation.

Bulk Densities of ARISE Processed Bovine Insulin

The aerodynamic performance of dry powder formulations are influenced
not only by their geometrical diameters. Aerodynamic diameters of particles are
also a function of their bulk densities, shape and morphology (38-44). The bulk
densities of ARISE processed bovine insulin are listed in Table VI. Reported
values have not been obtained with sophisticated techniques and are only
presented to serve as a qualitative indication of processed powder
characteristics.

Table VI. Bulk Density Values of ARISE Processed Bovine Insulin

Expt. No.  Anti-solvent Pressure (bar)  Bulk Density (g/ml)

BIO1 90 0.053
BIO3 120 0.010
BIOS 150 0.013

The low bulk densities of ARISE processed bovine insulin obtained from
BI03 and BIOS are also observed in Figures 6(a) through 6(d) displaying images
of 200 mg of bovine insulin in 50 ml sample bottles. Figure 6(a) captures 200
mg of lyophilized bovine insulin while Figure 6(b) indicates 200 mg of product
collected from ARISE processing under experimental conditions of BIO1.
Figure 6(c) shows 200 mg of bovine insulin recovered from BI0O3 while the
sample bottle in Figure 6(d) contains 200 mg of bovine insulin obtained from
BIOS.

ARISE processing under experimental conditions prescribed in BI03 to
BI06 have yielded dry powders of extremely low bulk density. Bulk density
reduction is believed to be the result of effecting precipitation simultaneously
over a larger volume. Powders of low bulk densities are known to display
aerodynamic diameters substantially lower than their geometrical dimensions.
Fractal powders deviating from the shape of a perfect sphere are also known to
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have decreased aerodynamic diameters due to an increase in drag forces
experienced. SEM images in Figures 3(b) and 3(c) indicate the fluffy nature of
bovine insulin obtained from ARISE processing with BI03 and BIOS.

Powders of lower bulk density also experience lower interparticulate van
der Waals attractive forces due to the increased interstitial spaces and lower
contact area between adjacent particles (42). Lower interparticulate attractive
forces translate to increased powder dispersibility and flowability as well as
decreased powder cohesiveness. Reasons for the less dramatic bulk density
reduction experienced in BIO1 will be offered in the following section.

Effect of Anti-solvent Pressure

Physical properties of ScCO, under ARISE experimental conditions BIO1,
BIO3 and BIOS are presented in Table VII. The mild pressurization conditions
of BIO1 offered a ScCO, anti-solvent system with a low viscosity and density.
Consequently, when ScCO, at higher pressures were used, anti-solvent viscosity
and density increased. Although the pressure setpoints between the three
separate cases had been increased by equal amounts, the increase in viscosity
and density were more dramatic going from BIO1 to BI0O3 and the degree of
change was reduced when comparing BI03 and BIOS5.

Table VII. Physical Properties of ScCO, under Various ARISE
Experimental Conditions

Expt.  Temp. Pressure ScCO, ScCO; Density Moles
No. (°C) (bar) Viscosity (cP) (g/cmj) ScCO,
BIO1 40 90 0.035 0.486 3.92
BIO3 40 120 0.059 0.718 5.79
BIOS 40 150 0.068 0.780 6.30

NOTE: Values obtained from the NIST REFPROP Version 7.0 Database

Jet atomization and mixing efficiencies are highly influenced by system
viscosity and density. Atomization and mixing efficiencies are lower with
systems of higher viscosities and densities. Simultaneously, supersaturation and
precipitation rates within ScCO, anti-solvent systems are impacted by the
density of ScCO, used. It is well known that higher supersaturation and
precipitation rates in ScCO, anti-solvent processes are easily achieved by using
ScCO, at higher pressures and hence higher densities. The pre-injection stage of
the ARISE process also maintains the ScCO, anti-solvent in the precipitation
vessel under stagnant conditions. In an isochoric system, ScCO, charged at
higher pressure implies an increase in the amount of ScCO, added. Post-
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injection of a fixed volume and mass of DMSO into the precipitation vessel
under higher pressure of ScCO, would indicate a higher anti-solvent to solvent
system ratio resulting. These phenomena contribute to the manifestation of
competing effects of anti-solvent viscosities and densities during ARISE
precipitation.

ARISE processing under low pressure anti-solvent conditions of BIO1
portrays conditions that favor jet atomization and mixing while decreasing the
rate at which solvated bovine insulin precipitates. As Figure 2(a) suggests, a
homogeneous mixture was achieved within the precipitation vessel before
bovine insulin had begun to precipitate, which facilitates the explanation of the
high deposition of bovine insulin at the walls of the precipitation vessel — the
vessel walls had been wet with a layer of DMSO containing solvated bovine
insulin before the DMSO was extracted. Precipitation conditions suggested
where homogeneity is achieved before precipitation would imply a product with
a very narrow particle size distribution — this is supported with the laser
diffraction results in Figure 4(a).

By using an increased pressure of ScCO,, the viscosity and density of the
anti-solvent in BIO3 were substantially increased. Such a system implies a
lower atomization and mixing efficiency but increased precipitation rates.
Although deposition of particles implies that precipitation had taken place
throughout the entire vessel, the much lighter wall deposition seen in Figure 2(b)
indicates that precipitation had occurred primarily within the core of the
precipitation vessel and DMSO had been extracted before it could effectively
wet the vessel walls. This scenario may help explain the bi-modal nature of the
laser diffraction results in Figure 4(b) — precipitation commenced before a
homogeneous mixture was attained within the precipitation vessel, giving rise to
non-uniformed precipitation rates.

Despite the care taken not to disturb vessel contents during disassembly, the
powder cake of bovine insulin depicted in Figure 2(c) had inadvertently been
inverted. Nevertheless, when the pressure of ScCO, was further increased as in
BIOS, there was much stronger indication that ARISE processing with ScCO,
under higher pressure conditions induces bovine insulin to precipitate within the
core of the precipitation vessel. Under this condition, particle deposition on the
vessel wall was almost non-existent. The precipitation of bovine insulin was
invariably effected well before the contents of the precipitation vessel were able
to attain homogeneity. The exacerbation of non-uniformed precipitation rates
gave rise to the even wider particle size distribution of Figure 4(c). It appears
that ARISE processing under conditions prescribed in BI0O3 offered the optimum
compromise between mixing efficiency and the rate of precipitation to generate
bovine insulin in the form of dry powders of low bulk density and acceptable
particle size distribution suitable for pulmonary administration. Experimental
observations also indicate that bovine insulin may be precipitated as particles of
differing degrees of agglomeration, size and aerosol efficiency simply by
adjusting anti-solvent pressures to influence precipitation kinetics. Enhanced
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tunability of product implies that the precipitation kinetics of ARISE were not
hindered by imperfect inter-phase mixing to a significant extent.

Effect of Anti-solvent Temperature

ARISE processing at the anti-solvent pressure of 120 bar was attempted at
the lower temperature of 25°C (BI07) to assess the potential of processing at
lower temperatures. SEM images and laser diffraction results of product from
BI07 are presented in Figure 7. Product of inferior qualities was obtained when
processing at 25°C as compared to processing at 40°C (BI03). Primary particles
were highly agglomerated and aggregate size was as large as 50 pm. Processing
at 25°C indicated that fluid phase in the precipitation vessel resulted in a liquid
and vapor separation subsequent to solution injection. During the rinse stage,
the flow-rate of ScCO, underwent a dramatic step increase after about 200 ml of
ScCO, was passed. The liquid phase would have been forced through the
sintered frit at the initial stage and while remaining at constant pressure,
resistance to flow would have been dramatically reduced upon complete purge
of liquid.

Effect of Injection Conduit Aperture

Laser diffraction results of the experimental subset of batches operated
under similar conditions but with different injection conduit apertures are listed
in Table VIII. ARISE processing was experimented with apertures of 0.2 mm,
0.762 mm and 1.0 mm.

Table VIIL Results Obtained from ARISE Processing with
Different Injection Conduit Apertures

Expt.  Pressure Temp Conduit Laser Diffraction Results (um)
No. (bar) .(°C)  Aperture (mm) ~—p (10%) D (50%) D (90%)
BIO1 90 40 1.0 3.875 6.318 10.134
JBIO9 % .40 0762 ... 3879 . 6324  10.145
BIO03 120 40 1.0 0.081 0.235 1.679
BI10 120 40 0.762 0.082 0.245 1.942
BIO§ 120 40 .. 02 Unsuccessful . .
BIO5 150 40 1.0 0.081 0.239 2.532
BIl1 150 40 0.762 0.081 0.239 2.621

ARISE injection during BIO8 was attempted through a 0.2 mm diameter
capillary nozzle. Solution delivery was however unsuccessful with the nozzle
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blocking immediately upon injection, despite repeated successive attempts at
restoring flow through the nozzle. Operation with decreased conduit apertures
under all other experimental conditions did not appear to affect product particle
size dramatically. Even when conduit aperture was decreased by almost 25%,
product particle size did not experience any appreciable improvement. A
significant decrease in conduit apertures during ARISE processing therefore, did
not impact on atomization efficiencies sufficiently to influence product
characteristics. The efficiencies of conventional SCF precipitation techniques
however, were found to be extremely dependent on nozzle geometries.

Effect of Backpressure Intensity

A higher backpressure intensity of 80 bar was attempted with BI12 at 120
bar anti-solvent pressure, with SEM and laser diffraction results appended in
Figure 8. Cascade impactor deposition profiles of sample BI12 are presented in
Figure 9.

Poorer product characteristics appeared to have been obtained from
injecting at higher backpressure intensity. Primary particles appeared to have
formed a higher population of larger agglomerates than product obtained at 50
bar backpressure (BI03), and there was a corresponding decrease in aerosol
efficiency of product. Mechanistically, injecting at a higher intensity would
result in improved atomization, thereby leading to smaller solution droplets and
hence smaller sized precipitate. The reduction in conduit aperture size to
improve atomization efficiencies however, was not shown to affect product
characteristics by any appreciable amount. Instead, an increase in N,
concentration within the precipitation vessel subsequent to solution injection in
this case almost certainly lowered particle supersaturation and nucleation rates
during solvent extraction and hence, encouraged particle growth and bridging.

Conclusion

The ARISE process was designed to ameliorate the disadvantages of
existing SCF precipitation techniques by introducing solution via a single bolus
injection without the use of capillary nozzles or orifices. In doing so, the inertia
of the injected stream of solution was also harnessed to intensify mixing
throughout the entire volume of the precipitation vessel. The ARISE process
incorporated a novel method of energetic solution delivery via a single bolus
injection directly through a 1.0 mm bore injection conduit to achieve
homogeneous distribution over the entire vessel containing static ScCO,. While
the ASES process operates by controlling mixing over a localized precipitation
envelope over a continuous period, the ARISE process demonstrated its ability
to conduct precipitation within the entire contained volume for enhanced
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thermodynamic control over product characteristics. The ARISE process
utilizes the concept of energetic discharge to atomize solutions with a rapid
injection technique to achieve bulk phase homogeneity before solute
precipitation is effected by solvent extraction.

The ARISE process was successfully implemented for the production of
low bulk density bovine insulin displaying high suitability for pulmonary
delivery applications. Product characteristics were highly tunable as a function
of anti-solvent pressures, and were relatively unaffected by atomization
efficiencies. Atomization efficiencies improved through the use of smaller
conduit aperture size and higher injection back-pressure did not appear to
influence product characteristics dramatically, indicative that adequate solution
atomization under experimental conditions was achieved using a 1 mm bore
conduit and a 50 bar back-pressure.

Insulin obtained directly from ARISE processing displayed extremely high
aerodynamic efficiencies, without traditional need for formulation and bulking
with excipients. Apart from its ability to generate insulin of extremely low bulk
densities by precipitating over a much larger volume, additional processing
benefits of the ARISE process include decreased processing times resulting from
quasi-instantaneous working solution introduction, a high degree of
thermodynamically-based product tunability, high inter-batch product
reproducibility, and high modular process scalability.  The lack of capillary
nozzles within processing also makes the ARISE process suitable for
applications involving slurries and suspensions.
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predicting, 28-29
Fluoropolymers
adjustable polarity of solvent
mixture, 269

applications, 260

CO, solubility, 244, 247

differential scanning calorimetry
(DSC), 262

dynamic light scattering (DLS),
262

experimental, 261-264

experiments focusing on acetic acid
(AA), 268, 269¢

gas-expanded liquids (GXLs), 260—
261



homopolymerization of
tetrafluoroethylene (TFE) to
PTFE, 265

hydrocarbon solvents, 267268

materials, 261

measurements, 262

polymerization in scCO,, 260

polymerization of TFE in CO,-
expanded AA, 263-264

polymerization of TFE in CO,-
expanded AA using sodium
dodecyl sulfate (SDS), 264

polymerization of TFE in sc CO,,
263

polymerization of TFE in scCO,,
265¢

polymerization of TFE in various
CO, expanded solvents, 267¢

previous GXL studies, 265

scanning electron microscopy
(SEM), 262

SEM of PTFE samples prepared in
scCO, and CO-expanded AA,
269-270

solvent choices for CO, expansion,
266-267

synthesis procedure, 262-264

TGA of PTFE samples prepared in
scCO,, 266f

thermal stability, 266f, 268-269

thermogravimetric analysis (TGA)
method, 262

two-step degradation of polymers,
270-271

using liquid phase of expanded
solvent, 265-266

Force field models, CO,-expanded
solvents, 44-45
Fractionation

nanoparticle, in gas-expanded
liquids, 297-299

particle, and coating, 25-26

spiral tube within pressure vessel,
297-298, 300f

See also Nanoparticles
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Free volume, CO,-expanded liquids
(CXLs), 96

Fugacity coefficients, calculations,
120-121

G

Gas antisolvent solvent (GAS)
nanoparticle formation, 282
particle formation, 23, 24f

Gases
binding to metal(salen)

nanoparticles, 286287
multi-phase equilibrium, 16
Gas-expanded liquids (GXLs)
applications, 17-27
behavior of ionic liquids, water and
polymers with CO,, 7, 10

biphasic ionic liquids/CO, systems,
220, 222-223

classification, 4-5, 260-261

comparison of different solvent
classes and expansion behavior,
6t

dielectric constant of methanol and
CO, solutions, 12f

diffusivity of benzene in methanol
and CO,, 12f

economics, 27-28

effect of inerts on flammability
envelope of methane, 29f

expansion of liquids vs. wt% CO,
in liquid phase, 6f

future outlook, 30

gases in, 16

1-hexyl-3-methyl-imidazolium
bis(trifluoromethylsulfonyl)imide
((HMIm]}[T£,N]), 7, 10

Kamlet-Taft (KT) parameters of
polarity, 13, 15f

liquid density and molar volume
with pressure for methanol and
CO,, 7,9f

liquids in, 14, 16
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lower-critical end point (LCEP),
14, 16

mass density increase, 96

mixture critical points of common
organic liquids with CQ,, 8¢

multi-component and multi-phase
equilibrium, 14, 16

phase equilibrium and volume
expansion, 5, 7

polarity, 11, 13-14

process engineering issues, 27-30

safety, 28-30

solid components in, 14

transport properties, 1011

tunability of properties, 147-148

unique properties, 147

vapor-liquid equilibrium (VLE) of
methanol and CO,, 5, 8f

vapor-liquid-liquid equilibrium
(VLLE), 14, 16

viscosity of methanol and CO, with

pressure, 11f

VLE data of [HMIm][T£,N] and
CO,, 10f

volume expansion with pressure for
methanol and CO,, 7, 9f

See also Applications of gas-
expanded liquids (GXLs); CO,-
expanded liquids (CXLs);
Cybotactic structure of gas-
expanded liquids (GXLs)

Gas-to-solution shifts

modeling emission frequency for
acetonitrile + CO, mixtures,
981

observed and simulated, of
absorption and emission
frequencies, 101/

See also Solvatochromism and
solvation dynamics in CO,-
expanded liquids

Gibbs—Duhem relation

comparing consistent expressions

and literature, 7374, 75

dilute ternary systems, 69—70
Gibbs Ensemble Monte Carlo
(GEMC)
simulation, 45
two-phase simulations, 48
Gibbs free energy minimization,
predicting flammability, 28-29
Global phase behavior
data of ionic liquid and refrigerant
system, 125¢
liquids and gases, 116-117
See also Tonic liquids (ILs) and
refrigerants
Gold nanoparticles
controlled deposition onto micro-
electro-mechanical systems
(MEMS), 296
See also Nanoparticles
Green chemistry
health hazards, 275
oxidation, 276
See also Metal complexes

H

Hammett correlation,
diazodiphenylmethane (DDM)
reactions, 136-137

Hazardous waste, human health,

275

Health hazards, chemical waste, 275

n-Hexane, Kamlet-Taft parameters,
13¢

1-Hexyl-3-methyl-imidazolium

bis(trifluoromethylsulfonyl)imide
([HMIm][T£,N])

behavior of, water and polymers
with CO,, 7, 10

synthesis, 225

volume expansion of, with CO, and
CO, with H,, 228, 229¢

See also Biphasic ionic
liquid/carbon dioxide systems



High internal phase emulsion (HIPE),
CO,-in-water (C/W) HIPE, 249,
251f

Homogeneous catalysis
gas-expanded liquids (GXLs), 17—

21
GXL economics, 28

Hydrocarbon solvents, polymerization
of tetrafluoroethylene (TFE) in
CO,-expanded, 267-268

Hydroformylations
bidentate phosphite ligands

supporting polymer, 211
catalyst recycle, 210-211
CO,-expansion effect of 1-octene,

at constant volume and pressure,

208
comparing percent expansion in, of

1-octene with Rh(CO),(acac),
207f
development of rhodium-catalyzed,
203
effect of CO, pressure on, of 1-
octene using polymer supported
catalyst, 215¢

effect of solvent volume and
temperature on, of 1-octene,
212t

formation of byproducts, 205

gas-expanded liquids (GXLs), 18-

19,22
general mechanism, 203, 204
higher olefins, 203-204, 208, 219
mass balance of internal octene

isomers, 204, 207
mole fraction vs. fugacity of

hydrogen and CO in acetone and

CO,-expanded acetone, 206/
1-octene in non-expanded solvent

vs. CXL, 204
1-octene with polymer-supported

monophosphite polymer, 210¢
radical copolymerization of styrene
with biaryl styrene cross-linker,

211,212
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recyclability of soluble polymer-
supported Rh, 213, 214¢
solubility in CXL-expanded
toluene, 215
turnover frequencies (TOFs), 28
with soluble-polymer supported
ligands, 208-215
Hydrogels, poly(vinyl alcohol) (PVA),
253
Hydrogenations
expanded liquid vs. supercritical
phase, 199
gas-expanded liquids (GXLs), 17—
18,21-22
literature survey of], in biphasic
ionic liquids/CO, systems,
223
mass transfer effects, 226-227
reaction rate for, of 1-octene,
2271, 228f
terpenes, 192-193
See also Biphasic ionic
liquid/carbon dioxide systems;
Terpene hydrogenations
Hydrogen bonding, CO,-expanded
methanol and acetic acid, 58—
59
Hydrogen peroxide propylene
oxidation (HPPO)
propylene to propylene oxide,
179
See also Propylene oxide (PO)

I

Imperfect gases, describing behavior,
77

Insulin, bovine. See Atomized rapid
injection for solvent extraction
(ARISE)

Interaction energy
model, 299, 302-303
total, potential vs. interparticle

separation distance, 301/
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Ionic liquids (ILs)

advantages of combining ILs and
refrigerants, 114, 116

background, 114, 115f

behavior of ILs, water and
polymers with CO,, 7, 10

common cation classes and anions,
221f

1-ethyl-3-methyl-imidazolium
bis(trifluoromethylsulfonyl)imide
([EMIm][Tf,N]) as model IL,
113-114

molecular design, 235-236

structure of [EMIm][TE,N], 115/

synthesis, 118-119

See also Biphasic ionic
liquid/carbon dioxide systems;
Gas-expanded liquids (GXLs);
Ionic liquids (ILs) and
refrigerants

Ionic liquids (ILs) and refrigerants

advantages of combining, 114, 116

classifying [EMIm][Tf,N] and R-
134a, 125

equation of state parameters and
binary interaction parameters,
120¢

experimental, 117-119

experimental data and model
predictions for VLLE region by
temperature, 121, 122f

experimental global phase behavior
for, with model predictions, 123f

fugacity coefficient, 120-121

global phase behavior, 116-117

global phase behavior and phase
equilibria of [EMIm][ Tf,N] and
R-134a, 121-123

global phase behavior data for
[EMIm][Tf,N] and R-134a, 125¢

materials, 119

modeling, 119-121

model predicting vapor-liquid-
liquid equilibria (VLLE), 122—
123

modified Redlich-Kwong type
cubic equations of state (EoS),
119-120

phase behavior and equilibrium,
117-118

pressure-composition diagram for
VLE, VLLE, and mixture
critical point, 126f

safety, 117

single- and multi-phase equilibria,
121-122

synthesis of IL, 118-119

three VLLE, 121, 122-123

VLE data for [EMIm][Tf,N] and
R-134a, 124¢

Isopropanol, rate of
diazodiphenylmethane (DDM)
decomposition, 134, 135/
Isothermal titration calorimetry,
cobalt/N-hydroxysuccinimide
complexes, 175f

J

Jacobson's catalyst, Co(salen*), 151—
152

K

Kamlet-Taft (KT) parameters,
polarity, 13-14, 15f

Kirkwood—Buff integral, solvation
behavior of species in solution, 75—
76

L

Ligand configuration, stabilizing, on
nanoparticle, 302, 304f

Limited ligand solvation model
(LLSM), ligand configurations,
303, 304f



Limonene
chemical structure, 192f
hydrogenation, 193, 198
hydrogenation reaction rates in one
and two phase mixtures, 199
liquid-vapor equilibrium behavior
in mixtures of CO, + hydrogen,
198-199
molar ratio of hydrogen to, in
liquid phase, 195, 196¢
See also Terpene hydrogenations
Liquids
expansion vs. wt% CO, in liquid
phase, 6f
multi-phase equilibrium, 14, 16
See also Gas-expanded liquids
(GXLs)
Lorentz-Lorenz equation, estimating
‘refractive indices, 8485
Lower-critical end point (LCEP)
global phase behavior, 116-117
liquids, 14, 16

M

Macrocyclic ligands, manganese
complex, 150, 151
Mass density
gas-expanded liquids (GXLs), 96
region of maximum, vs.
composition, 105
Mass transfer effects, hydrogenation
reaction, 226227
Maxwell relation, dilute ternary
systems, 70, 74, 75
Metal complexes
active site structures of
heterogeneous catalysts, 280f
binding of dioxygen and nitric
oxide (NO) to, 286-287
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controlling particle morphologies,
282-283, 286

environmental pollutants, 275

gas antisolvent precipitation
(GAS), 282

geometric differences influencing
morphology of particles, 283,
285f

green oxidation chemistry, 276

heterogeneous oxidation catalysis
in scCO, media, 279, 281-282

nanoparticles of metal salen
complexes, 282283, 286

PCA (precipitation with
compressed antisolvents), 282—
283

reaction scheme for [Co(salen)]
with O,, 277f

reusability of catalysts, 281

rodlike structure of [Ni(salen)] and
[Co(salen)] nanoparticles, 283,
285f

schematic of PCA instrumentation,
284f

schematic of template
copolymerization method, 278f

spherical morphology of
[Ru(salen)(NO)(CI)] from PCA
process, 283, 285f

structures of compounds in PCA
studies, 284f

substrate conversion for catalysts in
various reaction media, 281¢

supercritical antisolvent (SAS)
precipitation, 282

template polymerizations with
[Co(salen)], 278-279

Metal nanoparticles. See

Nanoparticles

Methane, effect of inerts on

flammability envelope, 29f

bis(salicylaldehyde)ethylenediamin ~ Methanol

¢ (salen), 276-277
[Co(salen)] oxidizing 2,6-di-¢-
butylphenol (DTBP), 279, 281

analysis of dielectric constant of
gas-expanded liquid, 137,
138/
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C153 (Coumarin 153) absorption
maxima vs. CO, concentration
for gas-expanded, 88, 90f

C153 emission maxima vs. CO,
concentration for gas-expanded,
88, 90f

diazodiphenylmethane (DDM)
measuring relative acidities, 133

dielectric constant as function of
CO;, mole fraction for gas-
expanded, 137, 138f

dielectric constant of, and CO,
solutions, 12f

diffusivity of benzene in, and CO,,
11, 12f

hydrogen bonding in CO,-
expanded, 58-59

Kamlet-Taft parameters, 13¢

liquid density and molar volume
with pressure of, and CO,, 7,
of

local compositions by simulation
and experiment for C153 in
varying concentration, 91¢

mixture critical points of, with
CO,, 8¢

parameters for non-bonded
interactions, 46¢

pressure-composition diagram for
CO,-expanded, 48, 51f

pressure-density curves for CO,-
expanded, 51, 53f

pseudo first-order rate constant for
reaction of DDM with CO,-
expanded, 134, 135/, 136

pseudo first-order rate constants of
cyclohexanone acetal formation
in gas-expanded, 138, 1391

rate of DDM decomposition, 134,
135

TrAPPE (transferable potentials for
phase equilibria force field),

87

vapor-liquid coexistence curves for

single component system, 47/

vapor-liquid equilibrium (VLE) of,
and CO,, 5,7, 8f
viscosity of, and CO,, 11f
volume expansion for CO,-
expanded, 48, 49f
volume expansion with pressure of,
and CO,, 7, 9f
volumetric properties of CO,-
expanded, 97f
Methyltrioxorhenium (MTO)
comparing pressure intensified,
process with major industrial
processes, 183¢
durability, 184, 185-186
organometallic catalyst, 179
pressure intensified MTO process,
180f
theoretical in-service lifetime of,
183-186
See also Propylene oxide (PO)
Micro-orifices, precipitation of micro-
particles, 311-312
Micro-particles, use of capillary
nozzles and micro-orifices, 311-
312
MidCentury (MC) process
benchmark data for, 173, 176
MC-like processes in dense CO,,
178
terephthalic acid (TPA), 160
Mixture critical point
gas-expanded liquids (GXLs), 7, 8¢
1-octene, octane and CO, with H,,
230, 231¢
Mixtures, simulations of CO,-
expanded solvents, 48, 50-51
Modeling dilute solutes in
compressible solvents
coefTicients of second species, 71
comparison between consistent
expressions and literature, 73—
75
dilute binary systems as special
cases of dilute ternary systems,
73



Gibbs—Duhem relation, 6970,
73-74,75

green chemistry, 67

homogeneous system of linear
equations, 70-71

imperfect gases, 77

Kirkwood-Buff integral, 75

Maxwell relation, 70, 74, 75

molecular-based interpretation of
expansion coefficients, 75-76

solubility enhancement of non-
volatile solutes in near critical
solvents, 67

solvation phenomenon, 67

thermodynamic consistency of
truncated expansions, 76-78

truncated composition expansions,
67-68

truncated composition-expansions
for fugacity coefficients of
dilute ternary systems, 69-73

Models

interaction energy, 299, 302-303

ionic liquid and refrigerant
systems, 119-121

predicting global phase behavior,
122-123

See also Solvatochromism and
solvation dynamics in CO,-
expanded liquids

Molecular dynamics (MD)

simulations for cybotactic region,
85, 87-88

simulations in gas-expanded liquids
(GXLs), 97-98

simulations of CO,-expanded
solvents, 43-44

solvation in GXLs, 82

TrAPPE (transferable potentials for
phase equilibria force field), 87

See also Cybotactic structure of
gas-expanded liquids (GXLs);
Solvatochromism and solvation
dynamics in CO,-expanded
liquids
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Monte Carlo
Gibbs Ensemble, simulation
(GEMC), 45
simulations, 43
Morphology, nanoparticles of metal
salen complexes, 283, 285f
Multiphase catalysis
gas-expanded liquids (GXLs), 21—
23

idealized system, 219
See also Biphasic ionic
liquid/carbon dioxide systems

N

Nanoparticles

Ag nanoparticle diameters vs. CO,
expanded hexane, 305/

alkanethiol-stabilized Ag, in
hexane vs. pressure, 296f

average diameters for Au and Ag,
from CO,-expanded hexane size
fractionation process, 298¢

behavior of stabilizing ligands, 302,
303, 304f

controlled deposition of ligand-
stabilized Ag, Au, Pt and Pd,

. using GXLs, 293

controlling deposition of Au, onto
micro-electro-mechanical
systems (MEMS), 296

deposition, 292-297

dodecanethiol and lauric acid
stabilized Ag, 293, 294f

dodecanethiol stabilized Pt, on
carbon, 293, 295f

effect of ligand length for particle
dispersibility, 296f, 297

experimental and models for
maximum dodecanethiol
stabilized Ag, in CO, expanded
hexane vs. system pressure,
305¢

fractionation in GXLs, 297-299
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interaction energy model, 299,
302-303
metal
bis(salicylaldehyde)ethylenedia
mine (salen) complexes, 282—
283, 286
quantum dots, 298-299
schematic of GXL size
fractionation method using
spiral tube assembly, 300f
TEM (transmission electron
microscopy) images of
deposited Ag, 294f
TEM images of dodecanethiol
stabilized Pt, 295f
total interaction energy potential
vs. interparticle separation, 301f
uniform, multi-layer assemblies
using controlled deposition, 293
Nanotechnology, advances, 291
N-hydroxysuccinimide (NHSI),
catalysis of cobalt acetate with,
166, 169, 172-173
Nitric oxide (NO), binding to
metal(salen) nanoparticles, 286
287
Non-bonded interactions, parameters,
46t
Non-catalytic reactions, gas-expanded
liquids (GXLs), 17

o

1-Octene

challenge of rhodium-catalyzed
hydroformylation, 203, 205

effect of CO,-expansion on
hydroformylation at constant
volume and pressure, 208

effect of solvent volume and
temperature on
hydroformylation, 212¢

hydroformylation in non-expanded
solvent vs. CXL, 204

parameters for non-bonded
interactions, 46¢
phase behavior of, and octane and
CO, as percent of initial amount
of octane, 230, 231f
pressure-composition diagram for
CO,-expanded, 48, 51f
pressure-density curves for CO,-
expanded, 51, 53f
reaction rate for hydrogenation of,
2271, 228f
selectivity of hydroformylation,
204, 208
vapor-liquid coexistence curves for
single component system,
47f
volume expansion for CO,-
expanded, 48, 49f
See also Hydroformylations
Olefins
hydroformylation of higher, 203—
204, 208, 219
See also Hydroformylations
Onsager's relation field theory (ORFT)
calculating absorption/emission
spectrum, 85
solvatochromic shift and solvent
polarity, 84
solvatochromic shifts for Coumarin
153, 86f
See also Cybotactic structure of
gas-expanded liquids (GXLs)
Organic-aqueous tunable solvents
(OATS), separations, 27
Organic liquids, mixture critical points
of, with CO,, 8¢
Orientational correlations, CO,-
expanded acetonitrile, 56-58
Oxidation
green chemistry, 276
heterogeneous, catalysis in scCO,
media, 279, 281-282
Oxidations of gas-expanded liquids
axial ligands (AL) and activity of
catalyst, 158-159



catalysis in supercritical carbon
dioxide (scCQ,), 146

catalytic chemical processes, 147—
148

Co(salen) reactivities with different
AL, 159f, 160f, 160t

enhanced solubility of O, in CO,-
expanded liquids (CXLs), 156,
157

hydrogen peroxide-based, 20-21

media for catalytic oxidations, 156,
158-159

oxygen, 19-20

relative efficacies of scCO, and
CXL for Co(salen), 156, 157

selective, 22

structure of Co(salen) complex,
158f

See also Propylene oxide (PO);
Terephthalic acid (TPA) process

Oxygen, binding to metal(salen)
nanoparticles, 286287

P

Palladium nanoparticles. See
Nanoparticles
Parallel gravimetric extraction,
solubility measurements, 247-248
Particle formation
ASES (aerosol solvent extraction
system), 24-25
DELOS (depressurization of
expanded liquid organic
solution), 23
gas antisolvent solvent (GAS)
technique, 23, 24f
gas-expanded liquids (GXLs), 23—
26
particle fractionation and coating,
25-26
particle precipitation from reverse
emulsions, 25
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PCA (precipitation with
compressed antisolvents), 24-25
PGSS (particles from gas-saturated
solution), 24f, 25
Particle precipitation
reverse emulsions, 25
See also Atomized rapid injection
for solvent extraction (ARISE)
Particles from gas-saturated solution
(PGSS)
particle formation, 24f, 25
polymer processing, 26
PCA (precipitation with compressed
antisolvents), particle formation,
24-25
Peng—Robinson equation of state (PR-
EoS)
CO,-expanded solvent mixtures,
48, 50-51
modeling vapor-liquid equilibria,
61-63
Peroxidation, comparing
methyltrioxorhenium (MTO)
process, 182, 183¢
Peroxycarbonic acid
formation in gas-expanded liquids,
132
See also Alkylcarbonic acids
PGSS (particles from gas-saturated
solution)
particle formation, 24f; 25
polymer processing, 26
Phase behavior
biphasic ionic liquids/CO, systems,
222f
high-pressure, and equilibria data,
113-114
ionic liquid and refrigerant system,
117-118
See also Ionic liquids (ILs) and
refrigerants
Phase equilibrium
biphasic ionic liquids/CO, systems,
224-225, 228-230
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effects of, on catalytic reaction rate,
230, 232
experiments, 193-195
gas-expanded liquids, 5, 7
ionic liquid and refrigerant system,
117-118
simulations results, 45, 47-51
single component systems, 47
o-Pinene
chemical structure, 192f
hydrogenation, 192-193
hydrogenation experiments, 196,
197f
hydrogenation profiles, 197f, 198f
hydrogenation reaction rates in one
and two phase mixtures, 199
liquid-vapor equilibrium behavior
in mixtures of CO, + hydrogen,
198-199
molar ratio of hydrogen to, in
liquid phase, 195, 196¢
Pt catalysts for hydrogenation, 193,
198f
vapor-liquid diagram, 195/
volume expansion of liquid, under
CO, pressure, 194f
See also Terpene hydrogenations
Platinum nanoparticles
dodecanethiol stabilized, 293,
2951
See also Nanoparticles
Polarity
adjustable, of CO,-expanded
solvent mixture, 269
gas-expanded liquids (GXLs), 11,
13-14
Kamlet-Taft (KT) parameters, 13—
14, 15f
Onsager's reaction field theory
(ORFT), 84
Pollutants, human health, 275
Polyacrylamide, emulsion-templated
crosslinked, 249, 251f 252
Poly(acrylate), scCO, for porous
crosslinked, 245

Poly(ether carbonate) (PEC)
copolymers, solubility in CO,, 247
Polyethylene glycol) (PEG)
blending with poly(vinyl alcohol)
(PVA), 253-254
producing di- and triblocks, 249,
2501
Polymerizations, gas-expanded liquids
(GXLs), 21
Polymer processing, gas-expanded
liquids (GXLs), 26
Polymer-supported catalysts
hydroformylation of 1-octene, 215
See also Soluble-polymer
supported ligands
Poly(methacrylates), scCO, for porous
crosslinked, 245
Poly(vinyl acetate) (PVAc)
hydroxyl-terminated PVAc, 252
solubility in CO,, 248
Poly(vinyl alcohol) (PVA)
blending with poly(ethylene glycol)
(PEG), 253-254
electron micrographs of open-cell
porous hydrogel, 254f
hydrogels as biomaterials, 253
Porosity, aligned, 245
Porous materials
aligned, 245
CO,-philic fluoropolymers or
silicone-based, 247
CO,-philic surfactants for CO,-in-
water (C/W) emulsion
formation, 250f
directional freezing, 245, 246f
electron micrographs of open-cell
porous PVA hydrogel, 254f
emulsion-templated crosslinked
polyacrylamide materials, 251f
factors influencing polymer
solubility, 246247
high internal phase C/W emulsion
(C/W HIPE), 249, 251f; 252
high throughput solubility
measurements in CO,, 247-248



hydrogels of poly(vinyl alcohol)
(PVA), 253
inexpensive and biodegradable
CO,-philes, 248-249
limitations in initial C/W emulsion
templating, 253-254
method for producing surfactants
for scCO,, 248-249, 2501
methodology producing, by
templating concentrated C/W
emulsions, 252-253
OV Ac-functionalized dye
dissolving in CO,, 250f
parallel gravimetric extraction, 247
poly(ether carbonate) (PEC)
copolymers, 247
poly(vinyl acetate) (PVAc), 248
polymer solubility in CO,, 246-254
PVA, blended PVA/PEG, and
chitosan materials, 253
sugar acetate with aligned
structure, 246/
and supercritical fluids, 244-245
surfactants stabilizing highly
concentrated C/W emulsions,
252
templating of supercritical fluid
(SCF) emulsions, 249, 252-254
Porphryin complex, activated enzyme
site, 149, 150f
Post-reaction catalyst separation, gas-
expanded liquids (GXLs), 26-27
Powders. See Atomized rapid injection
for solvent extraction (ARISE)
Precipitation
mixing controlled, kinetics of SCF
processes, 312 '
phase homogeneity during, 311
supercritical fluid (SCF), 310
See also Atomized rapid injection
for solvent extraction (ARISE)
Precipitation with compressed
antisolvents (PCA)
nanoparticle formation, 282-283
particle formation, 24-25

3N

schematic of instrumentation,
284f
size of nanoparticles by PCA,
283, 286
structures of compounds used in
PCA studies, 284f
supercritical fluid antisolvent
platform, 310
Pressure, effect on hydrogenation
rate in biphasic ionic liquid/CO,,
227, 228f
Pressure-composition diagrams
CO,-expanded solvents, 48, 501,
51f
ionic liquid and refrigerant system,
123-124, 126f
Pressure-density curves, CO,-
expanded solvents, 50-51, 52f, 53f
Process, advantages of CO,-expanded
liquids (CXLs), 4
Propan-2-ol, mixture critical points of,
with CO,, 8¢
Propylene glycol, rate of
diazodiphenylmethane (DDM)
decomposition, 134, 135/
Propylene oxide (PO)
catalyst methyltrioxorhenium
(MTO), 179
catalyst stability in successive runs
using 2F-pyridine as axial
ligand, 184f
catalytic destruction of H,0,, 185
C-H stretching vibrations in IR
spectrum showing increasing
solubility with increasing N,
pressure, 182f
first monophasic epoxidation
reaction using CXL media, 180
influence of pressurized gas on PO
yield, 181f
light olefin epoxidation with MTO,
185
MTO durability, 185-186
MTO process advantages, 182,
183¢
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pressure-intensified MTO process
for, 180f

pressure-intensified PO process,
182-183

process and origins, 178-179, 181
183

substrate expanded liquid (SXL),
182

theoretical in-service lifetime of
MTO, 183-186

Q

Quantum dots
nanoparticle fractionation, 298-299
See also Nanoparticles

R

Radial distribution functions (RDFs)
CO,-expanded acetonitrile, 57f
CO,-expanded solvents, 55, 56f

Radical initiated processes, oxidations,
162-163, 165-166

Reaction expanded liquid (RXL),
ozone and CO,, 148

Reaction rates, hydrogenation of 1-
octene, 227, 228f

Rearrangement mixture
processes using Beckmann

rearrangement, 236
temperature-dependent vapor
pressures of, 236, 238f
vapor pressure measurements, 236

Recyclability
metal complexes, 281
polymer-supported catalysts, 210—

211
soluble polymer-supported
rhodium, 213, 214¢

Redlich-Kwong type, cubic equations
of state, 119-120

Refrigerants
combining ionic liquids and, 114,
116
model 1,1,1,2-tetrafluoroethane (R-
134a), 113-114
solubility and separation of, 113
structure of R-134a, 115f
structure of R-134a, 115
See also Ionic liquids (ILs) and
refrigerants
Respirable powders. See Atomized
rapid injection for solvent
extraction (ARISE)
Reverse emulsions, particle
precipitation from, 25
Rotational correlation times,
simulation and experimental for
CO, and acetonitrile vs. mole
fraction CO,, 53, 54f
Ruhrchemie/Rhone-Poulenc
(RCH/RP) process,
hydroformylation of higher olefins,
203,219

S

Safety, gas-expanded liquids (GXLs),
28-30

Selectivity
catalyst design, 149, 150f
oxidation of p-xylene, 173, 176

Separations, gas-expanded liquids
(GXLs), 26-27

Shear viscosity, simulation vs.
experimental for CO,/acetonitrile,
53,55

Shell process, terephthalic acid (TPA),
162, 163f, 164f

Silicone-based materials, CO,
solubility, 244, 247

Silver nanoparticles
alkanethiol-stabilized, in hexane vs.

pressure, 296f, 297



diameters vs. pressure in CO,
expanded hexane, 305/

dodecanethiol and lauric acid
stabilized, 293, 294f

dodecanethiol stabilized, vs. system
pressure, 303, 305¢

fractionation using spiral tube
assembly, 297-298, 300/

See also Nanoparticles

Simulations

Center for Environmentally
Beneficial Catalysis (CEBC),
42

constant volume (NVT) and
constant pressure (NPT)
simulations, 52

dipole-partitioned NN radial
distribution functions (RDFs)
for CXL acetonitrile at various
pressures, 57f

force field models, 4445

hydrogen bonding in CXL
methanol and CXL acetic acid,
58-59

mixtures, 48, 50-51

Monte Carlo and molecular-
dynamic (MD) simulations, 43—
44

O(OH)-H(OH) RDF for CXL
methanol, 59f

O-H RDFs for CXL acetic acid at
various pressures, 60f

optimization for industrial reactor
use, 43

orientational correlations in CXL
acetonitrile, 5658

parameters for non-bonded
interactions, 46¢

Peng-Robinson equation of state
(PR-EOS), 44, 48, 50-51, 61—
63

pressure-composition diagram for
CXLs methanol, acetic acid,
toluene and 1-octene, 51f
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pressure-composition diagrams for
CXL acetonitrile and ethanol,
50f

pressure vs. density curves for CXL
acetonitrile and ethanol, 52f

pressure vs. density curves for CXL
methanol, acetic acid, toluene
and 1-octene, 51, 53f

promising alternative catalytic
media, 4243

RDF between N atom sites on
different acetonitriles for CXL
acetonitrile, 56/

RDFs, 55, 56f

rotational correlation times in
COy/acetonitrile, 53, 54f

shear viscosity in CO,/acetonitrile
mixtures, 53, 55/

simulation results for phase
equilibrium, 45, 47-51

simulation vs. experimental for
rotational correlation times, 53,
54f

simulation vs. experimental for
shear viscosities, 53, 55f

simulation vs. experimental for
translational diffusion constants,
52, 54f

single component systems, 47

structural properties of, 55-59

translational diffusion constants in
COy/acetonitrile, 52, 54f

transport properties, 51-53, 55

vapor-liquid coexistence curves for
single component systems, 47f

volume expansion for various
CXLs, 49f

See also CO,-expanded liquids
(CXLs)

Single component systems, vapor-

liquid coexistence curves, 47

Sodium dodecyl sulfate (SDS)

polymerization of
tetrafluoroethylene (TFE) in
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CO,-expanded acetic acid using
SDS, 264
See also Fluoropolymers
Solid components, multi-phase
equilibrium, 14
Solid-liquid-vapor equilibrium (SLV),
multi-phase equilibrium, 14
Solubility
effect of CO, expansion on
catalyst, 214f, 215
hydrogen, in solvents under CO,
pressure, 196, 198
polymer, in CO,, 246-254
refrigerant gases, 113
See also Porous materials
Soluble-polymer supported ligands
catalysis, 208-209
effect of CO, pressure on
hydroformylation of 1-octene,
215¢
hydroformylation of 1-octene with,
210¢
hydroformylation with, 208-215
potential benefits, 209
recyclability, 210-211, 213,
214¢
See also Hydroformylations
Solvation dynamics
dynamics of preferential, 98-99
enrichment, 105-109
enrichment factors for acetonitrile
component, 104f
first solvation shell coordination
numbers, 103/
per-atom contributions, 104f
shell distributions functions,
1021
See also Solvatochromism and
solvation dynamics in CO,-
expanded liquids
Solvatochromic shift
experimental and calculated, for
Coumarin 153, 86f
comparing preferential solvation
using solvatochromic probe

trans-4-(dimethylamino)-4'-
cyanostilbene (DCS), 98, 100

composition-dependent trends in
solvatochromic shifts and time-
resolved fluorescence, 109

dynamics of preferential solvation
in GXLs, 98-99

enrichment dynamics, 105-109

enrichment factors for acetonitrile
component, 104f

experimental spectral response
functions and simulated
solvation correlation functions
for three compositions, 105-106

experiment-simulation
comparisons, 109-110

first solvation shell coordination
numbers of DCS, 103/

gas-to-solution emission frequency
shift data for acetonitrile + CO,
mixtures, 98f

modeling electrostatic contribution,
99

models and methods, 99-101

molecular aspects of solvation, 96

molecular dynamics (MD)
simulations, 97-98

observed and simulated gas-to-
solution shifts of absorption and
emission frequencies, 101f

Onsager's reaction field theory
(ORFT), 84, 86f

Solvatochromism and solvation
dynamics in CO,-expanded
liquids

per-atom contributions from two
solvent components in solute-
solvent electrical interaction
energies, 104f

region of maximum mass density
vs. composition, 105

simulated solvation correlation
functions for range of
compositions, 106107

solvation response function, 100



solvation shell distribution
functions, 102f

solvatochromism and local
composition, 101-105

time-dependent changes in
numbers of atoms of solvent

type in first solvation shell, 108f

time regimes for electrostriction
and solvent redistribution, 109
Solvent extraction process. See
Atomized rapid injection for
solvent extraction (ARISE)
Solvent polarity, Onsager's reaction
field theory (ORFT), 84
Solvents
classification, 4-5
comparing classes and expansion
behavior, 6¢
liquid expansion vs. wt% CO, in
liquid phase, 6f
See also Modeling dilute solutes in
compressible solvents
Solvolysis reactions, alkylcarbonic
acid catalysis, 142, 143f
Spectroscopy
Coumarin 153 (C153)
absorption/emission maxima vs.
CO, concentration, 88, 90f
See also Cybotactic structure of
gas-expanded liquids (GXLs);
Solvatochromism and solvation
dynamics in CO,-expanded
liquids
Spiral tube assembly, size
fractionation method, 297298,
3001
Stokes—Einstein relationship,
diffusivity and viscosity, 11
Structural properties, CO,-expanded
solvents, 55-59
Substrate expanded liquid (SXL),
propylene to propylene oxide, 148,
182
Sugar acetate, porous, with aligned
structure, 245, 246f
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Sulfur trioxide, interactions with
caprolactamium hydrogen sulfate,
236, 237, 239

Supercritical antisolvent (SAS)

precipitation
nanoparticle formation, 282
supercritical fluid anti-solvent
platform, 310

Supercritical CO,

background in catalytic studies in,
151-152, 156

benefits and limitations, 42

benign, 34

Co(salen*) studies in, 153f

formation of water-in-CO, (W/C)
and CO,-in-water (C/W)
emulsions, 248-249

heterogeneous oxidation catalysis
in scCO, media, 279, 281-282

mechanism of oxidation of phenol
by Co(salen)(axial ligand
AL)/O; system, 154, 155

oxidation of di--butylphenol
(DTBP), 279, 281t

oxidative catalysis in, 146

polymerization of fluoropolymers,
260

porous crosslinked poly(acrylate)
and poly(methacrylates), 245

porous materials and supercritical
fluids, 244245

saturation of O, conversion
dependence in, 152, 153f

solubility and CO,-soluble
materials, 244

temperature dependence of
conversion and selectivity,
153f

Supercritical fluids (SCF)
improvement of existing SCF

precipitation, 310-312
mixing controlled precipitation
kinetics of SCF processes, 312
porous materials and, 244-245
precipitation, 310



376

templating SCF emulsions, 249,
252-254
Surfactants
solubilization and emulsification,
248-249
See also Porous materials
Sustainability, catalyst design, 148—
149

T

Template polymerizations
metal complexes, 278-279
See also Metal complexes
Terephthalic acid (TPA) process
benchmark MC process, 173, 176
4-carboxybenzaldehyde (4-CBA)
contaminant and TPA in Shell
process, 162, 163f
Co(OAc), with N-
hydroxysuccinimide catalyst,
166, 169, 172-173
contaminant CBA, 173, 176
crystal structure of diaquabis(N-

hydroxysuccinimidato)cobalt(II),

173f
cyclic olefin cleavages, 169, 172
effect of catalyst concentration on
Co/Zr(acac), catalyzed toluene
oxidation, 166, 170f, 171f

factors affecting purity of TPA, 160

intermediates in oxidation of p-
xylene to, 161

isothermal titration calorimetry
confirming Co"(NHSI)" and
Co(NHSI),’, 175

ketones as promoters for

Co(OAc)/Z1(OAc),/Zr(OAc)s/k

etone catalyst, 165, 168

lessons from Shell process, 162,
163f, 164f

MC-like processes in dense CO,,
178

MC (MidCentury) process, 160

oxidation of toluene with
Co/Zr/ketone catalyst, 167¢

oxidation using Co(OAc),/NHSI
catalyst in acetic acid CXL, 166,
172t

production, 159-160

products from oxidations of
cycloalkanes by
Co(OAc),/NHSI, 172, 174

radical initiated processes, 162—
163, 165-166

solubilities in HOAc CXL of cobalt
catalyst with Zr salts, 162,
164f

p-xylene oxidation, 178¢

See also Oxidations in gas-
expanded liquids

Ternary systems

comparing consistent expressions
and literature, 73-75

dilute binary systems as special
cases of dilute, 73

imperfect gases, 77

truncated composition expansions
for fugacity coefficients of
dilute, 69-73

See also Modeling dilute solutes in
compressible solvents

Terpene hydrogenations

citral in carbon dioxide, 193

experimental, 193-195

hydrogenation experiments, 196,
197f

hydrogenation in expanded liquid
vs. supercritical phase, 199

kinetics and volume expansion,
196, 198

limonene, 192f, 193

o-pinene, 192-193

profiles of a-pinene using Pt
catalysts, 197f 198f

reaction rates in one and two phase
mixtures, 199

schematic of volume contraction of
liquid phase, 198, 199f



solubility of hydrogen in
acetonitrile, acetone and
methanol under CO,, 196,
198
vapor-liquid diagram of H, + CO,
+ a-pinene, 195f
VLE behavior of binary mixtures
of citral with CO,, 200
volume expansion and phase
equilibrium, 193-195
See also a-Pinene; Limonene
Tert-butanol, rate of
diazodiphenylmethane (DDM)
decomposition, 134, 135
1,1,1,2-Tetrafluoroethane (R-134a).
See Ionic liquids (ILs) and
refrigerants
Tetrafluoroethylene (TFE)
polymerization, 262-264
polymerization in CO,-expanded
acetic acid, 263-264
polymerization in scCO,, 263
See also Fluoropolymers
Thermal stability, colloidal
poly(tetrafluoroethylene) (PTFE)
particles, 270-271
Thermodynamic consistency,
truncated expansions, 76-78
Toluene
catalyst solubility in CO,-
expanded, 214f, 215
parameters for non-bonded
interactions, 46¢
pressure-composition diagram for
CO,-expanded, 48, 51f
pressure-density curves for CO,-
expanded, 51, S3f
vapor-liquid coexistence curves for
single component system, 47f
volume expansion for CO,-
expanded, 48, 49f
Toluene oxidation
Co/Zx(acac),, 1701, 171f
Co/Zr/ketone catalyst, 165-166,
167t
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Trans-4-(dimethylamino)-4'-
cyanostilbene (DCS)
solvatochromic probe, 98,
100
See also Solvatochromism and
solvation dynamics in CO,-
expanded liquids
Transferable potentials for
phase equilibria force field
(TrAPPE), methanol and
acetone pair interactions,
87
Transition metal chemistry.
See Metal complexes
Translational diffusion constants,
simulation and experimental for
CO, and acetonitrile vs. mole
fraction CO,, 52, 54f
Transport properties
CO,-expanded solvents, 51-53,
55
gas-expanded liquids (GXLs), 10—
11
Truncated composition expansions
binary mixtures, 67-68
fugacity coefficients of dilute
ternary systems, 69—73
solvation behavior at infinite
dilution, 68
thermodynamic consistency, 76—
78 :
See also Modeling dilute solutes in
compressible solvents
Turnover frequencies (TOFs),
hydroformylation, 28
Turn-over frequency, hydrogenation
reaction, 226-227

U

UCC process, hydroformylation of
higher olefins, 203

Upper critical end-point (UCEP),
global phase behavior, 116-117
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v

Vapor-liquid coexistence, single
component systems, 47
Vapor-liquid equilibrium (VLE)
binary mixtures of citral with CO,,
200
gas-expanded liquid (GXL) system,
5, 8f
ionic liquid and CO,, 7, 10, 10f
VLE data of ionic liquid and
refrigerant system, 124¢
Vapor-liquid-liquid equilibrium
(VLLE)
experimental and model predictions
for ionic liquids and refrigerant
system, 121-123, 125
global phase behavior, 116-117
multi-phase equilibrium, 14, 16
Viscosity
methanol and CO, with pressure,
10-11
Stokes—Einstein relationship, 11
Volume contraction, schematic, 198,
199f
Volume expansion
CO,-expanded solvents, 48, 49f
experiments, 193-195

gas-expanded liquids, 5, 7

ionic liquid, 228, 229f, 229¢

See also Terpene hydrogenation
Volumetric properties, CO,-expanded

liquids (CXLs), 96, 97f

w

Water, rate of diazodiphenylmethane
(DDM) decomposition, 134, 135f

X

p-Xylene
oxidation to terephthalic acid, 160,
161
oxidation using cobalt acetate/N-
hydroxysuccinimide, 166,
172¢
selectivity in oxidation, 173, 176

z

Zirconium acetate, radical chain
reaction, 163, 165
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